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Preface

The aim of the book is to bring together leading academic scientists, researchers,
and research scholars to exchange and share their experiences and research results
on all aspects of cognitive computing in human cognition. It also provides a premier
interdisciplinary platform for researchers, practitioners, and educators to present
and discuss the most recent innovations, trends, and concerns as well as practical
challenges encountered and solutions adopted in the fields of IoT and analytics for
agriculture. The book is organized into ten chapters,

Chapter “Improved Steganography Using Odd Even Substitution”: The pro-
posed image steganography technique implements an LSB technique with an
algorithm to hide message bits in the DCT coefficients.

Chapter “A Tags Mining Approach for Automatic Image Annotation Using
Neighbor Images Tree”: This chapter developed a new model for addressing these
issues using a tree mechanism of photos related to the target image.

Chapter “A Survey: Implemented Architectures of 3D Convolutional Neural
Networks”: In this paper, we survey on different implementations of 3D convolu-
tional neural networks and their respective accuracies for different datasets. We then
compare all the architectures to find which one is most suitable to perform flexibly
on CBCT-scanned images.

Chapter “An Approach for Detection of Dust on Solar Panels Using CNN from
RGB Dust Image to Predict Power Loss”: This chapter focuses on CNN-based
approach to detect dust on solar panel and predicted the power loss due to dust
accumulation. We have taken RGB image of solar panel from our experimental
setup and predicted power loss due to dust accumulation on solar panel.

Chapter “A Novel Method of Data Partitioning Using Genetic Algorithm Work
Load Driven Approach Utilizing Machine Learning”: The proposed chapter utilizes
natural computing optimization-inspired genetic algorithm (GA) for the improvi-
sation of the partitioned data structure. The optimized set is cross-validated utilizing
artificial neural network.

Chapter “Virtual Dermoscopy Using Deep Learning Approach”: This chapter
presents an automated dermatological diagnostic system using a deep learning
approach. Dermatology is the branch of medicine which deals with the
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identification and treatment of skin diseases. The presented system is a machine
interference in contradiction to the traditional medical personnel-based belief of
dermatological diagnosis.

Chapter “Evaluating Robustness for Intensity Based Image Registration
Measures Using Mutual Information and Normalized Mutual Information”: This
chapter uses information measures such as mutual information (MI) and normalized
mutual information (NMI) to obtain the aligned image and then evaluated their
robustness.

Chapter “A New Contrast Based Degraded Document Image Binarization”: This
chapter proposes the binarization technique which uses the contrast feature to
compute the threshold value with minimum parameter tuning. It computes the local
contrast image using maximum and minimum pixel values in the neighborhood.
The high contrast text pixels in the image are detected using global binarization.

Chapter “Graph Based Approach for Image Data Retrieval in Medical
Application”: This chapter describes new technique such as max flow graph-
based approach. Max flow-based techniques have more accurate result than PCA
and Hessian method.

Chapter “Brain Computer Interface: A New Pathway to Human Brain”: This
chapter focuses on past 15 years, and this assistive technology has attracted
potentials numbers of users as well as researchers from multidiscipline.

We are sincerely thankful to Almighty to supporting and standing at all times
with us, starting from the call for chapters till the finalization of chapters, all the
editors have given their contributions amicably, which it is a positive sign of
significant team works. The editors are sincerely thankful to all the members of
Springer. We are equally thankful to reviewers for their timely help and authors
who have shared their chapters.

Bhubaneswar, India Pradeep Kumar Mallick
Bhubaneswar, India Prasant Kumar Pattnaik
Bhubaneswar, India Amiya Ranjan Panda
Arad, Romania Valentina Emilia Balas
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About This Book

This edited book designed the cognitive computing in human cognition to analyze
to improve the efficiency of decision making by cognitive intelligent. The book also
intended to attract the audience who work in brain computing, deep learning,
transportation, and solar cell energy. Due to this in recent era, smart methods with
human touch called as human cognition are adopted by many researchers in the
field of information technology with the cognitive computing.
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Key Features

1. Addresses the complete functional framework workflow in advances of cogni-
tive computing.

2. Addresses the different data mining techniques was applied.
3. Exploring data studies related to data-intensive technologies in solar panel

energy, machine learning, and big data.
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Improved Steganography Using Odd
Even Substitution

Ramandeep Kaur Brar and Ankit Sharma

Abstract Image steganography is one of the emerging techniques used for hiding
content in digital images. This makes the content more secure and free from infor-
mation attackers. The proposed image steganography technique implements an LSB
technique with an algorithm to hide message bits in the DCT coefficients. The tech-
nique has chosen a mid-band frequency area for the bit’s substitution in an odd and
even bit selection. The results are better than traditional LSB. The parameters used
are PSNR and MSE to understand the blur or noise added to the cover image while
adding the secret message.

Keywords QR code · Steganography · Image steganography · Least significant bit
(LSB) technique · Discrete cosine transform (DCT) · Peak signal to noise ratio
(PSNR) · Mean square error (MSE)

1 Introduction

1.1 QR Code

QR code located for Quick Response Code that is a kind of matrix barcode otherwise
wecan say that two-dimensional barcodewhich is intended for thefirstmanufacturing
in Japan. Mainly, a barcode is a machine-readable photosensitive tag that comprises
data around the piece to which it is involved [1]. A QR code consists of black
modules such as square dots arranged in a square on a white backdrop set, which
can be deciphered by an imaging device like a camera and the process of with error
correction rate when the image does not go well, explained. In both horizontal and
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Fig. 1 Module structure [1]

vertical sections of the image, the required data are then separated from the given
pattern [1, 2].

1.2 Code Structure

The QR Code segments run many jobs: Approximately genuine facts keeps itself,
whereas others are divided into different job outlines that recover interpretation pre-
sentation and permit mark configuration, fault improvement and misrepresentation
recompense. The timing patterns know the amount of sign to the scanning device.
Near is also an essential “quiet zone,” a four-module inclusive bumper zone in which
there is no information, to confirm that nearby text or symbols are not wrong for QR
Code data [2] (Fig. 1).

Through scanning hardware, search patterns of the location can be searched and
can increase the overall speed by reading image and data processing [1].

1.3 Steganography

Steganography is a method of implanting confidential communications in such a
system that anyone else can see the message without knowing it. Along with the
bits of various classified messages, replacing the bits of fewer frequently data used
in data records like graphics, audio, image, etc. implies Steganography. This secret
information can also be straightforward text, ciphertexts or images [3] (Fig. 2).

Fig. 2 Overview of
steganography techniques [4]
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1.4 Least Significant Bit (LSB) Technique

In LSB technology, the first image is divided into 3 planes i.e. red, green and blue.
Each plane has the pixel representation of the image that has a fixed intensity values
(Fig. 3).

LSB substitution replaces the binary bit from the secret message with the message
bits from secret message image bit sequence. The value at LSB place is either ‘0’
or ‘1’. Occasionally the new bit after replacing is the same as that of older value. In
this case, replacing can be takes place but the alteration in the image parameters is
not reflected. This adds to privileged PSNR value in stego image [7, 6].

2 Literature Survey

Vladimír Hajduk et al. [4], This paper is focuses on schematic planning of image
steganographic method which can embed encrypted secret message using Quick
Response Code (QR) code into image data. For embedding the QR code, the use
of the Crete Wavelet Transformation (DWT) domain is used while the embedding
process is furthermore confined by the Advanced Encryption Standard (AES) cipher
algorithm. Moreover, usually features of QR code was busted using the encryption,
thus it makes the system further protected. The effectiveness of the planned method
wasmeasured by Peak Signal-to-Noise Ratio (PSNR) and accomplished results were
equated with other steganographic tackles.

Kumawat et al. [1], In this paper, author works in the latest automatic technology
concepts. In the current past, the concept of Quick Response Code (QR Code) has
attained a considerable recognition and is being used as data representation mean.
This paper providing complete information on all the concepts of Quick Response
Code. The first experimentation is to be relevant noise in QR Code (encoding) and
second is De-noising (decoding) using Median and Wiener filters. This document
also affords a glance of the impact of Noise on the QR code and Histogram of the
PSNR values that shows the evaluation of the images.

Chaturvedi et al. [8], This framework presents a newproposal forwhacking a logo-
based watermark in color still image. This move is based on averaging of middle
frequency coefficients of block Discrete Cosine Transform (DCT) coefficients of an
image. Here we suggest an algorithm of aliquot watermarking technique based on

Fig. 3 Least significant bit
insertion (LSB) [5, 6]
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DCT (Discrete Cosine Transformation) using mid band for toughness. We use the
DCT mid band to use different image formats with co-efficiency and the analysis
seemed that the JPG image formats PSNR value on an averagewas lowest in different
with others.

Mehboob et al. [9], Due to its simplicity, the most commonly used system is the
use of least significant bits. The least significant bit or its format is usually used to
hide data in a digital image. This paper discusses the science of Steganography in
all-purpose and proposes a work of fiction procedure to hide data in a colorful image
using the least significant bit.

3 Methodology

The transform domain-based technique “DCT” helps to implant the hidden secret
message effectively as we know that transform domain technique is far further better
than the spatial domain technique in themeantime toughness in contradiction of lossy
compression and different filtering options such as median, high-pass and low-pass
filters etc. [10].

This procedure gives a better declaration about the superiority on the receiving
ends. The mid band frequency quantities of an 8 into 8 DCT block. The DCT Tech-
nique divides the image into blocks of 8 into 8 [10]. Low frequency (FL) is used to
indicate the lower frequency coefficients of the block whereas high frequency (FH)
is used to indicate the higher frequency coefficients. By avoiding significant modifi-
cations of the cover image the mid band is worn for embedding to provide additional
resistance to lossy compression techniques [11] (Fig. 4).

The methodology explains the comprehensive working of the image steganogra-
phy process. In the projected technique, as implanting a secret message image into
shipper image [12], two files are required. First file is the colored image, known as
cover image and the next file brings the message itself to be concealed [12] (Fig. 5).

The technique hides data in QR code cover image (Fig. 6).
To get a high PSNR, the self-hidden message has been changed to 0- and 1-bit

order [14]. This bit order is divided into two groups that are odd group and even
group. The splitting of the message bit progression has improved spatial distribution
between the pixels of the message inside the cover image which in spin reduces the
noise level in the cover-image [15, 16].

Fig. 4 DCT region for
Mid-frequency [11]
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Fig. 5 Steganography overview [13]

Fig. 6 Bit sequence broken to even and odd groups [13]

3.1 Algorithm

Phase-I Algorithm used to place in data image into the cover-image:

Step 1. To load the cover image.
Step 2. To load the Message Image.
Step 3. To convert text message/image into binary bit sequence and divide into two

groups of even and odd.
Step 4. To calculate and locate LSB of each one pixel of the cover image.
Step 5. To replace each bit of message image with theMid Band of the cover image.
Step 6. To save the steganographed image.

Phase-II Algorithm used to preserve data image from the cover image:

Step 1. is to load the Stegnographed image.
Step 2. is to calculate and find the LSB of each pixel of the cover image containing

the message image.
Step 3. is to recover message bit stream from the cover image.
Step 4. is to determine peak signal to noise ratio of Cover Image.
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3.2 Parameters

Peak Signal toNoise Ratio (PSNR): Usually, the image steganography system should
insert the content of an obscured message in the image such that the graphic excel-
lence of the image is not perceptibly changed. For that reason, to learn the embedding
perceptual effect, we have used the peak signal to noise ratio (PSNR)which is defined
as [5, 16]:

PSNR = 10 log10
(L − 1)2

RMS

where

RMS = 1

m · n
m∑

i=1

n∑

j=1

(
xi,j − x′

i,j
)2

Mean Square Error (MSE): In a sense, the resolution of a spreading center should
be linked to an error. If we say that the number t is a best evaluate of center, then
most likely we are proverb that t represents the whole spreading better, in some way
than other numbers [17]. In this context, assume that we measure the superiority of
t, as a quantity of the center of the distribution, in terms of the mean square error

MSE(t) = 1

n

k∑

i=1

fi (xi − t)2 =
k∑

i=1

pi (xi − t)2

MSE(t) is a partial average of the squares of the distances between t and the class
markswith the relative frequencies as theweight factors. Therefore, the best evaluates
of the center, comparative to this measure of error, is the value of t that minimizes
MSE. In statistics, the mean square error (MSE) is one way to analyze the variance
amongst an estimator and the accurate value of the amount being predictable [13].

4 Results

Result 1
See Table 1.

Result 2
See Table 2.

Result 3
See Table 3.
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Table 1 Results of image steganography in QR code

S. No. Payload Payload
size

Cover
image

Message
image

PSNR MSE

1 Wow
wowwowo wow
owowowowowo

31B 42.4477 0.0582816

Table 2 Results of image steganography in QR code

S.
No.

Payload Payload
size

Cover
image

Message
image

PSNR MSE

2 ;uioehjkhjkshadkhlasjkdhaslwkejrkwjelwkqje 42B 42.4302 0.0585162

Table 3 Results of image steganography in QR Code

S.
No.

Payload Payload
size

Cover
image

Message
image

PSNR MSE

3 Pin number
7892463578036578
dataapasstor

41B 42.4937 0.0576669
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A Tags Mining Approach for Automatic
Image Annotation Using Neighbor
Images Tree

Vafa Maihami

Abstract With the growth of the internet and the volume of images, both
online (such as Flicker and Facebook) and offline (such as image datasets or
personal/organizational collections), in recent years, annotation of the image has
taken broad attention. Image annotation, is a method where labels or keywords for
an image are created. This may be biased to popular labels in the automatic image
annotation relying on the closet neighbors. Furthermore, when confronting images
with less common and unique keywords, the efficiency of these methods will reduce.
This article developed a new model to addressing these issues using a tree mecha-
nism of photos related to the target image. Firstly, focused on the correlation of the
feature vector between the target image and the image database, neighbor’s images
are obtained in the form of a matrix. Afterwards, to indicate the different tags of
interest, the non-redundant tags subspaces are mined. Next, based on the tags it has
in commonwith the query image, a neighbor’s images tree structure is drawn. Finally,
recommendation tags to the query image are obtained through using the tree struc-
ture. The Proposedmethod applied to well-known benchmarks of annotated datasets,
Corel5k, IAPRTC12 andMIR Flickr. The results of the experiments indicate that the
method suggested is the better performance and improves the results in comparison
with the other methods.

Keywords Relevance labels · Content based image retrieval · Structure tree ·
Similarity measure · Automatic image annotation

1 Introduction

This enormous increase in use of social networks and visual items has led to urgent
development demands and interpretation of multimedia content. Thus, it is necessary
to extend new solutions to analyze these data in novel programs.During the last years,
the image annotation method has been considered as one of the strong method to
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manage the visual contents [1, 2]. Image annotation is method to evaluate the visual
contents of an image and apply the tags to it [1]. Image annotation may be applicable
in different fields such as industry, medicine, art, etc. [3–8].

Many tools for achieving of automatic image annotation methods such as learning
machines and interaction between people and computers have been offered [9–
14]. However, some of these approaches are limited in accuracy, complexity and
scalability. The number of approaches is based on segmentation techniques which
normally cannot break down images into the respective regions [15, 16]. Similar
labels/tags are commonly used to identify similar images. Accordingly, the nearest-
neighbor-based image annotation has recently attracted attention [17–22]. While
image annotation rely on the nearest-neighbor does not achieve explicit generaliza-
tion, test images are compared to training instances. Since the assumptions are built
directly from the training examples themselves, this technique is called the nearest
neighbor.

In past works on image annotation relying on the nearest neighbors, common
nonparametric methods have been used where voting is used to assign tags from
visually similar items [17, 20]. For multimodal content and vast vocabulary of weak
labels, the property of this technique is accepted but it is very vulnerable to the
measure used to identify visual neighbors. New studies have employed learnable
methods and weighted voting structures [19, 23, 24], or the images used for voting
weremore carefully selected [25]. Although this approach presents good results, they
are limited because they treat tags and visual features in separate ways. Often, they
may be biased to popular labels. In addition, they drop in results if they confronting
to images with less similar and unique labels.

In this paper, the above mentioned challenges have been addressed by introducing
a new structure tree of the neighbor’s images. Firstly, labels of adjacent images are
obtained in the form of a matrix based on the similarity of the feature vector between
the input image and the dataset instances. Afterwards, the subspaces of the non-
redundant tags are recognized and the system is in an attempt to find a list of neighbors
which are sharing common tags on each subspace. The neighbors belonging to the
same subspace have the same interest tags. Obviously, a unique neighbor image may
relate to a few lists with various labels. The lists can be used to construct a novel
structure tree of the neighbor’s images. The target image is usually placed at the tree
root, and the other neighbor images are put at the tree’s other locates. The place of
each neighbor is defined by its labels and the similarity that the label has with the
target image. The proposed structure resulted in a neighbor image with no tag in
common with the query image can get a place in the tree. Lastly, the recommended
tags to the query image are obtained by using the tree structure.

Our findings can be defined as follows: (1) an efficient structure for solving bias
to popular labels is presented, which their efficiency is reduces when they confronted
with less similar and unique labels in the image annotation based on nearest neigh-
bors. (2) The non-redundant subspaces are mined to display the tags of the image. (3)
Unique labels are extracted with the query image and a tree structure is generated. (4)
In addition, to showing the success of our process, experimental results on famous
datasets are presented for evaluating the efficiency of the suggested method.
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The remainingof the article is organized as follows: inSect. 2, the relatedworks are
presented. Next, the developed framework is outlined in Sect. 3. Section 4 describes
experimental results of the presented approach, and the conclusion is set out in Sect. 5.

2 Related Works

Although image annotation approaches may be done both manually and automati-
cally, automatic image annotation is actually more focused. Manually image tagging
is time consuming, costly and relies on the person’s vision. Automatic annotation is
an idea of using computers in place of humans. Precision is worse than manually but
it is much quicker with lower cost. Various techniques have been presented for auto-
matic image annotation [19, 20, 26–29]. In past years, major research resources have
also been dedicated to image annotation [21, 30, 31]. Typically, automatic image
annotation methods can be divided into the two class [1, 30, 32]:

• Search-based methods: In these methods, the labels are provided explicitly by
using images in the database. The k-nearest neighbor (KNN) method (such as the
related techniques) with varying distances is generally used due to convenience
and good efficiency in large scale datasets.

• Learning-based methods: These methods are challenging because they are
known a multi-class/binary classification. The limitation of these methods is that
modeling the associations among labels is not easy, and will face problems. after
applying to a high number of labels.

The sparse representation technique and its variants have drawn the notice of
scientists and have demonstrated successful for plenty of vision purposes, especially
automatic image annotation [13, 29, 33]. In recent years, efficient learning algo-
rithms based on deep learning techniques and neural networks has presented and
been applied to different fields like computer vision, signal recognition, etc. [28,
32]. In [34] challenges of training deep architectures are reviewed and in paper [35]
the investigations on various strategies to create a better recent approaches of deep
convolutional neural network image categorization are carried out. The main prob-
lems of these approaches are time and space complexities, in addition, there are no
theoretical support with deep learning.

A new survey shows that tags gathered from neighbor’s images are as useful as
tags provided by some Learning-based models for explaining image content [21]. As
mentioned in the introduction, simple nonparametric models were used in previous
works on image annotation based on the nearest neighbor in which voting was used
to exchange labels among Similar in appearance photos [17, 20]. For multimodal
content and vast vocabulary of weak labels, the property of this technique is accepted
but it is very vulnerable to the measure used to identify visual neighbours. New
studies have employed learnable methods and weighted voting structures [18, 19,
23], or the images used for voting were more carefully selected [25]. In [17] the
nearest neighbors are determined among different visual features with total of many
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measures [referred to as joint equal contribution (JEC)]. In Tag Propagation method
(TagProp) [18] labels are calculated by considering ameasuredneighborhoodbalance
of the labelled and unlabelled. Some methods are restricted for being biased against
raising labels. Therefore, they drop in efficiency when faced to images with less
related and unique labels.

Some studies have been worked on the extension of the neighbor voting algo-
rithms. In [36] an image annotation model is presented in which similar clusters and
multi-tag associations were extracted for each test image. To each nominee label
a measure is calculated to reduce noisy tags. A visual graded neighbor voting has
been introduced in [23] to enhance the efficiency of the neighbor voting method.
The authors assigning a value to each vote which is synchronized with the correla-
tion between the target image and the neighbor. In [22] also used image metadata to
produce neighbor photos. The authors in this paper used deep learning to combine
visual information between target image and its neighbors.

Also, some authors improved automatic image annotation approaches with tags
refinement [15, 37, 38] and tags ranking [39, 40]. In [37] a method is proposed for
label filtering, in which an invisible subject layer among images and labels is added.
The label significance mechanism is introduced as a dot product between subject
vector of the image and the subject vector of the label. The [38] model is based on
matrix factorization. The image-label agreement matrix D as input and output led
to the rebuilding of matrix D̂. In [38], given that D is distorted by noise extracted
from incomplete or over-personalized identifiers, reliable concept variable analysis
is used to recover D̂. They improve the solution by adding Laplacian regularizes on
the similarity of images and tags, retaining a convex problem. In [40] a max-margin
rummaged autonomy system is constructed for tag ranking.

The suggested approach in this articlewas adopted to address bias towards popular
labels that reduce their efficiency while confronted with images with less similar and
unique labels in the nearest neighbor image tagging. Our suggested method provides
an alternative that is quick, scalable and makes high-quality suggestions.

3 Proposed Method

The value of the neighbor images labels are not same. Therefore, in this paper, to
create a ranking process among images tags, a tree-based method is proposed. By
using this method, the images which are more important for the input image, are
placed at higher levels and their tags are also more important in tagging the input
images.

The main parts of the proposed method are demonstrated in Fig. 1. First of all,
before the image annotation process can be initiated and in offline stage, annotated
image dataset is read and the feature extraction components are extracted from low-
level features (color, texture, etc.) to feature vectors.
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Fig. 1 The framework of the
proposed method

Definition 1 Find an image dataset, such as: Img1, Img2, . . . , Imgn , where n is the
number of images in image dataset ϕ. There are some t original labels, T1, T2, . . . , Tt ,
and will find p top neighbor images (closest images), N1, N2, . . . , Np. Each top
neighbor image contains several labels/tags. The term “top neighbor images” refers
to the most similar images (the nearest neighbor lookup in a dataset) to the input
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or query image. Let M be a p × t tag matrix of boolean values, t is the number of
original labels and p is the number of the best neighbors.

Second, Once the person sends a target (test) image to the proposed method, the
online stage begins, and the feature extraction part derives low-level (colour, texture,
etc.) from the query image. Next, it is compared to every single training image.
Similarity measures are computed in similarity calculation step in order to select
candidate training images, and its neighbor images are retrieved to a tag matrix (M
matrix with dimensions p × t). Subsequently, various subspaces of relevant labels
are generated and the subspaces of irrelevant labels are deleted from the lists. By
processing tag subspaces, the neighbor images are recognized as elements in the
next step. Then, a tree of images which are all neighbor images of the query image is
constructed. Finally, recommendation labels to the input image are produced using
the tree structure.

The following descriptions of these phases are mentioned in the following
subsections.

3.1 Feature Extraction

Converting images into features is a vital phase for an image annotation model. This
part makes feature from image. Local and global image features are used in the image
annotation methods. Perhaps a pre-processing step such as clustering, extracting
context, and segmentation will be performed prior feature extraction. Global descrip-
tors are computed in all images whereas region descriptors are provided by image
segmentation. Both Local and global descriptors are used in this paper to improve
method efficiency. For more detail on the used features for this article, please see
Sect. 4.4.

3.2 Similarity Calculation

Image similaritymeasures produce a quantitative evaluation of the similarity between
two images. Euclidean measure is used as a metric of comparison in this paper.
Euclidean similarity has many applications in information retrieval fields [41, 42].

Euclidean similarity is known as:

Sim(X,Y ) = (

n∑

i=1

(‖X‖ − ‖Y‖h) 1
p )

where h is regarded the normal variable and it is always h ≥ 1. If h= 1 it is considered
to be Manhattan distance, if h = 2 it is Euclidean and if h = ∞ it is Chebyshev.
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Sim(X,Y ) =
√√√√

n∑

i=1

(Xi − Yi )2

where X and Y are input image vector and image dataset vector, respectively. In this
step, p top neighbor images (closest images), N1, N2, . . . , Np with t labels/keywords
to each p, T1, T2, . . . , Tt are found.

3.3 Generate Tag Matrix from Top Neighbors

In this step, a tag matrix is created. Let M be a p × t matrix of boolean values, p
is the number of the best neighbors and t is the number of original labels/keywords.
Anywhere Mi j element represents the tag i it is in the top neighbors j or not.
Assignment matrix M is defined as

Mi j =
{
1 if tag i ∈ image j
0 otherwise

t value is fixed but p value can be change.
Later in this step; The Boolean matrix should show a list of relevant labels for

each neighbor image. Therefore, irrelevant labels are ignored in the Boolean matrix
(zero value labels). Doing this, dimensionality of matrix is reduced and only the
information is saved which is important for the proposed method. For example,
Fig. 2b demonstrates the converted version of the Boolean matrix that is shown in
Fig. 2a. The goal of this phase is to decrease input label matrix sizes. The output data
are showed by different lists of relevant labels.

Fig. 2 a Binary matrix.
b List of interesting tags
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3.4 Subspace Construction

The aim of this phase is to identify a subgroup of relevant labels that may be used
to recognize a collection of related neighbors. We use a search method similar to
the method developed by Vaizman et al. [41], Pickup et al. [42] is used. The search
begins so as to compare each neighbor image with its sub-neighbor images (neighbor
image Ni with neighbor images Ni+1 to Np). A local table is required to save local
subsets for each adjacent image and its content is placed into a global table while
the repetition for each adjacent image ends. For instance, if the search begins from
neighbor image N1, Then that will attempt to find the intersection between the photos
of the neighbor N1 and N2. The result of the intersection for the instance displayed
in Fig. 3 is tag T3. After which, in this iteration, neighbor image N1 is compared
with neighbor image N3, and the intersection T2 is located in the local table. The
intersections of neighbor image N1 and neighbor image N4, which is (T2, T3), are put
in the local table. The process of intersection continues until images are compared.
At the end of the intersection process for each adjacent image, the items in the local
table are transmitted to the global table, which only accepts items not already show
in the global table and removes the contents of the local table. When the search ends,
11 members as seen in Fig. 3. The pseudo code for seeking subspaces is as in as
in the algorithm 1, and the pseudo code of the Find Interaction vector membership
function is as in the algorithm 2.

Fig. 3 Final subspaces
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Algorithm. 1 Finding subspaces of interesting tags

Algorithm. 2 Find Interaction Function

3.5 Delete Duplicate

A table of label subspaces was created in the previous phase. Several of the subspaces
from that table are replicated in another subspaces that are considered duplicate.
Deleting duplicate subspaces also allows the suggestion process to be quicker and
easier. For example, Fig. 4a demonstrates the subspace T3 is subsumed by (T2, T3),
(T1, T3), (T3, T6), (T3, T7) or (T2, T3, T4) subspaces. This duplicate subspace is deleted
in this phase.
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Fig. 4 a Subspaces.
b Sorting subspaces based on
the length of each subspace
and removing the items used.
c Ultimate items without
overlapping

The first phase to delete unnecessary subspaces is to sort them depends on the
number of labels used. Figure 4b demonstrates the sorted representation of Fig. 4a.
In continue, conflicting subspaces with smaller sizes, as seen by the red color in
Fig. 4b, are deleted Fig. 4c.

3.6 Finding Neighbor Images

Photos similar to the target image are identified in this step. For each subspace
collection, neighbors that are involved in all tags of the subspace are inclusive in the
neighbor list. For sample, neighbor 5 (N5) and neighbor 6 (N6) Are included in all
elements of the subspace (2, 3, 4) (Fig. 5b).

After that, a tree represents neighbor images which are similar to the input image.
The most related neighbor images are neighbor image 5 (N5) and neighbor image 6
(N6), according to the subspace neighbor image list. Thus, these images are posi-
tioned at the first level of the tree of the neighbor image. Defining the tree’s second
level one has to consider the images that overlap the first level images. For instance,
image N2 is similar to image N6, then it is in the second level of the tree Fig. 5c. In

Fig. 5 aUltimate subspaces. bCollection of photos that are included in the labels of each subspace
and consider overlaps in collections of images of each item. c Tree of the neighbor image of the
input image
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the other words, N2 added to the second level in order to N2 and N6 are on the 3rd
row, and N6 is located in the first priority.

3.7 Recommendation Tags

The lists of tags are created from the gained neighbors’ images tree to the input
image, as the final stage and to conclude the prior stage. The input is a representation
of the present image dataset. All the adjacent images related to the target image are
identified, and the appropriate neighbor images are rated based on the query scope.
The most similar adjacent images are listed first, and the ranked process of the
neighbor images dictates the overlap of the recommendations (first level). First, a set
of neighbor images tags from neighbor images tree is created. Second, tags obtained
for the tree level’s priority are shown. Each image belongs to a level of the tree which
is used for priority determining. Figure 6 is shown this process. For instance, tags
(T1, T2, T3, T4) which have a higher priority than T6, because of neighbor images 5
and 6 (N5 and N6) are located in the first level and neighbor image 2 (N2) is located
in the second level. The image tags with higher levels have higher priority compared
with lower ones. All the tags are indicated in the example, however if the number
of tags is changed from 5 to 4, then the tag number 6 (N6) would be deleted since
it only exists in image 2 (N2) which is located at the tree’s second level and it has
lower priority than the other tags.

4 Experimental Results

The experimental results and various effects of the parameters will be explained in
this section.

Fig. 6 a neighbor images
tree. b Set of neighbor
images tags. c Annotated
query image



20 V. Maihami

4.1 Experiment Setting

The detailed experiments were conducted using the CoreI5k, IAPR TC12 and MIR
Flicker datasets to demonstrate the efficacy of the proposed approach. For all three
datasets, the number of images for nearest neighbors is supposed to be 50, and the
number of labels for any query image is supposed to be 5, respectively. With higher
number of images neighbors and tags, precision/recall can be increased while other
measure will decrease. These statistics are a fair offer among precision and recall.
The methods are programmed in MATLAB language and implemented with Intel
Core i5 CPU 2.4 G and 4 G RAM on personal computer. Settings are the same in all
experiments.

4.2 Datasets

Corel5k: Corel5k dataset is one of the common datasets for image annotation,
consists of 5000 192 × 128 pixels of high and wide, tiny photos. Images were
divided into 50 groups, and each group included 100 images which were generally
similar. All 5000 images are split into a 4500-image training set and a 500-image
test group. For label images 374 labels (keywords) are used. Distribution of 1 for 5
labels for each image is used [43].

IAPRTC12: The collectionwas first used in 2006 through 2008 for the ImageClef
Project. This collection is categorized into two categories consisting 17,665 for the
training set and the test set with 1962 images. 291 labels have been used. That image
received 1–23 labels, which is to indicate an average of 5.7 labels per image.

MIR Flickr: This image dataset has been used in different image processing
applications such as image retrieval and annotation. Images are downloaded from
the social site of Flickr in this benchmark set [44]. The collection of MIR Flickr
comprises 25,000 images for 38 names, with manual annotation.

4.3 Evaluation Metrics

Three metrics are used in this paper to test the annotation results efficiency: preci-
sion (P), recall (R) and F-score (F+). Annotation precision is the number of images
that the label appropriately assigns divided by the total number of images that are
automatically annotated by the label. Recall is the number of images that the label
appropriately assigns divided by the total number of images that are annotated by
the manual label. The average precision and recall on all positive-recall labels are
used to test the following.

Other metric is the F-measure, that is derived from a precision-recall comparison.
F-measure is defined as:
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F−measure(w) = 2 × P(w) × R(w)

P(w) + R(w)

4.4 Features

Corel5k and IAPRTC12datasets are used to experiment 15 various low-level features
extracted by Guillaumin et al. [18]. These have one Gist feature [45], 6 global color
histograms, and 8 descriptors of local visual bag-of-words. The suggested method
uses estimation �1 for global color feature (i.e. theEuclideanmeasure after translation
is estimated to �1 measure) and estimate measure χ2 for local bag-of-visual-words
descriptor [13, 17, 46]. In a case similar to paper [47] various features including
1000D BoW and global feature, i.e. Color Histogram (64D) are used for MIR Flickr
dataset.

4.5 Results

Firstly, outputs of the suggested method on Corel5k dataset are discussed. The
suggested method compared to the below similar methods for image annotation:

• Cross-Media Relevance Model (CMRM) [48]: A generative method used for
learning images semantics.

• Random Forest with Clustering-Particle Swarm Optimization (RFC-PSO) [49]:
A framework based on class grades optimization using PSO, and random forest
classifier.

• Joint equal contribution (JEC) [17]: A search-based approach that mixes visual
features distances.

• Fast image tagging (FastTag) [46]: An approach with two simple linear mappings
co-regulated in a joint curved loss function.

• Neighbor voting for social tag relevance (TagRel) [20]: A neighbor votingmethod
for tag relevance exploration.

• Group Sparsity (GS) [13]: A framework based on groups sparsity and clustering
from image features.

The mentioned algorithms are similar to our algorithm in aspect of the nearest-
neighbor-based methods. It means that all algorithms use search-based image anno-
tation and query image compared to every single training image in order to select
candidate training images.

Figure 7 compares themodel presented in this paper and past version of automated
image annotation methods. It can be seen that the suggested model performs consid-
erably better than all methods, with the exception of average recall and F-measure in
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Fig. 7 Output of different annotation methods on Corel5k versus suggested method

the FastTag proposed [46]. It is reasonable, since our method focuses on the mining
relevance tags and does not make models for tags.

Second, experimental results derived from the dataset IAPR TC12 will be
discussed. Figure 8 compares the current methods dataset with the proposed method.
Again, it is obvious that our models performed significantly much better than the
current methods, except for average precision in recently proposed FastTag. It is
sensible that the average keyword for each image in IAPRTC12 ismore thanCorel5k

Fig. 8 Output of different annotation methods on IAPR TC12 versus suggested method
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Fig. 9 Output of different annotation methods on MIR Flickr versus suggested method

(5.7 vs. 3.5) and our method focuses on the mining relevance tags and does not make
models for single tags.

Finally, there will be reported experimental results collected from the MIR Flickr
dataset. The proposed method is compared to TagRel [20], RANK [50], LCMKL
[32] and TVSA [47]. That allows a true comparison among our methodology and
othermethods, since all strategies use the same visual features. Figure 9 demonstrates
image annotation output onMIRflickr dataset. Similar to the results of other datasets,
it demonstrates that the suggested model outperforms on average precision, recall
and F-measure with the top 5 appropriate labels in contrast with the other models.
The improvement generated by the approach described, though, is not as evident as
the improvement of the other dataset. The major reason is that MIR Flickr’s number
of terms is only 38 and some such as bird-r1 and fly, or cloud-r1 and cloud are
practically replicated.

Figure 10 displays several sample images with the effects of the suggested model
of image annotation from the datasets Corel5 K, IAPR TC12 and MIR Flickr
compared to human annotation in the context and TagRel. In all datasets five labels
are used for each input image. In several photos, the images are very well identi-
fied by extra labels like “stadium” in the third image of the IAPR TC12 dataset in
Fig. 10. Additionally, annotations provided by the presented model are more logical
than TagRel.

Next, the results of the number of labels for any sample image on the presented
method were analyzed by differing the number of neighbors. The average precision
and recall of Corel5k dataset are displayed in Fig. 11, when the number of labels
differs between 3 and 7 for any sample image. The average precision of the suggested
approach rises as the number of labels rises as expected but the average recall reduces.
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Fig. 10 Corel5 K (first row), IAPRTC12 (second row), andMIR Flickr (third row) estimated labels
versus human annotations for photos. The labels are estimated using the framework we suggest and
the TagRel method

From Fig. 11 a trade-off between average precision and recall can be found while
the number of labels for any sample image is increased.
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Fig. 11 Output of suggested model on Corel5k in varies labels

5 Conclusion

An efficient system for image annotation is introduced in this article. To display
the image interest labels, the non-redundant subspaces are mined (extracted), then
tree structure of neighbor images is drawn for the input image. Finally, a list of
suggestions for labels is given for the input image. The suggested method is tested
by contrasting it with other methods on some standard image annotation datasets.
Compared with many similar techniques it shows better performance.

In the future works, someone might apply the proposed method to other datasets,
other data structures and other visual attributes such as the features of deep neural
networks. Also, it is an interesting subject to find a better approach for tag recom-
mendations from the created neighbor image tree or improve the current approach.
In addition, it is important to examine the application of distance metric learning
methodology to discover more accurate visual neighbors.
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A Survey: Implemented Architectures
of 3D Convolutional Neural Networks

Rudra Narayan Mishra, Utkarsh Dixit, and Ritesh Mishra

Abstract Convolutional Neural Networks are those types of deep neural networks
that have shown great performance on a varied set of benchmarks. This powerful
learning ability of a convolutional neural network is mainly due to the use of several
hidden layers that can automatically extract all the important features from the data.
Due to the availability of datasets in large amount and discovery for better hardware
units has extended the research in CNNs to a great extent, and due to such extensive
research work, a large number of architectures have been reported and implemented
on real-world data. The introduction of 3D sensors encouraged pursuing research
in visionary aspect of computers for many real-world application areas including
virtual-reality, augmented-reality and medical imaging. Recently, many 2D and 3D
classification methods depend on CNNs, which have a reliable resource in extracting
features. But, they cannot find out all the dimensional relationships between features
due to the max-pooling layers, and they require a vast amount of data for training.
In this paper, we survey on different implementations of 3D Convolutional neural
networks and their respective accuracies for different datasets. We then compare all
the architectures to find which one is most suitable to perform flexibly on CBCT
scanned images.

Keywords CNN · CBCT · 2D · 3D

1 Introduction

Many machine learning algorithms ensures that computers acquire intelligence by
establishing different relationships among those data attributes andmakes them learn
from those relationships.DifferentMachine learning algorithms have been developed
for attaining the desired superiority to achieve the human-level-satisfaction [1–6].
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This challenging nature of such algorithms gives rise to an exclusive class known as
Convolutional Neural Network.

Object recognition algorithm that try to identify certain objects in an image or
videos, normally depends on comparing, training, or pattern recognition algorithms
using appearance or feature based techniques. The application of this technology
related to such fields is increasing slowly but surely. Moreover, the constructiveness
of 3D object recognition is proliferating as researchers are finding new algorithms,
models and approaches and implementing them [7]. The applications for which 3D
object recognition and analysis technology is used are:

1. Manufacturing Industry: 3D object recognition technology canmake tasks like
manufacturing or maintenance more efficient in the aerospace, automotive and
machine industries. The advances in 3D object recognition technology is making
robots more intelligent and autonomous as issues such as recognition of handing
objects and obstacles during navigation are being addressed [7].

2. Video surveillance: The usage of 3D object recognition technology in this area
includes tracking people and vehicles, segmenting moving crowds into individ-
uals, face analysis and recognition, detecting events and behaviours of interest
and scene understanding [7].

3. Medical and Health care: Deep learning and 3D object recognition are being
widely used in computer-aided diagnosis systems in themedical industry.Various
applications include analysis of 3D images from CT scans, digital microscopy,
and related fields [7].

In the recent past, many surveys were conducted on deep CNNs that elaborate
on the basic components of CNN [8–10]. Many surveys have reviewed the famous
architectures. Whilst, in this survey, we explore different implementations of 3D
CNN algorithms on different 3D datasets in order to find the versatile method for
classifying scanned CBCT images.

The various 3D CNN architectures discussed in this survey are CapsNet, 3D
U-Net, V-Net, DenseNet and PointNet [7–11]. This chapter is organized as follows:

Section 1 states how tomanipulate different input data as per ourRegion of Interest
(ROI).

Section 2 discusses all the above-mentioned methods in a brief manner.
Section 3 will provide all the compared results in a tabular manner so as to find

which one is a better model for 3D medical images.
Section 4 will provide the conclusion statement of this survey paper.

2 Input Data Manipulation

The most difficult challenge which is faced usually is to manipulate the input of the
3D images into a form that is more suitable for the designed architecture of the CNN
[12]. For 2D CNN, the image is usually 2D in nature that can be in RGB format
or in grayscale which is a n × n matrix with input channel r that corresponds to
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the different layers of the image. For transferring the 3D CNN into the usual CNN
format can be achieved if we visualise as the 3rd dimension, thus, we can achieve
that format by changing the input dimension of n × n × r to m × m × m. This
requires a small modification to the architecture of the CNN rather than changing
the whole input [13].

In 3D environmental mapping for aerial vehicles, we use volumetric occupancy
grid that represents the present state of an environment through a matrix of randomly
initialized numberswhere each number corresponds to a voxel, simultaneouslymain-
taining a probabilistic estimate of the occupancy in each voxel based on the incoming
range sensor data and previous input provided [13]. The benefits of using such grids
are that they allow an efficient estimation of free, occupied and unknown space of
the working environment, even if using multiple sensory inputs that do not have the
same origins or occurrence at the same time instance, thus discretizing the data points
from all the floating points in the 3D space into more evenly spaced voxels in the 3D
grid [13].

3 Architectures for 3D CNN

By adding several layers of neurons, we can improvise the algorithm’s extracting
power. Thus, the depth of the neural network has played a major role in the success
of supervised learning and training. In this section, we are going to discuss various 3D
CNN models that are implemented by different PhD scholars in their thesis papers.

3.1 3D U-Net Architecture

The training of any deep neural networks usually requests for a large training data
with proper labels, which is very rare in the context ofmedical image processing. But,
by using data augmentation to available training images, we can get many flexible
deformations and disorientation in the images, and U-net is proposed to learn the
augmented data set [8]. U-net is based on Fully Connected Network, but it extends
the FCN architecture by changing the upsampling part of the data such that it can
also possess many feature channels. U-net structure has both a contracting side as in
any classic convolution network and an expanding side (deconvolution) that includes
upsampling part, due to which it forms a U-shaped architecture [8].

3D-Unet is the 3D version of the original U-net that was proposed for the reason
that medical images usually have to be in the form of 3D volumetric type such as
Nifti, Dicom, instead of 2D images [8]. The high quality illustrated training data is
even harder to acquire as it involves a time-consuming and tedious job of labelling
the region of interest slice by slice. 3D-Unet takes 3D images as input and is trained
to learn from inadequate illustrated images and predict the dense 3D segmentation. A
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Fig. 1 Example of 3D-Unet structure

trained 3D-Unet model can also be applied to a new volumetric image and predicts its
output dense 3D segmentation [8]. Figure 1 shows an example of 3D-Unet structure.

In [14], MRI images of the human spine and its label files for vertebral bodies
are used as datasets. The image format was Neuroimaging Informatics Technology
Initiative (Nifti).

The model received Nifti images comprising of 6 patients for training and 2 sets
of images for prediction purposes. The result shows that the model predicting area
was smaller and also the prediction had some noisy points.

3.2 V-Net Architecture

U-Net based CNNs have already proven to be a good solution for 3D CNN archi-
tecture. Despite this, they have a fundamental design flaw: the lack of volumetric
context, as they ignore differences along the z-axis. This essentially means that each
slice is segmented as an individual image, which could make it harder to segment
smaller patches, like a tumour, and reduce performance. Özgün et al. address this
issue with V-Net [9]. V-Net is an architecture based on U-Net, where instead of using
an image as input, it expects a volumetric shape [9].

The architecture of V-Net is given by Fig. 2.
At first, the input gets compressed to a lower resolution and then it gets decom-

pressed to have the original input image back. Each stage on the left part includes
one to three convolutional layers. The convolutions use volumetric kernels having
a size of 5 × 5 × 5 voxels. Hence, the convolved feature maps size is reduced by
half, doubling the number of feature channel at each stage of the V-Net compression
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Fig. 2 Example of 3D-vnet structure

path, that is similar to pooling layers. PReLU is used as the activation function in
the V-Net architecture.

In the right part, the network extracts features and deconvolves the input size by
using one to three convolution layers having 5 × 5 × 5 kernel. The two features
maps that are having 1× 1× 1 kernel size, computed by the very last layer produces
the outputs of the same size as the input volume. These two layers segments the
foreground and the background by applying soft-max activation function at each
voxel.

ISBI 2017 Liver Tumour Segmentation Challenge Challenge1 (LiTS) dataset was
used for experimentation purposes [9]. It was comprised of 200 contrast-enhanced
abdominal CT scans in the Nifti format, from 6 medical centres, where, 130 was
meant for training, and 70wasmeant for testing. Each scan, represented by a volume,
has a harmonized segmented file as base truth, containing a rough liver segmentation
as Label 1, and a correspondent expert’s lesion segmentation as Label 2, as seen in
the given Figs. 3 and 4 [9].

Tridimensional processing of a CT scan is very computationally expensive.
Because of rescaling, some data was lost due to memory insufficiency. This, unfortu-
nately,means thatVolumetric CNNs still cannot competewith a normal 2D approach,
assuming they use full resolution volumes. But, when comparing results with 2D
CNNs using the downscaled dataset, 3D CNNs excelled them [9]. This is evidence
of the importance of the z-axis when segmenting CT scans [9].
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Fig. 3 CT volume [9]

Fig. 4 Liver segmentation
with two lesions [9]
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Fig. 5 Dense block architecture

3.3 DenseNet Architecture

3D-DenseNet is a deep network that adds some extra convolution, pooling layers
in DenseNet which makes it work on any discrimination task [10]. 3D-DenseNet is
comprised of four basic layers, namely, the 3D convolution layer, 3D pooling layer,
rectified linear units (ReLU) layer, and the fully connected layer of a 3D CNN [10].

3D pooling is an essential operation that helps to reduce the size of the feature-
maps. To use 3D pooling in our architecture we take the multiple densely connected
dense blocks idea from the Fig. 5.

For the experiments, 3D-Densenet has three dense blocks with the same number
of layers and used a 3D convolution layer with kernel size 3 × 3 × 3 on the input
images before entering the first dense block. The output channel for this convolution
layer is twice the growth rate of 3D-DenseNet [10]. For each convolution layer inside
the dense block, each side of the input is zero-padded by one pixel to keep a fixed-size
feature-map. The transition layer between two dense blocks consists of a 1 × 1 ×
1 convolution layer and a d × 2 × 2 average pooling layer, where d is 1 on the first
transition layer and 2 on the second transition layer. Inside the classification layer, a
global average pooling is used, followed by a softmax classifier [10]. The table below
presents the general 3D-DenseNet version of our model. Each dense block has one
more 1× 1× 1 Conv operation, compared with that of the general 3D-DenseNet in
order to mitigate overfitting and reduce the training parameters (Fig. 6).

TheMERL dataset was chosen for the testing set. In addition to that, HOG people
detector was used on KTH to extract the bounding box of a person as the input of
the network [10]. Image examples can be found in Figs. 7 and 8.

It was trained with the 3D-DenseNets with depths of 40 and growth rates of 24.
The main results on the MERL shopping datasets were found to be 84.32% [10].

3.4 PointNet Architecture

PointNet is a deep neural network where the 3D point cloud is directly consumed
which provides a unified approach for tasks such as classification and segmentation
[11]. The important feature of this network is robustness with respect to the input
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Fig. 6 DenseNet layering

Fig. 7 MERL dataset [10]

Fig. 8 Extracting the
images [10]
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apprehension and alteration. The network generally learns to encapsulate a shape
by a scattered set of points. It also has a data-dependent dimensional transformer
network that tends to authorize the data by applying a rigid transformation such that
every point of the data will transform independently [11].

The input layer takes in a point cloud with n points, which is declared at the time
of training graph declaration. Once n is fixed, each of these n points is treated as a 2D
input and the input vector resembles the following dimensions—batch size * n * 1 * 3.
The initial (per-point) feature extraction is realizedwith the 2D convolutions, where 3
channels are actually the x; y; z coordinates of that specific point. This is also termed
as a shared- multi-layer perceptron in the paper. The details of shared multi-layered
perceptrons are presented in a detailed visualization. Finally, a three-layer fully-
connected network is used to map the global feature vector to k output classification
scores.

Transformation Invariance: The classification (and segmentation) of an object
should be invariant to certain geometric transformations (e.g., rotation).Motivated by
Spatial TransformerNetworks (STNs), the “input transform” and “feature transform”
are modular sub-networks that seek to provide pose normalization for a given input
[11] (Fig. 9).

The architecture is given below:
Berkeley MHAD has a total of 137,684 depth images acquired by each of the two

Kinect cameras used in their experiment, which are synchronized for consistency
[11].

The dataset was split into randomly selected 25% of the MHAD dataset as our
test set, and keeping the rest for training. Accuracy Score was found to be with the
mean error of 3.92 and an accuracy of 90% [11].

Fig. 9 PointNet architecture
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3.5 CapsNet Architecture

CNNs have several deficiencies. Firstly, CNNs does not verify the relative positions
of all the aspects in the data. Secondly, they need a large amount of data to hypoth-
esize the classifier. Thirdly, it is believed that CNNs are not a good representation
of the human vision system [7]. Capsule network (CapsNet) tries to overcome these
shortcomings of CNNs. The main feature of CapsNet is that the neurons are recipro-
cated with capsules. A capsule is a container of several neurons that are represented
by stacked layers of features. A CapsNet solves the issues of CNNs by augmenting
the same image. Hence, less training data does not get bothered by the CapsNet. A
group of neurons that does backend operations as a whole on inputs given to them
and wrapping up the output in a vector for a single entity is known as a capsule [7].

CapsNet has a deep architecture with two primary capsule layers. The first layer
is a convolutional layer with 64 filters of kernel size 7 and stride 1. Activation used is
leaky ReLU. Dropout with probability to keep = 0.4 is used after the convolutional
layer and batch normalization is used. The input to the first primary caps is 18 and
the input to second primary caps is 12. The squashing function is used in the primary
capsules to squash the capsule output to less than 1 for long vectors and 0 for short
vectors. This proposed architecture is described in Fig. 10.

For experimentation, the Princeton ModelNet project was used that collected 3D
CAD models of most common objects [7]. In the given architecture model, the 10-
class subset of the full dataset was used. The classes in the modelnet10 dataset are
bathtub, bed, chair, desk, dresser, monitor, nightstand, sofa, table, and toilet (Fig. 11).

For the experiment, 40% of the data was used to train the data. Since the model
performed well on 40% training data, extra 5% split was given to training data and

Fig. 10 CapsNet architecture
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Fig. 11 ModelNet10 dataset [7]

15% split to perform experiments on the model. Accuracy found on the given dataset
(ModelNet10) was 91.31% using 3D CapsNet [7].

4 Results

Training of 3DCNN is unquestionably enhanced during the years by the exploitation
of depth and other structural modifications. Observation of the recent literature has
shown that the main boost in the performance of 3D CNNs has been accomplished
by the replacement of the convolutional layer structure with small-scale partitions.

The below table shows the comparison of all the architectures we have discussed:

Architecture Dataset used Accuracy gained (%)

3D U-Net MRI of human spine 92

3D V-Net LiTS 92

DenseNet MERL shopping 84.32

PointNet MHAD dataset 90

CapsNet ModelNet10 91

5 Conclusions

Uncoprogress has beenmadeby3DCNN, since theyear 2013when itwas recognized
as a better-modernised model of CNN specifically in the tasks which were related
to vision and thus it encouraged and revived the interest in scientists in CNN. In
the context of this, assorted research works have been conducted to enhance the
performance of CNN on tasks related to vision mainly during the year 2015 and
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successive years to follow. This paper reviews evolution in the field of 3D CNN
architecture based on the usage, design patterns and thus has found a suitable fit
architecture for now.
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An Approach for Detection of Dust
on Solar Panels Using CNN from RGB
Dust Image to Predict Power Loss

Ritu Maity, Md. Shamaun Alam, and Asutosh Pati

Abstract Energy andEnvironment are important aspects of today’sworld. The solar
Photovoltaic (PV) has become one of the emerging renewable energy source which
has revolutionized energy sector across the world. In recent era growing number
of solar farm are not free from maintenance and operation challenges. Environment
induced dust on solar panel hampers power generation at large. This paper focuses on
CNNbased approach to detect dust on solar panel and predicted the power loss due to
dust accumulation. We have taken RGB image of solar panel from our experimental
setup and predicted power loss due to dust accumulation on solar panel.

Keywords Dust · Solar panel · CNN · Lenet model · RGB

1 Introduction

In recent era energy related aspects are becoming main area of concern. One of the
popular renewable and clean energy source is solar energy. Power generation from
solar energy themost effectivemethod is by solar cell. For efficient conversionof solar
energy, solar cell should be effectively handled and maintained. The major challenge
in solar cell maintenance are various environmental issues [1]. Dust deposition on
solar panel is also one of the major challenges as it leads to considerable loss in
power generation. An effective intelligent detection system can improve solar farm
operation and maintenance [2].

Our objective is to develop a system which can predict the amount of power loss
due to dust deposition by using CNN Lenet based model. We have tried to present
a simple CNN model which can predict the power loss as per the images of dusty
solar panel.
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1.1 Solar Panel

Solar panels are used to generate direct current electricity by absorbing solar irradi-
ation reaching its surface. Solar cell are available in different voltages and wattages.
Solar panel modules consists of array of solar cells which generate renewable energy
sources in various fields [3]. Efficiency of solar panel depends on maximum voltage
generated, temperature, irradiation and environmental factors.

1.2 Need to Remove Dust on Solar Panel

Dust accumulation in solar panel is a major issue faced in field of renewable energy
sector. Sun’s irradiance is obstructed from reaching solar panel due to dust deposition
on the panel. It minimizes photovoltaic energy generation by 5-20% in an average [4].
There are number of factors which determine the dusting effect on solar panel. The
placement of solar panel (i.e. horizontal location accumulates more dust), surface of
panel, wind direction and other geographical conditions. For generating maximum
output from solar panel there should not be any dust particle which obstruct the solar
irradiance from reaching the solar panel. The solar panels are placed horizontal to
direction of solar irradiation facing upwards, for which they are exposed to dusting
from surrounding environment [5]. The effectiveness and performance of solar panel
decreases due to dust accumulation on the solar cell. For which it is important to
know that how much dust has been accumulated and it leads to how much decrease
in solar panel efficiency [6].

1.3 Challenges

Dust deposition is a greatest problem faced by solar farms which have drastically
reducedperformance of solar cell [7]. The extent of reduction in performance depends
on the dust particle size and quantity of dust deposited on solar panel. The loss in
power output of solar panel varies directly with mass of dust deposition and varies
inversely with size of dust particles as smaller particles can considerably obstruct
the path of solar ray’s from reaching the surface of solar panel. The dust deposition
on solar panel can include sand particle, red soil, white cement etc. [8]. Most of
the researchers [2, 6, 8] discuss on effect of dust deposition on the surface of solar
panel. It was proved that power efficiency of solar panel decreased considerably with
deposition of dust which can be of different types from various research conducted
in this field [8]. Deep solar eye [2] researcher had carried out convolutional neural
network to predict power loss by using Impact net method. The dust on solar panel
can be detected from RGB image of solar panel using automatic visual inspection
system. The main challenge in using CNN approach to detect dust on solar panel is
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lack of labeled datasets. In image classification, labelling and detecting location of
the required object is tedious task Our proposed approach consists of simple CNN.

Lenet model architecture which needs only solar panel images with loss in power
output as labels for training keeping irradiance as constant.

2 Convolutional Neural Network

Deep learning is the emerging technology in field of smart computing. For image
datasets, CNN is the most effective technique in deep learning for developing predic-
tion models. CNN is a deep learning model inspired from visual cortex in human
brain and it can learn automatically and adapt to different dimension of features from
low to high level [9]. The architecture of CNN is such that it consists of basically
three layers i.e. convolutional layer, pooling layer and fully connected layer that are
stacked together to form different architecture. Convolutional layer perform feature
extraction by passing a stride of 5 × 5 to extract useful information from the image
and then passing it throughRelu layerwhich removes all negative values. Then image
is passed through a pooling layer where we shrink the image stack into smaller size
by passing a stride of 2 × 2. Then it is passed through fully connected layer takes
the extracted features to map the final output. The model is optimized using back
propagation and gradient descent algorithms [9].

2.1 CNN Architecture

There are different types of CNN architecture. In this project we have used LeNet
model. The LeNet architecture is an excellent “first architecture” for Convolutional
Neural Networks. As shown in Fig. 1 this model comprises of two convolutional
layer and two pooling layer and then images are passed through fully connected
layer to get final output

Fig. 1 Pictorial representation of a CNN Lenet model Architecture [12]
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3 Application on CNN

CNN is widely used in image segmentation, classification, detection and various
other fields. Some of the examples are:

1. Face Recognition: CNN help in identifying unique features, focusing on each
face despite of bad lighting, identifying all faces in picture [10].

2. Image classification: Image segmentation is the most challenging field in
computer vision area which has been made easier by CNN approach [10].

3. Action Recognition: Various deformation of features in different patterns were
achieved by CNN approach [11].

4. Human Pose Estimation and Speech Recognition: Wide variation in possible
body poses were successfully predicted using CNN. It is also recently used
in speech recognition as it is found that CNN works well for distant speech
recognition, Noise robustness etc. [11].

4 Proposed Work to Detect Dust on Solar Panel

4.1 Dataset

We have taken data set of 30,000 images of dusty solar panels with labels of power
loss keeping irradiance level as constant. We have collected data from our setup in
solar lab from solar technology trainer kit as shown in Fig. 2, which is having a setup
of halogen lamp, power supply and solar panel of 20W. Solar panel is kept horizontal

Fig. 2 Experimental setup of solar technology trainer kit
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300X200

Fig. 3 Pictorial representation of our proposed model [10]

to halogen lamp, voltage and current generated were recorded through voltmeter and
ammeter connected with the setup. Data was collected by keeping two identical
solar panel one dusty panel and other reference panel with RGB camera. The effect
of dust is calculated as the percentage loss in power output keeping irradiation as
constant. The panel was exposed to different types of dust like red soil, sand, white
cement, calcium carbonate etc. The dataset was collected for about a month with
ample variation in dusting conditions from the experimental setup.

4.2 Simulation Environment

Wehave collected data from our experimental setup using RGB camera and collected
total 30,000 solar panel images with power loss labels. Then we have converted the
image file into steps and cropped the images to take the dusty portion in solar panel.
We have also used data augmentation techniques. We have used CNN Lenet model.
Figure 3 shows Lenet model that we have used in our work. We have RGB image
to gray scale image and passed 300 × 200 image into two convolutional layers
and pooling layers as shown in the figure and then finally passing it through fully
connected layer and applying regression to compile themodel and get the final output.
The dataset was split randomly into training and validation data set. We have taken
learning rate as 0.01, batch size as 65 and epochs as 10 and we have achieved mean
squared error as 0.01 and accuracy as 80%.Wehave used convolutional layer, pooling
layer, elu activation function, dropout layers and fully connected layers to build the
model using keras environment. For optimization we have used adam optimizer with
a learning rate as 0.01 and loss as mean squared error.

4.3 Sample Code

See Tables 1 and 2.
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Table 1 The lenet model code that is used in this paper

def solar_model():
model = Sequential()
model.add(Conv2D(50,(5,5),input_shape=(28,28,3),activation='elu'))
model.add(MaxPooling2D(pool_size=(2,2)))
model.add(Conv2D(30,(3,3),activation='elu'))
model.add(MaxPooling2D(pool_size=(2,2)))
model.add(Conv2D(20,(2,2),activation='elu'))
model.add(MaxPooling2D(pool_size=(2,2)))
model.add(Dropout(0.5))
model.add(Flatten())
model.add(Dense(50,activation='elu'))
model.add(Dense(25,activation='elu'))
model.add(Dense(1,activation='elu'))
model.compile(Adam(lr=0.01),loss='mse')
return model

Table 2 Details of each layer
obtained after executing our
model algorithm

Layer Output shape Param

conv2d_19 (Conv2D) (None, 24, 24, 50) 3800

max_pooling2d_19 (None, 12, 12, 50) 0

conv2d_20 (Conv2D) (None, 10, 10, 30) 13,530

max_pooling2d_20 (None, 5, 5, 30) 0

conv2d_21 (Conv2D) (None, 4, 4, 20) 2420

max_pooling2d_21 (None, 2, 2, 20) 0

dropout_7 (Dropout) (None, 2, 2, 20) 0

flatten_7 (Flatten) (None, 80) 0

dense_19 (Dense) (None, 50) 4050

dense_20 (Dense) (None, 25) 1275

dense_21 (Dense) (None, 1) 26

Total params: 25,101
Trainable params: 25,101
Non-trainable params: 0

4.4 Outcomes

In this project we have used CNN approach to predict power loss in solar panel taking
into consideration images of dusty solar panel along with their irradiance level. After
carrying out CNN approach, the following graph in Fig. 4 is obtained which shows
relationship between number of epochs/iterations withMSE (Mean squared error for
training and validation data. From the graph we get conclusion that as the number
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Fig. 4 Result of CNN Lenet
based model showing
relationship between no of
epochs and MSE for training
and validation data

No. of Epochs

M
SE

of epochs or iterations increases MSE i.e. termed as loss decreases and the loss for
training data and validation data are nearer to each other we obtained mean squared
error i.e. loss as 0.0122 and validation loss as 0.0241, which indicates that our error
is less and our model is predicting 80% accurately.

We also tried to check with many random images the power loss that our model
is predicting and compared it with power loss in our training dataset.

5 Conclusion

We have presented a CNN-based Lenet model approach for detection of dust on
solar panel. We have taken RGB image of various dusty solar panel and predicted
power loss due to dust deposition. We have used supervised learning method to train
the model which avoids manual labelled localization. With this approach we have
achieved mse as 0.0122.

Further more dataset should be collected in future to get better accuracy as well
as some other models can be used to improve efficiency of the model.
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A Novel Method of Data Partitioning
Using Genetic Algorithm Work Load
Driven Approach Utilizing Machine
Learning

Kiranjit Kaur and Vijay Laxmi

Abstract The data partition is a method which makes the processing of the database
server’s easy. It is like the clustering of the similar type of data files in an order so
that the searching becomes easy. The data may be structured or unstructured. This
paper focuses on the development of a unique data partition method which utilizes
column integrated data. The proposed algorithm also utilizes Natural Computing
Optimization inspired Genetic Algorithm (GA) for the improvisation of the parti-
tioned data structure. The optimized set is cross validated utilizing Artificial Neural
Network. This results into high values of evaluation parameters. The evaluation of
the proposed algorithm is done using Precision, Recall and F-measure.

Keywords Data partition · Column family data · Genetic algorithm · Artificial
neural network

1 Introduction

Data partition is made to simplify the search of the user query. If the data is well
portioned then it will result in the high accuracy of data search. If the partition is
not made well then a bunch of false data will fall under the search result. The search
result is measured by precision and recall. The precision and recall are qualitative
parameters of a search. High precision and recall indicate the good organization of
the data.

Figure 1 demonstrates a well-partitioned data value. Every data is divided into
four segments and the execution engine will find it smoothes to run the user query
and the results will be good enough for the searched query. On the contrary to Figs. 1
and 2 presents a non organized data set.
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Fig. 1 A well-partitioned structure

Fig. 2 Un-organized dataset architecture

The non organized dataset will always result in false data analysis and a false
data pattern of retrieval against the user search. A column integrated data family is a
family of data which is organized in columns. A data set can be viewed as a collection
of data columns represented by equation number 1.

D = {C1C2C3 . . .Cn} (1)

The columns should be integrated in such a manner that each column co-related
with the previous column. The integration of columns can be decided using equation
number 2.
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Colvalue =
∑

Coldata Raltion with Other Col Values /Total Number of Columns

(2)

The similarity of the column values can be calculated using any similarity index
as for cosine similarity, soft cosine similarity or Jaccard similarity. The similarity,
item utilizes an arranged column family data. The rest of the paper is organized as
follows.

The related work is discussed in Sect. 2 whereas the proposed model and methods
are discussed in Sect. 3. The evaluation of the parameters and comparative analysis
is done in Sect. 4 where as Sect. 5 concludes the paper.

2 Related Work

The basic of data partition is discussed in [1–7]. The cloud stores utilize the data
partition for efficient transactions. Work load driven approach is discussed in [8].
The data partition mechanism presented handles the work load well and that inspires
the proposed algorithm too. The scenarios of the vertical partitioning methods are
discussed in [9–13]. Taking the work, one step further, the concepts of clustering
is utilized in [14–16]. Efficient clustering mechanism plays a vital role in order to
complete the transitions from data partitions [17–22] described the various methods
of vertical partitioning and associated rule sets.

3 Proposed Model

The proposed work model is divided into two sections.

3.1 Identification of Unique Primary Key Values

The primary key (PK) is the unique identification key of any table. Algorithm 1
segregates all the primary key (PK) values from the data set.

Algorithm 1: Identify Primary_Key(Dataset)
Product_Positions[]
//An empty array is initialized to store the records

of the product
First_Key = Dataset.FirstValue
//Taking the first primary key value as reference
Productcounter = 0;
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Foreachrowvalue in Dataset
//Taking each row of the dataset
If Dataset.Company.ProductId ==First_Key
//If the row value is equal to the reference record
Productcounter = productcounter + 1;
//Incrementing the product row number
Product_Position[Productcounter] = rowvalue;
End If
End For
RemovePK from datalist();
Repeat till all primary keys are not found.
End Algorithm

Algorithm 1 takes the first primary PK of the datatable and compares it with
every row value and if the row value is same as that of the PK value then it stores its
location. If no row value is left, it deletes the PK value from the list. Algorithm 2 is
the proceeding of Algorithm 2. Algorithm 2 takes each location of the PK and stores
it separately on cloud structure so that it becomes easy to fetch data when a query is
made.

3.2 The Arrangement of Partition Values and Optimization

Algorithm 2: Store_Cloud_PK_References(Product_Position)
Foreachpos in Product_Position
//For every value in the product position value
Currentvalue=Product_Position(pos);
DesiredCol=ColUserInput;
//Taking the user requirement, which column he wants

to store
If Is Authenticated()
//Here if the user is authenticated at the cloud

server then the desired
Store_Structure[DesiredCol.values];
//column values will be stored at the cloud
EndIf
End Algorithm

It is not necessary that selected components by the user fall under appropriate
necessity of the search query. Hence natural computing based Genetic Algorithm is
applied to make sure that user only gets which is required. It will not only prevent
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Table 1 Elements of the
genetic algorithm

Algorithm type Natural genetic

Population size Total number of columns in the structure

Mutation value Type Stoch

Cross over type Linear/polynomial (based on column
complexity)

the search engine from extra search time but will also reduce the complexity of the
search. It optimizes the results [23] (Table 1).

Algorithm 3: Genetic Algorithm
[r,c] = size(Partioned_Data);
coldata = Partioned_Data
allassociation = [];
coldata1=unique(coldata);
for k = 1:numel(coldata1)
Lw=[];
cr=coldata1{k};
pos=0;
fori=1:numel(coldata)
ifstrcmp(cr,coldata{i})
pos=pos+1;
Lw(pos)=i;
end
end
allassociation(k)=numel(Lw);
Lpk=sum(Lw);
Ld=Lpk/no_of_partitions;
dLd(k)=sqrt((Lpk-Ld)ˆ2/no_of_partitions);
end
allrank=allassociation+dLd;
[sortedrank,sortedpos]=sort(allrank,’descend’);
sortedga = [];
counter=1;
fori=1:numel(sortedpos)
current=sortedpos(i);
currentversion=coldata1{current};
myallpos=[];
mycount=0;
for j = 1:numel(coldata)
ifstrcmp(currentversion,coldata{j})
mycount=mycount+1;
myallpos(mycount)=j;
end
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end
forsn=1:numel(myallpos)
crp=myallpos(sn);
for n=1:c
sortedga{counter,n} = Partioned_Data{crp + 1,n};
end
counter=counter+1;
end
end

GA takes the partitioned data as input. It finds the unique available identities in
the list and for each unique element, the GA finds its alternative occurrence in the
entire sheet. Rank is calculated and sorted in descending order based on the total
occurrence count. The proposed work model is cross validated utilizing Artificial
Neural Networks (ANN) where output data of GA is used as input. ANN is a three
layer architecture namely input layer, hidden layer and output layer. The input layer
takes the raw data as input and a weight is generated by the hidden layer. The
data propagates in iterations and in each iteration the weight changes. Algorithm 4
demonstrate the structure of weight generation for hidden layer.

Algorithm 4: Weight Generator of Input Data
Generate_weight ()
Input: Data->d Output: Generated Weight- > W
Initialize W to Empty
W.size<-d. size
a= arbitrary constant
b= arbitrary constant
Foreach dl in d
W[dl] <-a*x+b //Linear weight mechanism
End For
Return W

Algorithm 4 is utilized to generate Weight for input data d. The weight genera-
tion mechanism uses two arbitrary constants “a” and “b”. The input data element
d is first multiplied with the first arbitrary constant and then added to the second
arbitrary constant. The weight generation mechanism is always called when the
simulation iteration changes. ANN utilizes the generated weight to train and the
trained architecture is used to cross validate the input data.

Algorithm 5: Train Neural ()
Input: Raw Data < −DR Output: Trained Data DT

InitializeWtto empty
//It is the weight which will be generated by

Algorithm 4
Gradientvalue = GenerateNeural Graident
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Totalpropagation iteration = 1000
//A total of 100 simulation propagations is

considered
Gsatisfied = 0
//Initially the gradient is not satisfied
Initialize Pcounter = 0;
While Gradientvalue is not satisfied &&Pcounter < T otalpropogationiteration
//Either the Pcounteris less than total provided iterations or the

gradient is not satisfied, the loop will repeat itself
Wnew = Generateweight()

Wt = Wt + Wnew

//Generating a new weight and adding it to new weight

Wf =
n∑

k=0
Wk

n
//Taking the average weight for all the

propagated iterations till now
IfWf > Gradient_value
G_satisfied = 1
Else
P_counter++
D_r=W_f
End If
End While
Return D_r
End Algorithm

The Training algorithm of ANN takes the raw input data and updates its weight
with each propagation. The propagation will continue until either the gradient is not
satisfied or the propagation counter does not reaches to its maximum provided limit.

The trained neural structure is used to cross validate the partitioned data. The
portioned data will act as the test data as supervised cross validation mechanism is
considered here.

Algorithm 6: Simulate_Neural()
Input: Traine〖d_Neural〗_Data < -D_r
Output:AcceptedPartioned Value<- A_p
Test_Data = Traine〖d_Neural〗_Data
W_test=Generate_weight
If W_test≤D_r*80/100
//Taking 80% as the margin value
A_p [W_test ]=Accept Accept Partition Value Member
Else
A_p [W_test ]=Reject
Readjust Partition Value
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End If
Return Ap

End Algorithm

The simulation part takes the trained neural structure and the raw input data as
input. It is a supervised learning approach and hence the training data will act as
the test data. The raw test data will be passed to the weight generation algorithm
mentioned as Algorithm 4. If the generated test data does not vary more than 20% as
that of the trained structure then the data will be accepted to be in correct partition
else the partition will be readjusted.

4 Results

Based on the research algorithm, the following parameters are evaluated and
analyzed.

4.1 Average Search Time (AST)

It is the total consumed time in order to fetch the results of the searched term. The
proposed algorithm uses 1000 queries for the search.

AST =
∑

Query Search
Time

Total Query Count
(3)

Table 2 present the average search time in seconds for number of queries passed
up to 1000 (Fig. 3).

Table 2 AST for queries Total queries AST in seconds

10 4

50 12

100 18

500 45

1000 96
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Fig. 3 Pictorial
representation of AST
against passed queries

4.2 Precision and Recall

Precision and Recall are qualitative parameters. The high precision and recall value
represents the healthy arrangement of the dataset at the back end [24] (Fig. 4; Table 3).

Precision = TruePositive
Truepositive + FalsePositive

(4)

Recall = TruePositive
Truepositive + FalseNegative

(5)

Fig. 4 Pictorial
representation of precision
and recall

Table 3 Precision and recall
for same query set count

Query count Precision Recall

10 0.87 0.89

50 0.86 0.854

100 0.83 0.885

500 0.88 0.879

1000 0.896 0.886
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Fig. 5 Comparison of precision for different partition techniques

The high true positive rate represents good partition value. If the tp is high then it is
clear that the data is kept in good partition cluster and there was no fuss in retrieving
the data. Itwill also result into highprecision and recall value.Theproposed algorithm
is passed around 1000 queries to the partition and the precision stood a good value
of 0.88 on an average.

In paradox to tp, fp is the result of bad selection from the partition. High fp value
represents that the elements were not placed in appropriate clusters and as a result
the reverted results against the passed queries were also false. In the similar fashion,
it will result into bad precision and recall value.

In proposed research work comparison with existing partition techniques on the
basis of quality parameters are also performed. Figure 5 represents comparison of
precision parameter for existing and proposed Enhanced partition.

Figure 6 represents comparison of Recall parameter for existing and proposed
Enhanced partition.

5 Conclusion

This paper provides a fine solution for data partitioning and ways to remove the
flaws of partitioning. The paper utilized column generated values and applies genetic
algorithm in combination with Artificial Neural Network. ANN is used to cross
validate the genetic algorithm verified data. A new fitness function is designed for
genetic algorithm and the ANN uses feed forward architecture. A total of 1000
iterations are simulated and parameters like precision, recall and average search time
is calculated. The proposed algorithm is also compared with several other algorithms
which are listed. The proposed work has a lot of future possibilities. A combination
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Fig. 6 Comparison of recall for different partition techniques

of Feed Forward Back Propagation Neural Network can be opted and tested for the
same scenario. Other datasets can also be tried.
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Virtual Dermoscopy Using Deep
Learning Approach

Debabrata Swain, Sanket Bijawe, Prasanna Akolkar, Mihir Mahajani,
Aditya Shinde, and Pradunya Maladhari

Abstract Dermoscopy is one of the most irregular and challenging areas to diag-
nose as it is very complex. In the sphere of dermatology, numerous numbers of times,
thorough examinations are required to be carried out to resolve upon the skin ailment
the patient may be facing. Different practitioners may take a different amount of time
to detect the skin disease. So, a system is required that can efficiently and accurately
diagnose the skin conditions without any such restrictions. This paper presents an
automated dermatological diagnostic system using a deep learning approach. Derma-
tology is the branch of medicine which deals with the identification and treatment
of skin diseases. The presented system is a machine interference in contradiction
to the traditional medical personnel-based belief of dermatological diagnosis. The
entire system works on the two mutually dependent steps. The first is preprocessing
of image of that part of skin that is infected and the second step is used to recognize
the disease. The system uses convolutional neural networks and feedforward back-
propagation for the identification of skin disease. The system gives an accuracy of
93.063% while testing on a total of 180 image samples for six disease classes.

Keywords Automated · Backpropagation · Classification · Dermatology ·
Diagnostic · Feedforward
D. Swain (B) · S. Bijawe · P. Akolkar · M. Mahajani · A. Shinde · P. Maladhari
IT Department, Vishwakarma Institute of Technology, Pune, India
e-mail: debabrata.swain@vit.edu

S. Bijawe
e-mail: sanket.bijawe18@vit.edu

P. Akolkar
e-mail: prasanna.akolkar18@vit.edu

M. Mahajani
e-mail: mihir.mahajani18@vit.edu

A. Shinde
e-mail: aditya.shinde18@vit.edu

P. Maladhari
e-mail: pradunya.maladhari18@vit.edu

© Springer Nature Switzerland AG 2020
P. K. Mallick et al. (eds.), Cognitive Computing in Human Cognition,
Learning and Analytics in Intelligent Systems 17,
https://doi.org/10.1007/978-3-030-48118-6_6

61

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-48118-6_6&domain=pdf
mailto:debabrata.swain@vit.edu
mailto:sanket.bijawe18@vit.edu
mailto:prasanna.akolkar18@vit.edu
mailto:mihir.mahajani18@vit.edu
mailto:aditya.shinde18@vit.edu
mailto:pradunya.maladhari18@vit.edu
https://doi.org/10.1007/978-3-030-48118-6_6


62 D. Swain et al.

1 Introduction

Some of the most widespread diseases across the globe are dermatological diseases.
In spite of being so common, their detection is very confusing and needs thorough
expertise in that field. It is estimated that more than 9500 people in the United States
are diagnosedwith skin cancer every day. There is irregular schooling in dermatology
at the college level, which shows that the trainees should consider reevaluating their
existing skills. Right now, about 90% of skin diseases are being managed only by
using primary care. These imply that if we take care at an early stage, most of
the skin disease dilemmas could be resolved. Skin diseases can have a significant
impact on the quality of life of patients. The number of skin diseases are increasing
constantly and results obtained are dependent on the initial diagnosis. Some people
cannot afford to go to a dermatologist for their skin problems. In the countries that
are not technologically forward, there have been numerous attempts to implement
traditional medicine. But the attempts have met with some problems such as the
shortage of medical expertise and a very high cost of medical tools. Skin diseases
are a result of environmental factors as well as various other causes. The important
tools that are necessary for the timely detection of such diseases are not very easily
available to a large percentage of the populationworldwide, which is one of themajor
reasons for a very high mortality rate in these cases. This paper provides a method
to detect some of the types of skin diseases. This project aims to collect skin disease
image data, preprocesses that data and creates an intelligent prediction system for
better identification of skin diseases. The image of the affected skin part is provided
by the user as an input to the system, which then performs processing on it by
extracting features using the Convolutional Neural Networks algorithm. To diagnose
skin diseases, it uses a SoftMax image classifier. The proposed system will thus be
very useful for those places which have a very limited access to medical facilities. It
can also be a very handy tool for the doctors to verify their diagnosis in case of those
diseases which cannot be detected accurately in their initial stages, like melanoma.
Thus, this paper proposes skin disease identification and classification method based
on Convolutional Neural Network. In our system, we have worked on classifying
6 different skin ailments listed as Acne and Rosacea, Bullous Disease, Cellulitis
Impetigo and other Bacterial Infections, Eczema, Melanoma Skin Cancer Nevi, and
Nail Fungus. We have made use of Image Processing and Artificial Neural Networks
to classify the different types of skin diseases. To convert an input image to an output
labelwe are using a convolutional neural network. It is particularly designed for image
data processing. In this paper, we will be discussing the architecture, methodology
and pre-processing algorithms used in our system.
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2 Background

2.1 A Brief Overview on Related Works

Rathod et al. [1] proposed a method for detecting various kinds of skin diseases.
CNN algorithm was used for feature extraction along with an image classifier as
SoftMax to diagnose diseases. Initially, an accuracy of about 70% was achieved.
Their accuracy was then increased by increasing the training data. Further accuracy
of 90% was achieved on 6 diseases. Yasir et al. [2] used computer vision along with
image processing and fed the data to artificial neural networks. This system, when
tested on a dataset of 775 images of 9 different disease types, it gave an accuracy
of 90%. Asghar et al. [3] proposed a rule-based expert system was developed. This
system used forward chaining along with a depth-first search to detect diseases.
The paper by Amarathunga [4] gave an approach which could diagnose the skin
disease as well as give medical treatment or advice quickly. That system used image
processing as well as data mining. To enhance the image, different preprocessing
techniques were used. Finally, the use of data mining techniques for suggestions
of treatment and advice provided them with accuracies of 85%, 95% and 85% for
Eczema, Impetigo, and Melanoma respectively. In another paper published by Liao
et al. [5] a universal skin disease detection system was constructed using CNN. They
got datasets from Dermnet and OLE. They had 73.1% Top-1 accuracy and 91.0%
Top-5 accuracy on Dermnet and 31.1% Top-1 and 69.5% Top-5 accuracy on OLE.
Lopez et al. [6] used VGGNet convolutional neural network architecture along with
the transfer learning paradigm. They achieved a sensitivity value of 78.66% as well
as 79.74% precision while working on ISIC Archive dataset.

2.2 Database Description

Tons of data surrounds us today, generated from various instances by various sources.
Each data generated belongs to different and heterogeneous formats, each of several
different domains. This collected data can prove to be immensely valuable if used
properly. There are various approaches to obtain live data for research and devel-
opment. The skin disease database used is scraped from “Dermnet”—a web portal
that contains a total of 23,000 images which is further classified in 46 diseases. Our
scraped database contains 6 diseases which are a total of 1600 images. Figure 1
flow diagram describes our approach towards dataset scraping. All the labels of the
scrapped disease are listed as follows:

1. Acne-and-Rosacea-Photos
2. Bullous-Disease-Photos
3. Cellulitis-Impetigo-and-other-Bacterial-Infections
4. Eczema-Photos
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Fig. 1 Flow diagram for dataset scraping

5. Melanoma-Skin-Cancer-Nevi-and-Moles
6. Nail-Fungus-and-other-Nail-Disease.

3 The Proposed Methodology and Implementation

3.1 Brief Overview of System

The proposed methodology, depicted in Fig. 2, is based on two primary parts, Image
pre-processing unit and a classifier unit. The image processor unit will augment the
sample/image by reshaping it and then the image will be divided into segments. Then
the image will be sent to the convolutional classifier for feature extraction and further
classification.

• Image Processing Unit: This unit focuses on the affected part by converting the
image into the RGB form. Feature extraction is a major step in the classification
problem as it is the core of the image classification problem. So, both the training
and testing images are resized into proper format before sending it to the classifier
unit. Furthermore, all the training images are passed through the rotational and

Fig. 2 Architecture of proposed model



Virtual Dermoscopy Using Deep Learning Approach 65

positional variant i.e. they are shifted vertically or horizontally, rotated clockwise
or anti-clockwise by 10%or scaled in/out, thus sustaining the process of efficiently
training the model [7].

• Classification Unit: This unit classifies the images into pre-defined classes using
a convolutional neural network algorithm and SoftMax classifier for multi-class
classification.

3.2 ConvNets Architecture

AConvolutionalNeuralNetwork (CNNorConvNet) is aDeepLearning algorithm
that is capable of taking an image input and assigning a value (learnable biases and
weights) to several features in the images which can initiate the differentiation from
one another. The required pre-processing in a ConvNet is enormously low in contrast
to other classification algorithms. Whereas in primary methods, features are hand-
engineered and with adequate training, ConvNets learns these characteristics by
itself.

ConvNet is preferred over a feed-forward neural network as it is able to strongly
catch the Temporal and Spatial dependencies in an image by applying the appro-
priate filters. Due to the decline in the total number of parameters connected and
reusing the ability of weights, the architecture presents an apt fixture of the image
dataset. In simpler words, for a better knowledge of refinement of the image, the
network can be trained. Figure 3 represents the ConvNet architecture designed by
us.

The Four main layers used in ConvNets architecture is listed as below:

• Convolution: The main advantage of the Convolutional technique in ConvNets
is for differentiating appropriate features from the image that can act as an input
for the initial layer. The spatial interrelation of the pixels is provided by the
convolution [8]. Figure 4 shows the convolution of a matrix using (3, 3) as its

Fig. 3 Architecture of CNN
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Fig. 4 Convolution of a matrix

kernel size. Equation (1) gives the statistical representation for convolution of a
matrix.

I_new(x, y) =
1∑

j=−1

1∑

i=−1

ai j I_old(x − i, y − j) (1)

• Activation Function: Rectified Linear Unit ReLU is used in themodel to increase
non-linearity in the ConvNet and it acts on a fundamental step. In other words, it
is an advancement that is implemented per pixel and outmodes the non-positive
values of every pixel, hence mapping the feature by zero. It is an uniform approx-
imation and is used for multiclass classification in our model [9]. Figure 5 shows
the graph of the ReLU function. Equation (2) represents the ReLU function.

R(x) = max(0, y)n (2)

• Pooling: Spatial Pooling, also known as subsampling or downsampling bene-
fits in the reduction of the dimensions of each feature mapping but while doing
so, it retains the most significant information of the map. MaxPool helps in
finding the maximum value of the pixels present in the provided kernel size, thus
enhancing the features available in the sample [10]. After pooling is done, our
three-dimensional feature map gets converted to the single-dimensional column

Fig. 5 ReLU function
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Fig. 6 MaxPool and average pooling of a matrix

vector. Figure 6 shows the max pooling and average pooling of a matrix using (2,
2) as kernel size.

• Flatten: Flattening is an essential step in ConvNets. Flattening is done as soon
as the pooled featured map is obtained. It involves modification of the complete
pooled feature mapped matrix into a single column. Furthermore, it is fed to the
artificial neural network for processing. Figure 7 is a matrix representation of the
technique used in flattening.

• Classification (Fully Connected Layer): After flattening is done, the flattened
feature mapped matrix is sent through a fully connected neural network. This
step is a combination of the fully connected layer and the output layer. The fully
connected layer is alike the hidden layer in artificial neural network’s but in this
case, it’s fully connected. We get the predicted classes at the output layer. The
error of prediction is calculated on the basis of the passed information. Then
backpropagation of error is done through the system in order to improve the
weights and the biases. Figure 8 shows the connections between fully connected
layer/dense layer.

Fig. 7 Flatting of a matrix
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Fig. 8 Fully connected layer

4 Results and Discussions

This research comprises of six diagnosis classes asmentioned in the database descrip-
tion. As transcribed earlier in the section of ‘A brief overview on relatedworks’, some
researchers stated several techniques for diagnosing skin disease. The accuracies
reported by them vary between 50 and 90%.

The database used in our whole system consists of 1600 samples of which around
1400 are complete samples used for training and validating the ConvNet model and
180 images are samples with missing attributes used for gaining testing accuracies.
Of 1400 samples, 85% of the database was used for training the ConvNet and rest
of the database (15%) was used for validating the proposed system.

The confusion matrix in the heatmap form demonstrates the classification results
of the system. In thismatrix, each cell contains the analogous accuracies of exemplars
classified for the corresponding combination of desired and actual network outputs
[11]. Figure 9 gives the confusion matrix displaying the classification results of this
network. The y-axis and x-axis denote the labels of actual and predicted classes. The
vertical scale in Fig. 9 denotes the color to the accuracy pattern in the heatmap.

Figure 10 shows the AUC curve i.e. accuracy curve and loss function. It shows
how accuracy was eventually increased on training epochs. As it displays, we’ve
successfully achieved an accuracy of 93.063% on a testing dataset containing a total
of 180 images of different classes. Also, the loss function plot shows the avoiding
of overfitting throughout the processing (training). The AUC score obtained from
training is 0.841664.

Table 1 shows the report of classification used for assuring the classification
quality. The report presents the principal classification metrics support, F1-score,
recall, and precision on a per-class basis.
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Fig. 9 Confusion matrix

Fig. 10 Accuracy and loss plot

Table 1 Classification report

Precision Recall F1-score Support

0 0.793 0.767 0.780 30

1 1.000 0.615 0.762 26

2 0.800 0.625 0.702 32

3 0.481 0.862 0.617 29

4 0.970 0.842 0.901 38

5 0.760 0.760 0.760 25

Accuracy 0.750 180

Macro avg 0.801 0.745 0.754 180

Weighted avg 0.807 0.750 0.760 180
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• Precision—Ability of a classifier not to label an occurrence positive that is
negative.

• Recall—Ability of a classifier to find all positive occurrence.
• F1 score—Weighted harmonic mean of precision and recalls.

The overall F1-score of our model is 0.750, tested on 180 images.

5 Limitations

• Nopredictions can bemade in absence of any skin disease due to the unavailability
of appropriate dataset for normal skin.

• No application is available to provide the user with an interface to interact with
the model.

• The accuracy of the model can be increased by importing the datasets directly
from the hospitals to get more authentic information.

6 Future Scope

• Creating an android application which will be able to make real time predictions.
• Suggesting specialized doctors to the user based on the predictions made by the

application.
• Dynamic dataset updating by the doctors so as increase the accuracy of the system.

7 Conclusion

In this paper, we have learned about how the image classification is done using
ConvNets. Thus, skin diseases can be diagnosed as well as classified using this tech-
nique. Currently, skin diseases have been classified into 6 different types with around
230 images in each class. The experimental results gained a classification accuracy
of 93.33% on the testing set. The use of large datasets and advanced computational
techniques will help in increasing the accuracy of the system thereby allowing it
to suit the results of a dermatologist. This will in turn help in uplifting the quality
standards in the field of medicine and research.
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Evaluating Robustness for Intensity
Based Image Registration Measures
Using Mutual Information
and Normalized Mutual Information

Navdeep Kanwal, Shweta Jain, and Paramjeet Kaur

Abstract Numerous Applications envisage the need of image registration. The term
image registration is the process of alignment of multimodal, multitemporal or multi-
view images onto a single co-ordinate system by applying certain transformations
e.g. rotation, translation, scaling etc. This paper uses Information Measures such as
Mutual Information (MI), and Normalized Mutual Information (NMI) to obtain the
aligned image and then evaluate their robustness. Various Parameters such as Pear-
sons correlation coefficient (PCC), Peek Signal to Noise Ratio (PSNR), have been
used to quantify the image registration results obtained through MI and NMI. The
methodology for registration has been validated using above parameters and elapsed
time is also evaluated for rigid registration of natural Images.

Keywords Image registration ·Mutual information · PCC · PSNR

1 Introduction

Data set of images acquired through sampling at various instances of time from
different perspectives lie on different coordinate systems. Capturing the information
from these different modalities foresee the need of image registration for alignment
of images onto a single coordinate system. It involves finding transformations that
relates information conveyed in floating or sensed image to be registered on reference
or fixed image [1, 2]. Because of the variety of images, application areas, registration
methods a single registration method may not be suitable for all types of images [3].
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Nevertheless all registration methods include feature extraction, feature matching,
transformation selection and image resampling [4, 5]. Different researchers like [6,
7] have proposed and discussed various methods of image registration. This paper
focuses on Image Registration using Maximization of Mutual Information (MI)
between two images as base for registration.Mathematical sciences have an important
role ofMutual Information [8]. Results have been quantified using various parameters
such as Pearsons Correlation Coefficient (PCC), peek signal to noise ratio (PSNR)
and elapsed time (ET). The paper is organized as different sections. Section 2 intro-
duces similarity metricsMI and NMI and various parameters used to validate results.
Section 3 presents the methodology adopted and presents comparison between the
similarity metrics. Section 4 presents the results computed on two different images
and dataset of six image pairs [9] and validated with different parameters. Finally in
subsequent section conclusion and future scope has been discussed.

2 Registration

2.1 Mutual Information

Mutual information (MI) is a statistical measure that finds its roots in information
theory [10, 11]. It is ameasure of howmuch informationone randomvariable contains
about another [12, 13]. The information to be registered in both the sensed and
referenced image is same but the amount of information which is to be registered
depends on the registration transformations. The information common amongst both
the images is measured through joint entropy and this process is known as Mutual
Information [3, 14]. The mutual information of two images A and B has been defined
in Eq. (1) [12]:

I (A, B) = H(A) + H(B) − H(A, B) (1)

where H (A) and H (B) are the Shannon entropies defined in Eq. (2) and Eq. (3), and
H (A, B) is the Shannon entropy of the joint distribution of A and B [12, 15].

H(A) = −
∑

aεA

PAlogPA(a) (2)

H(B) = −
∑

bεB

PBlogPB(b) (3)

H(A, B) = −
∑

aεA

PA

∑

bεB

PBlogPAPB(a, b) (4)
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where a and b are the intensity values in image A and B, PA and PB the marginal
probability distribution of A and B, respectively, and PAPB is the joint probability
of A and B in Eq. (4). Corresponding intensities a in image A and b in B are related
through geometric transformation [16].

Mutual Information metric, expressed as I(A, B) in Eq. (1) has been used in the
work. It is defined as a measure of how well one image explains the other and is
maximized at the optimal alignment of images. MI of images A and B is given in
Eq. (5):

MI (A, B) =
∑

a

∑

b

PAB(a, b)log
PAB(a, b)

PA(a)PB(b)
(5)

A variant of MI i.e. Normalized Mutual Information (NMI) [17, 18] has been
addressed as it is more overlap independent. In certain casesMI does not behave well
For example, changes in information of low intensity region can disproportionately
change MI. Hence, to overcome this problem of MI normalizations of joint entropy
i.e. NMI is discussed. NMI may be derived as in Eq. (6).

NMI(A,B) = H(A) + H(B)

H(A,B)
(6)

2.2 Measures for Registration Quality

Pearsons Correlation Coefficient (PCC): To determine the strength of relationship
between two variables PCC may be computed [19]. Its values lies between −1.00
and 1.00. Negative value indicates negative correlation i.e. with increase in value of
one variable other decreases and positive value indicates positive correlation.

Pxy(x, y) = cov(x, y)

σxσy
(7)

where, σ x and σ y are the standard deviations, and cov is the covariance of X and Y
in Eq. (7).
Peak Signal to Noise Ratio (PSNR): PSNR is the ratio between maximum power
of a signal and the power of the corrupting noise that affects the fidelity of its repre-
sentation as defined in Eq. (8). It is usually expressed in logarithmic decibel scale. It
can range between 1 to infinity. Higher the value higher is quality of the image.

PSN R = 10log10
(Max)2

MSE
(8)



76 N. Kanwal et al.

3 Methodology

Intensity based registration involves calculating the registration transformation by
iteratively optimizing some similarity measure calculated directly from the pixel
values in the images rather than from geometrical structures such as points or
structures derived from images [20, 21].

The reference and sensed images are loaded and pre-processed for ensuring the
size of images required for accurate registration. Initial data points are selected in
sensed image space and passed to the optimizer such that it maximizes image simi-
larity measure (SM) i.e. mutual information by changing transformation parameters
i.e. rotation and scaling. It gives registered image containing maximum of mutual
information between reference and sensed image. Figure 1 elaborates the process.

The starting point is required for an optimization that is the algorithm takes a
series of guesses to choose starting position for performing registration. The starting
position has to be close for the algorithm to perform accurate transformations. The
algorithm then computes similarity function such as MI, joint entropy, correlation
coefficient etc. relating to howwell the two images can be registered. Some functions
increase and others decrease. The registration algorithm proceeds by recalculating
the similarity functions and the optimum is reached by seeking the transformation at
which the maximum function is obtained. The starting point, type of transformations
and the optimization process has a large influence on the results and robustness of
the registration method.

Reference Im-

Sensed Image 

Registered Im-

Image Pre-
processing 

Iterative Closest 
Point Registra-

Intensity based 
image Registra-
tion using Mu-

tual Information 

Determination 
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these data points 
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Fig. 1 Methodology for image registration
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3.1 Robustness

Robustness of image registration depends upon different factors [22]. In this paper
Similarity Measures (SM) robustness depends on the type of image and the transfor-
mations used. SM robustness for spatial transformations such as rotation and scaling
is computed.
Rotation For rotation, an evaluation range of [0, +5] and [−5,0] degrees is consid-
ered. The selected SMs (MI and NMI) behave symmetrically around the peek
point.

T (v) = Rv + t (9)

where R is rotation matrix, t is a translation vector, T (v) is the transformed vector.
Scaling For scaling, both stretching and shrinking show different results on images.
So down scaling i.e. when scaling factor is smaller than 1 is performed at both 0.5
and 0.75 and Up scaling i.e. when scaling factor is larger than 1 is performed at 1.25
value.

4 Results and Discussion

Results have been obtained by implementing the methodology described in Fig. 1
over a set of images. This registration methodology can work on a large variety
of image types, and real scenes captured under different lightening conditions. Six
image pairs captured from a data set of 22 image pairs has been used to evaluate
the results. The dataset includes image pairs taken of indoor and outdoor scenes,
in natural and manmade environments, at different times of day, during different
seasons of the year, and using different imaging modalities. It includes image pairs
with low overlap (e.g. 2%), substantial differences in orientation (90 degrees), and
large changes in scale (up to a factor of 6.4).

4.1 Results of Mutual Information

Method described above is applied to different images with different scaling (0.5,
0.75, 1.25) and at different angles of rotations (ranging from −20 to +40). The
resulting values for different metrics are tabulated.

Method is applied on images and results obtained for two of images are tabulated
in Table 1. With the Scaling at 0.5 when the Image is rotated at angle 15 clockwise
andmaximum value ofMI i.e. 0.9502 and 0.8429 is obtained for image 1 and image 2
respectively and it decreases with increase in angle. Similarly when at same scaling
if image is rotated anti-clockwise MI at −15 is 0.9464 for image 1 and 0.8415 for
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Table 1 Results of MI and other metrics for image 1 and image 2

Image 1 Image 2

Scale Angle MI PCC PSNR ET(sec) MI PCC PSNR ET(sec)

0.5 −20
−15
15
20
25

0.9207
0.9464
0.9502
0.9464
0.9458

0.9240
0.8776
0.8996
0.9487
0.9445

10.92
11.11
11.97
11.32
10.90

16.26
14.58
16.19
13.40
15.96

0.8359
0.8415
0.8429
0.8391
0.8374

0.0535
0.0778
0.0456
0.0451
0.0519

9.73
9.75
11.13
10.19
9.65

14.13
14.59
16.79
13.56
13.80

0.75 −20
−15
5
15
20
25

0.9351
0.9573
0.9469
0.9745
0.9621
0.9572

0.8786
0.8306
0.8292
0.8409
0.9814
0.9311

11.24
11.17
11.78
11.44
10.61
10.07

18.79
15.98
15.46
14.72
15.48
18.56

0.8443
0.8553
0.8545
0.8577
0.8490
0.3617

0.3805
0.4193
0.4485
0.4111
0.4016
0.3729

9.87
10.81
11.47
10.42
10.21
9.18

16.64
13.37
16.29
16.32
15.73
18.30

1.25 −5
5
10

0.9545
0.9060
0.2574

0.5156
0.4966
0.6283

12.76
12.86
6.44

19.93
18.81
18.60

0.8496
0.8472
0.8643

0.4941
0.5057
0.3850

12.92
12.98
10.21

20.97
18.16
17.70

image 2. It decreases as image is rotated anti-clockwise. PSNR is maximum at angle
15 that is 11.97 and 11.13 respectively whereas value of PCC ranges from 0.8776 to
0.9487 for image 1 and 0.0451 to 0.0778 for image 2. Elapsed time i.e. time taken to
execute the procedure is also computed and presented in seconds.With the increase in
scaling to 0.75MI also increases andMI is maximum at angle 15 for both the images
i.e. 0.9745 and 0.8545 respectively. MI decreases with increase in angle. Similarly
results are also computed at scaling of 1.25 and rotations at different angles.

4.2 Summary of Mutual Information

Mutual Information decreases with increase in angle clockwise and when angle is
increased anti-clockwise MI decreases. With increase in MI all other parameters
improves and degrades whenMI decreases. When there is increase in the Scaling we
rotated the images at comparatively smaller angles as with increased scaling and big
angle rotations MI almost declines giving poor quality image.

4.3 Results of Normalized Mutual Information

Method described in Fig. 1 is applied to different images with different scaling (0.5,
0.75, 1.25) and at different angles of rotations (ranging from −20 to +40). The
resulting values for different metrics are tabulated below.

Results obtained for two images are tabulated in Table 2. With the Scaling at 0.5
when the Image is rotated at angle 15 clockwise and maximum value of NMI i.e.



Evaluating Robustness for Intensity Based Image … 79

Table 2 Results of NMI and other metrics for image 1 and image 2

Image 1 Image 2

Scale Angle NMI PCC PSNR ET(sec) NMI PCC PSNR ET(sec)

0.5 −20
−15
15
20
25

1.075
1.077
1.0804
1.0796
1.0795

0.9264
0.8714
0.9091
0.9288
0.9632

11.06
11.23
11.24
11.21
10.63

14.81
16.48
17.62
14.29
17.27

1.0816
1.0810
1.0814
1.0813
1.0818

0.4033
0.4335
0.4488
0.4084
0.3963

10.43
11.28
11.28
10.39
10.05

15.31
13.17
14.12
15.29
13.52

0.75 −20
−15
5
15
20
25

1.0778
1.0784
1.080
1.0824
1.0850
1.0855

0.8774
0.7740
0.7731
0.8652
0.9476
0.9197

11.50
11.74
11.74
11.35
9.94
9.80

15.31
18.73
16.13
14.98
16.47
15.77

1.0812
1.0831
1.0815
1.0815
1.0819
1.0825

0.4534
0.4352
0.4970
0.4813
0.4233
0.3817

11.66
11.11
12.58
12.36
10.78
9.54

14.14
16.73
14.81
16.86
17.12
15.89

1.25 −5
5
10

1.0815
1.0785
1.0815

0.5156
0.5508
0.9736

12.76
12.56
9.64

20.80
16.18
22.34

0.8496
0.8472
0.8643

0.4941
0.5057
0.3812

12.92
12.98
10.21

19.52
18.36
16.52

1.0804 and 1.0814 is obtained for image 1 and image 2 respectively. It also decreases
with increase in angle like MI. Similarly when at same scaling if image is rotated
anti-clockwise NMI at −15 is 1.077 for image 1 and 1.0810 for image 2. Further, it
decreases as image is rotated anti-clockwise. PSNR is maximum at angle 15 that is
11.24 and 11.28 for the images. The maximum value of PCC comes out to be 0.9736
and minimum is 0.3812.

4.4 Summary of Normalized Mutual Information

NormalizedMutual Information decreaseswith increase in angle clockwise andwhen
angle is increased anti-clockwiseNMI decreases.With increase and de crease inNMI
all other parameters are affected accordingly. When there is increase in the Scaling
we rotated the images at comparatively smaller angles as with increased scaling and
big angle rotations NMI almost declines giving poor quality image. Comparison of
MI and NMI along with other metrics has been tabulated in Table 3.

4.5 Results of Image Registration on Dataset

The present method aligns each of image pairs from data set [5] with high accuracy.
The two images cannot be aligned eitherwhen the images truly do not overlap orwhen
there is insufficient information to determine an accurate, reliable transformation
between images. The results performed on set of different image pairs are obtained
and average value of all the parameters have been tabulated in Table 3.
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Table 3 Results obtained for dataset of images

Scale Angle MI NMI PCC PSNR ET

−20 0.8132 1.0724 0.7175 9.79 17.01

0.5 −15
15

0.8057
1.8080

1.0715
1.0721

0.8053
0.7695

10.68
10.37

17.75
18.56

25 0.8098 1.0731 0.7369 10.05 12.08

−20 0.7220 1.0684 0.6540 9.41 14.32

0.75 −10
10

0.7961
0.8283

1.0695
1.0743

0.7496
0.7499

10.16
10.78

14.87
14.52

20 0.8018 1.0746 0.7462 9.22 15.72

−10 0.7726 1.0741 0.7920 9.96 19.09

1.25 −5
5

0.8105
0.7988

1.0731
1.07387

0.6507
0.6392

10.76
10.48

17.95
15.25

10 0.7712 1.0722 0.5556 10.49 18.80

5 Conclusion and Future Scope

A method for evaluating the robustness of Intensity Based Image Registration using
the Similarity Measure Mutual Information and Normalized Mutual Information
and other metrics such as PCC, PSNR and elapsed time has been presented. Using
above method NMI incorporates maximum information into the similarity measure
of the two images and hence results show that the registration by NMI is much
better than that by MI. With increase in rotations value of MI and NMI decreases
and with increase in scaling, value of MI and NMI increases. Results also indicate
that the registration will not be affected with the increase in robustness of NMI and
MI based methods. In future, the present work may be extended to investigation
and development of a better measure for robustness of Intensity based registration
methods. Non-rigid image registration can also be presented by applying MI and
NMI based registration algorithms.
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A New Contrast Based Degraded
Document Image Binarization

Usha Rani, Amandeep Kaur, and Gurpreet Josan

Abstract The binarization of badly degraded document images is very challenging
job due to the presence of various degradations such as ink bleed through, stains,
smear, blur, low contrast and nonuniform illumination. Many binarization tech-
niques are proposed in the literature, most of these techniques are threshold based.
This chapter proposes the binarization technique which uses the contrast feature to
compute the threshold value with minimum parameter tuning. It computes the local
contrast image using maximum and minimum pixel values in the neighbourhood.
The high contrast text pixels in the image are detected using global binarization.
Finally, the local thresholds are computed using high contrast image pixels within
the local window to binarize the document image. It has been tested on bench-
mark datasets H-DIBCO-2010 and H-DIBCO-2016 in terms of F-measure, PSNR
and NRM. The results are compared with the Bernsen’s and LMM contrast based
binarization techniques and found to be outperforming these methods.

Keywords Binarization · Contrast image · Degraded documents · Pre-processing

1 Introduction

Binarization of document images is one of the most important pre-processing steps
of the document image analysis systems. It converts gray scale images into binary
images to reduce the computational overload of the image processing systems. The
performance of next phases such as segmentation and recognition are entirely depen-
dent upon the binarization result. Due to various types of degradations present in

U. Rani (B)
University College, Ghanaur, Patiala, Punjab, India
e-mail: usha_gupta7@yahoo.co.in

A. Kaur
Central University of Punjab, Bathinda, Punjab, India

G. Josan
Department of Computer Science, Punjabi University, Patiala, India

© Springer Nature Switzerland AG 2020
P. K. Mallick et al. (eds.), Cognitive Computing in Human Cognition,
Learning and Analytics in Intelligent Systems 17,
https://doi.org/10.1007/978-3-030-48118-6_8

83

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-48118-6_8&domain=pdf
mailto:usha_gupta7@yahoo.co.in
https://doi.org/10.1007/978-3-030-48118-6_8


84 U. Rani et al.

the document images such as ink bleed through, stains, smear, blur, low contrast
and nonuniform illumination, it is very difficult to get proper binarization results
of the degraded document images. Many binarization techniques are proposed in
the literature, most of these techniques are threshold based. Broadly, the binariza-
tion techniques are categorized as global and local thresholding methods. Global
methods use single threshold value to binarize the entire image. Global methods are
very fast but these are not suitable to binarize the document images which do not
have bimodal histogram. Otsu [1] is most successful binarization method among all
global techniques. Local binarization methods estimate a local threshold for each
pixel in the document image, so these can handlethe high variation of intensities
due to degradations in the document images and produce better results compared
to the global methods. Niblack [2], Welner [3], Sauvola and Pietaksinen [4], Wolf
and Jolion [5], Khurshid et al. [6], are well known local adaptive methods of image
binarization which utilize the statistical measures such as mean, standard deviation
or variance in the neighborhood of the pixel under consideration to determine the
threshold value. Bernsen [7] and Su et al. [8] compute local contrast using maximum
and minimum intensity values in the neighborhood. Gatos et al. [9], Zhou et al.
[10] and Kawano et al. [11] are local adaptive binarization methods which are based
on the background estimation and subtraction. Kim et al. [12], Oh et al. [13] and
Valizadeh and Kabir [14] are water flow model based local binarization techniques.
Jiangtaoet al. [15] binarizeduneven illuminated images using curvelet transform and
Otsu’s method. Elazab et al. [16] proposed adaptively regularized kernel-based fuzzy
C-means clustering method for segmentation of brain magnetic resonance images.
Kernel fuzzy c-means (KFMC) method proposed by Farahmand et al. [17] performs
noise removal and binarization simultaneously by classifying image pixels into fore-
ground, background and noise. A region based adaptive binarization technique for
unevenly illuminated images is proposed byMichalak and Okarma [18]. Ouafek and
Kholladi [19] presented multistage binarization technique using Artificial Neural
Network.

This paper proposes a local adaptive binarization method based on local contrast
is the modified form of LMM [8], which computes the local threshold image using
maximum and minimum pixel values in the neighbourhood. The high contrast text
pixels around the text stroke boundary are detected using global binarization. Finally,
local threshold values are computed using high contrast image pixels to binarize the
document image.

The rest of the paper is organized as follows: The work related with the proposed
technique is discussed in Sect. 2. The proposed binarization technique is discussed
in Sect. 3. The experimental results are given in Sect. 4. Finally, Sect. 5 gives the
conclusions.
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2 Related Work

This section describes the work related with the proposed degraded document image
binarization technique.

Bernsen’s Method [7] is the simplest contrast-based thresholding method that
computes local contrast C(i, j) using difference between the highest and lowest pixel
gray values in the local window around pixel (i, j) of the considered image as follows:

C(i, j) = Imax (i, j) − Imin(i, j) (1)

The pixel is classified into text or background according to the local contrast is
above or below the user-provided contrast threshold (CTh). If the local contrast C(i,
j) is below the contrast threshold (CTh), the pixel is set as background, otherwise the
pixel is classified into text or background depending on the value of the localmid-grey
value that is (Imax(i, j) + Imin(i, j))/2. This method is computationally simple as
well as fast as compared to other local binarization techniques which involve mean,
variance, histogram calculations etc. The problems with this method are that results
are very much dependent upon the neighborhood size and it does not work properly
on degraded images with a complex background.

Su et al. [8] method also known as local maximum minimum method (LMM)
based on local contrastis an improvement over Bernsen’s method and handles the
document images with a complex background well. This method computes the local
contrast using window size 3 × 3 as follows:

C(i, j) = Imax (i, j) − Imin(i, j)

Imax (i, j) + Imin(i, j) + e
(2)

Imax (i, j) and Imin(i, j) represent the maximum and minimum pixel values in
the window centered at (i, j). A positive but infinitely small number e is added in
the denominator in case the Imax(i, j) is equal to zero. Normalization factor (the
denominator) is introduced in Eq. (2) to compensate the effect of image contrast and
brightness variation.

If the number of high contrast pixels (Ne) with in the local window is greater than
a threshold Nmin, then document image pixel is considered as the text pixel.

B(x, y) =
{
1, (Ne ≥ Nmin)AND(I (i, j) ≤ Em + Eσ /2)
0, otherwise

(3)

Here,

Em =
∑

neighbor I (i, j) × (1 − E(i, j))

Ne
(4)
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Eσ =
√∑

neighbor ((I (i, j) − Em) × (1 − E(i, j))2

2
(5)

In these equations, ‘I’ is the input document image, E is the binary high contrast
pixel image in which high contrast pixel values are zero. The image E is obtained
by binarization of local contrast image (C) using Otsu method. Ne is the number of
high contrast pixels within the local window. The local window size and minimum
number of high contrast pixels within the local window (Nmin) are the parameters
that are needed to set. Authors related these parameters to the text stroke width in
the document image under study.

3 Proposed Work

This section describes the proposed binarization technique which is the modified
form of LMM method. LMM method need two parameters, one is window size and
second is Nmin which are estimated from the stroke width. The method described
below needs only one parameter window size, which is set equal to the stroke width.

1. The high contrast image using Eq. (2) results high contrast response at either
side of text stroke edges, we computed contrast image using window size 3 × 3
as follows:

C(i, j) = Imax (i, j) − I (i, j)

Imax (i, j) + e
(6)

This equation reduces the background variation and assigns more accurate
contrast value to document pixels than the contrast image created by Eq. 2 [20]
as shown in Fig. 1.

2. The binary high contrast pixel image (E) is obtained by binarization of local
contrast image (C) using Otsu method.

3. After this, the foreground text is extracted within sliding window of size equal
to the stroke width using following formula:

Ib =
{
0, I (i, j) ≤ Em + Eσ

2 < 0
1, otherwise

(7)

Here, Em is the mean and Eσ is the standard deviation of intensity of stroke edge
pixels in the window and are calculated using Eqs. (4) and Eq. (5) respectively.
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(a) Input Image

(b) Contrast Map, Binary Contrast Map, Output Image using LMM method

(c) Contrast Map, Binary Contrast Map, Output Image using proposed method

Fig. 1 Results of LMM method and proposed method

4 Experimental Results

The experiments are conducted to show the effectiveness of the proposed method
using HDIBCO-2010 and HDIBCO-2016 dataset. These datasets contain a number
of handwritten document images with different types of degradations. The results
are compared with existing contrast-based techniques: Bernsen’s method and LMM
method. Figures 1 and 2 shows the visual results of sample of images taken from
the datasets. The F-measure, PSNR, NRM are the quantitative metrics adapted from
DIBCO’s reportsto evaluate theperformance of the considered existing methods and
the proposed method. The average values of F-measure, PSNR and NRM of all
images in HDIBCO-2010 and HDIBCO-2016 dataset are recorded in Table 1 and
Table 2 respectively, which shows that proposedmethod outperform the other consid-
ered methods. The value of F-measure and PSNR should be high and value of NRM
should be low for good quality of binarization.
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(a) Input Images

(b) Groundtruth Images

(c) Bersen’s method results

(d) LMM method results

(e) Proposed method results

Fig. 2 Binarization results of input images with different methods
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Table 1 Evaluations results
of dataset HDIBCO-2010

Method F-measure (%) PSNR NRM(×10−2)

Bernsen 41.5 8.57 21.18

LMM 85.49 17.83 11.46

Proposed method 89.7 19.38 8.27

Table 2 Evaluations results
of dataset HDIBCO-2016

Method F-measure (%) PSNR NRM(×10−2)

Bernsen 44,1 7.67 14.98

LMM 81.43 15.87 11.8

Proposed method 83.5 16.63 11.2

5 Conclusions

This paper proposes the binarization technique especially for handwritten degraded
document images. This method first estimates the contrast image and then local
thresholding is applied using the mean and standard deviation of detected high
contrast pixels in the contrast image. Though the proposed method outperforms the
other methods considered in this study, but it is unable to extract very low contrast
pixels in the image so we can work to further improve this method.
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Graph Based Approach for Image Data
Retrieval in Medical Application

Subrata Jana, Sutapa Ray, Pritom Adhikary, and Tribeni Prasad Banerjee

Abstract Now-days most of the people are suffering in diabetic, retinopathy and
glaucoma. It is non-invensive action and experimental study. In general manual
images are manually seen by trained clinician in a time consume and not accurate
result. This paper describes new technique such as max-flow graph base approach.
Max-flow based techniques more accurate result than PCA and Hessian method.
Initial get fundus image on DRIVE and STAIR database, show that the new graph
base technique is effective and positive in relation to similar System.

Keywords Convolution · Energy minimization · Histogram · Max-flow ·
Min-cut · Segmentation

1 Introduction

The computerized segmentation are detect eye vessel from fundus image. Blood
vessel is minor extended structures in retina. Retinal vessel altered by abundant
methodical diseases, such as diabetes, hypertensions and glaucoma. Organize an
unorganized combined segmentation to detect different eye vessel. It is useful tool
to accurate, fast judgment for final disease [1]. Retina and Brain segmentation are
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related to pediatric cerebral malaria. We can easily identify similarities and dissim-
ilarities retinal and cerebral data in retinopathy-positive pediatric cerebral malaria
[2]. In diabetic patient retina vessel are bending but normal patient vessel does not
bend. After segmentation we see vascular architecture and predict what type of
patient. The retina is visible and available to high motion non-invasive image. Single
window that allow express visualization and study of the inner retinal vessel for
review different related condition [3]. There are two segment the eye vessel either
manual vessel and automated segment the vessel. Inmanual vessel does not she slight
vessel but automated segmentation technique visualized slight vessel and effected
vessel [4]. vessels are filtering from 3D image it is more accurate and well compute
best possible medical axes. It is more accurate result than other technique [5]. The
system is found on removal of image ridge, which overlap approximately with vessel
Center lines. The edge is used to make up primitives in the form of line component
[6]. At the moment middle aged people vascular disease technique such as Coronary
Heart Disease (CHD) [7]. Micro aneurysms detection one of the most important step
automatic segmentation of Diabetic Retinopathy (DR). In fundus image capillary
vessel are not visible but graph base segmentation capillary vessel are visible. Micro
aneurysms are between the first sign of the event of diabetic patient. Blood vessels are
drawing out from retinal background, identification the arteries and veins are finding
and analysis of peculiar regions such as hemorrhage, exudates, optic disc, artery
venous crossing [8]. There are so lots of method remove the vessel, so many tech-
niques aremorphological operation, clustering, snake, thresholding etc. But new tech
is Graph base approach, such as B-spline, graph-cut, max-flow, min-cut etc. Some
investigator had worked graph base technique [9]. Graph Transformation Matching
(GTM) technique are ruling the conformity graph up-and-coming from supposes
matches. GTM techniques results are overlapping regions, and no matching points
between images In order to obtain better outlook and more healthy outcome sing
more matching point to get healthier mapping approximation [10]. We talk in rela-
tion to the results of the first global micro aneurysm recognition contest, ready in the
situation of the Retinopathy Online Challenge (ROC), a multilayer online contest for
various aspects ofDR recognition. FROCsystemgraphically represents false positive
and true positive recognition per image [3, 11]. Extract Vasculature from 2Dmedical
images. Morphological operations extract the vessel using open and close operation.
All data are store in cloud then analysis in health care area [12]. In recent times used
Deep Learning is a new technology classify difficult type of disease such as diabetic,
retinopathy, glaucoma etc. it also used different type sensor, IOT, smart phone appli-
cation [13–19]. ELM technique are used for basic machine learning task. Machine
learning technique easily identify different type disease [20–22]. Dense Sub graphs
express region and narrow information about local graph therefore easily identify
small vessel [10, 23]. Graph base application are linear application recently all linear
base application to change nonlinear base application. Nonlinear base application
are reducing size of data, dynamic network, and classification and clustering over
dynamic [23]. Our wave propagation and trace back algorithm can be easily extended
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to operate 3D data. Section 2 Background of Graph Theory, Sect. 3 problem speci-
fication using graph. Section 4 Max-flow algorithm discusses. Section 5 Explain the
result. Section 6: Conclusion.

2 Background Graph Theory

Graph is combined put of vertices and edges. A graph is a couple G = (V, E) of
put fulfilling E ⊆ |V |2 thus, the element of E are element subsets of V. To stay
away from notational haziness, we shall always think tacitly that V ∩ E = ϕ. The
essentials of V are the vertices (or node, or points) of the graph G, the elements of
E are its edges (lines). A biased graph directed graph has two workstation source
(S) and sink (T). We think about as flow network with edge capability resolve edge
cost that is weight. Edge can flow not greater than edge capacity. Max-flow min-cut
theorem flow is maximum equal to minimum cut that can be pass source S to Sink
T. In Fig. 1 maximum flow can be send from source S to Sink T range 10 is equal to
minimal cut C = {(S, A), (S, B)}.

3 Problem Specification Using Graph

Vessel and retina are two types’ combines in eye. In Human body Heart are circulate
bloodbybloodvessel.Blood are circulated fromheart by bloodvessel. Thenoticeable
vascular formation is truly cycle free. The vessel can be notable by figure color and
texture quality.We can suggest the vessels as curvy segments S, which could division
and fractious. Planner graph G(V, E) are combined, where an one to one each edge
Ei (j < k ≤ m) keep up a correspondence to vessel segment Si. The node Vj(j < q ≤
n) of the graph stand for the branches or equivalent to vessel segments. If two vessels
exasperated each and every one other both are separating into two vessel segments
keeps up a correspondence to by two edges. The nodes are equivalent to pixel. We
think about additional two nodes source and sink. Source (S) and Sink (T) has two
terminals in a graph.

Now a point denote foreground and b points background the statement can be
defined [24]
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max{g} =
∑

i∈a
fi +

∑

i∈b
bi −

∑

i∈a, j∈b∨ j∈a,i∈b
zi, j (1)

Above maximization problem can be converted into minimization problem, the
problem can be formulated is [24]

min{g} =
∑

i∈a, j∈b∨ j∈a,i∈b
zi, j (2)

in Eq. (2) denote minimum cut problem.Min-cut problem are constructing a network
where the source is connected to the entire pixel with ability fi, the sink is related by
all the pixel with ability nj. Two edges (l, j) and (j, i) with zij capability are added
between two contiguous pixel. There are two separate sets of vertices Vf and Vb that
represent the source and sink of the graph, such that the source S is connected to
each node Vf , while each node of Vb is connect to the sink t. We can define them
[24]

V f = {
(m ′, n′, 0) : 0 ≤ m ′ ≺ m ′si ze, 0 ≤ n′ ≺ n′si ze

}

Vb = {(
m ′, n′, o′si ze

) : 0 ≤ m ′ < m ′si ze, 0 ≤ n′ > b′si ze
}

(3)

TheminimumcutCmin obtained by computing themaximumflowoverGContains
a set of edges of minimum total capacity that isolates the source and sink. Cmin is
defined as [24]

argmin
d

⎛

⎝
∑

(a1,b1)∈d
d(a1, b1)

⎞

⎠

= argmin
d

⎡

⎣
∑

(a1,b1)∈dlabel
d(a1, b1) +

∑

(a1,b1)∈dpenalty

d(a1, b1)

⎤

⎦ (4)

where Dl = D ∩ Fl and Dp = D ∩ Fp.

4 Max-Flow Algorithm Explanation

Max-flow algorithm construct directed graph and create directed path from source
to sink. Source node denoted foreground and sink node denoted background. The
max-flow algorithm frequently keep up three stages:

1. Growth stage: Source (p) and sink (q) are increasing until create a path p → q.
2. Expansion stage: tree create the path source (p) to sink (q), tree partition into

small subtree (p).
3. Adaptation stage: tree return p and q.
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When construct directed path form source to sink in between three node are created
(1) Active, (2) Passive and (3) free node. Active node allow to grow search tree for
new children and passive node can’t grow search tree such as completely block the
node. Active node search next active node, if we found next active node search tree
are expanded otherwise block the search tree. Active node maintains two queues.
Active node are new to the end of the second queue and read from the front of the
first queue, if first queue is empty, it is replace by second queue. There are two type
of queue queue_last and queue_first. Now we explain set_Active node algorithm:

set_Active(node * head):
step 1: head_next <> NULL
step 2: queue_last → next = head
step 3: queue_first = head
step 4: return next node

Now we explain next_Active_node() algorithm:

step 1: node parent
step 2: while(1)
Remove from active list
if(parent-next = parent)
queue_first = queue_last = NULL
step 3: queue_first = parent-next
step 4: return parent

at the present we clarify augmentation stage algorithm:
The input for this phase is a pathway m from source p to sink q. At the aperture

orphan_set is vacant but a number of orphans in the finish since at smallest quantity
one edge in m be transformed into flooded.

Ruling the traffic jam capability ω on m
Modify the wonderful diagram with practically flow ω through m
for both edge(m, n) in m that converted into drenched.
queue_first(m) = queue_last(n) = s then set neighbournode(n) = ψ and or = or

∪ {n}
queue_first(m) = queue_last(n) = t then set neighbournode(n) = ψ and or = or

∪ {m}

Now we explain adaptation stage:

every node m is frustrating to locate new-fangled valid parent in search tree and first
search the new-fangled parent node otherwise it develop into a free node and all the
children are joined.

while or <> ψ

choose an orphan node m ∈ or remove from or
process m
end while



96 S. Jana et al.

The process m consist keep up some steps. First we are irritating to locate
suitable parent m amongst its neighbors. Neighboring node search suitable root
node and added adaptation list. A suitable root n should assure: queue_last(n) =
queue_first(m), tr_cap(n→m) > 0 and the starting point of the n starting place node.
We can identify starting place node set marks along path with neighboring node.

The procedure process m consist maintain some steps. First we are annoying to
find valid root m between its neighbors. Neighboring node search suitable root node
and added adaptation list. A suitable root node m should satisfy:queue_first(m) =
queue_last(n), tr_cap(m → n) < 0 and the terminal of the m sink node. We can
identify sink node set marks along path with reverse neighboring node.

5 Experiment Result

In Fig. 2 there are different images get from DRIVE database. We can use three
different, techniques such as (1) PCA, (2) Hessian, (3) max-flow. In PCA base tech-
nique thing vessel are not showing. In Hessian base technique does not clear result.
In max-flow base technique clear result and all thing vessels are showing.

6 Conclusion

In this paper, we discuss new method for narrow vessel detection. The proposed
method takes the relevant results of the earlier graph base application. Max-flow
graph base technique much better result PCA and Hessian Technique. All Image
collected from DRIVE and STAIR database.
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Fig. 2 Vessel segmentation technique a original image, b vessel segmentation using PCA base
technique, c vessel segmentation Hessian base technique, d vessel segmentation using max-flow
base technique
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Brain Computer Interface: A New
Pathway to Human Brain

Poonam Chaudhary and Rashmi Agrawal

Abstract The evolution of brain computer interface startedwith the needof subject’s
disability of verbal or written communication or to control immediate environment.
Now days this field has been expanded other than neuroprosthetics applications
and includes eminent areas of research like education, communication, entertain-
ment, marketing and monitoring. This chapter focus on past 15 years, this assistive
technology has attracted potentials numbers of users as well as researchers from
multidiscipline.

Keywords BCI · SNR · GABA · SSVEPs

1 Introduction

The growth in the BCI research groups, journals, conferences, articles and number
of attendees are evidences of the speedy growth the research field. Apart from these
evidences, numerous projects are approved by different companies to develop BCI
related applications. They also have announced their roadmaps to collaborate with
different research groups for the development of BCI-based applications.

There aremany annual conferences, workshops and seminar, which transmit latest
developments in the field and give platform to prominent scientists to present their
research projects such as National Center for Medical Rehabilitation Research of
the National Institute of Child Health and Human Development of the National
Institutes (USA), international conferences on Multimodal Interaction (ICMI), the
IEEE/ACM International Conference on Computer-Aided Design (ICCAD), Intelli-
gent User Interfaces (IUI), IEEE Transactions on Neural Systems and Rehabilitation
Engineering, Journal of Neural Engineering etc.
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An incursion of researchers from assorted disciplines, including rehabilitation,
psychology, computer science, mathematics, medical physics, neurology and neuro-
surgery and biomedical engineering is the justification behind the unusual growth
of BCI research. Brain-Computer Interface is at the Innovation Trigger stage of the
emerging technologymega-trends in the Gartner’s 2018, 2017 and 2016Hype Cycle.
The predictions in the Gartner’s Hype Cycle suggest that mainstream embracing will
occur in more than 10 years for BCI research. This phenomenon is captured in Fig. 1.

The requisite knowledge of complex BCI designing involves BCI modes of oper-
ation, experimental strategy, signal recording, types of measurable brain signals and
feedback system [1–6]. The type of BCI can be divided on the basis of their mode of
operation like synchronous or asynchronous, exogenous or endogenous. An exoge-
nous BCI uses brain signals generated by the brain in the presence of external stimuli
like visual or auditory stimuli that can elicit large response in the form of neuron
activity. Steady State Visual Evoked Potentials (SSVEPs) and P300 are the example
of control signals used by the exogenous BCI. Therefore the response of the exoge-
nous is spontaneously generated brain patterns which don’t require extensive user
training. The advantages of such systems are less minimal training to user, single
channel recording, easy and quick set-up of control signals, high information transfer
rate. However user has to be more focused during the training phase which may

Fig. 1 Gartner’s Hype Cycle
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cause tiredness, fatigue. In contrast with exogenous BCI, an endogenous BCI uses
the self-regulated brain rhythms and potentials generated in the brain without any
external stimuli. User needs extensive neurofeedback training to learn to generate
specific brain patterns. This category of BCI is directly dependent on the user’s
will and capability of learning the patterns. The endogenous BCI is beneficial for
cursor control application using brain activity and for the users with sensory disabil-
ities. The other criteria for the bifurcation of BCI systems is input data processing
modality i.e. synchronous or asynchronous BCI. Synchronous BCI systems are the
cue-based systems in which first set of features extracted and processed, then only
another set of features are allowed to be extracted and processed. A predefined time
window is decided and the signals belongs to that window are analyzed first. This
system allows user to send commands only in predefined time frame. Regardless of
user ability of modulating his/her brain signals, early and accurate detection of the
control task can be acquired by using cueing process. This results into increase in
confidence, sovereignty and interest of the userwhile taking the training ofBCI skills.
Beside easy and simple designing and evaluation of synchronous BCI as compare
to asynchronous BCI, synchronous BCI is not very helpful in real world set-ups.
However asynchronous or non-cue based BCI offers more practical approach for
human-computer interaction. It does not require any sequence to extract and process
the feature set. There is no predefined time frame for accepting and processing
the feature set. User can act more normal and can initiate the communication by
his/her will. It is also known as self-pace BCI. Independent of cue, this BCI system
continuously analyzes the user’s brain activity which leads it to real world set-ups.

Invasive BCI uses surgical implantation of microelectrode arrays inside the grey
material of brain. Electrocortigography (ECoG) and Intracortical Neuron recording
are the two invasive modalities in BCI research. Furthermore, in electrocortigog-
raphy or intracortical neuron recording microelectrodes are placed on the surface of
cortex. It could be Epidural Electrocortigography in which electrodes placed outside
the duramater or Subdural electrocortigography inwhich electrodes placed under the
dura mater [1–6]. On the other hand, Intracortical neuron recording places the micro-
electrodes inside the cortex. Both the modality involves significant risk of infection
and tissue damage in brain. Also scar-tissue build-up leads to issues related to long
term stability. Though invasive modality leads to reasonable risk, it provides high
quality of signals, very good spatial resolution and a higher frequency range.

Non-invasive BCI does not require any excruciating surgical procedure. The elec-
trical activity generated by the millions of neuron can be recorded by placing small
disc shape sensors known as electrodes on the scalp. This conventional and cost
effective method has been used successfully in clinical and BCI research settings. It
records signals at good temporal resolution i.e. change in signals within a specific
time interval. However, the spatial resolution and frequency range is limited due to
brain and non-brain artifacts. This results in the decrease in signal to noise ratio
(SNR) as the frequency increases.

The brain computer interface is not a solitary mission. This vast multidiscipline
endeavor includes neurology, concepts of instrumentation engineering and brain
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activitymeasurements, signal processing, computer science algorithms and statistical
methods for brain activity pattern identification, training and feedback to the user.

2 Brain Anatomy

Most imperative part of the BCI systems is human brain. With advancement in the
neuroscience researches, researchers are able to describe the complex structure and
functions of the human brain. It is indispensable to know the anatomy of human
brain, its different activities, measurable signals and prerequisite of BCI design.

2.1 Essential Brain Anatomy Brief

The human’s central nervous system is consists of brain and spinal cord. The periph-
eral nervous system connects the central nervous system to rest of the body. Human
brain is the center of the whole body. It gives the instruction to other body parts
like sensory organs, other organs, muscles, glands, blood vessels through peripheral
nervous system. The anatomy of brain divides the brain into cerebrum, cerebellum,
and brainstem. The largest part of the brain is cerebrum which is composed of left
and right hemispheres. Both of the hemispheres are connect to each other via corpus
callosum (collection of white matter fibers). These hemispheres are further divided
into four lobes known as: the frontal lobe, the parietal lobe, the occipital lobe and
temporal lobe. The different responsibilities of these lobes are given in Table 1.
Interpreting touch, vision and hearing, speech, reasoning, emotions, learning, and
fine control of movement is associated with different locations on the cerebrum.
Maintaining the body balance and body posture, coordination of muscles move-
ments are the functions of cerebellum. It is located under the cerebrum. The last but
not the least is brainstem which connects the cerebrum and cerebellum to the spinal
cord. The heart rate, breathing body temperature, digestion, sneezing, wake-up and
sleep cycles, vomiting, swallowing, coughing are main functions of brainstem.

Billions of neurons in human brain connected via thousands of synapses generate
an electrochemical pulse called as action potential. This potential can be measured
as electrical waveform known as brain wave or brain rhythm. These brain waves
transmit the information via a specialized connection synapse to neighboring neuron
which is received through dendrites connected to that neuron. In this way brain forms
a dynamic neural network every time brain experience new facts or new remem-
bered event. This network grows stronger with increase of transmission of signals
between the neurons. Other than electrical signals, human brain contains thousands
of neurotransmittersmolecules in vesicles of axon,which amplify relay andmodulate
signals between neurons. Glutamate, GABA, acetylcholine, dopamine, adrenaline,
histamine, serotonin and melatonin are some common neurotransmitters of human
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Table 1 Different responsibilities human brain lobes

Brain component Functions

Cerebrum: frontal lobe • Personality, behavior, emotions
• Reasoning, judgment, planning, problem solving
• Speech: speaking and writing
• Movement, planning
• Intelligence, concentration, self awareness

Parietal lobe • Interpretation of language, words
• Sense of touch, pain, orientation
• Interprets signals from vision, hearing, motor, sensory and memory,
recognition

• Perception

Occipital lobe • Vision interpretation (processing of colors, light, movement)
• Integrates visual experiences

Temporal lobe • Understanding and interpretation of auditory stimuli
• Language understanding, parts of speech
• Memory
• Organization and sequencing

Cerebellum • Also known as “little brain”
• Maintaining the body balance and body posture
• Coordination of muscles movements

Brainstems • Connects cerebrum and cerebellum to spinal cord
• Heart rate, breathing body temperature, digestion, sneezing, wake-up
and sleep cycles, vomiting, swallowing, coughing

brain. These chemical messengers help the brain wave to travel through neurons and
information transmission is between the neurons achievedwith the help of chemicals.

3 Brain Computer Interface

In 1999, First International meeting on Brain Computer Interface technology [5]
took place in USA with 50 participants from 22 research group. BCI taxonomy,
methods and approaches had proposed in review.Twomain following approaches had
discussed: (1) Operant Conditioning Approach, (2) Pattern Recognition Approach.
Former approach considers the self-regulation of brain potentials or rhythms. The
thought-translation device (TTD) developed in 2003 by authors [3] was based on
self-regulations slow cortical potentials (SCP). The author’s Wolpaw et al. [7] also
used the self-regulations of brain rhymes for BCI. In this approach, no stimuli is
present to user anduser should know the real time feedback, enforced correct behavior
according to the feedback and right training to user [8]. The later approach i.e. pattern
recognition approach for BCI uses different mental task which activate potentials
at specific cortical area of brain. These mental tasks include motor imagery tasks,
arithmetic baseline tasks, visual tasks, and speech and emotion task. Different mental
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Fig. 2 Typical framework of brain computer interface

task activate the different patterns in EEG closed to the cortical areas detectable by
scalp electrodes. Many BCIs [9–13] are based on this approach.

3.1 BCI Components

Figure 2 demonstrates the typical framework of brain computer interface comprising
signal acquisition, pre-processing of acquired signals, feature extraction and selec-
tion, classification of these features into control actions and finally feedback to user
for training of their minds. The orchestration of these components decides the perfor-
mance measure of whole brain computer interface. The feature extraction, feature
selection and classification can be replaced by deep learning algorithms too [14].
The following section will demonstrate each step in detail.

3.1.1 Signal Acquisition

There are different types of signals comprise of thermal, mechanical, electrical,
chemical metabolic and magnetic activities inside the human brain generated due
to intrinsic ignition. These signals can be recorded and become basis for alterna-
tive modes of communication and control. As discussed earlier, brain signals can be
acquired by three methods (1) Non-invasive, (2) Partially invasive and (3) Invasive
acquisition of signals. Figure 3 demonstrates positioning of electrodes on human
brain according to acquisition method. Only non-invasive method does not involve
any surgical procedure while others requires surgical procedure to place the electrode
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Fig. 3 Brain’s electrical
activity acquisition methods

inside the skull. Scalp Electroencephalography (EEG), epidural electrodes and elec-
trocorticography (ECoG), Local Field Potentials (LFPs), intracranial EEG (iEEG)
are different methods to measure the electrical activity of human brain. Magne-
toencephalography (MEG) [15] is the neuroimaging technique to measure magnetic
fields produced by the electrical activity of the brain. The blood flow inside the brain
also creates the neural activity which again can be imaged using functional magnetic
resonance imaging (fMRI) and positron emission tomography (PET).Magnetic reso-
nance spectroscopy (MRS) measures the chemicals (neurotransmitters) produces by
the neural activity of brain. Invasive and non-invasive are two approaches of acquiring
the brain signals [1–6].

Electroencephalograph (EEG)

Among all the various methods, EEG is most explored and experimented method for
BCI systems. Electroencephalography is a non-surgical method used for measuring
the electrical activity generated inside the brain. The temporal resolution of EEG is
in milliseconds or better which is very good in terms of signal processing. But the
spatial resolution is poor and in the range of centimeters. Spatial resolution depends
upon the number of electrodes placed on the scalp. The position of electrodes also
referred as channel and the distance between these channels is in few centimeters.
The available EEG recording cap uses maximum 256 channels for recording. The
amplitude and frequency are two basic features to characterize the EEG signals.
The amplitude of EEG signals vary between 10 and 100 μV and frequency ranges
between 10 and 1000 Hz. EEG patterns can be tracked above 256 Hz sampling rate
and its frequency component ranges approximately between 10 and 100 Hz [16–19].
Figure 4 gives a glimpse of International 10/20 Standard for 64 + 2 channels EEG
placement positions [20] for signal acquisition.

The electrical activity never stops as brain remains active always even when one is
in sleep or unconsciousness. However, it does not mean that there would be general
patterns. Brain waves are so irregular most of the time. According to Allison [21]
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Fig. 4 International 10/20 standard for 64 + 2 channels EEG placement positions [20]

activity of anyneural networkmakes a pattern or visible inEEGsignal if the following
prerequisites meet: (1) the sign of electrical activity produced by each neuron should
be same; (2) the specific axis of electrical activity generated by most of the neurons
should be perpendicular to the scalp; (3) neuronal synchrony of neurons should be
high; (4) neuronal dendrites should be aligned in parallel to summate the potential
which results into a production of signal and this signal could be detectable at some
distance. Therefore finding patterns for neuronal communication is a complex task.
Nevertheless, there exist some characteristics of EEG, which could be the basis
of BCI system: (1) rhythmic brain activity; (2) Event-related potentials (ERP); (3)
Event-related synchronization (ERS) and Event-related desynchronization (ERD)
[1–3].

Brain Rhythms Brain is always working and depending upon the perception level,
it shows different rhythmic activity. The rhythms are affected by thoughts and prepa-
ration of actions, for example eye blink can attenuate particular rhythm. The reality
that sheer thoughts distress the rhythms can become the basis for the BCI system.
Different brain rhythms can be identified in EEG with different range of frequencies
[22]. They have given Greek letters delta, theta, alpha, beta, gamma, and mu (δ, θ,
α, β, γ, and μ) to represent them. The order and meaning of letters is not logical.
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Fig. 5 Different brain waves [23]

Figure 5 is demonstrates different brain wave patterns available in brain electrical
activity [23].

The delta wave can be recorded from 0.1 to 3.5 Hz of frequency range and with
amplitude of 50–100μV.This irregular rhythmic activity has found in infants (around
2 months) in waking stage. In adult’s delta rhythm found only in deep sleep stage
and below 3.5 Hz of frequency range. Hence this wave is not useful in BCI research.
Next in the queue is theta wave whose frequency and amplitude ranges from 4 to
7.5 Hz and below 100μV respectively [24]. It can be recording on the frontal midline
area on scalp. It rarely found in children of age two or below in waking stage. In
adults theta waves can be recorded in drowsiness and during the sleep especially in
females. It can be blocked by the eye opening and disappear with the occurrence of
alpha activity. It had been used in different applications like Quadcopter [25]. Alpha
wave has already been used in many BCI applications. Its frequency ranges from 8 to
13 Hz and its amplitude varies but stays below 50 μV. It appears in EEGmostly over
the posterior regions of the brain, mostly on the occipital areas. It can be seen clearly
in EEG during the conditions of physical relaxation and relative mental inactivity.
It can be attenuated by attention especially due to visual attention. Other important
brain rhythm ismu rhythm. Its frequency and amplitude is same as alphawave (10Hz
and below 50 μV respectively) but topographically and physiologically dissimilar
from later one. This wave is present over the precentral motor cortex basically at
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EEG C3, Cz and C4 electrode placement [7]. It can be blocked or attenuated when
person perform motor activity or after training when person visualizing the motor
activity. Instead of suppression, it shifts from ideal state to high frequency when
motor action is performed. These facts about mu rhythm make it important in BCI
research. Beta rhythm comes next in the list which ranges from 13 to 30 Hz and
amplitude is around 30 μV. Beta is present over frontal and central region of brain.
It is again divided into beta 1 (13–20 Hz), beta 2 (21–30 Hz) and gamma (30–60 Hz)
[26]. Beta waves involve in conscious focus, problem solving, memorizing and tend
to have a simulating effect. In adults it can be observed in awaken state while thinking
and logical reasoning. It also plays an important role in BCI research. The summary
of the brain rhythms are listed in Table 2.

Pineda [27] studied the use of the mu rhythm in BCI and concluded that “mu
rhythm is not only modulated by the expression of self-generated movement but also
by the observation and imagination ofmovement.”Wolpaw andMcFarland [28] have
used the self-regulation of the mu rhythm or central beta rhythm amplitude in their
BCI.

Event Related Potentials (ERP)

Event related potential recording technique is useful for human electrophysiology
research. It has good and precise temporal resolution which can be the basis for
testing the theories of perception, attention and cognition that are unobservable with
behavioral methods. It allows recording the brain activity from 1 ms or above in the
presence of stimuli or an event occurs. The potential changes are so small that in order
to find the pattern, EEG samples are averaged. Further event-related potentials can be
alienated into exogenous and endogenous depending upon the temporal resolution.
It is exogenous potentials if resolution is under 100 ms and endogenous potentials
occur after 100ms onwards after the stimulus onset. They depend upon the properties
of stimulus, physiological and behavioral processes related to the event. The main
characteristics of ERP are polarity (positive or negative going signals), sensitivity to
task manipulation, spatial distribution and time. Figure 6 is showing ERP generated
in response to visual as well as audio stimuli presented to user [29].

P300 is most commonly explored ERP. This positive component of ERP occurs
in brain at peak 300 ms or more (up to 900 ms) after onset stimuli. As it peaks above
100ms, it is an endogenousERPactivity.AP300basedBCI systemhave advantage of
minimal user training. In this system, users have to choose the one of the choices given
in stimulus and designate this as the target. Evoked potentials (EP) are the subset of
ERPs caused by the sensory stimulation in response of in physical stimulus (auditory,
visual, somatosensory etc.). It ranges from 1 μV to few microvolts. They are present
at different areas of brain like cerebral cortex, brain stem, spinal cord, peripheral
nerves. Visual evoked potentials (VEP), auditory evoked potentials (AEP), steady
state evoked potentials (SSEP) are some typical evoked potentials that reflects the
output features of pathways of different brain sensory activities. Thought-translation
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Table 2 Different brain rhythms [29]

Brain wave Frequency
range (in Hz)

Amplitude (in
μV)

Brain area Found in age
group

Use in BCIs

Delta (δ) 0.1–3.5 50–100 Cerebral cortex Infants
(2 months) in
waking state,
deep sleep stage
of adults

No

Theta (θ) 4–7.5 Below 100 Frontal midline
region

In Infants wake
up stage;
In adults in
drowsiness and
sleep stage

Yes

Alpha (α) 8–13 Below 50 Occipital area In children
3 years (8 Hz);
In adults
(10 Hz)
During eyes
closed and
under relaxation
and relative
mental
inactivity

Yes

Mu (μ) Below 10 Hz Below 50 Motor cortex
and
somatosensory
cortex

All ages;
thought of
movement or in
the presence of
light tactile
stimuli

Yes

Beta (β) 13–30 Above 30 Frontal and
central regions

In adults while
cognitive task
related to
stimulus
assessment and
decision
making

Yes

Mu and alpha waves is topologically and physiologically different from each other

device (TTD), a training device and spelling program was developed by Birbaumer
et al. [3], for completely paralyzed patients using slow cortical potentials.

Event-Related Desynchronization (ERD) and Event Related Synchronization
(ERS)

Event related desynchronization is decrease in certain rhythms due to movement or
preparation of movement. Contrary to this, increase in the amplitude of the rhythm
results event-related. Mostly mu and beta rhythms are the rhythms involved for ERD
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Fig. 6 Different evoked
potentials present in brain
electrical activity [29]

and ERS. ERD and ERS can be presented in both spatial and time domain. ERS/ERD
can be measured by calculating the amplitude of certain brain wave before and after
the presence of external/internal stimulus over a number of EEG trials. Then averaged
power over a number of trials is measured in terms of percentage in relation to power
of referential interval e.g. 1 s interval i.e. between 3.5 and 2.5 s before and after the
event.

The interval between the two events should be random and not shorter than second
to keep power at reference interval. In 1990, Pfurtscheller and Berghold [24] has
developed Graz-BCI mu rhythm ERD/ERS based system using imagery of motor
action as the mental task. Generalized ERS and ERS w.r.t. constant referencing
scheme has been demonstrated in Fig. 7 [30].

Electrocorticogram (ECoG)

Electrocorticogram are the signals recorded at the surface of brain by placing the
electrodes at the surface of cortex [31]. The surgical procedure “craniotomy” is
used for opening the skull and cutting the membrane which covers the brain. ECoG
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Fig. 7 Generalized ERS and
ERS w.r.t. constant
referencing scheme [30]

signals are like EEG signals but have better spatial resolution and attenuation due
to absence of skull and scalp. The location and arrangement of electrodes as well as
implant duration is variable and depends solely upon the application requirements.
The electrodes used for recoding are typically platinum electrodes with 4 mm diam-
eter and arranged in a grid of 8 × 8 or in strip of 4–6 electrodes. The distance
between the electrodes is more often 10 mm. The spatial resolution and amplitude of
ECoG signals vary from 1.25 to 1.4 mm and 50 to 100 μV respectively. Also, they
are less affected by the brain and non-brain artifacts as the task related signals are
larger than the noise floor of the amplifier/digitizer. Thus, the signal to noise ratio of
ECoG signals is much higher than the EEG signals. It also concludes that they carry
substantial amount of information about cognitive, motor and language tasks. The
brain neurons stays undamaged as the electrodes do not penetrate the brain. From the
literature [32], it can be concluded that ECoG electrodes are likely to provide longer
stability than fully invasive intracortical electrodes. In spite of its advantages over
EEG and intracortical recording, ECoG signals generally are not used for research
need as there major surgery is involved. Typically used for medical implications
especially for actual site and extent of epilepsy symptoms [33]. Perhaps, the future
of nanotechnologies that might develop nano-detectors to be implanted inertly in the
brain, may provide a definite solution to the problems of long-term invasive appli-
cations. Further, a link between the microelectrode and external hardware that uses
wireless technology is needed to reduce the risks of infection. Wireless transmission
of neuronal signals has already been tested in animals [34–36]. Further refinements
of recording and analysis techniques will probably increase the performance of both
invasive and non-invasive modalities.

3.1.2 Preprocessing of Acquired EEG Signals

Digital EEG data recordings have advantages of flexibility, user specific montage
selection, horizontal scaling likes compression and time resolution, filters, vertical
scaling of sensitivity etc. EEG data recordings are digital time series or set of discrete
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time series, thus it makes possible application of variety of digital signal processing
techniques. Raw EEG data is contaminated with the other neurological or non-
neurological signals which are known as artifacts e.g. eye blink, muscle activity,
electrode movement etc. [37, 38]. Electromyogram (EMG) is class of artifacts due
to muscle activity like facial movement, tongue movement, neck movement etc. the
noise created by eye blink are electroculogram (EOG) signals and have high ampli-
tude then neural signals. These artifacts results into interference in control signals for
BCIs, poor signal to noise ratio (SNR) and change in the distinctiveness of specific
interest of EEG data. Thus, removal of the artifacts from raw EEG data is necessary
for improved SNR signals and BCI performance.

The EEG signal must be amplified, filtered, digitized and referenced before
extracting the features out of it. There are many signal preprocessing methods exists,
only EEG signal preprocessing methods are discussed here. The EEG signal must be
boosted, amplified from few microvolt signals to million-fold to avoid the artifacts.
The amplified signal then filtered in the range of 0.5–50 Hz to include necessary
oscillatory components of EEG and to filter out high frequency signals like muscle
activities (EMG) (>50 Hz), eye blinks (EOG) etc. Most of the researchers have used
subject dependent band filter to filter the raw EEG signal like Notch, Finite Impulse
response etc. [39–44]. This method is also known as temporal filtering and elim-
inates low as well as high and frequencies from signal. Signals can be spatially
filtered using referencing schemes like common average referencing (CAR) [45],
bipolar referencing, surface Laplacian. These filters use high pass spatial filtering to
enhance the focal activity like mu and beta rhythms from local sources. The authors
[46, 47] has used subject specific filtering using Independent Component Analysis
(ICA) for blind source separation which assumes EEG data as linear superposition of
independent components to remove the artifacts. The artifacts fNIRS due to breathing
and heart beat can be filtered by moving average filters [48], IIR low pass filters [43],
wavelet denoising [49].

3.1.3 Feature Extraction

The identification of signal’s characteristics (features) that might help in identifying
the specific pattern related to user intends present in filtered, amplified, digitized and
referenced EEG signal is known as feature extraction process in BCI design. These
features can be the basis of pattern recognition algorithms that leads to classification
of mental activity [7]. The aim of feature extraction step is to find most distinctive
features and thus, enhancing the signal to noise ratio (SNR). This important step
becomes difficult when signals and noise are similar e.g. EOG is very similar to beta
rhythms and EMG is very similar to slow cortical potentials (SCPs). EEG signals
are spread over space, time and frequency. It can be studied in many domains like
time domain, frequency domain or time-frequency domain. Bashashati et al. [50]
reviewed different types of feature extraction methods in 2007. Many features like
amplitude values of signal, auto regressive model coefficients (AR), band power,
power spectrum density (PSD), correlation coefficients, entropy, wavelet coefficients
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etc. are studied and proven to be good for pattern matching algorithms. Common
spatial patterns (CSP) are the most of efficient method for feature extraction from
EEG signals [51]. Several variants of CSP method established for grasping spatial
information of brain signals like Probabilistic common spatial patterns [52], bank
regularized common spatial pattern ensemble [53]. Signal power/energy levels at
different location over the scalp are known as band power (BP) features [1, 2]. After
band power estimation of signals, these values can be used to find the event related
synchronization/event related desychronization (ERS/ERD)maps to visualize certain
activity/events in the signal. The raw signal should be band passed filtered within
defined frequency bands and then squared and then averaged for consecutive time
intervals. Visualize ERS/ERD for these values for each subject and then selection of
bands with most distinctive information is stored for further classification [6]. The
authors [54] has compared theCSP andBP features for four classBCI experiment and
tackled the BP feature by adding phase information with time information. Power
Spectrum Density (PSD) is the power distribution with frequency in signals/time
series. The power of a signal can be power only or can be squared value of signal.
The PSD feature only exists if the signal is wide-sense stationary process. PSD is
the Fourier transform (FT) of autocorrelation of the wide-sense stationary signal. It
does not exist in non-stationary signals as autocorrelation function must have two
variables. However some researchers have estimated time varying spectral density
as distinctive feature [55].Autoregressive (AR)model coefficients also have shown
good results for classification of different mental task/event using EEG signals [56–
59]. The linear regression of current series data against one ormore prior series of data
is used to find autoregressive model coefficients. Many variants of linear regression
can be applied for estimation of autoregressive like least square regression, recursive-
least-square methods etc. Another Burgmethod is well knownmethod for estimating
reflection coefficients for autoregressive models. Differentials Entropy is also used
as distinctive feature by authors of [60, 61].MoreoverWaveletCoefficients also have
been employed to extract features for EEGsignal classifications [62–64]. Thewavelet
fuzzy approximate entropy, clustering techniques, cross-correlation techniques and
many techniques exists for feature extraction from raw EEG signals. Following are
some discussion points that might be of interest in deciding the feature to be used:

• Usage of BCI: BCI can be used as online or offline. Feature extraction for
designing online BCI application is more complex than offline BCI design. Thus,
low complexity features within small time frame would be advised choice for the
design.

• Robust BCI: the noisy EEG signals have poor SNR andmore sensitive to outliers.
Thus, robustness towards artifacts and noisemust be taken care for theBCI design.

• Distinctiveness: higher distinctiveness of extracted features towards brain events,
easier and accurate is the classification task. This uniqueness can be measured
with measure/index e.g. Fisher Index, DBI [6] or direct accuracy of classifier.

• Non-stationarity: for designing online BCI systems, non-stationarity based time
varying shift detection in intra or inter session changes of EEG data could be a
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point of interest. Some features like approximate entropy is less affected by these
shift variation in EEG signals.

The choice of features and application of the BCI system are correlated. Feature
can be ignored/selected on the basis of application of BCI system. Traditional feature
extraction techniques like AR model, PSD or band power assumes the EEG signal
as superimposition independent wave (mostly sinusoidal) components and avoid the
phase information. Higher order statistics and non-linear feature extraction can be
used to tackle this problem [65, 66].

3.1.4 Feature Selection

The features extracted can be high dimension vectors depends upon the number of
channels, number of trials, number of sessions from multiple modality and sampling
rate of modality. It is neither realistic nor useful to consider all features for clas-
sification. So selecting a smaller subset of distinctive feature set or feature space
projection is an important step in pattern recognition for classification. The aim of
feature selection process is to remove the redundant and uninformative features along
with finding unique features which do not over fit the training set and classify the
real dataset with higher accuracy even in the presence of noise and artifacts [67].
Projection techniques can be useful when the relevant information is spread in all
over feature space and data is transformed in order to retrieve the discriminative
information. In some applications channel selection might be helpful by setting the
score to features of different channels. Then, channels having features with highest
score is selected for further classification. Thus, there could be three approaches to
handle the problem of high dimensionality:

• Feature Selection: here the goal is to find best combination of subset features
using search base methods like genetic algorithms, wrapper’s approach, filter
approach, Sequential forward floating search etc. there is basic two criteria to find
the good feature set (1) an optimized search method (2) a performance measure to
evaluate the selected subset of features searched by (1). Finding the appropriate
subset of features is considered as NP-hard [68]. Figure 8 depicts the four stage
feature selection process demonstrated by authors Liu and Yu [69].

original                                   Subset

Dataset

Goodness of subset

No                                                       Yes

Subset Crea�on Subset of features

Valida�on of 
result

Decision 
Criteria

Fig. 8 Feature selection steps [69]
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Both heuristic and intuitive search methods can be used for the searching purpose.
Based on these factors,Wrapper approach and filter approach can be used to evaluate
the performance of feature subset. Inwrapper approach classifier is definedfirst, takes
subset of feature as an input to classifier for training, then classification accuracy is
evaluated in validation testing phase and finally these accuracies are compared across
each subset. On the other hand, filter approach evaluate the goodness of features on
the basis of measures/indexes independent of classifier. Distance measures in cluster
like Davies-Bouldin Index (DBI) [6], information measures like information gain,
dependency measure like coefficient of correlated feature or similarity index etc.
There is a hybrid approach which uses both wrapper and filter to reach the higher
accuracy in less computational cost [65].

• Dimensionality Reduction: here reduction of feature space is done by projecting
high dimensional features into lower dimensional feature space. To deal with
this curse of dimensionality, these methods can be divided into categories like
linear/non-linear, supervised/unsupervised. Linearmethods like principal compo-
nent analysis (PCA), factor analysis (FA) consider covariance of data and trans-
form it linearly to reduce the dimensions of observable random variables. Most
nonlinear unsupervisedmethod for dimensionality reduction is based onmanifold
learning theory. In these methods a weighted graph of data points depending upon
the neighboring relation, are projected into lower dimensional space [65]. These
methods uses structural knowledge like locality or proximity relation while main-
tain the relationship among the data points. These methods can be categorized
in the following three methods [70]: (1) methods which preserve local prop-
erties of data in lower dimension e.g. Isomap, Kernal PCA (2) method which
preserve global properties of data in lower dimension e.g. Laplacian Eigenmaps
(3)methodswhich alignmixture of linearmodels globally e.g.ManifoldCharting.

• Channel Selection: here main aim is to find combination of channels which are
generating most relevant and distinctive information specific to application. In
some cases these methods are advantages than feature selection methods e.g.
finding the spatial distribution of motor imagery events. The first approach for
channel selection is to apply the feature selectionmethods and thenmapping these
features with associated channels. Thismethod is limited to some specific applica-
tions. On the other hand, direct channel selection incorporate prior knowledge into
analysis of results or in the selection process which leads to better understanding
of spatial information, further can be used to implement required control.

3.1.5 Pattern Matching

The ultimate goal of BCI design is to translate the mental event of user into control
commands. The acquired raw EEG signal has to be converted into real action in
surrounding environment. So, classification or pattern matching of the signal into
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Training Phase (calibration)

Testing Phase 

Fig. 9 Typical classification approach for EEG based BCI design

predefined classes is naturally the next step after preprocessing and feature extrac-
tion and selection. Machine learning has played an important role not only in identi-
fying the user intent but also handle the variation in ongoing user’s signals. Consid-
ering traditional approach of pattern matching [71], the classification algorithms for
mental task recognition inside the EEG signals can be categorized in four categories:
(1) adaptive classifiers, (2) transfer learning based classifiers, (3) matrix and tensor
classifiers and (4) deep learning based classifiers.

• Adaptive Classifiers: In mid-2000s adaptive classifiers were used for EEG based
BCI design [72–74]. The adaptive classifiers update the parameters (e.g. weights,
error) incrementally over time and classifiers adapt the changes in the incoming
EEG data. This enables the classifier work efficiently even if there is drift in the
dataset. These classifiers can use supervised or unsupervised adaption [75, 76].
The former adaption uses previous knowledge of output classes. Figure 9 demon-
strates the typical supervised classification approach for EEG-based BCI design.
The dotted lines denote the algorithm which can be optimized from available
data in training phase. The optimized algorithms then can be used for testing
phase or original use to translate electrical brain signals into real time control
commands. The real time or free BCI cannot take advantage from supervised
adaption techniques as the true label of raw EEG data is unknown. Whereas, the
unsupervised adaption approach do not use any previous knowledge of output
classes and thus, output labels are unknown. The class label estimation can be
done based on retraining/updating of classifiers or adaption with unknown class
labels e.g. by updating mean or correlation matrix of variables. The combination
of both type of adaption is known as semi-supervised adaption. These adaptions
consider both the unlabeled and labeled dataset for training the classifier. First the
classifier is trained with available dataset along with output class label. Then unla-
beled testing data is classified by this supervised trained dataset. Finally, classifier
is retrained/updated incrementally with unlabeled and available labeled dataset.
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Various state-of-art classification algorithms have been employed by different
groups to infer the mental task. Linear discriminant analysis (LDA), quadratic
discriminant analysis (QDA) [72], adaptive Bayesian classifier [77], adaptive support
vector machine (SVM) [78, 79], adaptive probabilistic neural network [80], radial
basis function (RBF) kernels [81], L2-regularized linear logistic regression classi-
fiers [82] are combination of linear or nonlinear state-of-art algorithms for supervised
adaption approach. Ensemble and extreme leaning has also been implemented by Li
and Zhang [83]. The unsupervised learning is complex and difficult to implement
due unavailability of class specific information. Adaptive LDAandGaussianMixture
model (GMM) [84], Adaptive LDA with Fuzzy C-means [85], Incremental logistic
regression [86], Incremental SVM [87], Semi-supervised SVM [88], Unsupervised
linear classifier [89] are some semi- or unsupervised algorithms used in different
modalities in BCI design.

• Matrix and Tensor Based Classifiers: These classifiers works on the alternate
approach as used for adaptive classifiers i.e. feature extraction and then selecting
the relevant features. Instead of optimizing dual problem, these classifiers do the
mapping of the data directly to classification domain e.g. geographical space. The
idea behind these classifiers is the assumption that spatial distribution and power
can be considered fixed and thus, can be represented in covariancematrices. These
covariancematrices can be used directly as an input to classifier. Figure 10 demon-
strate both adaptive feature learning and direct learning of matrices approaches
for pattern matching in EEG signal classification. This approach can be applied to

Fig. 10 Two approaches for classification of EEG data. The dotted area is interchangeable
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both oscillation based BCI and ERP based BCI systems. A regularized discrim-
inative framework for EEG analysis in which data is represented as augmented
covariance matrices has used this approach [90]. Riemannian Geometry Classi-
fiers (RGC) in [91] are also based on the same concept in which data is directly
mapped into geographical space with suitable matrices. These approaches bene-
fits in the form of higher accuracy but complexity, high dimensionality of these
classifiers is more demanding than tradition approaches.

Tensors are multi-way arrays and used to generate high order tensors from EEG
data format. For example, 3rd-order tensor for EEG classification can be represented
as space× frequency× time. These modes define the order of tensor, also known as
dimensions of tensors. Almost all classification algorithms can be generalized using
tensors but this field is yet be explored [92, 93].

• Transfer Learning: The hypothesis which most of the machine learning algo-
rithms follows that the data set for training and testing belongs to same data
domain with same probability domain. Opposite to this hypothesis, in BCI design
data distribution is different in real time testing phase across time or subject.
Transfer learning handles this problem by exploiting the knowledge about one
task, while learning another related task. So, effectiveness of transfer learning is
totally depends upon the correlation in these task. For instance, motor imagery
task performed by two subjects is more effective than performing motor imagery
task and p300 speller task by same subject. Transfer learning plays important role
where domain data is labeled for one task, and target domain contains the scarce
to acquire another task. Transfer learning can be categories in two types based
upon domains, tasks and learning setting.Homogeneous transfer learning is the
learning where source domain task and target domain task is same, and adaption
of the probability distribution or conditional probability distribution is not same in
source and target domain. Whereas, Inductive transfer learning is where source
task and target task are different in labeled data in both source and target domain.
For instance, there could be left hand and right hand movement is labeled in
both source and target domain, whilst target domain involves tongue movement.
Another situation, Transductive transfer learning is the situation where source
and target domain are different but tasks are similar. It happens frequently in
BCI systems, as there is inter/intra session variability or inter-subject variability
usually arises.

Many transfer learning approaches evolve by transformation of data tomatch their
distribution. This could be linear or non-linear transformation. Figure 11 illustrates an
example of domain adaption and transfer learning where source domain and target
domain are differently labeled. A normal classifier trained on source domain will
perform poorly on target domain. But by applying domain adaption technique [94]
transfer the dataset distribution as to match the source and target domain distribution.
A detailed survey has been presented by Pan and Yang [95] on transfer learning for
more detailed illustration on transfer learning.
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(a) Source domain (b) Target Domain (c) Domains after adaption

Fig. 11 Domain adaption [94] in transfer learning

• Deep Learning: is special branch of machine learning algorithms which directly
learn from the data set instead of learning from extracted feature set. It is based on
the deep learning done by the human brainwhich created the pattern from data and
learn from it for decision making. In recent year deep learning has shown good
classification results and improved accuracy of the pattern recognition system.
Like machine learning, it is also supervised, unsupervised or semi-supervised. An
inbuilt cascade of feature extractor modules handles the non-linearity of available
data domain. Figure 12 demonstrates the difference between tradition machine
learning algorithms and deep learning algorithms.

Deep Boltzmann Machine (DBM), Recurrent Neural Network (RNN), Recursive
NeuralNetwork (RvNN),DeepBeliefNetwork (DBN),ConvolutionNeuralNetwork
(CNN), and Auto Encoder (AE) are some examples of deep learning algorithms.

Deep Extreme Learning Machine (ELM) has used by authors of [96] for finding
slow cortical potentials (SCP) in EEG signals. This ELM contains multilayer of
extreme learning machine ending with last layer of kernel ELM. The motion onset
visual evoked potential BCI features have been extracted using deep brief network
(DBN). The DBN deep learning machine is composed of three Restricted Boltzmann
machine (RBM) [97]. Yin and Zhang [98] employed adaptive deep neural network
(DNN) to classify both workload as well as emotions. They compose the stack of
Auto Encoder (AE). They retrained the first layer of network with adaptive learning
algorithm taking labeled input with estimated class.

The deep learning classifiers are advantageous as it leads to better features and
classifying accuracy. But they need large number of training dataset for calibration.

Traditional machine learning approach 

Deep Learning approach

Fig. 12 Traditional versus deep learning approach
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BCI is user specific application, subject have to perform thousands of relevant task
for calibration before actual use of it. For online systems, it is quite expensive in
terms of money as well as time.

3.1.6 System Feedback and User Training

Finally, before providing feedback to user about a specific mental state is recognized
or not, EEG signals should be classified on the basis of selected features to convert
the EEG signal into a control command. Thus, system feedback and user training is
an important step in BCI design. Many research findings have shown that inaccurate
feedback to user causes the impeded accuracy of BCI system [18]. Feedback can be
continuous/discrete audio video signal, virtual/realistic 1D, 2D and 3D environment.
Feedbackmakes the BCI design as adaptive closed loop system between human brain
and computer.

4 BCI Performance Measures

Evaluation of BCI system is different depending upon the design of BCI system and
target application. Some of the commonBCI performancemeasures are classification
accuracy, kappa metric, bit rate, area under the curve (AUC), uncertainty and mutual
information, the receiver operating characteristic (ROC) curve and entropy. Every
step of BCI design has different components for performance evaluation in closed
loop BCI dependent upon the design. The basic and most commonly used method
is classification accuracy specifically for the equally distributed samples per class
and for unbiased classifiers [77–81]. Another Kappa metrics or the confusion matrix
is used to measure the sensitivity-specificity pair for unbalanced classes and less
biased data [54]. A bit rate, an information transfer rate is used in account to both
accuracy and speed of a BCI [99]. Channel capacity has to be calculated with several
assumptions in bits/min. Entropy and uncertainty of a classifier can also be used to
appraise the performance of a BCI system [60].

5 Conclusion

This newpathway to human brain can openmany doors to complex and unimaginable
solutions to many applications. Many more type of diseases can be diagnosed. There
is a great scope of enhancement in existing BCIs using artificial intelligence and
machine learning algorithms. Use of high computing electronic devices and transfer
learning, tensor and deep learning algorithms could serve the purpose. Security and
privacy issues open challenge has gained significant attention and can further be
explored [100].
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