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Preface

The 13th World Congress on Engineering Asset Management (WCEAM-2018) was
held on 24–26 September 2018 in Stavanger, Norway. It was organized and hosted
collaboratively by the Cluster on Industrial Asset Management (CIAM) of
University of Stavanger and the International Society of Engineering Asset
Management (ISEAM).

The brief idea for organizing the World Congress in Stavanger emerged in early
2017. It gradually became a major undertaking through various dedicated tasks in
2017 and 2018. This remarkable journey took place through a demanding terrain
relying much on active support, engagement, and encouragement from many
sources and champions. It brought together minds and hearts of both local and
global engineering asset management communities to create a meaningful and a
professional event.

The World Congress was organized in 2018 under the theme of “Engineering
Assets and Public Infrastructures in the Age of Digitalization”, aiming to establish a
strategic fusion between leading research and modern industrial practices. It
engaged domain experts from all parts of the world. It is a triumph of true passion,
creative thinking, and joint commitment.

WCEAM-2018 constituted 10 keynote speakers, 25 parallel technical sessions,
106 research and industrial presentations from over 20 countries, 4 technical safaris
to selected engineering sites in the region, and 3 on-site operational demonstrations.
It attracted over 200 delegates from 25+ countries. Among the most popular themes
of the World Congress included:

• Asset economics and decision analysis
• Asset management in Industry 4.0
• Co-value creation, organizational strategy, and new business models
• Data science, asset health, and predictive analytics
• Human capital and organizational development
• Performance measurement and management
• Modern digital applications
• Critical asset processes and process efficiency
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• Dynamic modelling, simulation, and visualization
• Smarter and safer assets
• Sustainable assets and processes.

The Organizing Committee of WCEAM-2018 comprised Prof.
Jayantha P. Liyanage (University of Stavanger), Fride Solbakken (Stavanger
Maritime Forum), Frode Berge (Stavanger Chamber of Commerce), Per Morten
Haar (Region Stavanger), Alexander Landsnes (Stavanger Forum), Ole Trætteberg
(Gassco), Øyvind Rudolf Lea (Equinor), and Birger Haraldseid (Greater Stavanger).
Their involvement and ideas have been very valuable all the times through the
initial concept to the final event.

We gratefully acknowledge generous contributions from the primary sponsors
(Rogaland county, Stavanger municipality, and Sola municipality), silver sponsor
(Apply Sørco), and additional sponsor (Petroleum Safety Authority of Norway).
We also received continuous support from all industrial partners of CIAM that
included: Equinor, ConocoPhillips, Aker BP, DNV GL, Apply Sørco, Oceaneering,
Gassco, Petroleum Safety Authority of Norway, Kverneland Group, Petrolink,
Jotne, Ernst & Young, PricewaterhouseCoopers, Visco AS, VIS-M As, Stinger, and
ORS Consulting.

The inaugural and keynote speakers of the event shed some light on the current
importance and future prospects of various disciplines of engineering asset man-
agement. These specially invited speakers included:

• Christine Sagen Helgø (The Honourable Mayor of Stavanger)
• Prof. Marit Boysen (Rector of the University of Stavanger)
• Line Heldal Bakkevig (Vice-President, Equinor, “Digitalization towards Field

of the Future”)
• Michael Campbell (Senior Director, Children’s Health Queensland Hospital and

Health Service, Australia, “Innovative Health Infrastructure and Medical service
solutions in the Digital age”)

• Adrian Park (Vice-President, Intergraph Norway/Hexagon PPM, USA, “Digital
transformation and leveraging the Digital Twin, through the Asset life cycle”)

• Tom Eystø (CEO, Massterly, Norway, “Towards a New Maritime Adventure
with Autonomous shipping and Ferry services”)

• John Woodhouse (Managing Director, Woodhouse Partnership, UK, “Don’t
forget human psychology in asset management decisions – it’s not all about data
and analytics”)

• Tor Kristian Gyland (CEO, Green Mountain AS, Norway, “#TheNaturalChoice:
Modern Data centers for Critical assets from inside and out”)

• Anne-Lene Festervoll (Director, PricewaterhouseCoopers, Norway, “Workforce
of the future” – and the Global future of HR”)

• Sverre Alvik (Director, DNV GL, Norway, “Global Energy Transition Outlook
for Engineering Assets and Public Infrastructures”)

• Cato Vevatne (CEO, KVS Technologies AS, Norway, “Industrial Robotics: The
Robotic Ecosystem – smart, distributed and scalable”)
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• Knut Roar Wiig (CEO, Nordic Unmanned AS, Norway, “Industrial Drones:
Unexplored possibilities and Industrial disruption”).

The event constituted 4 technical safaris hosted by Road Authority of Norway
(Ryfast, the world’s longest underwater tunnel), IRIS Research Institute (robotic
rigs and automated drilling), Oceaneering AS (eROV and integrated operations),
and Green Mountain AS (data inside a mountain). The on-site demonstrations
performed by KVS Technologies (industrial robotics for operational safety), Nordic
Unmanned AS (industrial drones), and Teknova (Machine diagnostic) added
meaningful technical insights into these new industrial technologies.

All the authors contributed professional papers with novel ideas, concepts and
solutions across a range of disciplines that had scientific and pragmatic value.
A specific group of experts also organized special sessions, which included:
Nuclear Power Plant Monitoring and Long-Term Asset Management (by Prof.
Belle Upadhyaya, University of Tennessee, USA, and Jon Kvalem, OECD Halden
Reactor Project, Norway), Asset Management for Hydro Power Sector (by Dragan
Komljenovic, Hydro-Quebec, Canada), Advances in Equipment Condition
Monitoring (by Thomas J. J. Meyer, Teknova, Norway), Applied Data Science (by
Assoc. Prof. Antorweep Chakravorty, University of Stavanger, Norway), Macro
ergonomics and Organizational issues for Human performance and Workplace
safety (by Prof. Seppo Vayrynen, University of Oulu, Finland), Organizational
Strategy and Entrepreneurship (by Prof. Tatiana Iakovleva, University of
Stavanger, Norway), Service Innovation in Maintenance through Industry 4.0 (by
IFAC TC 5.1 WG AMEST (Advanced Maintenance Engineering, Services and
Technology) and IFIP WG 5.7 SIG in Service Engineering, coordinated by Marco
Macchi of Politecnico di Milano, Italy; Paolo Gaiardelli of Università degli Studi di
Bergamo, Italy; and Christos Emmanouilidis of Cranfield University, UK), Tunnel
Safety (by Prof. Ove Njå of University of Stavanger, Norway, and Helen Roth of
Tunnel Safety Cluster, Norway), and Regulations and Audits of Late life
Engineering assets (by Ole Jørgen Melleby, Petroleum Safety Authority of
Norway). All papers were double-blind peer-reviewed by a dedicated International
Scientific and Review Panel that comprised global experts with domain expertise
related to engineering, operations, and management of engineering assets and
public infrastructures. Their commitment as members of the International Scientific
and Review Panel was instrumental to the quality and high standard of the event.

The WCEAM-2018 administrative team made a remarkable contribution in
various capacities to ensure the success of the event. The team comprised Andrew
Kilmartin, Vanessa Grace Booc, Assoc. Prof. Idriss El-Thalji, Joanne Therese
Taylor, Shasheema Hewapathirana, Tone Dalaker, David Martin Bø, Yasar Denis
Cam, Odd Arne Nordmark, and Arun Sindre Joshi, all from University of
Stavanger, Norway. In addition, professional support was also provided by Elin
Paulsen of Region Stavanger, Sindre Haaland of Conventor, the Clarion Energy
Hotel (World Congress venue), and Event Eye (developer of the WCEAM-2018
app). On behalf of ISEAM, additional administrative assistance was generously
received from Betty Goh, Executive Assistant of the Asset Institute, Australia.
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We also gratefully acknowledge the unconditional engagement and continuous
support from the 2017 and 2018 Board of Directors of CIAM, and the Board of
Directors of ISEAM.

In essence, all contributors and delegates of WCEAM-2018 World Congress
were a part of a noble purpose. The very success of the World Congress in 2018 is
truly attributable to their professional involvement and generous commitments.

It indeed was a privilege to plan, organize, and deliver such an interdisciplinary
global event focussing on the emerging domain of engineering asset management,
where both academic and industrial communities are challenged to think different,
broaden their perspectives, and work together for the betterment of public and
private sectors. This is a part of a collective professional effort to resolve industrial
complexities, economic chaos, and environmental impact to make the world a more
sustainable place to live.

Truly, this is all about us and our common future.
Thank you all very much !!!

Jayantha P. Liyanage
Chair, WCEAM-2018 World Congress, Former Chair of CIAM

Joe Amadi-Echendu
General Chair, WCEAM-2018 World Congress, Chair ISEAM

Joe Mathew
Co-chair, WCEAM-2018 World Congress, Founding Chair ISEAM, and CEO,

Asset Institute, Australia
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Abstract. In 2014 the International Standardisation Organisation (ISO) re-
sponded to the increasing demand from asset managers to provide a structured
and comprehensive standard to improve the effectiveness of assets within an
organisation. The new standard ISO 55000 is comprehensive and detailed with
capability for supporting the coordinated activities of an organisation in its quest
to realise value from assets through, among others, improved financial perfor-
mance and improved maintenance strategies. This allows the organisation to
improve its decision-making, balance costs, risks and performance. The aim of
this paper is to examine the compositions of ISO 55000 and identify the key
elements necessary for its successful and economically feasible implementation.
The study, is the last stage of a three year PhD programme, that consist of part of
the research analysed data with asset managers and asset maintenance personal
within SMEs to obtain a set of key issues which need to be addressed. In
addition, the paper highlights the need for the development of an effective and
efficient approach that makes the adoption and implementation of ISO 55000
suitable for small to medium enterprises. This new approach addresses several
inherent constraints often faced by small companies when adopting new man-
ufacturing and maintenance initiatives.

Keywords: ISO 55000 � Small to Medium Sized Enterprises (SMEs) � Asset
Management (AM)

1 Introduction

SMEs are essential to the economy of any country whether developed or developing
economy (Kapurubandara and Lawson 2006). The importance of SMEs depends upon
their role in evolution at diverse phases of economic development. SMEs contribute to
the output and attract significant foreign reserves into the country and provide
employment. According to (Al Mahrouq 2010) this makes them the backbone of the
private sector all over the globe. The majority of organisations are considered SMEs,
playing a significant role in the world economy (Islam et al. 2011). SMEs represent
more than 95% of private sector enterprises, more than half of total employment and
create one third of investment0 (Cansız 2008). The performance of SMEs has a major
impact on the performance of the wider economy. The capacity of manufacturing
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SMEs to maintain reliable and continuously improving the manufacturing processes
can be considered key for ensuring long-term sustainability.

SMEs should be able to respond quickly to indications from the market (Revilla
and Fernandez 2012; Thomä and Bizer 2013) to ensure their continuous survival. The
main challenges faced by SMEs are linked to their developing phases, including lack of
managerial competences, poor decision-making, and scarcity in finance, personnel
resources and deficiency in essential proficiency. The lack of human resources in SMEs
drives them to outsource to progress their organisations. These intensify the need for
value creation among SMEs to guarantee business sustainability. The management
process in SMEs is characterised by the extremely personalised choice, biases, and
attitudes of the entrepreneurs and owners (Beaver and Jennings 1995). Managers must
deal with a high form of intricacy that affects several of their companies’ assets and
product line. The difficulty in overcoming obstacles found in areas of competition,
technology, markets, production capacity, product range, level of entrepreneurs’ skills
and product quality assurance contributes to the SME mortality rate (Murphy 1996).

Several SMEs have chosen to embark on enhancement programs that have pro-
duced positive outcomes in bigger companies, for example the ISO standards.
Enhancement programs will need to align with the company’s strategic focus, therefore
it is necessary to ensure SMEs are able to design, develop and implement the necessary
tools and techniques in ISO 55000 to remain competitive and sustainable. The ISO
55000 standard is seen as an improvement tool for large companies and not a system,
which could be easily adopted by SMEs due to the complexity and large number of
requirements. It is in this context that, the Implementation of ISO 55000 in Small and
Medium Enterprises (SMEs) assumes significance. The overall question therefore is
how a new appropriate approach to ISO55000 that will address issues specific to SMEs
can be developed. While this is study is part of a larger doctorial study, certain
questions were selected to address question raised in this paper such as constraints to
SMEs and ranking the criticality of ISO 5500 element in the order of importance to
SMEs. This will help in selecting the proper approach for implementation of ISO
55000 that addresses both the constraints and needs of SMEs so they benefit from the
advantages enjoyed by larger firms.

2 SMEs Constraints

Despite incentives, policies, programmes and support designed at overhauling SMEs,
most perform below expectation. Organisations and operators have several reasons as
to why SMEs have not been able to live up to expectancy, an average operator always
centre failure on lack of access to finance, others consider inappropriate management
skills, difficulty in accessing global market, lack of entrepreneurial skills, inconsistency
in monetary, fiscal and industrial policies, multiple taxation and levies, inadequate
infrastructure and lack of modern technology etc. are mainly responsible. Harsh eco-
nomic conditions and operating environment affect the development of SMEs in most
countries, thereby afflicting business environment. Discussing some of this challenges
are;

4 I. Ihemegbulem and D. Baglee



• Finance is mostly considered key constraint of SMEs, though this may be true but
survey evidence show that finance contributes only 25% to the success of SMEs. In
developing countries SMEs suffer from access to appropriate funds from both banks
and capital markets; due to the opinion of higher risks resulting in high mortality
rate of the business, information irregularity, inadequate collateral, absence of, or
unverifiable history of past credit(s) obtained and lack of adequate historical records
of the company’s transaction (Oteh 2010). Most SMEs rely heavily on savings or
bank loans for expansion capital (KPMG 2011). SMEs attempt to finance their fixed
assets with long-term debt, and their current assets with short-term debt; SMEs with
low asset structure have greater difficulty accessing long-term debt, the only option
is to fall on short- term debt finance. Without enough and sustainable finance SME
will not grow (SME-RC 2012).

• Entrepreneurial skills: SMEs operator must possess the capacity to manage and
acquire basic skill of planning, organizing, coordinating, leadership and commu-
nication. Education is speculated to affect the revenue of businesses positively; lack
of essential skills causes high failure rate. Inadequate investment in human capital
hampers the SMEs growth because of the scarcity of skilled workers, managers and
entrepreneurs (Tendler and Amorim 1996). Organisation must consider creative and
innovative skills, work experience, technical and managerial skills to achieve
necessary results.

• Inadequate infrastructure and institutional support: lack or weak infrastructure such
as power, feeder roads, telecommunication, technologies etc. are still the bane of
SMEs growth. Lack of access to appropriate technology as well as near absence of
research and development

• Harsh conditions: fiscal and monetary measure, high interest rate and unstable
foreign exchange as well as high inflation rates. These can weaken the economy and
reduce the competitive abilities of SMEs and their existence becomes a struggle.

• High dependence on imported raw materials with the attendant high foreign
exchange cost and scarcity at times.

3 ISO 55000

ISO 55000 is a written set of rules published by International Organization for Stan-
dardization (ISO 55000 2014). The rules describe practices that are universally rec-
ognized and accepted for guaranteeing that organizations constantly understand and
meet the demand of their clients. ISO 55000 assists organisations to proactively
manage the lifecycle of their assets, from acquisition to disposal. ISO 55000 is
designed to apply to any asset type, though the main focus is on physical asset man-
agement (Woodhouse 2012). ISO 55000 permits a company to identify assets that are
critical to fulfilling its investor requirements, business goals through a set of rules
which supports the management of assets. It helps to manage the risks and costs related
with possessing assets in an organized, efficient method that supports frequent
improvement and continuous value creation. The aim is to use ISO 55000 to specify a
set of requirements for establishing, implementing, maintaining and improving an
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organization’s asset management system, which can be applied to any company where
physical assets are central to their business. It is vital for a company to efficiently
manage the wide range of assets on which it depends.

The ISO 55000 family of standards comprises three documents: 55000; provides
critical overview, concepts and terminology;

55001; specifies the requirements for an effective Asset Management System;
and
55002; offers interpretation and guidance for such a system to be implemented.
ISO 55000 series of standards is built on the general Plan, Do, Check, Act (PDCA)

framework, which is recognized as the basis for continuous improvement in man-
agement systems (Moen and Norman 2010). Implementation of the standard boosts
proactive maintenance of assets, which in turn should lead to reduced failure and waste
as well as improved services. ISO 55000 helps organizations establish an Asset
Management System (AMS) for optimizing assets. AMS communicates with elements
that produce policy, objectives and procedures to accomplish an organization’s
objectives. Observing these requirements (ISO 55001) allows for consistent decision-
making on activities that impact asset-related risks, performance, and cost profiles. This
indicates that management should be equipped to make objective, predictable, and
consistent decisions that involve trade-offs between short- and long-term effects, and
optimal combinations of interrelated and conflicting benefits. ISO 55000 consist of
seven main elements:

• Organizational Context
• Leadership
• Planning
• Support
• Operation
• Performance Evaluations
• Improvements.

Implementing these elements establishes a system specification for the management
and care of assets subsequent to acquisition. Numerous organizations that have
embarked on AM programs and failed, often exhibit a lack of understanding of the
essential concepts they are trying to implement. It is vital that organizations understand,
define and communicate the objectives of their AM program, taking into consideration
different functional groups, such as maintenance or engineering.

4 Implementation Requirements

Implementation of ISO 55000 standards requires new information, analytical tools,
new ways of communication in the organizations and new management practices.
Introduction of ISO 55000 begins by organizational reform of policy, targets and
outcomes in agreement with a tactical plan of the organization using steps as follows
(Mikolaj et al. 2012):
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• Authorization of asset structure and accountability for the assets;
• Monitoring of current state of the assets, potential necessities for the assets,

approval of a developmental program and required resources for administration;
• Formulation of strategies for asset maintenance describing programs for achieve-

ment of the goals of the organisation and measurement of performance of the
services;

• Selection of an appropriate method for introduction of the AM plan, (process of
providing services);

• Inspection of asset information and data aimed at efficient decision making or
efficient outputs of the AM plans;

ISO 55002 states that when the intended AMS is established or reviewed, it is
important to ensure the approach is consistent and aligned with internal and external
context of the organization. It is important since it can influence the scope and design of
the AMS. Therefore, the following implementation objectives are considered:

• Creating value: The ISO 55000 series identifies that managing the asset will create
value to the organization. Thus it is required of the organization to make a clear
statement how the AM objectives will align with the organization as well as
establish a decision-making process that reflects stakeholder needs and defines
value.

• Creating alignments: AM related decisions enabling organization to achieve its
objective. Organizations should implement a risk-based, information-driven,
decision-making and planning process to transform the organizational objectives
into AM plans. Organizations must endeavor to integrate the AM processes with the
functional management processes.

• Establishing leadership: Organizations are required to establish leadership and
constructive workplace culture, commitment from all managerial levels to suc-
cessfully operate and improve AM within the organization.

• Assuring that asset will perform optimally: ISO 55000 series of standards assure
that assets will fulfill their required purpose. Organizations should develop and
implement processes that connect performance and purpose of assets to the orga-
nizational objectives. These processes assure capability across the life cycle of
assets, providing monitoring and continuous improvement and providing necessary
resources and competent personnel to demonstrate assurance by commissioning
AM activities.

5 Methodology

To answer the question of how a new appropriate approach to ISO 55000 that will address
issues specific to SMEs can be developed, a total of 197 sets of questionnaires were
distributed to selected respondents SMEs and 128 questionnaires were collected back
indicating a good response rate of 65%. A simple frequency and average analysis of
respondent’s responses to questions bother on constraints to SMEs and elements in ISO
55000 SMEs finds significant to business success is presented in the chart below (Fig. 1);
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118 respondents said high cost of production were severe problem their business
face, this study deduced that access to finance is not the main problem but high cost of
production is the most severe problem faced by SMEs. Production costs are expenses,
such as materials and labour that company incurs in the course of producing the
product that they sell to consumers. The lower production cost, the higher profit;
however, low production costs do not necessarily guarantee a high profit. Equipment’s
that lack maintenance and fails frequently lack precision and tend to produce defects at
the same time increasing production cost which amounts to less profitability, thereby
putting SMEs existence at risk.

7 respondents indicated that less access to finance was another severe problem
faced by SMEs, this can be traceable to the unwillingness of banks to extend credit,
inadequate documentation of business proposals, lack of appropriate and adequate
collateral, high cost of administration and management of small loans as well as high
interest rates. A prior study by Stella (2011), suggest that SMEs require adequate
financing to meet their needs at each stage of their life cycle, from creation through
operation, development, expansion, and beyond. Financing is necessary to help them
set up and enhance their operations, develop new products, and invest in new staff or
production facilities (Stella 2011). Less access to finance have been major constraints
to SMEs hence the need to explore alternatives (Stella 2011). According to Shah et al.
(2013), financial institutions behave more cautiously when providing loans to SMEs,
and SMEs are usually charged comparatively high interest, high collateral and loan
guarantees (Fig. 2).
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8 I. Ihemegbulem and D. Baglee



124 respondents said planning, monitoring and control contribute to the success
and optimizing business functions. Organisation needs to develop plans that focused on
ensuring assets continue to support or link physical resources to service delivery
programs and business objectives. These plans should include capital investment,
maintenance, disposal, risk management of specific asset. These plans should cover all
assets including land, buildings, information technology, infrastructure, collections,
equipment and fleet, owned or controlled by an agency. Small or medium-sized
businesses that do not have developed a specialized business plan face many chances of
failure. Condition and levels of service “health” of an asset should be monitored.
Measuring the condition of an asset involves systematically examining components and
systems and documenting their condition according to the relevant standards for each
element. Condition of the asset can include pipe breaks, pavement wear, roof leaks,
foundation cracks, equipment malfunctions and failures, organisation processes. An
effective control (KPI) structure should be establish and transmit asset policies and
procedures using information system that provides reliable, relevant and timely data
with which to make informed asset management decisions.

124 respondents said risk management contributes to the success of the organisa-
tion. Risk management is a organized way to identify and analyse possible risk, and
formulate and implement appropriate responses according to classes of risks. The
objective of the risk management is to make informed decisions on asset priorities
across a very complex and diverse portfolio of assets and to maximize the return on
investments. These responses may include risk prevention, risk transfer, minimising the
impact or acceptance of risk. A combination of these strategies may apply to manage
different individual risks within a particular activity or project. Management must
consider the agency’s exposure to risk throughout the asset management process.

96 respondent said resource allocation contributes to their; Resource allocation in
the context of human capital, the management team must be equipped with skills such

140
120
100
80
60
40
20

0

12). Which of these will contribute to the 
success of your organization?

Quality Senior planning, Risk Resource 
Standards management  monitoring  management allocation

support and control

124 124

96

42 51

Fig. 2. Success of organizations
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as finance management and operations management skills to ensure efficiency in the
allocation of limited resources and strategic planning to ensure the firm’s development
(Hove and Tarisai 2013) (Fig. 3).

82 respondents strongly disagree that there organization trains/educate or have
vision to ensure long-term asset management. Organizations must ensure that all
persons who use work equipment have adequate training especially for of health and
safety purposes; trainings must include methods to be adopted when using work
equipment, risks associated to the equipment and precautions to be taken. Brain-
storming for ideas can create vision after a training or workshop on successful practices
(Campbell and Reyes-Picknell 2006). Vision is the conclusion of what to achieve, a
realistic picture of a future state, which is desired for the organization; it is important to
be innovative and encourage the employees to think new and big, and the vision should
be understandable to everyone (Campbell and Reyes-Picknell 2006; Bergman and
Klefsjö 2010; Thomas 2005) (Fig. 4).
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Respondents List What Their Greatest Need in the Elements of ISO 55000,
Ranging from Highest Value

• 127 respondents said improvement is their greatest need; asset management always
aims for continual improvement. If the performance of the AMS fails to meet its
objectives, opportunities for improvement should be examined. It is important to
check if there is improvement to a system to prevent event from reoccurring (ISO
55000 2014).

• 119 respondent said support is their greatest need within the elements of ISO 55000;
there should be collaboration of all departments and staff and it is important that
relevant stakeholders are aware of asset management requirements and expectations,
and how implementation and changes to AMS can impact stakeholders. Organization
should determine information needs related to assets, asset management and AMS.
According to ISO 55002 (2014) the organization should define its period of
responsibility for every asset, and requirements for maintaining documented infor-
mation beyond disposal of assets. Resource allocation that wont generate repercus-
sions on other parts of the organization to gain and/or to give additional resources.

• 117 respondents said Performance Evaluation remained their greatest need; the
process for monitoring and control of operations should be established. Manage-
ment review(s) provides top management with an opportunity to establish new
and/or updated asset management objectives based on the evaluation of suitability,
adequacy and effectiveness of assets, asset management and AMS. Frequent

26). Which of thefollowing elements is your 
company's greatest need. (check all that 

apply)
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Fig. 4. Elements of ISO 55000 mostly needed
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internal audits should be implemented and maintained to ensure the effectiveness
and suitability of AMS towards the requirements of the organization and the ISO
55000 suite.

• 104 respondents said Plan remained their greatest need; actions, responsibilities,
resources and timescales intended to implement the strategic asset management plan
and deliver the asset management objective. There should be documentation in
place in order to prove that risk management processes have been executed as
planned. Contingency planning should be established for significant events to
ensure crucial operations (business continuity) and containment of damage, injury
or loss of personnel and property.

• 104 respondents said operation remained their greatest need; Operation is the
implementation, conduction and control of processes and activities previously
planned. One need to:
• Establish criteria. One need to define who is responsible, who is doing what,

why it is done, determine procedures and ensure that a possible resource gap is
dealt with.

• Implement control mechanisms such as performance measures, risk manage-
ment and scheduling reviews. This is of Importance in order two monitor and
treat risk and deviations in the attempt to achieve balance between cost, risk and
performance.

6 Benefits of Implementing ISO 55000

ISO 55000 provides organization the ability to determine themselves how the minimum
set of requirements for an operative AMS can be implemented to fulfill their needs
(Minnaar et al. 2013). The implementation of ISO 55000 will improve maintenance
practices. These benefits include:

• Substantial improvement of asset reliability,
• Lower costs of servicing assets,
• Greater uptime and availability,
• Less downtimes and outages,
• Higher return on assets as well as in invested capital,
• More efficient and effective training: better-defined procedures and documentation

facilitates employee training and knowledge transfer.

7 Conclusions and Recommendation

The aim of study is to contribute to help managers to detect focus areas in order to
implement ISO 55000 in SMEs based on the requirements found in the ISO 55000
suite. The survey process was conducted to map the current status of organizations and
elements in ISO 55000 that respondent believe they need in their organization. Results
were analyzed, compared and integrated as positive trends and areas of improvements
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for each clause within the ISO 55000 suite. It should be brought to the reader’s
attention that these results are subjective and based on the author’s interpretation of
both requirements and interview research.

From findings high cost of Production and less access to finance were the most
severe problems, Organizations will need to address issues resulting these factors.
Organisation are to implement or improve on Risk management, planning, moni-
toring and control, resource allocation, and senior management support as they
contribute to the success of their organisation as revealed from findings. Furthermore, it
is identified by survey that the greatest needs of SMEs in ISO55000 elements in order
of importance are: Organizational Improvement, Organizational Support, Orga-
nizational Performance Evaluation, Organizational planning, Organisational
operation, and Organizational leadership, the implementation of these element will
boost return on investment. Implementation of these indicated elements rather than the
whole element of ISO55000 will increase the ease at which SMEs will adopt ISO55000
in their Asset management process, would see them achieved better performance and
improved competitive advantages. Focusing on these elements will create pivotal point
for business cutting away distractions and driving its own strategy in line with
organisational objectives. Meeting the requirements in ISO 55000 does not guarantee
that business performance will improve; organizations need to understand and embrace
changes for a successful asset management strategy to be realized regardless of the
accreditation status.

Organisations must also focus their efforts in the right place at the right time, have a
clear vision with manageable components in place that can be implemented and tracked
on an annual basis. Prioritizing and optimizing these efforts demands a thorough
decision making process that leads to improve effectiveness and guides decisions. An
asset manager advocate must be in place that will be able to communicate value,
influence others, and can obtain the required organizational support. ISO 55000
structures must be incorporated within the organization’s existing goals, structure,
culture and their real benefits will be realized (Reyes‐Picknell 2014). Leaders with asset
knowledge and core maintenance strategy are important factors for a successful asset
management.
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Abstract. With the onset of the breakthrough innovations in Industry 4.0,
digitalisation is expected to improve the value creation from industrial assets.
A fundamental in Industry 4.0 is to virtually represent technical objects such as
machines and production plants in cyber-physical systems (CPS). As a concrete
Norwegian initiative based upon these opportunities, the on-going research
project CPS Plant is expected to contribute to improved production performance
both in manufacturing and production companies. CPS Plant will develop and
implement enabling technologies and methods for Norwegian Industries where
CPS will integrate the virtual world with the physical world. To support this
ambition for the Norwegian Industry, the development of a successful asset
management strategy implementation in CPS Plant should be regarded as rel-
evant. With a sound asset management strategy implemented, coordinated
activities in the organisation should realize value from assets. Today an own
framework for CPS Plant has been developed and is expected to be fundamental
for further research activities in CPS Plant. The aim in this article is to propose
an asset management strategy implementation that will support implementation
of CPS Plant in Norwegian manufacturing and production companies. The asset
management strategy will be based on fundamental organisation theories as well
as experiences from the project. The article concludes that all though the asset
management strategy Implementation will be tested in Norwegian companies, it
remains to evaluate how this strategy should be “adjusted” for similar imple-
mentation in other countries.

1 Introduction

With the opportunities in the fourth industrial revolution, also known as Industry 4.0,
breakthrough innovations in Industry 4.0, will enable digitalisation in terms of cyber-
physical systems (CPS) (Kagermann et al. 2013). In manufacturing this development
can be observed as the fourth stage of industrialisation. The first stage occurred at the
end of eighteenth century and includes introduction of water-and steam- powered
mechanical manufacturing facilities. The second stage includes electrically-powered
mass production at the start of twentieth century whereas the third stage included use of
electronics and IT to improve automation of manufacturing at the start of 1970s. Today,

© Springer Nature Switzerland AG 2020
J. P. Liyanage et al. (Eds.): Engineering Assets and Public Infrastructures
in the Age of Digitalization, LNME, pp. 15–22, 2020.
https://doi.org/10.1007/978-3-030-48021-9_2

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-48021-9_2&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-48021-9_2&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-48021-9_2&amp;domain=pdf
https://doi.org/10.1007/978-3-030-48021-9_2


we envision a fourth stage where several innovations of digital technologies are
combined and exploited as an industrial internet. This includes innovations such as
cloud computing, artificial intelligence technology, augmented reality and big data
technology. In Norway the on-going research project CPS Plant is expected to apply
these innovations and establish a CPS framework. Also, the project is expected to
contribute to improved production performance both in manufacturing and production
companies.

To support the ambition in Industry 4.0, the development of a successful asset
management strategy implementation in CPS Plant should be of relevance. The
importance of asset is also outlined in existing architectures for CPS such as Reference
Architecture Model Industry 4.0 (RAMI 4.0) (IEC 2017). Also, similar architectures
have been tested for maintenance application where sensors can support in better
maintenance decisions (Lee and Bagheri 2015). Although these architectures are both
described in standards and tested with case studies, it is still unclear how they relates to
an asset management strategy.

It remains to investigate how CPS architectures can be build up with the asset
management strategy based upon the definition described in ISO 55000 (ISO 2014). It
seems that a successful asset management strategy should have aspects both as a plan
and as a system. For the plan aspect, a roadmap for CPS should be further investigated.
For the system aspect, elements from agile manufacturing (Pullan 2014) should be
investigated due to the relevance as virtual enterprise.

The aim in this article is therefore to propose an asset management strategy
implementation that will support implementation of CPS Plant in Norwegian manu-
facturing and production companies.

The future structure in this article is as follows: Sect. 2 presents relevant archi-
tectures for CPS and relevant application in maintenance. Section 3 elaborates foun-
dations in asset management strategy and propose contribution to both the aspects of
plan and systems in strategies. Concluding remarks are finally made in Sect. 4.

2 Cyber-Physical Systems and Maintenance

Cyber-physical systems (CPS) can be understood as “integrations of computaions with
physical processes.” (Lee, 2008) To shape an enterprise model based on this definition
a meta-model has been used such as RAMI 4.0 (IEC 2017) and has typical similarities
with the meta-model GERAM (Myklebust 2002): Visualization in three dimensions
and involving the life cycle of the enterprise. Also some frameworks have only con-
sidered two dimensions where the vertical and horizontal value chain is integrated
(Geissbauer et al. 2014).

In the maintenance field, a one-dimensional architecture has been proposed with
successful demonstrations (Lee and Bagheri, 2015, Rødseth et al. 2016). This archi-
tecture is denoted as the 5C architecture and is a step-by-step guideline for developing
and deploying a CPS for manufacturing. Figure 1 illustrates this architecture which is
relevant for maintenance. It starts with specifying the connection level and ends up
with configuration level with self-maintenance and digital advices. For each level in the
5C architecture, description of predictive maintenance attributes is provided.
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3 Asset Management Strategy Implementation

3.1 Asset Management Strategy

The term strategy stems from the Greek word strategos and means general in command
of an army (Ronda-Pupo and Guerras-Martin 2012). In organisation theory there are
several understanding of the term strategy. Yet, a definition of strategy has been
proposed by Mintzberg et al. (1998) to be “the pattern or plan that integrates an
organization’s major goals, policies and action sequences into a cohesive whole.” It is
also possible to explain a strategy in terms of a pattern where it is different forms of
strategy. From ISO 55000, the notion strategic asset management plan is used (ISO
2014): “Documented information that specifies how organisational objectives are to be
converted into asset management objectives, the approach for developing asset
management plans, and the role of the asset management system in supporting
achievement of the asset management objectives.”

In this definition, strategy is considered both to be a plan and has a role as a system.
Further in this section it is proposed how CPS both can has the role as a roadmap as
well as a system in asset management strategy.

3.2 Asset Management Strategy as a Roadmap

Many different models of guidelines and roadmaps are already created for strategic use
of CPS, it can be as follows:

1. Analyse your business, how far have you come in implementation and use of data.
Which processes use data or provide data?

Fig. 1. CPS architecture proposed by Lee, adapted from (Lee and Bagheri 2015, Rødseth et al.
2016)
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2. How far is digitalization achieved by data and ICT/infrastructure today? Your need
to measure and map all areas of the organization – all the business layers. What kind
of data do you have and what do you measure?

3. What is needed before everything will be digitized. Make an overview of what is
happening, outline a “digital twin” (a shadow of architecture and systems) of your
own organization.

4. Get understanding and culture for digital changes in your own organization. Identify
and stimulate future scenarios, the skills and willingness to change.

5. Do we have the capacity and knowledge of this in our own organization? Look at
the future opportunities and find the gap.

6. Predicting what’s missing.
7. Fill the gaps, this will make the organization flexible for quick improvements.
8. Goal improvements will be achieved when you can use data from digital twins

(shadows) in decision-making that is implemented and digitized.

The layers in RAMI 4.0 is the visual pictures of the machine or the systems of the
assets in an organisation. In order to develop a digital model to be a digital twin it is
important that it describes the physical product in total. A digital twin must contain a
full description of other subsystems such as software and electronics. Based on the
requirement specification, a functional model of the product is developed. With these
things in place, you will have a description of how to make sure that the physical
product will be. Some of the most important elements to call it a digital twin is the
possibility to be able to analyse these models. The functions that is describing the
model for how the product will look like in a 3D and how the physical functionality
will be. These data will also be a part of the assets for the companies. We will therefore
in the future factories see functional and dynamical assembly lines move more towards
ad-hoc production network.

For successful asset management strategy implementation, some overall barriers
should be controlled in the roadmap based on (Crombie 2016), see Table 1.

3.3 Asset Management Strategy as a System

Asset management has addressed a need for being agile due to turbulent environments
faced by today’s enterprise (Harris and Carapiet 2006). The need for agility has been
classified into several categories such as marketplace, competition, customer require-
ments, technology and social factors, suppliers and internal complexity. The Agile
methodology based on Scrum Master has been evaluated with respect to ISO 55000
where successful implementation is indicated to have benefits in terms of increased
productivity and reduced costs, improved employee involvement, reduced time to
market, higher quality, as well as improved satisfaction from stakeholders and
employee (Crombie 2016).

Transferring the agility into the manufacturing domain leads to the concept agile
manufacturing where industry is required to be able to produce products efficiently and
respond to swift changes in market. With the focus on product development agile
manufacturing is defined as “the capability of an organisation, by proactively estab-
lishing virtual manufacturing with an efficient product development system…” (Pullan
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2014). It is further proposed by Pullan (2014) to have a coupling mechanism between
modelling of the product itself and modelling of product development as process.

All though product development will have an important role in a virtual manu-
facturing, the whole value chain and the life cycle must be evaluated in a digital
enterprise. In particular, both production and maintenance is specified in RAMI 4.0

Table 1. Barriers that must be controlled in the roadmap based on (Crombie 2016)

Topics relevant for the road map Possible barriers
Planning and decision-making level o Lack of strategic plans, knowledge

about the stakeholder’s needs and 
control procedures

o Inconsistent decision criteria by the 
decision makers

Managerial and organizational o Poor management expertise in digi-
talisation

o Lack of top management support in 
implementing CPS

o Lack of communication channels 
within organisations and departments 
about future CPS plant

o Lack of scope and job description for 
developing CPS

Information to/from resources o Lack of standard architecture for CPS
o Lack of data about the implemented 

phases of the plans for CPS
o Lack of shared knowledge in CPS im- 

plementation

Human resources o Lack of knowledge transfer between 
different demonstrators in CPS

o No trained staff or lack of human re- 
sources in CPS

Social aspects o Departments unwilling to submit to 
CPS, but rather focus on traditional 
manufacturing systems

Financial resources and investment o Lack of recognising budget con-
straints for investing in CPS

o Shortage of financial resources in in- 
vesting in CPS
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(IEC 2017). The interaction between production and maintenance has also been
elaborated in EN 16646 “Maintenance within physical asset management” (CEN
2014).

Figure 2 presents the proposed contribution towards a CPS based asset manage-
ment system. It is inspired by the elements in agile manufacturing (Pullan, 2014) where
the interaction (coupling) mechanism is between production and maintenance. In
addition, this system includes the digitalisation layers in RAMI 4.0 which is connected
to the physical asset. The chosen KPIs is based on earlier evaluations of CPS (Rødseth
et al. 2016, Eleftheradis and Myklebust 2016) as well as the need for having an overall
dashboard of KPIs that measuring the coupling mechanism between production and
maintenance. This interaction is also denoted as integrated planning. As an example;
overall equipment effectiveness (OEE) has been evaluated for how it is altered when
maintenance ignores production and production ignores the equipment (Zuashkiani
et al. 2011).

Figure 2 could in CPS Plant be tested in the smelting industry where a specific
equipment is evaluated with respect to predictive maintenance. In this demonstration, it
is expected that information from sensors will support the computerized maintenance
management system in the company dashboard with key performance indicators such
as OEE.

Fig. 2. Proposed contribution towards a CPS based asset management system inspired by
(Pullan 2014)
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4 Conclusions

The aim in this article has been to propose an asset management strategy implemen-
tation that will support implementation of CPS plant in Norwegian manufacturing and
production companies. The strategy proposed in this article comprise both a roadmap
as well as a contribution towards CPS based asset management System. This article
concludes that all though the asset management strategy Implementation will be tested
in Norwegian companies, it remains to evaluate how this strategy should be “adjusted”
for similar implementation in other countries. All though this asset management
strategy will support Norwegian manufacturing, further research should include other
countries as well with relevant case studies in manufacturing and “adjust” it according
to the specific country and industrial context. Further research in CPS Plant will require
more testing of the strategy of several specific demonstrators in the project.
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Abstract. Mineral commodity prices have declined in recent years. This
decline forces mining companies to find effective cost management strategies to
sustain their operations. Otherwise, many operations will be ceased or sus-
pended. Effective equipment utilization has strong potential to reduce opera-
tional costs. Furthermore, unexpected events or failures during the operation
may not properly be considered in production scheduling. These contingencies
affect the subsequent production process and cause operational delays; hence,
the operation cost increases. Equipment condition is a key element to reach the
desired production rate. This paper focuses on optimization of reliability
parameters to improve the performance of the machine associated with its
condition and calculation of drill bit consumption accordingly. Multiple input
factors, such as operating parameters, operation time and maintenance time,
were considered and controlled simultaneously to simulate drilling operation by
stochastic modeling technique, using historical data. A case study was carried
out using discrete event simulation (DES). Multiple simulations were used to
quantify risk. The research outcomes show that the proposed approach can be
used as a tool to assist in production scheduling and asset management.

1 Introduction

The operating and the financial successes of a mining company are extremely
dependent on the condition of its essential assets such as trucks, loaders and drilling
machines. These critical assets have a huge impact on capital investment, operating
cost, maintenance, risk and performance of the operation (Hastings et al. 2010). Since
asset management has great importance for mining activity, it should be taken into
consideration as one of the main concerns for a mining company to reach desired
economic and technical goals.

Drilling is the primary operation for mining activities. Since it can be used for a
variety of purposes such as exploration, evaluation, and extraction of valuable materials
in earth’s crust, it is a significant component of the operating cost. The main part of
drilling operation cost comprises drill bit consumption. Hence, drill bit monitoring and
asset management of drilling equipment are crucial aspects of mining activity, and
efficient equipment utilization has strong potential to reduce cost and improve the
operation. More information about drilling operation and operational parameters can be
found at Ugurlu and Kumral (2016b, 2020a, 2020b and 2020c).
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The condition of the assets can be monitored by reliability analysis which mostly
depends on the system failure data. Reliability analysis is essential to (1) ensure the
condition of the equipment for effective equipment utilization and (2) forecast un-
expected delays. Drilling machines are repairable systems which can be restored after a
failure for satisfactory operation. Therefore, the system is repaired after any failure to
perform desired performance. Times between failures and times to repairs are needed to
characterize system reliability. More information about reliability analysis can be found
at (Ozdemir and Kumral 2017, 2019) and (Ugurlu and Kumral 2016a).

Different strategies can be constructed to maximize equipment reliability and
extend equipment life at the lowest cost. Simulation techniques can be used to imitate
future events and show possible operating conditions. Since the mining environment is
highly uncertain and operational conditions continuously change, deterministic solu-
tions provide insufficient and misleading information. To overcome the hurdle of
stochasticity of mining problems, discrete event simulation (DES) technique can be
used. It is a stochastic mathematical modeling technique for discrete and probabilistic
conditions (Shqair et al. 2014) and drill- ing operation includes discrete events such as
moving from one drill hole to another and leveling the machine on the ground for
stability while drilling. DES has been used by different researchers for a variety of
purposes. For instance, Yarmuch et al. (2017) used DES to construct a production
schedule. Also, Yuriy and Vayenas (2008) researched to investigate maintenance
action of mining operations by DES model. Furthermore, Ozdemir and Kumral (2018)
developed an agent-based simulation model for open pit mines to verify production
targets regarding tonnage and grade. Moreover, Botín et al. (2015) carried out a study
to minimize the highest risk parameters in a block caving project.

This paper presents a simulation-based optimization approach to improve drilling
machine performance associated with its condition. Historical data was used to analyze
the reliability of the machine. Reliability parameters (k and b) were optimized by
performing multiple simulations in Arena Software. The actual and the optimum
condition were compared. The results show that proposed approach can be used to
improve the quality of the maintenance action and asset management strategy.

2 Research Methods

The performance of the drilling equipment can be measured by reliability analysis.
Since the drilling machines are repairable systems, the mean time between failure
(MTBF) follows a Non-Homogeneous Poisson Process. Hence, the relation between
failures can be modeled by power-law relation as it is shown in Eq. 1 (Tobias and
Trindade 2011).

M tð Þ ¼ k � tb ð1Þ

where M is the cumulative number of failures, and k and b are the shape and the scale
parameters, respectively. More information can be found at (Ugurlu and Kumral
2020b) and (Ozdemir and Kumral 2019).
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As seen, the k and b parameters have a direct effect on the availability of the
machine which decides the number of the drilled hole. Moreover, these parameters can
be controlled by the quality of the maintenance activity.

The drilling operation consists of a combination of discrete events (such as moving,
leveling, drilling, etc.) and includes many uncertain variables (such as drilling
parameters, drilling time and maintenance activity, etc.). Thus, a simulation-based
optimization technique is used to optimize reliability parameters.

The simulation model of the drilling operation is represented in Fig. 1. The
parameters are assigned to the equipment at the beginning of the simulation. When the
reliability of the equipment is assessed, it is decided whether the equipment needs

Fig. 1. Simulation model of drilling operation
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maintenance or not. If the equipment needs maintenance, it is sent to the maintenance
unit. Hence, a delay is occurred due to the maintenance activity. After the maintenance,
new parameters are assigned to the equipment. Then, the bit is checked if it is needed to
be changed. The historical bit usage times were analysed and represented in a proba-
bility distribution. After each bit change, a bit usage time is assigned to the bit. If the
time passed after the last bit change time is bigger than the generated bit usage time, the
bit is changed and there is a delay in the bit change. This delay is also generated from a
probability distribution based on field data. Otherwise, it directly moves to the drill
hole, and start the operation with leveling and drilling. This cycle continues during the
drilling operation. The drilling parameters (such as bit wear, weight on the bit, rotation
speed and bailing air pressure) are randomly generated from a probability distribution
based on field data.

3 Case Study

Throughout the research, a case study was conducted in an open-pit mine. The drilling
operation of the mine is modelled in Arena simulation software. In the simulation model,
the drilling time of one drill hole is calculated as a function of bit wear (BW), rotation
speed (RPM), weight on the bit (WOB), and bailing air pressure (BAP). It was formu-
lated by regression analysis of field data. As a result of regression analysis, the drilling
time (d) of one drill hole can be calculated by Eq. 2 (Ugurlu and Kumral 2020c). The
equation shows that bit deterioration increases the time required to drill a hole. On the
other hand, as the machine operating parameters increase, the time required to drill a
hole decreases. To quantify the influence of bit wear, time series regression analysis was
conducted on time series data sets with machine operating parameters. More detailed
information can be found in (Ugurlu and Kumral 2020c). The interactions among
parameters are not statistically significant. Hence, they are ignored.

d ¼ 129:68 þ 1:55� BW � 0:78� RPM � 0:12�WOB� 0:33� BAP ð2Þ

This equation was used in the simulation model to calculate the drilling time of one
drill hole. Since the parameters are uncertain, a probability distribution was selected for
each parameter depending on the field data. Table 1 shows the selected distributions for
each parameter. In each hole, random numbers were generated from the selected dis-
tributions and drilling times were calculated from the regression equation (Eq. 2).

Table 1. Distributions of uncertain variables

Parameters Distribution

RPM (rpm) PERT (64,66,72)
WOB (MPa) PERT (405,415,440)
BAP (bar) PERT (365,390,415)
Moving (min) Normal (1.08,0.43)
Leveling (min) Lognormal (1.18,0.45)

26 O. F. Ugurlu et al.



In addition to drilling parameters, the moving and leveling times are uncertain for
each hole. Similarly, probability distributions were selected for these times. The field
data show that the moving and leveling times follow normal and lognormal distribu-
tions, respectively.

The discrete event simulation model is formed, and all distributions are selected in
the simulation model. The initial reliability parameters were obtained from the relia-
bility analysis of the equipment by using field data. The parameters were used as input
in the simulation model to estimate the number of drilled hole and bit usage in an
uncertain mining environment. Moreover, an optimization problem was formulated in
OptQuest which is the optimization module of Arena simulation soft- ware. The
module performed a simulation-based optimization by changing the reliability
parameters (k and b) to maximize the number of drilled holes while minimizing the
drill bit consumption. Once 100 scenarios were generated for a drill- ing machine, the
number of drill holes and the number of usable bits were calculated. Stopping criteria
were assigned as 90 days because of eliminating the seasonal effect. The initial and
optimum values are given in Table 2. The simulation results show that the optimum
reliability parameters increased the number of drilled hole by 234 while they decreased
the number of the used drill bit by two. In other words, the number of drilled holes per
bit increased from 43 to 49 with the optimum parameters.

Figure 2 presents the difference between the actual and optimum reliability curves.
As seen, the reliability much decreases slower in the optimum reliability curve which
provides higher performance for the drilling machine. The optimum reliability
parameters can be further enhanced by increasing the quality of the maintenance
activity.

Table 2. Initial and optimized values

Parameters Initial values Optimum values

k 0.008712 0.000583
b 1.112 1.028
The number of drilled hole 2,125 2,359
The number of used bits 50 48
The number of the drilled hole per bit 43 49
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4 Conclusion

This paper presents a simulation-based optimization technique to optimize reliability
parameters of drilling asset. Reliability analysis was performed to characterize the
behavior of a drilling machine by a power-law relation with historical data. Also,
simulation parameters and drilling time equation were determined based on field data.
Once the simulation model was completed, it was run 100 times for three months of
operation. It means that 100 different observations were obtained about the number of
drilled hole and drill bit usage under uncertain mine environment. As a result of 100
simulations, 2,125 drill holes can be drilled by using 50 drill bits. Moreover, the
reliability parameters were optimized by OptQuest optimization module of Arena
simulation software. The module found the optimum reliability parameters which make
the drilled hole maximum and used drill bit minimum by changing reliability param-
eters in each simulation. The drilling machine can drill 234 drill holes more by using
two drill bits less with the optimum reliability parameters. In other words, the number
of the drilled hole per bit was increased by 14%. The results show that the performance
of a drilling machine can be improved while the consumption of the assets (drill bits)
can be decreased by the operator experience and maintenance quality. Maintenance
quality and the experience of the operators can be improved by training to boost the
condition of the drilling assets. The principles of Reliability Centered Maintenance
(RCM) can be used to manage the risk of failure of the assets at the right frequency.
Also, interdepartmental relations between operation, maintenance, and other areas
should be improved.
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Fig. 2. Actual and optimum reliability curve
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Abstract. Powerline aging and associated refurbishments are undoubtedly an
upcoming challenge for a lot of utilities. At Hydro-Québec, this motivated the
launch of an integrated strategy aiming at providing the tools, technologies, and
know-how to efficiently determine a health index for conductors without relying
heavily on field sampling methods. The paper explains the strategy, which
unfolds in three different projects. At the core of the strategy are several robotic
platforms, including drones, which were developed at IREQ to reach and travel
along the conductors. Mounted on the device is a portfolio of Non-Destructive
Testing (NDT) technologies, developed to detect symptoms of prevalent aging
mechanisms. Secondly, the conductor degradation and aging modelling project
is aimed at determining the actual health index of the conductors, the rate of
degradation, and their remaining useful life (RUL). Finally, a database tool is to
be developed to provide seamless integration with enterprise databases. Vertical
integration will thus be achieved to provide tools for supporting decision-
making in asset management.

Keywords: Asset management � Non-Destructive Testing (NDT) � Robotics �
Power transmission lines � Degradation � Aging model

1 Introduction

Power grids are the backbone of most economies and greatly contribute to our quality
of life. However, overhead transmission lines (OHTLs) are aging, while availability
and reliability requirements are growing more and more stringent. OHTL aging, along
with the associated refurbishment programs, is undoubtedly an upcoming challenge
that will require proper condition assessment and the definition of relevant end- of-life
criteria. At Hydro-Québec TransÉnergie (HQT), the transmission division of Hydro-
Québec, the conductor is considered the most important line component, ac- counting
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for about 30% of transmission line reconstruction cost. Its actual condition is essential
for following reasons:

• It is a key parameter for optimal maintenance decision-making;
• It drives the decision to build a new OHTL or to invest further in the old one.

HQT operates many lines aged over 60 years in which the most common type of
conductor is the Aluminum Conductor Steel Reinforced (ACSR). Conductor condition
assessment still remains a challenge because of uncertainties related to the character-
ization and understanding of degradation mechanisms, such as corrosion, fatigue,
thermal aging, etc. There is a need to define the remaining tensile strength of con-
ductors and to diagnose their exact condition.

For these reasons, HQT needs methods, tools and technologies for diagnosing
conductor condition from sensor measurements using non-destructive testing (NDT).
The long-term objective is to predict the conductor’s remaining useful life
(RUL) without having to take field samples. Assessment of aging OHTLs requires
expertise, know- how and experience in a number of fields and technologies in order to
provide accurate and reliable results. One innovative approach that is starting to make
inroads in providing results is the application of robotics together with NDT
technologies.

At Hydro-Québec, the above context motivated the launch of an integrated asset
management strategy aiming at providing the tools, technologies, and know-how to
efficiently determine conductor health index without relying heavily on conventional
field sampling. The paper aims to describe this asset management strategy, which un-
folds in three different projects and draws on the specific expertise of Hydro-Québec’s
research institute, IREQ.

2 An Integrated Asset Management Strategy

The asset management strategy incorporates fundamental and applied research in the
field of transmission lines, and has three main objectives:

• Objective 1: Diagnosis of the conductor’s condition and prognosis of its RUL with-
out taking samples;

• Objective 2: Diagnosis of the RUL of other transmission line components;
• Objective 3: Holistic asset and overall performance management.

The third objective also includes improving the existing decision support tools. The
relationship between strategy activities and objectives is shown in Fig. 1.

3 Conductor Aging Modelling

The OHTL degradation and aging modelling project is aimed at determining the health
condition and RUL of conductors. Most overhead conductors on the Hydro- Quebec
transmission grid are ACSR (Aluminum Conductor Steel Reinforced); a typical cross-
section can be seen in Fig. 2.
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A reliability and degradation model has to take into account all the relevant factors
to fully assess reliability and RUL. In the case of a powerline, conductors are only one
of the many components that comprise the power system but are of great importance in
terms of cost and function. The first step was therefore to identify the primary con-
ductor degradation mechanisms, as listed in Table 1. These mechanisms had to be
quantified with proper sensors and lab measurements, in order to feed the aging model.

Conductor aging can vary greatly depending on the environment, type and size of
conductor, maintenance history, and electric load. Conductors are subjected to a variety
of degradation mechanisms, the most damaging being mechanical fatigue, corrosion,
and ice/snow accretion. Some mechanisms can have an impact on both performance
and residual life whereas others will affect only performance, for example by reducing
surface emissivity. While both types are important to assess, the first bears more

Fig. 1. Relationship between strategy activities and objectives.

Galvanized steel 
strands

Aluminium strands

Fig. 2. Typical ACSR conductor cross-section.
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importance in the current study since it has an impact on reliability. Also to be con-
sidered are the strategic ranking of the circuit and civilian liability in the area.

As a powerline passes through different environments, the conductor aging model
under development has to take into account the geographical variability of degradation
mechanisms and their cumulative effects. Figure 3 shows an example of how such
variability can be treated.

Each section of the powerline is given a different probability of degradation by the
various mechanisms depending on its location. In urban areas, pollution and salt spray
corrosion will be an issue which may not necessarily be present in a rural area.

Table 1. Degradation mechanisms and their effects on overhead conductors

Degradation
mechanism

Failure mode Failure cause Effect on conductor

Mechanical
fatigue

Broken strands Wind-induced
vibrations, ice/snow
accretion

Loss of mechanical
strength and transit
capacity

Surface
degradation

" Surface
absorptivity/emissivity

Environmental/pollution Loss of electric
capacity/overheating

Corrosion Broken strands/loss of
cross-section

Environmental/pollution Loss of mechanical
strength and
transmission capacity

Lightning Broken strands/loss of
cross-section

Environmental Loss of mechanical
strength and
transmission capacity

Z1+Z3 Z2 Z2

Z1 Z1 Z1 Z1 Z1 Z1

Z3 Z3

Z4

Z1+Z2

Z1+Z2+Z3+Z4

Z1+Z2

Z1+Z2

Fig. 3. Influence of different degradation mechanisms along powerline path.
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Degradation mechanism probabilities can be treated as either series or parallel relia-
bility factors. In the model, the various mechanisms are being treated as possibly
collaborating in failure, and this aspect is presently being investigated by laboratory
tests. One example of such collaborative failure is the influence of having simultaneous
corrosion and mechanical fatigue in the same area.

4 Data Collection Using Robotics and Sensors

Hydro-Québec’s asset management strategy requires the gathering of field data to
evaluate actual asset condition. In the case of powerlines, accessibility and harsh
environments constitute a real challenge that calls for advanced methods, including
robotics. The core of the strategy therefore consists of robotic platforms that were
developed at IREQ to reach and travel along conductors while energized. Also to be
mounted on these platforms is a portfolio of Non-Destructive Testing (NDT) tech-
nologies developed to match each of the identified conductor aging mechanisms.

4.1 Powerline Robotic Technologies

The introduction of remotely operated robotic systems provided new, complementary
approaches for traveling along power lines while gathering visual cues that can be
transmitted to the ground and archived for future viewing and comparison. That already
provided a paradigm shift, allowing human operators to stay away from the most
challenging areas like steep-slope spans or damaged conductors/overhead ground
wires, while generally improving efficiency and avoiding outages often required for
human work on power systems (Li 2016), (Menendez 2017).

Energy-wise, the most efficient way to travel along a powerline is through the use
of wheels directly mounted on the conductors. The first system developed, called
LineROVer, is a simple, remotely operated trolley. (See Fig. 4) It is limited to a single
span, but is able to roll over splices and provides high traction force (>600 N), and can
work on energized conductors up to 315 kV. It can carry an HD camera and a few
optional maintenance sensors and tools for temporary repairs.

Fig. 4. Robots developed at IREQ for powerline inspection and maintenance: LineROVer (left),
LineScout (center) and LineDrone (right).

34 N. Pouliot et al.



The next system developed, LineScout, is a ruggedized and versatile moving
platform able to support large payloads (up to 12 kg). It can cross obstacles up to
760 mm in length, such as suspension clamps, spacers, and aerial markers. This feature
makes it one of the only systems capable of performing inspection or maintenance on
several consecutive spans, or on bundled conductor spans where spacers have to be
crossed every 40 m or so. Both LineROVer and LineScout have been used extensively
on energized and deenergized powerlines in utility grids around the world. They have
been the topic of several publications in both robotics and power utility forums
(Montambault 2013; Montambault 2014).

In recent years, it has become clear that drones will play a key role in powerline
maintenance tasks detailed inspection, general surveying, and LIDAR surveys, etc.
An IREQ research team is now focusing on more specific and challenging applications,
for example using drones to string conductors between towers, and even other appli-
cations that involve actual contact with live line components. Custom drones have been
developed that are capable of landing on a live transmission line and bring NDT
sensors on them to gather strategic data. This maneuver is simplified by the use of an
on-board cable detection system that actually steers the drone towards the conductor so
that it lands on it. Custom designed motor-wheels roll along the line and inspect it over
long distances while consuming very little energy.

4.2 Powerline Sensors

The robotic devices featured in the previous section are equipped with HD cameras that
are needed for visually spotting areas of interest such as broken strands due to lightning
strikes, birdcages, areas where abrasion has occurred, or even sections darkened by
contaminants or surface reactions to the environment. When it comes to assessing the
actual internal condition, one can rely on conductor sampling but this tends to be costly
and time-consuming, and it only provides information about the sampled location ˗
often, whatever section is most accessible. To overcome these limitations, Non-
destructive Testing (NDT) technologies were developed for each of the main aging
mechanisms. The various technologies are described below and seen on Fig. 5.

Fig. 5. Sensors developed at IREQ for powerline inspection: LineCore (left), LineScan (center)
and LineOhm (right).
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4.2.1 Steel Galvanic Protection Assessment by LineCore
The need for a lightweight sensor that can probe inside the conductor to evaluate the
condition of the zinc coating was addressed by developing the LineCore, based on eddy
current technology. The LineCore sensor is an encircling solenoid that can be split open
to facilitate installation on a conductor or ˗ since the opening of the doors is motorized–
to cross a hardware component. The eddy current electronics are mounted below the
sensor and include a WiFi transmitter that sends the data to the ground. The base station
runs software that controls sensor calibration and data acquisition. What is peculiar to
the LineCore is that the software can analyze a wide range of ACSR conductors; there
is no need to possess a sample of the ACSR before the inspection. An overlay is
automatically computed to grade the LineCore signal according to five categories:
brand new, possible zinc loss (13–20 µm), partial zinc loss (5–13 µm), and severe zinc
loss (steel strands have bare spots), and of course aluminum or steel strand corrosion.
LineCore is thus able to evaluate the condition of the galvanic coating along a span and
to identify regions with complete loss of galvanic protection–or worse, with incipient
corrosion of the aluminum and or steel strands (Lavoie 2018).

4.2.2 Strand Internal Break Detection by LineScan
Strand breaks mostly occur at the exit of a suspension clamp between the U-bolt and
the last point of contact. The breaks are usually located between the outside layer and
the clamp, or even more often -between subsequent inside layers. The difficulty here is
that broken strands are not visible even if the clamp is removed. To solve this problem,
a portable, low radiation X-ray delivery system, dubbed LineScan, was developed.
Given that the system would have to be handled at the top of a tower by line workers, it
needed certain features: low radiation leakage, exposure monitored by a ground crew,
fast and easy to install on single conductor or on a double or quad conductor bundle.
Review and demonstration of the commercially available systems narrowed the choice
to a compact and lightweight pulsed spark-gap X-ray generator with a small and
ruggedized digital radiography (DR) X-ray detection panel. The total weight of the X-
ray system is 7.5 kg. Following successful deployments of LineScan, it was deemed
technically desirable to improve the system by developing a robotic arm and installing
it on the LineScout robotic platform. Careful review of the design constraints made it
possible to derive a practical solution for flexible positioning of the DR panel and
generator in most situations. The implementation is in its final testing phase and should
become available in 2018.

4.2.3 Defective Joint Assessment by LineOhm
Last but not least among the sensors developed at IREQ is LineOhm, a lightweight and
compact electrical resistance probe for assessing ACSR joint quality. It measures
electrical resistance (in micro-Ohms) on a length of conductor, and then compares this
with the resistance measured on the same length but over the joint. The ratio of these
two measurements is highly correlated to the electrical quality of the joint, since the
resistivity of the joint should be no greater than that of the conductor. To evaluate
resistance, LineOhm measures the exact voltage drop between the two electrodes in
contact, as well as the AC current flowing in the line. The electrodes are designed to
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ensure full and even electrical contact with the ACSR strands. The sensor is compact
and weighs about 500 g, making it easy to mount on robotic platforms, including
drones.

4.3 Field Data Gathering Surveys

While Hydro-Québec has been using robotic tools on powerlines since 2000, the goal
was initially to conduct visual inspections and small maintenance tasks. Since 2014,
however, field deployments have been evolving towards mostly data gathering cam-
paigns. Initially, they were focused on a specific purpose, like assessing corrosion
inside the conductors of long river crossings, or looking for inner-layer broken strands
on certain lines subjected to heavy vibration-induced fatigue. These surveys will likely
become more and more frequent, as longer-term decisions need to be taken about
whether or not to refurbish some of the older lines (Fig. 6).

5 Integrated Database

As previously discussed, knowledge of the current and future condition of transmission
line components is of critical importance, especially in the case of conductors. Diag-
nosis and prognosis are greatly facilitated by field data gathering and the development
of aging models. This requires the archiving and processing of several types of data:
historical data, field surveys, non-destructive probe data, corroboration with destructive
test analyses of samples, etc.

At the moment, various databases within the company contain raw data gathered
during different phases of the life cycle: construction, maintenance, operation, weather
events, various analyses, maintenance records, etc. An integrated information system
will need to be developed and deployed to provide seamless integration between all
these data, including the results of the conductor aging model and actual reports filed
by field technicians. The creation of such a knowledge base will enable the

Fig. 6. Field measurement of galvanic protection layer by using LineScout and LineCore,
enabling assessment of several spans in a single day.
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simultaneous use of all these data to develop and validate degradation models and to
know the state of degradation of components and their deterioration over time. The data
will be structured to allow multidimensional and geographic analyses, operational
solicitations, and effects of maintenance and inspection results. In addition, the rela-
tionship with the climatic environment, contaminants and soil types will help refine the
models. Furthermore, developing processing tools will allow experimenting and
inferring the health of the different portions of lines according to their component
degradation models, as well as the impact of maintenance actions, inspection and asset
replacement (see Fig. 1).

6 Conclusion

Transmission asset maintenance is an ongoing challenge for electrical utilities. Hydro-
Québec has undertaken a large research project aiming to develop a comprehensive
asset management strategy for its transmission lines. Various robotic and non-
destructive technologies have been developed for this purpose. The strategy will allow
vertical integration in order to provide tools for supporting decision-making in asset
management. Analytical tools to simulate a transmission line’s state of degradation and
performance as a whole will improve existing decision support tools and develop new
ones to guide decisions on medium- and long-term investment, while complying with
risk, performance and cost-balancing criteria.
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Abstract. This paper is about the latest developments to support risk man-
agement of assets at Elia, the Belgian transmission system operator operating the
HV grid from 30 to 380 kV. The story of risks management within the company
started more than 5 years ago, when a methodology was developed to assess the
criticality for continuity of supply of individual assets. The output of this
methodology is still used nowadays. As an example, maintenance policies do
take into account the criticality of the asset on the network to define its main-
tenance frequency. So do replacement decisions. However, as many other
TSO’s, Elia is also facing new challenges e.g. the energy revolution is pushing
the ageing assets more and more to the limits. Scarcity in resources (both
financial as in workforce) forces Elia to make sound and good decisions and
prioritize actions despite uncertainties and scarceness of data. Risk management
should help tackle these problems. In more concrete terms, there is a need for
better addressing many diverse questions such as dealing with system redun-
dancy, with the mutual impact of assets, with the impact of low voltage assets
(protections) on high voltage assets, better assessing load at risk, asset end of
life, the impact of a failure on several risk dimensions, the efficiency of risk
mitigation measures, etc. In the frame of this paper, it was decided to focus on
the solutions found to better assess the impact of protections on high voltage
assets and the interaction between assets. To tackle these topics, one could think
of implement- ing sophisticated methods such as probabilistic assessment, but
this in turn requires asset reliability data, resources, skilled persons and lots of
time for development, which are all sparse quantities. Therefore progress was
made with pragmatic 80/20 methodologies, the 80/20 methodology is a free
interpretation of the Pareto principle, stating that 80% of the results and valuable
information come from 20% of the efforts which though not perfect, allows
delivering valuable information. The corresponding developments are discussed
in the frame of this paper.

1 Introduction

Elia is the Belgian transmission system operator (TSO). It operates over 8000 km of
lines and underground cables throughout Belgium. The voltage levels concerned range
from 30 to 380 kV, what makes from Elia both a TSO and a distribution sys- tem
operator (DSO). As many other key players in the interconnected electricity system,
Elia is faced to ageing asset fleets, in particular at medium voltage levels (DSO role).
TSO’s often pay an attention to their ageing assets which is in some ways correlated

© Springer Nature Switzerland AG 2020
J. P. Liyanage et al. (Eds.): Engineering Assets and Public Infrastructures
in the Age of Digitalization, LNME, pp. 39–45, 2020.
https://doi.org/10.1007/978-3-030-48021-9_5

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-48021-9_5&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-48021-9_5&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-48021-9_5&amp;domain=pdf
https://doi.org/10.1007/978-3-030-48021-9_5


with their net book value. It is often assumed that redundancy is used in the protection
schemes of our primary assets and secondary assets may not be further investigated.
Many TSOs are satisfied to know this redundancy is available.

Elia wants to investigate further this topic because amongst the energy not sup-
plied (ENS) events which cause is not related to an intrinsic risk or a third party, it has
been observed that system response plays a significant role. The particular case of
automatisms like reclosers or automatic transfer switches, whose correct functioning
helps in limiting the duration of interruption, is worth emphasising. There- fore, it
follows logically that the analysis of combinations of primary and secondary ageing
assets should be made, besides the analysis of ageing of individual primary assets. As a
concrete illustration of that, let us take the case of a two extremity cable circuit
protected by redundant protections. Let us assume some repairs of the cable have
already taken place following local jacket degradation which in turn led to insulation
degradation. During the previous failures, the cable protections were able to selectively
eliminate the fault by sending an appropriate trip signal to the circuit breakers. How-
ever, these protections are now approaching their retirement age and the technology
type of these protections, which is electronic, does not allow their condition to be
monitored. All this, combined to the high ionic content of air caused by the location in
a coastal area and slow degradation of the barrier between electronic and their envi-
ronment has led to a common failure mode of these protections which is not detectable.
Once the next cable failure occurs, these protections will be unable to answer ade-
quately and send a tripping signal. In other words, selectivity is lost and an N-X
contingency arises, as conceptually illustrated in Fig. 1.

In the particular case of a single busbar substation supplying an industrial customer
this is particularly bad news, because it means the whole substation will be unavailable.
These examples clearly highlight that once the statement of ageing combination of
assets is made, the next step is to check how important the problem is. The originality
of this paper is obtained through combining statistical method for assessing asset life
information together with reliability block diagram analyses, so that both primary (high

Fig. 1. Example on a conceptual network of an N-X contingency generated by the faulty
elimination of a short-circuit on a 150 kV line: without backup protection, all elements connected
to the busbar are switched off
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voltage) and secondary (low voltage) assets are taken into account. This permits a more
effective assessment of the impact of a failure and its potential cascading effect. This
will in turn enable a sound prioritization of investments and a greater consistency
between the decisions taken for both primary and secondary assets. The main issue is
selectivity and the most impacted business risk dimension is continuity of supply.

2 Methods

The following references [1, 2, 6] describe how, based on asset survival/reliability data,
it is possible to deduce failure rates for end of life failures. In the case of Elia, removal
information is available for some asset fleets like transformers (Fig. 2), though the
reason lying behind removal is not systematically recorded. As a first assumption, it has
been assumed that all removal is due to end of life failures. A more advanced correction
method is described in [6].

Using this data and a Weibull distribution, the following reliability curve as a
function of age can be deduced (Fig. 3). It correlates perfectly well with other trans-
former reliability curves published in [3].

For all asset fleets where there was no sufficient survival/removal available, a
reliability curve was established based on expert judgement. Then, the best information
available was used to position each asset on its fleet reliability curve: when- ever
available, the asset condition was taken into account through its equivalent age.
Reliability was then used as an indicator for probability of failure due to internal
ageing, and classified in 5 categories, to be in line with the corporate risk policy.
Having completed these steps, data is ready to check the interaction between assets
located within the same bay. Two contributions are analyzed. On the one side, the

Fig. 2. Removal/right censored data for power transformers
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possibility to have a short-circuit (SC) caused by ageing of primary asset. A typical
example would be an insulation fault. This contribution is assessed by the maximum
probability indicator for HV equipment located in/connected to the bay (instrument
transformers, transformers, cables, etc.).

P
00
#
¼ maxðP�þ ;�Þ ð1Þ

On the second side, assuming a short-circuit has happened, the probability of faulty
elimination (PFE) within the bay, might result in a loss of selectivity. Let S be the
success probability of an event (S = 1 – P). Then PFE is obtained with a reliability
block diagram analysis (see Fig. 4) through combining the probability indicator of
circuit breaker faulty elimination PCB = 1 – SCB with the probability indicator of
protection system faulty elimination P9þ ¼ 1� S9þ as follows:

Fig. 3. Reliability curves for power transformers modelled with a Weibull distribution (mean
time to removal = 58.9 years, Lower 0.95cl_lo = 57.4 years, Upper 0.95cl_hi = 61.2 years)

Fig. 4. Reliability block diagram analysis of the probability of faulty elimination of short-circuit
by bay i
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P\¼ ¼ 1� S#; � S9þ ð2Þ

The redundancy of low voltage (LV) protection systems, reflected by the presence
of protection 1 and 2, is taken into account as follows:

PLV ¼ PLV1 � PLV2 ð3Þ

Where P9+B is assumed to be equal to one for the rare cases where information
related to protection i is not available.

As a next step, an indicator to have a short-circuit in a bay caused by ageing of
primary asset, followed by a faulty elimination can be computed as follows:

PBAY ¼ PSC � PFE ð4Þ

For the purpose of alignment with the corporate risk policy, results are then clas-
sified again in 5 categories (see Fig. 5).

These results, reflecting the chances to see the combination of unwanted events
occur in a bay can be used as an input for further analyses, e.g.: evaluate the quality of
asset interaction in a substation, assess the plausibility of scenarios and their im- pact
on continuity of supply, challenge the consistency of asset fleet policies, check the
alignment of previous decisions with corporate risk appetite, etc.

The reliability block diagram analysis can even be further extended to the analysis
of a whole substation, as illustrated in Fig. 6 for substation j (SUBSj), or even to a
project involving several substations.

Fig. 5. Distribution of bays according to their probability indicator for short-circuit caused by
ageing of primary asset followed by a faulty elimination
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3 Discussion

Though the model is a simplified one, it also offers several advantages. In the first
place, its implementation takes into account the condition of individual assets. Then,
once all input data has been loaded, running this model on the whole asset database
only takes a few seconds on a standard laptop. To perform the analyses, R which is a
free software programming language and software environment, widely used by data
engineers has been used. A customized version of this methodology has been suc-
cessfully implemented within Elia in 2018 in order to help prioritizing capital
expenditure (CAPEX) projects.

The assumptions lying behind this simplified methodology can be clarified and
discussed. In the first place, failures due to external events are outside the scope of this
paper. Since the methodology assesses the chances to have a sequence of events
starting with a short circuit of primary assets due to ageing, all asset failures not directly
linked to asset ageing are outside the scope of this methodology. In the third place, the
analysis made is a snapshot of the quality of interactions between primary and sec-
ondary assets. This means this model must first be combined to an ageing model of
assets in order to predict future interactions between assets. To continue, the output
does provide an indicator of probability of poor asset interaction, which is suitable for
the purpose of comparing/ranking different asset systems and high- lighting needs, but
which is not appropriate for quantified analyses like calculating the impact on per-
formance indicators like system average interruption frequency index (SAIFI) or sys-
tem average interruption duration index (SAIDI) [5].

Moving to a model providing correct absolute values will require a significant time,
because a better view of the network topology and redundancies must be avail- able,
the significant impact of automatisms must be taken into account, more failure/survival
data is required to calibrate the ageing and maintenance models of all asset fleets, etc.
The latter issue could be improved with benchmarking, through shortening the time
needed collect enough data to develop asset ageing models and maintenance impact
models.

Fig. 6. Reliability block diagram analysis of the probability of faulty elimination in a substation
SUBS j
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4 Conclusion

This pragmatic 80/20 methodology2 provides a probability indicator for a combination
of unwanted events to occur in a bay, namely a short-circuit caused by ageing of
primary assets followed by a faulty elimination at branch level. Such indicator for
selectivity issues is a support for decision making process which does take into account
the expert knowledge of people. Unlike other methodologies where the significant
impact of low voltage equipment on energy not supplied is not considered, the present
approach allows to take into account both the reliability and the redundancy of bay
protection systems. It enables asset managers to develop an helicopter view of the
interactions between assets, so that consistent decisions are made between the different
asset fleets, and finally sound prioritization choices are made.
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Abstract. There are huge reserves of hydrocarbons in the Arctic region.
However, owing to the harsh climate, darkness, problems with communication,
long distances, lack of infrastructure and other challenges, offshore operations
related to hydrocarbon extraction are more difficult and more expensive.
Nowadays, gas extracted from the Arctic shelf, is transported mainly by
pipelines and liquid natural gas (LNG) carriers. Both methods are quite
expensive. In this paper we consider the application of innovative compressed
natural gas (CNG) technology to transport gas extracted from the hydrocarbon
fields in the Arctic. The technology is not widely commercially used yet. The
calculations show that the gas transportation costs using CNG carriers are lower
than those using LNG carriers and pipelines for smaller gas fields and distances
from the source to consumer up to 4000 km. The paper would be interesting for
practitioners from the oil and gas and shipbuilding industry, policymakers and
scholars.

Keywords: Compressed Natural Gas (CNG) � CNG carriers � Arctic � High
North � Offshore operations

1 Introduction

Governments in many countries consider the development of renewable energy sources
as one of the priority political tasks. Though the alternative energy sources are actively
being developed and implemented worldwide, the role of hydrocarbons (oil and gas
resources) is still very important, and will continue to be so for many years in the
future. The role of natural gas as the cleanest and most hydrogen rich of all hydro-
carbon resources is steadily increasing (Economides and Wood 2009). Burning gas
generates less CO2 emission per unit of generated electricity compared to traditional
fuels like diesel, fuel oil or coal (Thomas and Dawe 2003). The results of geological
studies suggest that about 12% of the world’s oil and 25% of gas resources are situated
in the Arctic. Five countries have a border with the Arctic (Canada, Denmark and
Greenland, Norway, Russia, and the USA), and intend to use this opportunity and
participate in oil and gas extraction in the Arctic. Taking into account the importance of
the Arctic hydrocarbon resources, the governments of interested countries have
established Arctic strategies; i.e. the Norwegian Government has developed long-term
programmes and strategies for the Arctic, such as the Barents 2020 project; the Russian
Government has worked out the Development Strategy of the Arctic Zone of the
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Russian Federation and National Security for the period up to 2020 (RIAC 2013); and
Canada has approved its Northern Strategy (Government of Canada 2014). The oil and
gas sector is very important for the economies of these countries. In Norway, the oil
and gas sector and related industries (suppliers, shipping companies, etc.) are the major
driving force of prosperity and employment in the country. The same can be said about
Russia. The depletion of traditional fields of hydrocarbons, such as in the North and
Norwegian Seas in Norway, and West Siberia in Russia, are driving oil and gas
companies and interested governments to look forward to exploiting rich hydrocarbon
resources in the Arctic.

The extraction of hydrocarbons from the Arctic shelf is still more expensive than
operations in non-Arctic areas, owing to the bad weather conditions (ice, cold weather,
polar lows), remoteness from the shore and warehouses, lack of conventional infras-
tructure, and the lack of expertise. The cost of gas transportation (per unit of energy) to
remote markets is about 10 times higher than the cost of oil transportation (Thomas and
Dawe 2003). The purpose of our research is to consider the possibilities for making the
extraction of the gas and its delivery to consumers cheaper, in order to make the final
cost of gas extracted in the Arctic competitive in the world energy market. The tech-
nology of gas extraction from the shelf is complicated and consists of many areas
where radical and incremental innovations can be applied in order to increase the
efficiency of gas extraction and delivery and, thus, it will decrease the costs of Arctic
gas. Several technical and technological challenges face the practitioners during the
exploitation of deepwater gas fields in the Arctic. In this paper, we focus on the
problem of extracted hydrocarbon transportation to shore terminals, and further, to the
consumers. Currently, the problem of transportation is mainly solved with the help of
underwater pipelines and liquefied natural gas carriers (Liquefied Natural Gas; LNG).
For example, delivery of natural gas from the Snøhvit gas field in northern Norway is
supported by LNG technology. However, the construction of LNG terminals and LNG
vessels, as well as alternative or supplementing underwater pipelines, is both time-
consuming and expensive (Staalesen 2014). Thus, scientists and practitioners are
looking for cheaper and faster gas delivery modes from the continental shelf. The
technology of compressed natural gas (CNG) sea transportation is a viable new
alternative to the widely accepted LNG and pipeline systems for gas fields having
resources less than 5 trillion cubic feet and the distances to markets up to 4000 km
(Asibor et al. 2013).

This innovative method of natural gas delivery from the Arctic area is supported by
compressed natural gas ship technology. In this paper, we aim to explore technical and
economic components of the CNG technology application in the Arctic. Furthermore,
we aim to analyse the prerequisites for the gas delivery with the help of CNG tech-
nology, and to develop the concept of the transportation system to bring gas from the
Arctic shelf to shore terminals in the form of CNG.

The CNG technology has several important advantages: i.e. an opportunity to fill
natural gas into the tanks on the board of a CNG ship straight from the shelf field, and
discharge into the gas pipeline or gas network onshore. The use of the CNG ship
technology considerably reduces capital investments and transportation costs, in
comparison to developing the system of underwater gas pipelines, notably, in deep
water, as well as LNG terminals and vessels. Therefore, further development of the
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CNG technology adopted for the Arctic is an important issue for: policymakers, who
are concerned with the diversification of gas supply channels; practitioners from the oil
and gas industry, who are interested in further cost reduction and better efficiency of
product delivery; and scholars concerned with the environmental, technical and eco-
nomic issues of hydrocarbon extraction and transportation in the Arctic. Previous
research focused mainly on LNG technology for the Arctic (Fadeyev 2014), or
explored the use of CNG technology, without taking into account the Arctic challenges
(Thomas and Dawe 2003). A novel conceptual contribution of this study is the
exploration of innovative CNG technology application in the Arctic.

The paper is organised as follows. In Sect. 2, we highlight the context of the study
and draw attention to the specifics of the Arctic region, and to challenges that face
stakeholders for offshore operations there. In Sect. 3, conceptual insights from prior
studies that have focused on natural gas transportation are discussed. Section 4 outlines
our suggestions related to the use of CNG technology and ships in the Arctic. Finally,
the implications of the study for further research, policymakers and practitioners are
discussed, and concluding comments are presented in Sect. 5.

2 Arctic Context and Challenges

Arctic areas can be defined as areas to the north of the longitudinal tree line. This area
has a mean July temperature of 10 °C. The Arctic is very rich in oil and gas and other
mineral resources (Economist 2014). However, there are a number of obvious and less
obvious reasons that challenge extraction works in the Arctic. In this chapter, we will
consider closely the challenges related to hydrocarbon extraction in the High North.
A number of political, environmental, ecological, technological and economic issues
will be taken into account regarding oil and gas firms’ intent to explore for hydro-
carbons in the Arctic. First, the Arctic is still a disputed territory from the international
law point of view. Several adjacent states claim that they have rights to the North Pole
and the surrounding areas (Sale and Potapov 2010). The border issues play an
important role and will have an influence in the future. The border agreements between
countries can also hinder hydrocarbon and other mineral resource extraction in the
Arctic. For example, there is still a disputed offshore international boundary between
the Yukon and Alaska. The maritime border agreement between Norway and Russia
was only signed recently (in 2010), which opened up oil and gas exploration in the
Barents Sea.

Second, the weather conditions in the Arctic are considerably more difficult than in
the Northern Atlantic where major oil and gas companies have accumulated significant
expertise. Severe weather conditions make offshore operations and subsea works
exceptionally difficult (Borch and Batalden 2015; Masterson 2013; Staalesen 2014).
Previous research has suggested that low temperatures (up to −40–−50 °C), huge
temperature differences, Arctic ice cover, drifting ice and floating icebergs, permafrost,
waves, sea spray, wind, polar lows (unexpected changes of weather when a severe
storm can start very quickly in 0.5–2 h), and darkness represent major climate chal-
lenges in the Arctic. This leads to additional challenges. For example, the existing
technology allows offshore operations to only be carried out in some areas during the
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periods when the water surface is free from ice. The offshore vessels then are used only
several months per year. It means that they are hired at spot rates that are significantly
higher than rates under long-term contracts for periods of up to 15 years.

Third, longer distances between the shore and the hydrocarbon fields are a draw-
back. The distances to the hydrocarbon reservoirs in the North and Norwegian Seas are
relatively short. In some cases, it takes only three to four hours to reach the platform
from the shore. In the Arctic, the distances between the mainland and the discovered oil
and gas fields may be 500–600 km, and this is not the limit. This is a logistics chal-
lenge for the oil and gas companies and their subcontractors who are supposed to
deliver and evacuate people, and bring cargo to platforms. The emergency response
time is also increased, when taking into account the longer distance to the shore. In
addition, the infrastructure is underdeveloped in the areas adjacent to the Arctic seas.
The above are major concerns of experts and practitioners since the development of the
appropriate infrastructure (e.g. railways, roads, bridges, telecommunication facilities,
and so on) leads to significant capital costs and increases the return-on-investment
period (Harrison 2006). Longer distances to the main supply bases increase the cost of
supplies. Some offshore shipping companies that already have operations in the Nor-
wegian part of Barents Sea (Goliat and Snøhvit fields) established local warehouses in
Hammerfest, while others deliver necessary parts and materials almost daily from their
home bases (e.g. Esvagt shipping company delivers what is necessary from their base
in Denmark by plane). Longer distances to the main consumers are also reflected in the
higher costs for oil and gas extracted in the Arctic.

Fourth, the GPS, mobile connection, and telecommunications do not always work
properly in the Arctic. This leads to difficulties communicating with the personnel on
the ships and platforms. The dynamic positioning is complicated when the GPS does
not work properly.

Fifth, the environment in the Arctic is very fragile. That is why the Technology
Strategy of the Arctic of Norway stipulates the strictest safety requirements for offshore
operations there. The governments of other Arctic states are also concerned with the
environmental issues. Oil and gas companies pay a lot of attention to the preservation
of the unique nature of the Arctic. Possible oil spills there can have unpredictable
consequences for nature. Subsequently, oil spills would lead to a negative media image
and large costs related to oil recovery. Oil and gas companies will pay higher prices to
subcontractors who need to offer more expensive technical solutions that would work
under low temperatures, ice and harsh conditions. For example, ships will additionally
need winterization of the vessels, deicing systems, metallization of the surfaces, ice-
breaking capacities, thicker hulls, and so on. All these additional options are reflected
in the price of the vessels. The fuel consumption will increase as well.

Arctic offshore operations will need new technology, routines, and equipment
(Research Council of Norway 2006). The Arctic can be divided roughly into three
areas: (1) an ice-free zone; (2) a zone covered with the ice several months of the year;
and (3) an area covered with the ice the whole year. For the areas without ice (e.g., the
Barents Sea), the existing technology of oil extraction and offshore support is available
with minor changes. For the areas covered with ice for some months of the year (e.g.,
the Kara Sea), incremental innovations are necessary to be developed, and for the areas
with surfaces covered with ice during the whole year, radical innovations need to be
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developed and implemented. For example, from ice-covered Arctic hydrocarbon fields,
oil and gas can be delivered by submarine tankers and LNG ships respectively
(Jacobsen and Murphy 1983).

3 Theoretical Background

Natural gas is extracted both from gas reservoirs and from oil reservoirs as a by-
product. Some gas is always extracted when crude oil is produced (Cranmore and
Stanton 2000). Transportation of natural gas is expensive. It is suggested that the
transportation of natural gas costs about ten times more than the transportation of crude
oil (Thomas and Dawe 2003). A CNG ship is equipped with a cargo-piping system
with tanks for pressurized gas transportation. The idea of using CNG technology for the
transportation of the natural gas by the sea is not new. The first attempts to use CNG
technology in the sea where made in the US in the 1960s. However, at that time,
technologies related to the heavy weight of high-pressure gas cylinders (about 2 t/m3 of
available storage) and their material characteristics were not sophisticated enough. In
combination with the low prices of hydrocarbons fifty years ago, the use of CNG ships
was not economically advantageous. Recent development in composite technology and
increased demand for hydrocarbons, combined with higher prices, have made the
application of CNG ships a viable, and often cheaper alternative to the competing LNG
vessels and pipelines. Recently, we have witnessed the advancement of major com-
ponents of CNG technology in different parts of the world (Gaiotti et al. 2016). For
example, in Indonesia it was decided to use CNG ships to deliver natural gas to the
islands. The construction of pipelines for natural gas transportation would be more
expensive there. Since 2000, leading firms produced conceptual designs for CNG ships
that have an advanced structural arrangement of the cargo system. More specifically,
the experts at the Trans Canada Pipeline Corporation presented a variant of a gas carrier
with horizontal cylinders, manufactured as a gas pipe reinforced with fibreglass
composite material (The Street 2006). Their competitors, Ener Sea Transport and Trans
Ocean, presented another solution, where the cargo cylinders are placed in special
airproof cooled modules. Furthermore, Coselle Corporation designed the system of the
cargo tank in a form of a long pipe wound in a spiral called Sea NG (Coselle 2014).
However, such a solution diminishes the safety coefficient for the cylinders from 2.5 to
1.7. In addition, CNG technology has been enthusiastically embraced in Russia
(Blinkov et al. 2006). However, these projects have not been implemented yet.

4 Analysis of CNG Technology Application in Arctic

The Arctic area is vast and occupies about 6% of the earth’s surface. The Arctic area
consists of one-third of the land and two-thirds of the water or ice-covered surface. As
has been pointed out earlier, from the point of view of hydrocarbon exploration, the
Arctic area can be divided into three zones: (1) an ice-free zone; (2) a zone covered with
the ice several months of the year; and (3) an area covered with the ice the whole year.
Apparently, the CNG vessels that are required for each of three zones would be different.
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Ships aimed to be exploited in the Arctic have different ranges of ice class, which is
reflected in the shape of the hull, degree of winterization, thickness of steel plates, ice-
breaking capacity, etc. All these construction features are reflected both in the price of
construction and fuel consumption (Borch and Solesvik 2013). For example, it is much
more expensive to use a CNG carrier with an ice-breaking capacity in ice-free areas
compared to a conventional CNG ship since the latter consumes much more fuel caused
by a different hull shape. One of the deterrents for the rapid growth of gas production in
the Arctic is a partially vague and expensive system of natural gas transportation to the
shore. Therefore, it is timely to develop a balanced system of sea transportation for the
exploitation of the shelf fields in the Arctic. For example, the Shtokman project in the
Barents Sea has been postponed owing to the high costs of gas transportation. The initial
plans were to build an LNG terminal in Teriberka, which is located 100 km from
Murmansk. However, the calculations showed that the final cost of gas would be too
high, when taking into account building expenses. Using CNG could be a viable
alternative for the LNG in small gas reservoirs in the Barents Sea. The CNG ships are
appropriate for use for middle-range distances in the smaller gas fields, as well as fields
where traditional methods of gas transportation are not profitable (Blinkov et al. 2006).
Using sea transport on a CNG-technology basis is reasonable, since it allows money to
be saved on the construction of industrial pipelines and the LNG terminal. In particular,
a means of gas transportation by sea is stipulated by the special traits of the systems that
provide the implementation of the CNG technology. The arrangement and parameters of
the system essentials would depend on the parameters of the gas supply source and the
gas transportation procedure where it will be offloaded further. A CNG ship that would
receive gas from shelf fields should be equipped with a system for complex gas-
handling, in a composition similar to the gas-handling systems for uploading into the gas
pipeline on the shore fields. The gas compression system will be installed on a ship to
make it possible to pipe gas into the on-board tanks.

Each natural gas offshore field needs an individual transportation plan. Capital
expenditures on a CNG can be reduced if one selects an optimal number of ships,
capacities, and routes. In order to use CNG ships as profitably as possible, it is nec-
essary to carry out an optimization investigation, in order to outfit ships with the
equipment that would maximize the ship’s performance. At the same time, it is nec-
essary to support the unification of technological and transport ships. This will make it
possible to use them indifferent gas fields. For the Arctic environment, special aspects
must be taken into account, i.e. materials and coatings; hull construction, arrangement
and equipment; ship systems and machinery; safety equipment and procedures; crew
considerations and training (Legland et al. 2006).

Taking into account that the construction of the specialized CNG vessel is still
expensive (although cheaper than building an LNG vessel), scholars have extended the
technology of compressed natural gas shipping by a standard container vessel. They
offered a special cargo system in the shape of separate freight sections so that each of them
corresponds to a standard 20-ft or 40-ft sea container. This allows both to save time in the
construction of the CNG ship (about 2 years), as well as save money, since a standard
container ship is significantly cheaper than a specializedCNGship.Moreover, if the vessel
is ordered at the bottom of a shipbuilding cycle, the price of the vessel can be significantly
lower than the price of construction during the cycle’s peak (Solesvik 2011).
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5 Conclusions and Implications

The barriers to the exploration, transportation, and development of hydrocarbon
resources in the Arctic are significant (Harrison 2006). The governments in countries
adjacent to the Arctic are looking for ways to reduce these barriers. In this paper, we
considered the option of the application of novel CNG technology for the transporta-
tion of gas from the Arctic offshore fields to consumers, in order to contribute to the
solving of the transportation barrier problem. Logistics and the cold climate are major
challenges in the offshore exploitation of hydrocarbons in the Arctic. We compared the
pros and cons of CNG vessel utilization with widely used LNG ships and underwater
pipelines. So far, CNG ships have only been used in conventional seas, where the
climate and the environment are not specific challenges for oil and gas and shipping
companies. However, CNG technology offers significant advantages for offshore
operations in the Arctic as well. First and foremost, it is cheaper to use CNG ships to
deliver gas from smaller fields from Arctic islands and offshore than LNG ships, in
combination with shore LNG terminals that liquefy gas from the oil fields to be carried
by the LNG ships. Second, it is time-saving technology; i.e. it takes several years to
build pipelines and LNG terminals. As a result, it costs 1.5–2 times less to deliver
natural gas by CNG ships than LNG ships to middle-range distances of 1,500–1,700
miles. Finally, the operation of CNG ships is a flexible means of gas transportation.
When the gas field is depleted, the vessel can be easily moved to a new field; something
that is impossible for pipeline systems or onshore LNG terminals. We have elaborated
on the idea of CNG vessel utilization for the Arctic. The utilization of CNG ships in the
Arctic needs design modification and/or elaboration of the special design of these
vessels for some areas in the Arctic. The design would be different, depending on the
area of exploitation, since the Arctic is not homogeneous area. Weather and ice con-
ditions differ in different areas. For the relatively calm Barents Sea, CNG vessels do not
need special ice-class modification, and the only necessity is the instalment of a
winterization package (i.e., de-icing equipment and metallization of some surfaces).
Moreover, CNG ships can deliver associated gas from the oil fields in the Arctic and
the North Sea. CNG technology can be utilized in Far East gas fields as well. There are
about thirty small and medium-sized gas fields in the Sakhalin area. Transportation of
the extracted gas using pipelines and LNG technology is not beneficial for smaller
fields. Thus, CNG ships can be used there.

In this paper, we considered existing CNG technology, and compared its pros and
cons compared to LNG technology, pipelines or their combination. We proposed ways
to apply CNG technology in the novel research context of the Arctic. The study can be
interesting for scholars in various disciplines concerned with effective technology and
innovation development in the Arctic. The proposed results can be a building block for
future research.

CNG technology is rather innovative and has several advantages. First, wider use of
CNG technology will allow better use of natural gas by consumers in Norway, Russia
and other countries. It is well known that although Norway is one of the biggest gas
producers in the world, domestic consumption is quite low, both by households and
industrial customers. At the same time, the Norwegian Government is concerned with
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the promotion of ecological sources of energy. The use of smaller CNG ships that can
deliver gas directly to local pipelines that lead to end customers is one of the appli-
cations of CNG technology in Norway. Moreover, the ideas related to the wider and
more effective use of CNG vessels in the Arctic can be useful for policymakers and
practitioners in all countries of the circumpolar area, who are concerned with the
effective and clean hydrocarbon extraction of the Arctic reservoirs (Fadeyev 2014;
Harrison 2006; Solesvik 2018).

The depletion of oil and gas resources in the traditional fields forces oil companies,
operating in countries with access to the Arctic shelf, to consider moving their oper-
ations further north above the Arctic Circle. Practitioners in Western countries are
concerned with the lowering of production costs and preserving the high quality of
goods and services at the same time. The concept of lean manufacturing is more and
more popular among small and large enterprises. The application of CNG technology
is, in many ways, cost-beneficial for producers and carriers of hydrocarbons, who are
pressed with the fluctuations in price for oil and gas. The lower price for both oil and
gas observed in 2014 has forced oil and gas companies to look for cheaper alternatives,
and save on capital investments and operating costs. The novel CNG technology can be
the remedy, which will allow savings on capital costs to build expensive LNG ter-
minals and develop infrastructure around the LNG terminals. The cost of CNG ships is
also half price as that of comparable LNG ships. This makes CNG technology a viable
alternative or supplement to the LNG technology used in the Arctic so far (e.g., Snøhvit
oil field in the North of Norway). The proposed CNG technology for the Arctic can be
used in future projects and oil fields in the Arctic, Sakhalin and neighbouring smaller
fields. Our study is limited by considering general aspects of CNG technology use in
the Arctic environment. We have developed our ideas based on the relatively ice-free
conditions of the Barents Sea. Future studies can consider the application of CNG
technology in the East Arctic which is more ice covered. CNG ships for the East Arctic
might need an ice-breaking capacity. Future studies and research in other disciplines
might consider technical issues related to CNG technology in the Arctic. They might be
interested in the further development of CNG technology for the Arctic, and might
propose innovative technological solutions to meet the challenges of the harsh weather
conditions observed in the Arctic. Novel ship designs for Arctic navigation would be a
subject of cooperation between representatives of different industries; i.e. ship
designers, shipbuilders, ship owners, and oil and gas companies (Solesvik and West-
head 2010).
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Abstract. The social housing sector is submitted to increasing challenges,
related to the aging of this sector, from poor quality, degraded life environment,
high running expenses, tenants’ low income; as well as reduction of the public
funding for this sector and increasing sustainability requirement to reduce both
energy consumption and greenhouse gas emission.
To meet these challenges this sector has to innovate both management and

operation methods in order to optimization effectiveness in this sector together
with the improvement of its performances. This strategy should be based on
smart management. This paper proposes a smart life cycle management of social
housing assets base on the result of the technology innovation in this sector. It
contains both the original and the real-time information of assets, in order to
build a smart-knowledge strategy for whole life cycle of asset management to
improve the social housing efficiency and quality.
The paper presents a discussion of this smart life-cycle management system.

It proposes the methodology for each process of this system’s strategy. Its goal
is tracking the optimal management of the social housing asset.

Keywords: Smart management system � Sensor and multi-sensor � 3D
technologies � Social housing assets � Innovation � Tenant behaviour � Life
cycle cost

1 Introduction

French social housing or public housing (moderate rent habitations, habitations à
loyers modérérs, HLM in French) was initiated privately and early from the year of 19th

century, in the same period with the English public housing. But till to the last decade,
the first social housing agencies in France were formed (Le Blanc and Laferrère 2001).
Nevertheless, the start of French social housing stock was significant after the Second
World War (1948) as known as modernization and reconstruction period in France. The
creation of HLM ‘low-cost housing’ response the demand for helping moderate-income
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families domicile (Habitat 2003). During nearly 50 years, French government had
adopted many policies to improve both quantity and quality of social housing stock.
For example: the FNAH (National Fund for the Improvement of Housing) concentrated
on building maintenance’s problems resolving; the Orientation Act for Cities (LOV -
La loi d’orientation pour la ville) rounded up the conditions of living and housing;
specially the Urban Solidarity and Renewal Act (La loi SRU (Solidarité et Renou-
velleme Urbain) which was valid from the 13th December 2000 in order that the large
municipalities reserve at least 20% of French housing stock (Habitat 2003). As the
result of the Government’s efforts, in parallel with the increasing of housing stock
volume, French social housing stock had grown quickly in 40-year-period (Schaefer
2008). With the number of social rented dwellings reached 5,4 million units in 2015,
the social housing stock accounts for 18,4% of the 29,3 million units total housing
stock (OECD Affordable Housing Database 2016; Rochard et al. 2015).

However, since the major part of this stock is old, it suffers from poor quality as
well as high running expenses and degraded life environment. With the increase in
concern for optimizing the operation and maintenance cost, improving the quality of
life for tenants and reducing both of the energy consumption and greenhouse gas
emission, public authority and social housing managers are interested by the devel-
opment of innovation such as smart technologies to meet the increasing challenges in
the social housing sector which HLM organization in North of France is highlight
example (Aljer et al. 2017a).

2 Building Asset Management in Social Housing Sector

2.1 Essentialness of Asset Management for Superintending Social
Housing Asset

Global social housing management is having a transformation to react with the inno-
vation in institution and economy in many countries. Public housing stock also has
some revision as becoming private - social part or public services are decentralized.
These conversions have brought to social housing stock over the world more market-
oriented management. The most mentioned trends are: British public housing associ-
ations are more and more detached from government to be more “real market parities”;
or fading away the gap between social and commercial landlords after adoption of the
Public-Use Housing Law in 1984 in Germany; or Australian State housing strategies as
long as be appropriate for their State are all allowed even when they did not follow
national consistency previously arranged (Gruis and Nieboer 2004).

Housing systems reformation go with reducing of government finance and sub-
sidisation as in Sweden, England, The Netherlands and Australia makes social land-
lords more rely on the private capital market. Hence as accompanied result, their
operation turns into more business-like way to have satisfactory of their financial
suppliers. Cannot be outside the inevitable trend, since 2010, “l’Union sociale pour
l’Habitat – the umbrella organisation bringing together all HLM federations - has
launched a process of “thinking on a new business model taken into account the needs
for affordable housing in France and the pressure on public funds for the State and the
local authorities.” (Gruis and Nieboer 2004).
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One of the conspicuous changes in social housing’s activities is management. Not
only stopping at categories like technical management (maintenance, renovation, etc.)
or social management (housing allocation, etc.) like in the past, at the present time
social housing managers have been extending their concern to financial management
(treasury, rent policy) and even tenure management (letting, buying, selling) as private
housing landlords do (Gruis and Nieboer 2004). According to researchers’ point of
view, housing management used to distinguish various types: property management,
facility management and asset management. In which, Asset management is term often
associated with financial investments (CHOA’s 2013). The efficiency gained from
judicious asset management could help social housing landlords solve totally their
limitations (Gruis and Nieboer 2004).

Be interested from the late of 20th century when financial performance played more
important role in management decisions of social landlords, till recent years, asset
management in social housing sector is not a new concept anymore. By analysing
asset’s performance, it has a major influence on the decision-making about holding,
selling and repositioning, simultaneously satisfying requirements of optimising finan-
cial effectiveness.

2.2 French Social Housing’s Asset Management

Stemming from the private sector where managers care only about optimizing the
financial performance of an organization’s assets, going into the social rented sector,
the financial performance of asset has a lower position than social housing objectives
efficiently. In spite of this, social housing asset management still keeps all the char-
acteristics of methodologies, tools or resources from the private’s one (Gruis and
Nieboer 2004). Indeed, asset management systems for Quebec school building
(Canada), Mosman council (Australia), or European social asset management practices
are shreds of evidence.

French social housing stock has much in common as well as differences in its
context and characteristics to compare with other countries. In asset management field,
building asset types are like general, but management strategies and stake-holders are
not the same. Indeed, buildings in general or building assets in particular are individual.
Even they built base on other’s design, their location, holder and user made them be
dissimilar. Therefore, asset managers could not use the one strategy for all buildings
they have – “there is no one-size-fits-all model”. In addition, with several types of
subsidies, finance and providers join to assess managing social housing asset, the
requirement of planning strategic guidance for social landlords is the most necessary. In
France, strategic asset management in the social housing sector used to be not as
widespread as in the private sector. Although the social housing companies are ‘pri-
vate’ institutions, they are subject to regulation by the French government concerning
for example rents, allocations and investments. Social housing management companies
were non-profit organization, which have not been market-oriented for a long period.
However, in early the 21st century, they were initiatives to develop a more sophisti-
cated approach towards strategic asset management (Gruis and Nieboer 2004). Little by
little, managing assets of social rented buildings is having similar characters like pri-
vate one does.
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Since 2002, the French government has strongly encouraged social housing com-
panies to build strategic managements approach to optimize their scarce resources and
to put an end to the misallocation of grants. Social housing companies without a
strategic approach could not touch to state subsidies to build or refurbish their housing
stock. Added to, the competition from the private sector leads a result that several
companies have to improve their approach to horizontal integration and change the
performances registered by past refurbishment policies which have been very poor
(Gruis and Nieboer 2004). The requirements for asset management in the social rented
sector in France also changed a lot. Before, “The building and housing code state the
minimum maintenance requirements. Maintenance is required to ensure safety stan-
dards for elevators, heating systems, gas appliances, collective gas-controlled
mechanical ventilation systems, garage doors, detection systems, fire protection, etc.”
(Gruis and Nieboer 2004). After tenants have to pay for on-going maintenance
depending on characteristics of their dwelling through service charges. They ask for a
better quality of housing. Some tenants are attracted by parts of the private sector that
may provide dwellings with better services and similar rents (Bat’im Club 2001; Gruis
and Nieboer 2004). Day by day, this requirement is more and more difficult to satisfy.
According to estimation, about 25% of French social housing stock had built from 30–
40 years ago, more than 20% of the stock is over 50 years – old and only 35% stock are
recent or renovation buildings (Schaefer 2008). In the building’s - life – cycle point of
view, they are all in “Adulthood” and “Old Age” stage. With poor management, it was
not by accident that “Many of these dwellings suffer have a mediocre technical quality
and a poor market position” (Gruis and Nieboer 2004).

So the social landlords must think most about asset renewals and upgrade their
building assets or even rebuild while planning asset management strategies. However,
social housing sector has complex stakeholders with the different viewpoint about
lasting asset’s longevity. Cause the age of assets to be used to calculate depreciation is
different with technical-age and far from use-age. Managing asset systems of complex
– building, under governing of special policies, complicated stake-holders joined into
decision making process and keeping the balance between economic and social goals
obviously is not straightforward. Besides, building asset management is long-term and
complicated. It requires effort contributions and consultants from all involved parties
from forming to using of property in order to succeed. In social rented sector, the
managers that related to construction period are contained of: Architectures or engi-
neers of design consultant and building contractors corresponding to each asset types.
They have responsibilities and duties, in order are author supervision and warranty in
the using period. After all, social land-lords and maintenance - renewal contractors play
the most important roles in managing assets. Among them, accountants and property
managers in social housing manage organizations work toughest. The reason is they
must balance between financial performances and social effects in limited budget.
Without technology support, asset managers in social rented sector may have a huge
challenge.
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2.3 Optimizing Asset Management Performance by Applying Smart
Technologies in the French Social Housing Sector: Experiments
and Challenges

Nowadays, applying new technologies for sustainable development has become the
Global trend in all the fields of life. Smart technology like BIM (Building Information
Modelling) for designing and supporting digitalized information or PMS (Project
Management System) for governing construction process had used regularly in con-
structing from a long time ago (Jupp 2014). As a leading result, building manager used
BIM design for supervising the property constructed with BIM. There are many result
of researches related to BIM adoption in construction and manage building prove that
BIM not only reducing workload for managers, but also optimizing efficiency in using
(Jupp 2014; Love et al. 2014; Volk et al. 2014; Barry 2013). Among them, Peter E.D.
Love’s research “a benefits realization management building information modeling
framework for asset owners” (Love et al. 2014) and Rebekka Volk’s paper “Building
Information Modelling – BIM - for existing building – Literature review and future
needs” (Volk et al. 2014) all published in 2014 had provided social landlords theo-
retical basis as well as best practices to change their management behaviours.

Besides, other studies focused on modernizing the asset management decision
process. Four researchers could be mentioned are: Dino Gerbsic has studied asset
management system AMS in Canada (Gerbasi 2005), Ashish Shah analysed Australian
practices on Building Asset Management (BAM) system types (Shah et al. 2004) or
Paul Dewich and Marcela Miozzo’s research mentioned both the latest technologies to
collect data and the barriers approach in social housing sector (Dewick and Miozzo
2004) and Jan Kitshoff, Robin Gleaves and Gordon Ronald tried to figure out how to
increase productivity and performance of Social Housing Asset Management by
innovating approach (Kitshoff et al. 2012).

Viewed from different sides, favourably always goes with challenges in innovation
adoption. However, that does not affect the owners on the way following the trend of
modernization management. Up to now, there are many countries successes in mod-
ernization in building management. Typical patterns could mention are: Sustainable
technologies in Scottish social housing (Dewick and Miozzo 2004); Building Infor-
mation Modelling - BIM & Facility Management - FM in Hong Kong’s public rental
housing (BIM forum 2013); Energy monitoring programme for social housing in Ire-
land (Sinnott and Dyer 2012); Return on investment of BIM to management cost to
HLM organisations in France (Caisse de deposts 2015). Synthesis lessons learned from
6 models show that even though social landlords in each project focused on different
works in the asset management process, they all used smart technology to improve
management performance. BIM system built the digital framework contained initial
information of building asset (technical indicators; installation location, linkage with
other devices…). While the sensor monitoring system updated real-time data and asset
management system works on data mining (big data). It is not difficult to realize that
smart technology can hold up during the building life-cycle whole asset management
process. Accordingly, by means of making the best use of smart technologies that have
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been studied and applied in Smart city project (Lille University) for long period,
optimizing social housing asset management performance is prospective and no longer
be a big challenge.

3 Smart Building Asset Management System Design
for Social Housing Asset in HLM Organization – One Case
Study

The benefits of BAM are proven in many researches, improving the performance and
the contribution to safety, health along the building asset lifecycle and protection of the
environment by reducing buildings’ expenditure and trash. Together with the organi-
zational commitment to quality, performance or safety, it helps to mitigate the legal,
social and environmental risks associated to building assets. Building Asset Manage-
ment, as a discipline, allows organizations to optimize the whole life value of managing
building assets portfolios. For a single building management organization, the list of
assets or portfolio may contain diverse assets in types, distributors, and subjected to
differing demand/utilization requirements.

In the 21st Century, Smart Technologies are introduced to various stakeholders in
building asset management, namely owners and users, to improve performance,
quality, and to increase satisfaction. Smart Technology has changed stakeholders
understanding and perspective towards performing business, collaboration cooperation,
communication and connection. Stakeholders are using smart technologies for
accessing, exploiting and managing assets. Adopting these smart technologies in such
sectors poses a huge challenge in training and implementation. Nonetheless, using such
technologies will improve several areas performance and productivity; reduce costs,
improve sustainability, increase users’ satisfaction, retention, and loyalty in the long
run. However, new threats will be introduced for example, security, privacy, legal
conflicts and risky reputation, if it is used inappropriately. From the state of using smart
technologies for building asset management, it could not be denied that up to now there
is no smart management system that combines all the technologies been able to full
support for BAM. This following part of research aims to build a smart building asset
management system, which formed by smart technologies and strategies after inves-
tigate and assess some of the effects and influences of smart technologies.

3.1 Applying Smart Technologies into Building Asset Management

Parlikad et al. (2017) presented their report about state of art of using intelligent
technologies into infrastructure assets management, in which, there are a lot of com-
mon aims to building asset management. From this research and others related to smart
technologies needed, it is not difficult to find the fittest smart asset management system
for building assets. Indeed, a smart building asset management system also needs to be
smart into seven steps (Fig. 1).

The research of Parlikad et al. (2017) mentioned that there is a wide variety of
product and smart technologies are now available on the market, offering different
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capabilities in terms of users’ requirements. For asset identification ((1) in Fig. 1), two-
dimensional barcodes and Radio Frequency Identification (RFID) tags are the most
popular due to their advantages in cost and easy to apply. To help understand the state
or condition of assets ((2) in Fig. 1), a variety of sensing technologies have been
developed. These sensors track the critical parameter that can provide an indication of
the rate of progression or the likelihood of development of different failure modes of an
element, an asset or the system. Then, for communication database purpose ((3) in
Fig. 1), the data captured by these sensors needed to be communicated to data man-
agement systems and analysis systems for making decisions. This process can be
performed either by connecting the sensors physically using wires for data transmission
or through wireless sensor networks. After that, for managing data ((4) in Fig. 1), the
big challenge for managers is how to identify the right data to be collected for effective
whole life management of single or multiple assets. The standards such as the PAS-
1192 series and the development of BIM compliant solutions offer industry the
capability to manage asset database more efficiently. The intention of the intelligent
asset model is that a mechanism be available to enable all asset data to be accessed via
a single query, without requiring searches across multiple databases and storage
locations in different organisations, which can draw on the developments in the field of
the Internet of Things (IoT). Nevertheless, how to transmission of asset information
((5) in Fig. 1) in a standardised format is a challenge in a world where different
organisations (or different departments within the same organisation in reality) use the
information systems and databases in different types. One of the major developments
towards this is the move towards standard formats for exchanging asset data that the
Construction Operations Building Information Exchange (COBie) is the most popular
in the civil engineering sector. COBie is a formal schema that can help establish the
organise formation of new and existing assets. COBie supports capturing and recording
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Fig. 1. Smart asset management system (Parlikad et al. 2017)
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the important data at the point of origin, including equipment lists, asset data sheets,
warranties, spare parts lists and maintenance schedules.

After having the “right” asset databases, how the making decision support ((6) in
Fig. 1) from this information is the main question for asset managers. Parlikad et al.
(2017) reckons because new sensors may often produce the new engineering datasets
(that were not available in the previously systems), so novel techniques for the inter-
pretation of this new engineering data are required. In addition, advances in the area of
predictive, analytics help asset managers not only to understand the state of their assets,
but also to predict impending failure and create the opportunity to tale optimised
preventative action. New developments in the area of software agents enable the
concept of smart asset management to become a reality; for example, where every asset
is represented by a software program that continuously seeks data from various sources
(including sensors), analyses it and takes decisions without the need for human
intervention. The ISO 55000 family of standards (and PAS -55 before it) has helped
shift the emphasis of asset management from minimising cost to realising value.
Parlikad et al. (2017) believes that the value of an asset essentially ((7) in Fig. 1)
depends on three factors:

1. The benefits arising from the asset to the stakeholders through effective perfor-
mance of the system;

2. The risks posed by the asset (its operation and its condition) to the system and its
stakeholders; and

3. The expenditures incurred on the asset. Value-driven Asset management is, there-
fore, the aggregate of activities carried out to realise benefits (and opportunities for
further benefits) while minimising both the costs and risks over the lifecycle of the
asset. CSIC has developed a structured methodology to determine how an asset
contributes to the system’s value, how its condition can affect that value, and how
value can be managed by making the right decisions. A key element in future smart
asset management system is the use of sensory data (condition, environmental, and
operational) in combination with other relevant data sources to develop a better
understanding of value, including improving the predictability of the effect of asset
condition on value. This will enable the right asset management decision to e made
with better confidence to maximise asset value.

3.2 Residential Building Triolo – Case Study

The use of smart technologies like BIM, Sensor system and data mining into the asset
management of an existing social housing residence - Triolo has been investigated in
one research of Sunrise Smart City project of Civil and geo-Environmental Engineering
Laboratory, Lille University, France. The result of this study was reported in Shahrour
et al. (2017). In which, the usefulness of BIM for the social housing managers in order
to overcome the increasing challenges related to the asset ageing as well as the
necessity to reduce the current expenses was proved with Alileche and Shahrour (2018)
research. The study reveals that the construction of the BIM model for existing
buildings requires important effort for collecting data and information from existing
sources (plans, sheets etc.) as well field survey. After the collection of this information,
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the BIM model is established according to conventional methods. The BIM model
could also integrate dynamic data recorded by sensors and could be used to track and to
supervise some exploitation operations (Shahrour and Jnat 2017). In addition, the
construction of the BIM model for Triolo residence offers to the manager a powerful
tool with ease of access to information concerning the building, the equipment, the
exploitation and the comfort conditions. It could be enhanced in the future with
additional information concerning property and security as well as predictive mainte-
nance (Alileche and Shahrour 2018) and building condition evaluation (Aljer et al.
2017b).

Triolo social housing residence was built in 1973 and rehabilitated in 2012. It is
composed of two parts. The north part includes 9 levels and 35 dwellings, while the
south part includes 4 levels and 15 dwellings. The BIM model created for this building
was created from both the following available documents (1. The architectural plans in
paper format (Fig. 2a), 2. Technical documents and maintenance manuals for some
equipment such as the ventilation system, extractors and the boiler (Fig. 2b and 3).
Maintenance documents, which concern corrective and preventive maintenance of
some building equipment and the recent information database which smart sensor
system and data mining system provided (Figs. 2c and 3a).

Aljer et al. (2017b) paper presented the design, fabrication and use of an innovative
system for monitoring fluids consumption and comfort parameters in social housing.
The specifications of the system were determined through concentration with social
housing tenants as well as technical and administrative staffs. The system is based on
the use of a central unit (Raspberry Pi), which tracks and controls the indoor envi-
ronment (temperature, humidity, air quality, lighting, noise…), the water and energy
consumption as well as the state of doors and windows (open/closed). The system uses
a friendly interface, which allows users to follow real-time data and to access to
historical data enhanced by information concerning the quality of the indoor envi-
ronment and the expenses. The use of the monitoring system in a demonstration social
housing apartment confirmed its good performances and robustness. This system is
used to monitor Triolo social housing apartments as well (Fig. 2d and 3b) (Shahrour
and Jnat 2017).

From then, the smart technologies-based management process was implemented in
this residence uses a global information system put into BIM, which includes two types
of information for the residence management: first is the static data obtained from the
handover of Revit project to the FM Ecodomus platform it contains all the information
about the building, manuals and the technical documents and second is the dynamic
data received from the sensors installed in the real building it concerns the water and
electricity consumption and indoor comfort parameter and alerts in case of an abnormal
event or for maintenance operations. The maintenance operations were integrated into
the BIM model. The preventive maintenance program for each equipment was also
introduced. This system offers managers a friendly graphics platform with compre-
hensive information on the physical components of the residence and the maintenance
operations. This cloud-based solution for the building management is based on BIM
allowing the building manager to have all the necessary information for an effective
management of the residence, each equipment contains its attributes (Fig. 3a). From the
large database, which collected from sensor system, one friendly and simple interface is
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created on PI server (Fig. 3b) to provide for asset managers. With this general infor-
mation about building and asset performance, managers could be able to have an
overall view about performance of Triolo building asset management.

At the same time with technical information management of Triolo building assets,
the other analysis system for managing value of social building asset. The calculations
related to the annual cost of Triolo building is compared with the expenditure of others
HLM buildings (Fig. 4). Form that, HLM managers could realise immediately if there
some expenditure are not in the normal zone of value.

a) The architectural model of Triolo build- 
ing

b) Full concept in BIM model of 
Triolo building

c) BIM model of Triolo building with 
mainternance doccuments added

d) Sensor system’s results was 
presented in Triolo building’s BIM 
model

Fig. 2. BIM model for Triolo building
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4 Conclusion

Smart asset management for social housing assets is applied to HLM asset management
that Triolo building assets is named. Nevertheless, with the results which analysis
above, it is not difficult to show that smart technologies be used for managing Triolo
building asset are not completed like the model in Fig. 1 presented, specially for
identifying assets and managing value of building asset management. The reasons of
these consists are natures of social building assets such as belong to non-profit orga-
nization or age which make the auto identifying process for each asset difficulty.
However, undeniable that smart technologies brought a new generation for social
housing asset management. They already help all stakeholders manage their assets
more automatically and effectively. From all results that showed above, full model of
smart social housing asset management in near future is entirely foreseeable.

a) Building asset maintenance with
BIM model b) Real-time data mining on PI server

Fig. 3. Smart technologies for Triolo building asset management

Fig. 4. Calculation of HLM buildings’ expenditure
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Abstract. The new era of technology and business is forcing companies to seek
new business by rendering services associated with their products and by out-
sourcing a number of tasks or services. In addition, companies are in the middle
of a transformation process driven by rapid information technology develop-
ment. In this context, the use of benchmarking could provide clear direction and
methods for comparing own practices and processes with peers and for learning
of the practices in relevant sectors. Moreover, service providers could exploit
benchmarking approaches together with their customers when looking for
development needs in the asset management practices and in the asset service
initiation. In this paper, we present a systematic benchmarking framework for
identifying novel asset service opportunities, for optimizing the offered service
solutions and, for analysing their value creation potential. The special emphasis
is in the minerals and metals processing industry. The developed benchmarking
approach and tool helps to compare different sites according to their operational
and maintenance characteristics and to identify potential sources of value.

1 Introduction

Growing market complexity and increasing competitive intensity are forcing compa-
nies to seek new business by developing services associated with their products.
Numerous companies are striving with mixed results to become “solution providers” or
“value partners” by adding services to their portfolio of tangible products (Oliva and
Kallenberg 2003). For example, technology providers have been actively developing
novel asset based services such as condition monitoring and remote control. In addi-
tion, global product manufacturing companies have shifted their focus from product
delivery to value adding asset life-cycle services. The literature, however, is surpris-
ingly sparse in describing to what are the services to be delivered, to what extent
services should be integrated and how the transition from products towards services
should be managed (Neu and Brown 2005; Oliva and Kallenberg 2003).

Competition in international markets has led to a situation where industrial services,
for example maintenance services, are outsourced to greater extent. Many regional
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clusters have fragmented into global value chains, in which geographically scattered
companies specialize in specific activities. As such, the competition has transferred
from taking place between individual companies into competition between business
networks or, as the increasing interest in sustainability and industrial ecology suggests,
between industrial ecosystems, (Ashton 2009; Baldwin 2016). Companies are also in
the middle of a transformation process driven by rapid information technology
development. Data, information, knowledge and analytics, and the use of data in
decision-making and processes, are in the core of this transformation process. The
different industry sectors are currently learning to exploit more and more data and
information in their business. The new IoT-based service concepts can introduce smart,
automated products to the manufacturing business (Pletikosa Cvijikj and Michahelles
2011). These kinds of developments can be seen to have a vast business potential for
equipment manufacturing companies or information service providers both in con-
sumer and business-to-business markets (see e.g. Pletikosa Cvijikj and Michahelles
2011).

In this new era of technology and business, the benchmarking could be utilized
more effectively than now. Benchmarking can be described as a tool to compare
product and service attributes, quality attributes, operations and processes. Bench-
marking is the most preferred tool for business performance improvement (Clarke and
Manton 1997; Jain et al. 2008; Asrofah et al. 2010). Benchmarking can help understand
how the best-in-class companies carry out their business activities and eventually leads
to learning how to deal successfully with competition from these companies (Meybodi,
2009). Customized service delivery, digitalization, automation and integration of
customers’ processes offer new possibilities to create and capture the value revealed by
benchmarking. Thus, the use of benchmarking could provide clear direction and
methods for learning from customers by initiating value-added services that exceed
their expectation and - moreover - help to sustain a company’s performance and
competitiveness in the long-term. However, benchmarking is still an underestimated
concept in the asset service development and companies do not recognize the whole
potential of benchmarking in asset service identification and valuation.

2 Approach

This paper describes a systematic benchmarking framework for identifying novel asset
service opportunities, for optimizing the offered service solutions and, for analysing
their value capture potential. The framework was realised and tested in the Fleet
information network and decision-making research project that aimed at finding new
ways to gather, analyze and understand and utilize information in fleet level operations
and create extended service solutions around information (Kortelainen et al. 2017). The
project was conducted as a part of the DIMECC Service Solutions for Fleet Man-
agement (S4Fleet) program during the timeframe 2015–2017. The project was carried
out in close co-operation between participants from Finnish universities and ICT and
manufacturing companies.

This paper aims at answering the following research question: How the bench-
marking can be used to identify asset services and to analyze their value capturing
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potential? The research question is tackled by using qualitative research methods (Yin
1994). Qualitative research approaches emphasizing empirical field data are beneficial
when the topic is in its early stage and extant theories are limited (Creswell 2013;
Eisenhardt and Graebner 2007). Creswell (2013, p. 160, 183) presents the data col-
lection methods and analysis procedures in qualitative research, including data col-
lection methods such as interviews and observations, and procedures from data
managing as representing and visualizing e.g. with matrices, trees, and propositions.
The state-of-the-practice has been observed through numerous discussions and inter-
views with the individual companies, and through observations and results from other
recent research projects and literature that provided insight into the state-of-the-
practice.

In the case study part of the research, companies have laid down the current
development challenge, and the co-creation with the company representative(s) and
researchers has led to the result. Case studies have been the dominant methodology
used by qualitative researchers. It is considered a particularly useful approach for
increasing understanding of topics that are previously under-investigated (Gummesson
2000) and in situations, where there are complex and multiple variables and processes
(Yin 1994). In this research, the collision of research and practice has enabled the
combination of different views and generated scientifically interesting and practically
relevant research results. The benchmarking framework presented in this paper is the
result of the fruitful co-operation between VTT Technical Research Centre of Finland
Ltd and Outotec. Outotec provides technologies and services related to minerals and
metals processing, energy and water.

3 Benchmarking for Asset Service Options and for Analysing
Their Value Capture Potential

Benchmarking is the process of identifying “best practices” in relation to both products
and the services by which the products and services are created and delivered. The
search for “best practices” can take place both inside a particular industry, and in other
industries, for example, the lessons learnt from other industries. (Asrofah et al. 2010)
Benchmarking encourages a company to become open to new methods, ideas, pro-
cesses, and practices to improve effectiveness, efficiency, and performance (Deros et al.
2006; Asrofah et al. 2010). Though a number of definitions of benchmarking within the
literature, they all essentially share the same theme as shown in Table 1.

Accordingly, the objective of benchmarking is to understand and evaluate the
current position of a business or organization in relation to the “best practice” and to
identify areas and means of performance improvement. Benchmarking has been
defined as a continuous, systematic process for evaluating the products, services, and
work process of organizations that are recognised as representing the best practice, for
the purpose of organizational improvement (Sarkis 2001).

Since benchmarking focuses on continuous improvement of specific product
characteristics or processes, which are critical to the success of a firm’s business
strategy, it is recognised as a cost-and time-effective method in meeting competition
(Watson 1993). Furthermore, benchmarking can also be described as a structured
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approach where the structure of the benchmarking process is often developed by the
development of a step-by-step process model, which provides a common language
within organizations (Spendolini 1993).

4 Benchmarking Tool

Within the project, VTT and Outotec co-operated in developing a benchmarking
approach and a tool for finding maintenance service opportunities and ways of visu-
alizing potential sources of customer value (Kortelainen et al. 2017). Both the service
provider’s and site’s viewpoints are considered. As implied in the various definitions
offered (Table 1), benchmarking is a continuous process. Thus, the process of the
developed approach can be presented in the form of benchmarking wheel where major
process steps are linked together like the spokes of the wheel. The approach follows the
basic principle of PDCA (plan, do, check, act) and it is applicable to different industry
sectors (Fig. 1).

Step 1. Plan the benchmarking study. Regarding the benchmarking study, there
needs to be a balance between time, resources and the level of information and
understanding. The decision of what to benchmark must be aligned with the company’s
strategic direction. Moreover, all the assumptions and boundaries of the analysis need
to be defined as well. Both the service provider’s and site’s representatives for carrying

Table 1. Benchmarking definition in the literature (adapted from Asrofah et al. 2010).

Literature Definition

McNair and
Kathleen 1992

Benchmarking is an external focus on internal activities, functions, or
operations in order to achieve continuous improvement

Watson 1993 Benchmarking is a continuous search for, and application of
significantly better practices that lead to superior competitive
performance

Partovi 1994 Benchmarking is the search for the best industry practices, which will
lead to exceptional performance through the implementation of these
best practices

Bhutta and Huq
1999

Benchmarking is first and foremost a tool for improvement, achieved
through comparison with other organizations recognized as the best
within the area

Vermeulen 2003 Benchmarking is the process of identifying, understand- ing, and
adapting outstanding practices from within the organization or from
other businesses to help improve performance

Yusuff 2004 Benchmarking is a means for assessing industrial competitiveness
Hurreeram 2007 Benchmarking is a systematic and continuous process of searching,

learning, adapting, and implementing the best practices from within
own organization or from other organizations towards attaining
superior performance
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out the data collection and analysis should be nominated to make benchmarking more
transparent. The aim is to conduct the data gathering during normal business
negotiations.

Step 2. Defining and comparing the maintenance environment from both site and
production line point of view. The second step is to recognize companies that are
similar enough to be able to learn best practices from each other. As the focus is on the
maintenance service development and value capture, the benchmarking method cate-
gorizes sites and production lines according to their maintenance environment. The tool
includes questions describing the features related to the maintenance function, namely
maintenance policy and maintenance activities. Results from five current sites define
the first five reference environments of the tool. New sites are compared to these
reference sites based on the similarity index. Maintenance environment of the new site
will be the one having highest similarity index. Maintenance environments should be
redefined after a certain data collection period when more data is available to make
conclusions about relevant reference environments. From a service provider’s point of
view, the maintenance environment related aspects are external and they cannot be
controlled by a service provider.

Step 3. Defining and comparing maintenance practices from both site and pro-
duction line point of view. The second step is to define the level different maintenance
practices of the site in question. The tool includes questions regarding the maintenance
practices and compares the sites belonging to same maintenance environment (Fig. 2).

Step 4. Identifying the successful sites. This step aims to identify the best sites in
each maintenance environment to describe the best practice performance. Availability,
maintenance costs and replacement value are key performance indicators (KPIs)
indicating the success of applied maintenance practices. In the tool, KPIs are collected
and they can be used as enough data is gathered and available.

Fig. 1. The benchmarking wheel.
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Step 5. Defining and adapting the development targets for the site in question. The
final benchmarking step involves adapting the best practices and implementing specific
improvements. Adapting best practices is not to be confused with copying best prac-
tices. Best practices learned from others must be adapted to a company’s strategy, value
proposition, culture, technology and human resources. Development targets are
appropriate for this phase. Some improvements will be immediate or short term, others
will be long-term. The KPIs can also be used to track performance improvements.

5 Value Capture Potential for Network Actors

Traditionally asset owners collect data, create information and knowledge, and gain
wisdom that is applicable and useful for their business and the service providers do not
have the access to the relevant data (Kortelainen et al. 2018…). The value potential of
service relationships and the competences available in the network often hidden
(Ahonen et al. 2010; Ali-Marttila et al. 2016). The benchmarking tool helps in iden-
tifying and visualizing the potential sources of value. With the approach based on
categorizing sites to comparable units and benchmarking them against each other, the
service provider is able to improve its capability in (Kortelainen et al. 2017):

• Showing improvement potential in asset management and making recommenda-
tions of applicable asset management policies,

• Facilitating sales by optimizing the customer specific product and service offering,
and

• Concretizing the customer value of the service provision.

The developed benchmarking tool allows Outotec to utilize installed base knowl-
edge as well as insights into potential value sources on a very concrete level. The
customer’s actual needs are defined in close cooperation with the service providers and
possible other network actors during the site assessment. The assessment gives insight
into what types of services the customers demand the most and into the value capture
potential.

Fig. 2. Comparison of maintenance practices between the best site and the site under study.
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6 Conclusions and Future Research

This paper proposes a systematic benchmarking framework for identifying novel asset
service opportunities, for optimizing the offered service solutions and, for analysing
their value creation potential. The developed benchmarking approach promotes service
providers’ ability to recognize improvement potential in customer’s asset management
practices and the ability to find improvement actions for current situation. The
developed tool allows a value-based sales process and, more specifically, the matching
of company’s service offering against the customer’s actual needs. It also support the
development of a transparent sales process defined in close cooperation with the
customer. The tool can also be used in company’s internal product development being
faced by the key challenges of customers. Addressing the service product portfolio
accordingly will give insight into what types of services the customers demand the
most.

In the near future, the research continues by defining the service offering based on
benchmarking together with the associated value elements and by generating appro-
priate business models. To fulfil this, the research focuses on linking the substance
areas in the benchmarking scheme to specific measureable quantities, or to qualitative
factors that help to evaluate the impact and value of the service delivery. In this case,
benchmarking contributes especially to a value based sales process and produces a set
of verified business models that drive a feasible service offering.
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Abstract. In many industrial sectors we have already begun to see how new
business ecosystems gradually emerge turning the traditional business practices
upside down. Particularly within relatively conventional sectors, such as
upstream oil and gas (O&G) and land-based process industry, we expect to see
substantial changes in the years to come. In this paper, we elaborate on principal
challenges related to major structural changes and core technology platforms for
the oil industry identifying critical features and elaborating on emerging oper-
ational principles. This is based on a critical review of latest industry conditions
and practices that are targeted towards the creation of new business models and
processes due to strong industrial forces. Based on previous experiences from
various operations and maintenance improvement projects as well as several
topside new-build projects (O&G platforms) on the Norwegian Continental
Shelf, two examples related to Integrated Operations (IO) are given to
demonstrate gradual transformation of the business eco-system, and thus to
reflect how the industry sector could be transformed into a new industrial
paradigm.

1 Introduction

In relatively conservative industrial sectors, such as oil & gas production, the transition
from a traditional business practice to a connected business eco-system is a demanding
process, even though the change will be unavoidable (Liyanage 2012). This transition
will involve adapting new business models that follows the principles of ‘inter-
connected eco-systems’, and strategic integration of ‘information and operational
technologies’ (i.e. IT + OT). With reference to the emerging business ecosystems
within the oil & gas production sector particularly due to economic and socio-political
forces, it is interesting to explore for instance how such new eco-system would look
like and what kind of players and roles can exist to cope with new demands and
ongoing changes. In order to succeed with smarter, safer, and efficient management of
modern asset portfolios, salient features and capabilities of the core technology plat-
form also need to be considered, both within the IT domain (Information Technology,
i.e. the traditional office network) and the OT domain (Operation Technology, i.e. the
domain of Process Control Network). This is also important since new core technology
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platforms can enable the creation of next generation core business processes enabled by
for instance, digitalization trends and Industry 4.0. This may subsequently lead to
changing of roles of different players in new business eco-systems within engineering
and operations of oil & gas assets. Thus it is important to review challenging issues
related to the two core technology platforms, firstly exploring the main aspects and
afterwards highlighting issues that need to be addressed in order to prepare for a safe
and secure asset management practice. Based on experience and observations within
the offshore oil & gas sector, two examples from Integrated Operations (IO) on the
Norwegian Continental Shelf are discussed at the end to provide a brief understanding
on ongoing changes. The first example covers gradual changes towards a more
effective and efficient maintenance regime that can be carried out based on new
capabilities of operating assets and eco-system, and the second one highlights different
options regarding the interplay in an oil business ecosystem between a
manufacturer/vendor and the upstream oil E&P company when engineering new off-
shore assets.

2 Developing Connected Business Ecosystems Around Smart
Assets in the Oil and Gas Sector

In many industries, and around many assets, products and services, we have already
seen how new business ecosystems have turned traditional business practice upside
down. Similarly, also within the upstream oil and gas exploration and production
(E&P) sector major production companies such as Exxon Mobil, BP, Total, Shell,
Equinor, etc. expect to initiate substantial changes along the same development track in
the years to come. The benefit of working in a network of organizations is that strategic
cooperation can deliver greater value for the firm than the value it might have created
alone (Makinen and Dedehayir 2012; Liyanage 2013). However, the transition process
from conservative and traditional to a new and ‘connected’ is largely regulated by a
number of conditions that vary from pure technological to structural issues (Fig. 1).
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Fig. 1. The O&G business is subjected to a demanding transitional process.
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The EU funded project Sustainable value creation in Manufacturing networks
(‘SustainValue’) defines a business ecosystem as “the network of organizations –

including suppliers, distributors, customers, competitors, government agencies and so
on – involved in the delivery of a specific product or service through both competition
and cooperation. The idea is that each business in the ‘ecosystem’ affects and is
affected by the others, creating a constantly evolving relationship in which each
business must be flexible and adaptable in order to survive, as in a biological
ecosystem” (SustainValue Deliverable D1.1 2011, p. 7). Mean while, Makinen and
Dedehayir (2012, p. 1) elaborates somewhat brief that “business ecosystems describe
the network of firms, which collectively produce a holistic, integrated technological
system that creates value for customers”. At the same time, Bharadwaj et al. (2013,
p. 474) discuss as to how this also can influence the business strategy: “In a digitally
intensive world, firms operate in business ecosystems that are intricately intertwined
such that digital business strategy cannot be conceived independently of the business
ecosystem, alliances, partnerships, and competitors. Furthermore, the use of digital
platforms enables firms to break traditional industry boundaries and to operate in new
spaces and niches that were earlier only defined through those digital resources”.

In 1994, Venkatraman (1994) published an article in the MIT Sloan Management
Review which developed a framework for IT-enabled business transformation. This
article elaborated on a business transformation framework and underlined that realizing
benefits from IT applications require corresponding changes in how firms are organized
and how they are interconnect with others in extended business networks (Venkatra-
man 1994). Already more than 30 years ago, the ideas of ‘Business Network Redesign’
and ‘Business Scope Redefinition” to reach higher degrees of business transformation
were described, even if the term ‘business ecosystem’ was not used at that time, as far
as we know. In his new book, Venkatraman states that the digital future relies much on
the; big data, social web, mobile apps, internet of things (IoT), robotics, and cognitive
computing (Venkatraman 2017). When we think about the upstream oil and gas E&P
companies, all of those six criteria seems to match quite well, perhaps with some minor
exceptions. If we then presume that those companies are going to be more smarter by
resorting to digitalization and digital inter-connections than before, a major issue that
arises then is that how this can or should be done in a safer and secure manner. The
change is naturally considered to be important and inevitable in order to further develop
and succeed. However, one of the key findings in the EU project SustainValue (2012)
was that business model innovation is a key factor to the successful development of
new industrial systems and implementation of new or modern business processes. At
the same time, it was observed that there are strongly emerging new demands towards
development of concrete business cases with due consideration on sustainability, i.e. a
premise to design business models and processes that will integrate and foster linkages
between economic, social and environmental value from new industrial activities. With
the current high focus on carbon foot print related to engineering and operations of
Industrial assets, environmentally friendly energy production, as well as reductions in
CO2 emissions, the environmental value will be even more critical for the oil industry
in the future.
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2.1 Challenging Times Across the Sector

The upstream O&G sector has been subjected to various transformations over the last
decades. Shuen et al. (2014) has identified at least five factors that have triggered a
climacteric for upstream entities:

• Increasing demand for oil and gas requires significantly increased production
• Unconventionals: new technologies, new geographies, new processes, new oppor-

tunity and the need for ubiquitous learning
• The rise of national oil and gas companies, large independents and service com-

panies alongside the supermajors provides both competitive challenges and col-
laborative opportunities, increasing the complexity of strategic decisions

• Managing the human resource strategy in its parts and interactions
• Managing health, safety, security and environmental risks throughout the business

ecosystem

When developing new business models to operate assets and creating adaptive
strategies to stay competitive, the mastery of knowledge, sharing of competencies, and
other unique technological and operational capabilities are very critical to ensure steady
developments in various parts of the business ecosystem (Teece 2007; Liyanage 2012).
We think this is also true for the oil and gas sector that has been facing challenging
times especially during the last 2 decades.

2.2 Potential Structural Changes

It has sometimes been claimed that the upstream oil and gas companies actually are in
the transportation business (!): just transporting oil and/or gas from a reservoir (deep
down in the ground) to the processing plant. Of course, this is a formidable simplifi-
cation. Some others consider the upstream oil companies to primarily be knowledge
companies because that is the main issue they manage in order to be able to do the
complex “oil transportation”. From an evolutionary perspective, these companies can
be seen as energy delivering companies, which primarily have been based on hydro-
carbons until now. However, in the light of major political and social forces and
subsequent structural changes within energy production portfolios, that may in the near
future be more based on a strategic energy-mix from offshore wind, solar energy,
and/or hydrogen fuel cells.

According to Venkatraman (2017), success in the digital period demands a focus on
three players, namely: Industry incumbents (historical, traditional competitors in your
industry), Tech entrepreneurs (digitally born companies disrupting and reorganizing
the business world), and Digital giants (huge companies that progressively have
extended their influence beyond their traditional industry). Until now, it seems more
appropriate to categorize the upstream oil and gas companies as industry incumbents,
mainly in phase of digital experimentation but also seeing experiencing collision at the
core. As observable, a tech entrepreneur can acquire a position challenging the tra-
ditional role of an upstream oil company, and can involve with national oil companies
in developing and co-owning the license. On the other hand, a large drilling equipment
production company can transform by starting to deliver drilling services, co-owning
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strategic rigs, and capturing the market of conventional drilling contractors. One big
question that remains in this uncertain context is that when and how upstream oil
companies will tackle the third structural transformation phase towards a digital age.
This can well be a dramatic transformation that perhaps only some of them survive.
A clear factor that potentially drive them forcefully into a critical transformation phase
earlier than expected, is the growing demand for more environmental-friendly and
economical energy supplies than pure hydrocarbons.

As we have seen in some other industrial sectors, it can also be speculated that for
those companies in the oil and gas sector who deliver various products and services,
emphasis may also turn from delivering traditional products and services (i.e. with a
single-firm focus) into rather delivering production platforms/energy assets and fully
integrated solutions (i.e. integrative ecosystems) as Venkatraman (2017) has termed,
through non-traditional collaborations with strategic partners introducing a dominant
structural impact across the sector. It is not easy to predict as to how such a radical
transformation may subsequently look like and thus influence the entire sector.

2.3 Concerns Related to IT and OT

There are a number of ongoing initiatives that underline a distinctive difference
between the IT domain (Office Network, typically based on Ethernet, office applica-
tions like Word and Excel, email and other standard Internet/Intranet technology) and
the OT domain (Process Control Network). For instance, the Norwegian Oil and Gas
Association (“Norsk olje&gass”) is the professional body and employer’s association
for oil and supplier companies engaged in the field of exploration and production of oil
and gas on the Norwegian Continental Shelf (NCS). It commits to solve common
challenges for the members and to strengthen the competitiveness of the NCS. The
organization has written a guideline for information security for process control, safety,
and support ICT systems (Norwegian Oil and Gas Association 2016). The guideline is
not mandatory but over the years it has become an informal industrial standard within
the oil and gas sector (at least in Norway) for basic network topology.

The Information Security Gateway is the main responsible for the security function,
separating the two IT and OT domains. The network topology could be quite similar to
network topologies for other companies with a need for an “inner” and more secure
network than the office network. However, for the upstream oil companies, the Process
Control Network typically will be the one responsible for control and safety of a large
offshore oil installation, and a hostile hacker attack can generate disastrous effects.
Hence, in the Guideline 104 (Norwegian Oil and Gas Association 2016), there is a
security baseline requirement that has crucial impact related to this Information
Security Gateway (“Firewall”), namely “ISBR 10 Change management and work
permit procedures” which states that “Change management and work permit proce-
dures shall be followed for all maintenance and changes in the PCSS ICT systems and
networks.” (Norwegian Oil and Gas Association 2016, p. 22). In practice, this implies
that for all access to the Process Control Network (ex. related to a maintenance
intervention, this for instance can be related to having access to a device or server for
some diagnostic tasks), will need a work permit to be activated (often by a manual
procedure), so that the control room operator is aware of what is going on. For pure
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“Read” access to a device or unit, this could be deemed unnecessary. But in practice the
functionality for such an access, for instance to a valve, is not restricted to be a pure
“Read”, so the maintenance monitoring role could in fact also by mistake, or as a
hostile action, open or close the valve at the wrong time that can have fatal
consequences.

The process control networks are normally not based on standard IT, but different
communication protocols and technology that has mainly emerged from the automation
domain. Even for new-build of platforms, the old HART protocol, i.e. digitally overlaid
communication on an analog 4–20 mA two-wire thread (RS-232) to each
device/sensor/transmitter, can still be chosen as the basic technology, often supported
by RIO (Remote I/O) cabinets placed at strategic places on the platform to reduce
cabling. Some oil installations have chosen data bus technologies instead of this. In
process control systems, this market is dominated by FOUNDATION Fieldbus and
PROFIBUS PA (note that PROFIBUS should not be confused with the PROFINET
standard for Industrial Ethernet). However, within the oil and gas sector, the companies
typically have external or internal recommendations/guidelines/requirement with
restrictions on number of devices on each bus (e.g. maximum four devices). Hence, the
gain is often small (compared to HART/RIO), and some oil companies have in fact
returned back to using HART and RIO instead. Industrial Ethernet would be a good
alternative, i.e. using more Internet technology also in the Process Control Network,
but it is difficult to find projects among the most major players on the Norwegian
Continental Shelf until 2017, where Industrial Ethernet has been chosen (as principal
technology).

Moreover, when new offshore installations are going to be built, the EPC (Engi-
neering, Procurement, Construction) contractor often develop installation specific
network topologies adapted from Norwegian Oil and Gas Association (2016). How-
ever, there exist some main challenges regarding ICT for modern asset management
purposes within such network topologies. Some selected concerns are highlighted in
Table 1.

In general, a great number of companies face practical difficulties in information
management and communication processes. Liyanage (2012) argues that this can lead
to a loss of valuable information and knowledge in thousands of databases that can
otherwise be used for an organization’s advantage. We believe that also in the oil and
gas sector (like in many industrial sectors), the asset management practices inherits a
number of conventional elements that can introduce major barriers towards smarter
assets (see for instance (Liyanage 2012; Liyanage 2013)).

It can be argued that in order to achieve business effects, technology is not all that
matters. As Venkatraman (2017) emphasizes; “One emerging and particularly dynamic
area of change involves the way humans and machines are interacting now and how
that relationship may evolve in the future. This new frontier may provide you with new
ways to orchestrate across ecosystems, as well as new avenues to co-create with others
within ecosystems” (Venkatraman (2017), p. 166). There are many human and orga-
nizational aspects that can be even more important in both IT and OT context. In the oil
industry where there is a dominant focus on technological lead, there is also a sig-
nificant potential to undermine critical soft issues and soft interfaces. This is
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particularly true when it comes to the development and implementation of new busi-
ness ecosystems around Smart assets.

Table 1. Notable core ICT concerns in the asset transition process.

Issue Concerns

Core OT technology • Is HART and FieldBus outdated?
• Is Industrial Ethernet the solution?
• How to integrate wireless sensor networks (ex.
WirelessHART or ISA.100) - Note that wireless
sensor network is different from WiFi

Separation between IT and OT • How to create more dynamic solutions?
• Possible to mitigate the problems using products
as SHIELD (from the company IPnett), which
digitalizes the work permit process and provides
the oil company with full control over all accesses
at all times, leaving a complete audit trail

Retrofitting asset management
solutions

• What applications need to be installed in the
Process Control Network?

• Can it be accessed from the Office Network (or
from a vendor via Internet)?

• Will it generate various alternate routes through
(or outside) the security gateways?

Work permit based access to
equipment, servers, and transmitters on
OT

• No separation between pure monitoring and
control functions in the applications (software)?

• Remote access from internal (or external) expert
centers restricted?

• Remote access from remote vendors and experts
restricted?

• Hacking fear?
• Ideally two ports, one for control, and one for
harmless monitoring and diagnostics (e.g. pure
READ-functionality)?

Security • New security regime with Industrial Ethernet
(and also Industrie 4.0) compared with current
configuration?

• Will introduction of more sensors and
measurement instruments on the equipment lead
to more leakage points?

• Will more maintenance on the sensors and
instruments themselves (e.g. calibration) have a
negative impact on HSE and/or maintenance
load?
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2.4 New Competitive Roles and Positions in the New Business Ecosystem

As Makinen and Dedehayir (2012) highlights, the typical players in a typical business
ecosystem includes; suppliers, complementors, system integrators, distributors,
advertisers, finance providers (e.g. venture capitalists, corporate investors, investment
bankers, and angel investors), universities and research institutions, regulatory
authorities and standard-setting bodies, the judiciary, and customers. For the Norwe-
gian oil and gas sector, one could more specifically add employee unions, safety
authorities, service contractors, and EPC contractors (Engineering, Procurement,
Construction) to the list of important players. According to Libert et al. (2017), in such
a business model there are four different types of roles:

• Asset builders deliver value through the use of physical goods. These companies
make, market, distribute, sell, and lease physical things.

• Service providers deliver value through skilled people. These companies hire and
develop workers who provide services to customers for which they charge.

• Technology creators deliver value through ideas. These companies develop and sell
intellectual property such as software, analytics, pharmaceuticals, and
biotechnology.

• Network orchestrators deliver value through connectivity. These companies create
a platform that participants use to interact or transact with the many other members
of the network. They may sell products, build relationships, share advice, give
reviews, collaborate, and more.

A major challenge for upstream oil companies under the current transformative
context is that they need to early decide which role they have to undertake within the
new business ecosystem emerging in the energy production segment. As we see, they
can undoubtedly take the key role within the oil and gas sector related ecosystem
particularly due to current dominating positions, i.e. the keystone firm role (Makinen
and Dedehayir 2012), which others also referred to as platform leader or ecosystem
leader, who plays the role of regulating the overall function of the eco-system and as a
consequence its actions influence the success of all other members, including its own.
Then they also should be able to act as network orchestrators (Libert et al. 2017), or
industry incumbents reinventing at the root, (Venkatraman 2017) to cope with new
strong demands. The role in the ecosystem can largely be influenced by the traditions,
power, funds, position, as well as core capabilities that are needed to negotiate and
undertake a vital and a competitive role. The study done by Makinen and Dedehayir
(2012) underlines the vital role of keystone firms in designing the business ecosystem
and guiding its evolution. Co-evolution among ecosystem members, a product archi-
tecture design that pursues modularity, and the degree of control assumed by the
keystone firm emerge as important internal factors, while changes in the ecosystem’s
social, economic, technological, and competitive environment serve as external factors
governing the evolution of the ecosystem. These dimensions will truly re-define the
distribution of power and position within the new business eco-system related to
energy production.
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3 Some Examples of Changing Ecosystems in the Oil and Gas
Sector

In light of the review done in aforementioned sections, two separate examples are given
below to demonstrate as to how current trends in oil & gas business influence the
transition from “traditional business” to “connected business eco-systems”. In these
examples, just a few of the most important players were chosen looking into how the
underlying changes can be seen from different perspectives.

3.1 Example #1: Condition Monitoring and Maintenance Planning

For an upstream oil and gas E&P company who owns a portfolio of producing plat-
forms, traditional business model has been such that the oil company itself recruit and
develop the crew for each specific asset (offshore or onshore). The crew undertakes
necessary roles and responsibilities for designated equipment of a given asset. Often
experts can also be found with specific expertise on specific technical domains within
the operational organization who can assist on demand. Some oil companies also have
had centralized condition monitoring support centers for selected equipment, typically
for heavy rotating machinery, but also for other types such as valves, automation
systems, fire & gas detectors, etc. More centralized condition monitoring approach has
been growing over the last years, primarily due to increasing attention towards more
proactive maintenance practices. In fact, more proactive maintenance implies new
competencies, often creating a strategic need to actively involve manufacturers or
vendors and other external domain experts in diagnostic and prognostic tasks. During
the current transformation period it is not uncommon to find situations that oil com-
panies resort to combined solutions where in-house diagnostic and prognostic com-
petencies and processes are coupled with external expertise. Such situations allow
external vendors to utilize their own core resources meaningfully, for instance con-
necting their own remote monitoring and expert centers, and providing expert advice
remotely. Naturally, vendors have the ability to perform distinctive diagnostics and
prognostics tasks for several other companies simultaneously, within the capacity
limits. However, this can often be met with various practical challenges due to sen-
sitivity and security reasons. Moreover, various technical and operational issues still
remain unresolved, for instance related to data integration within the ERP systems,
maintenance work process optimization, data-driven decisions, etc.

Arguably, the whole oil industry ecosystem around diagnostic and prognostic
services still appear to be quite immature, and much work remains to be done in order
to establish more robust business models involving different stakeholders who can
share functional responsibilities and underlying risks, and thus have dedicated roles in
value creation process. One main reason for the current unsatisfactory situation is that
the classical wisdom related to IT (information technology) and the OT (operational
technology) platforms that the upstream oil companies have established over the years
have created a major bottleneck. These domains still remain largely separated partly
due to independent technological dominance, partly due to absolute conditions
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demanded for safe and secure operations, and partly due to lack of right level of
competencies.

3.2 Example #2: Purchasing Models for New Builds

During the development of new oil fields and procurements related to new topsides, it
is not uncommon to experience that the central discussions nowadays more and more
trending to focus on, for example: what do we want to purchase from our main
manufacturers/vendors? Physical equipment and units, or a “functionality”? For
example, do we want to purchase “2 � 100% LM6000 gas turbines”, or would it be
better to purchase “stable 50 MW power supply for the coming 20 years”? The sup-
portive reasoning for such conventional vs. novel solutions goes back and forth with
lengthy discussions. The decision in such contexts has not always been straight forward
since it is always affected by many internal factors, for instance; what is normally done
by the purchasing department?, who is better to assure high availability; us or them?,
should more responsibility for maintenance be allocated to the general maintenance
contractor (instead of individual manufacturers/vendor) or will that be affected?, who
should be able to deliver added services or solutions over a period of time?, how can
the roles between the project department and the operation department be affected?,
what are the implications on the contracting process and contractual conditions?, etc.
Notably, there can also be other business conditions that affect both the underlying
processes and decisions, for instance;

• The oil company wants to keep full control of the major operational costs and thus
overall cash flow process, after making major investments to build and commission
(a new offshore oil installation typically cost between NOK 10 billion and NOK 100
billion).

• There may be different tax rules for CAPEX (investment costs) and OPEX (oper-
ational cost) in different countries. Hence, introducing additional operational ele-
ments in the purchasing contracts may influence on the reimbursement of tax
money, w.r.t. enforced laws and regulations.

• Even if an upstream oil company prefers to delegate more maintenance responsi-
bility to main contractors/vendors or other third parties, there are strict regimes
related to safety responsibility. As license owner and operator, the upstream oil
company is always the ultimate accountable for the safety of the installation.

In spite of clear division of core responsibilities between an oil company and
contractors following formal industrial practice, some new platforms have been
developed and delivered requiring major upgrades prior to full scale production
authorization. Some projects have lead to multimillion-dollar modification projects
after delivery in order to make the platform “useable” within a normative operational
and regulatory frame. As mentioned, the optimal role split will probably be dependent
on what kind of physical products are in question, the conditions for functional
assurance and maintenance programs, competency availability, as well as terms of
warranties and other regulatory demands. In an effort to adapt to the changing demands
from oil companies as well as to position in changing markets, various equipment and
service providers have begun to develop flexible business options creating more space
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for a strategic interplay between a main manufacturer/vendor and the upstream oil
company. Observably, this has gradually begun to influence the traditional mind-sets
related to conventional oil business ecosystem, and thus creating positive signs towards
new developments. The current efforts by supplier and vendor market can take many
diverse forms, for instance; from delivery of a product, to delivery of a product
together with condition monitoring package, delivery of a product with an extended
remote surveillance service together with a dedicated data platform, and delivery of a
complete solution inclusive of functional assurance, etc. Interestingly, some other form
of alternative solutions also appear to emerge gradually as ‘hybrid solutions’ chal-
lenging the conventional business eco-system. For instance, an oil company may retain
x% of the purchase price of a major equipment or a technical system, for instance for
two years from purchase and commissioning date, until all performance targets are met
as expected and agreed. Such solutions create opportunities for other third parties that
for instance, can be contracted and thus become responsible through a mutual agree-
ment for maintenance, testing, and inspection services. One of the major bottlenecks in
this regard is the contract regime that has matured over the years towards a more or less
a non-negotiable practice.

4 Conclusions

In this paper, we have elaborated on the transition process in the oil & gas sector from
traditional to connected business ecosystems. This to a large degree is also affected by
digitalization interests and subsequent challenges related to IT and OT aspects, as much
as economic demands. Based on the observations of the E&P industry, particularly
changes in the last decade and emerging challenges, it is clear that the best alternative
(s) are not yet ready and that there is an array of complex issues with no easy answers.
However, there are some clear signs and trends, which indicate that the oil and gas
industry will be exposed to substantial changes and subsequently the traditional
business model will gradually be transformed towards a different business ecosystem in
the years to come. During the most challenging period that the industry has been going
through, the E&P conditions clearly demanded sharper focus on cost-effectiveness and
simplicity. This has been shaking the whole industry for some time gradually leading
the path towards structural changes and new eco-systems. It can be anticipated that the
changes will be accelerated during forthcoming years for better, breaking conventional
practices and creating a more robust business eco-system to survive and prosper under
tough industrial conditions.

References

Bharadwaj, A., El Sawy, O.A., Pavlou, P.A., Venkatraman, N.V.: Digital business strategy:
toward a next generation of insights. MIS Q. 37(2), 471–482 (2013)

Libert, B., Beck, M., Wind, J.: In a networked world, it’s time for leaders to follow. Leader
Leader 83, 41–46 (2017)

Offshore Assets in the Transition 85



Liyanage, J.P.: Smart engineering assets through strategic integration: seeing beyond the
convention. In: Van der Lei, T., et al. (eds.) Asset Management – The State of the Art in
Europe from a Life-Cycle Perspective. Springer (2012)

Liyanage, J.P.: Coping with dynamic change: collaborative business interfacing for SMEs under
integrated eOperations. In: Varajao, J.E. (ed.) Small and Medium Enterprises: Concepts,
Methodologies, Tools, and Applications. IGI Global (2013)

Makinen, S.J., Dedehayir, O.: Business ecosystem evolution and strategic considerations: a
literature review. In: 2012 18th International ICE Conference on Engineering, Technology
and Innovation (2012)

Norwegian Oil and Gas Association: 104 - Norwegian Oil and Gas recommended guidelines on
information security baseline requirements for process control, safety and support ICT
systems. New revision 05122016 (2016). www.norskoljeoggass.no

Shuen, A., Feiler, P.F., Teece, D.J.: Dynamic capabilities in the upstream oil and gas sector:
managing next generation competition. Energy Strategy Rev. 3(C), 5–13 (2014)

Sustainvalue Deliverable D1.1: Sustainability gaps and stakeholder requirements (2011). http://
www.sustainvalue.eu/publications.htm

Sustainvalue Deliverable D2.1: State-of-practice in business modelling and value-networks,
emphasising potential future models that could deliver sustainable value (2012). http://www.
sustainvalue.eu/publications.htm

Teece, D.J.: Explicating dynamic capabilities: the nature and microfoundations of (sustainable)
enterprise performance. Strateg. Manag. J. 28(13), 1319–1350 (2007)

Venkatraman, N.: IT-enabled business transformation: from automation to business scope
redefinition. Sloan Manag. Rev. 35(2), 73 (1994)

Venkatraman, V.: The digital matrix: new rules for business transformation through technology.
LifeTree Media Ltd. (2017)

86 J. H. Viste and J. P. Liyanage

http://www.norskoljeoggass.no
http://www.sustainvalue.eu/publications.htm
http://www.sustainvalue.eu/publications.htm
http://www.sustainvalue.eu/publications.htm
http://www.sustainvalue.eu/publications.htm


A Tool to Assess Learning Processes Based
on the Cooperation Principle

Gabriela Bjørnsen1, Ove Njå2(&), and Geir Sverre Braut3

1 Rogaland Fire and Rescue IKS, Sandnes, Norway
gabriela.bjornsen@rogbr.no

2 University of Stavanger, Stavanger, Norway
ove.njaa@uis.no

3 Stavanger University Hospital and University of Stavanger, Stavanger,
Norway

geir.sverre.braut@sus.no

Abstract. A strategy for cooperation in emergency management has been
developed and politically agreed upon by the Rogaland County Council, Nor-
way. The region comprised by the strategy consists of many different actors
within societal safety and emergency management. The strategy aims at
strengthening the existing cooperation, establishing professional centres and
further developing competencies in their emergency response efforts within the
region. The region has more than twenty road tunnels either in the planning
phase, under construction or in operation. The emergency services have estab-
lished a new organisation of their cooperation to ensure coordination, learning
and supervision. This relates both to exercises and real event operations. An
important tool in this respect is a recently developed handbook for cooperative
exercises. The book is used in planning, execution and follow-up of all coop-
eration exercises. In this paper we present our newly developed evaluation
model for following up the cooperation exercise guidelines, with special
attention to events in road tunnels. We employ a learning model that extends the
notion of learning from observed changes to also include confirmation and
comprehension of cooperation activities.

1 Introduction

Four principles constitute the basis of the Norwegian emergency preparedness structure
- responsibility, similarity, proximity and cooperation. The cooperation principle, (re)
introduced formally as an overarching, cross-sectoral planning criterion in 2012,
implies that authorities, voluntary, private and official actors are individual responsible
for establishing appropriate interaction and coordination with relevant parties in all
activities regarding prevention, emergency preparedness and crises management. In
this paper, cooperation is used as a translation of the Norwegian term “samvirke”. Our
definition of cooperation in emergency management includes both coordination and
interaction between different independent actors, vertically and horizontally at all
organisational levels.
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Interagency coordination is necessary for successful implementation of critical
decisions and prevention of overlap, conflicts and miscommunication (Boin et al.
2005). However, such coordination is challenging to obtain. Technical and cultural
communication problems can undermine the horizontal cooperation during emergency
response (Boin et al. 2005), different terminology and interagency conflicts can add
further pressure on the emergency management (Paton and Flin 1999). In the review of
the incidents in Oslo and at Utøya in 2011, the “July 22 commission” points at the lack
of ability to coordinate and interact, and to learn from exercises, as two important
factors explaining the unfortunate performance of the emergency response (Gjørv
2012).

A recently developed handbook in Rogaland for cooperative exercises constitutes
the basis for the planning, execution and follow-up. It is a tool aimed for improving
practices in and across emergency services. Previous experiences showed limitations in
learning from full-scale cooperation exercises due to the participants’ lack of prereq-
uisites (Vik et al. 2014). The handbook was published in August 2014, but the prin-
ciples in the handbook have been applied in planning and execution of cooperation
exercises since the autumn 2013. The correlations between the handbook’s exercise
concepts and how learning is achieved needs to be further studied. To succeed with the
intentions of establishing better cooperation in emergency prevention and management
the actors must constantly challenge the learning principles, learning as a phenomenon
and the established practice for training activities.

It is necessary to assess and evaluate the regime for follow-up initiated learning
processes. This article presents an evaluation model of cooperation exercises based on
the handbook’s guidelines with special attention to tunnel fires. The tool is a first
edition of parameters that contribute to the learning processes from stimuli, such as
exercises, training activities or real events, has been subjected to learners (emergency
services and tunnel management actors) until effects are observed. Our evaluation tool
is based on a combination of learning theories and empirical data.

2 Theoretical Framework for the Evaluation Tool

Exercises are common means in building experiences and competencies in interagency
cooperation (Lonka and Wybo 2005). In addition to uncover limitations in emergency
plans, cooperation exercises contribute to establishing networks and personal rela-
tionships between emergency responders from different organisations (Kettl 2003).
Training and exercises are also important tools for emergency responders to acquire
and learn how to use necessary knowledge and skills (Lonka and Wybo 2005; Sinclair
et al. 2012; Sommer et al. 2013).

Both the emergency response systems and the context in which they operate can be
described as complex, an example is tunnel fire responses (Njå and Svela 2018). There
is a need for a holistic view on systems and accident factors, because events, actions
and behaviour of the different system components can only be understood by con-
sidering their “role and interaction within the system as a whole” (Leveson 2011). The
control of safety within a system involves many levels of actors, ranging from the
Government at the top-level to the operators at the bottom. Each level applies
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constraints on the level beneath, through legislation, policies, rules, routines, work
instructions etc., thus forming the boundaries for the system’s practice and performance
(Rasmussen 1997; Svedung and Rasmussen 2000; Leveson 2011). Such hierarchy of
control must be based on adaptive feedback mechanisms and communication to ensure
that “the information needed for decision making is available to the right people at the
right time” (Leveson 2011). Abrahamsson et al. (2010) argues that a holistic system
approach is suitable to deal with the complexity of the situations and systems involved
in emergency response.

2.1 Learning and Experience in Emergency Response Work

The concept of learning is subjected to different definitions and perspectives (Braut and
Njå 2009). The individual cognitive approach views learning as acquisition, using
individual factors to explain the development of competence. While the sociocultural
approach focuses on learning as participation, and explains the development of com-
petence through contextual factors (Sommer et al. 2013; Sommer 2015). It can be
argued that the two approaches complement each other (Sommer 2015; Sfard 1998;
Sommer et al. 2013), and in order to understand how emergency workers develop their
skills and knowledge, these two approaches must be combined. Sommer et al. (2013)
have developed a model for learning in emergency response work based on such a
combination, cf. Fig. 1.

This model sees learning as a continuous process. The starting point for under-
standing learning is the individual (the person) placed within the contextual elements of
content, context and commitment (Sommer et al. 2013; Sommer 2015). The practical
and theoretical content of the learning activities, such as skills, behaviour, how to
interpret situations or the use of equipment, must be relevant in order to improve
performances. Social climate, relationships, trust and openness are conditions affecting

Fig. 1. Learning model adapted from Sommer et al. (2013)
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the learning environment, which constitutes the context. The individual’s commitment
to the learning activities also strongly influences what and how much learning that
occur (Sommer et al. 2013; Sommer 2015). In this theory it is believed that individual
learning in concert creates the organisational and cross-organisational learning, even
though it is not an equation of simple aggregation of the individual learning.

During real emergency situations or exercises the emergency workers must be able
to consider relevant situational cues in their decision-making. The result of these
decisions are the individuals’ behaviour and response, which in the end form the
outcome of the emergency or exercise situation. Through subsequent reflection on their
performance, the individuals can learn from their experiences, and this will influence
the individual performance in following situations (Sommer et al. 2013; Sommer
2015).

The outcome of learning can be categorized as change, confirmation and/or com-
prehension. Learning results have traditionally been expressed as changes in structure,
behaviour, cognition, processes or organisations, but the model for learning in emer-
gency response work also includes confirmation and comprehension as potential results
from learning (Sommer et al. 2013; Sommer 2015; Braut and Njå 2009). Confirmation
is some kind of positive reinforcement verifying that the emergency workers’ normal
practices, tools and existing skills are working very well. Learning as comprehension
occurs when the emergency workers gains a deeper understanding of existing practices,
tools and behaviour. A more comprehensive understanding of the mechanisms working
in different emergency situations in and across organisations and how different prac-
tices and behaviour can provide possibilities or limitations, enable emergency workers
better prepared when facing new situations (Sommer et al. 2013).

2.2 The Evaluation Model Directed at Cooperation Exercises

Emergency workers need to meet emergency situations in a functional way. They must
be able to know which tasks to implement in which situations, be familiar with own
tasks and how to perform them satisfactorily, and assess the results of their own
behaviour (Njå and Sommer 2010). Because exercise situations never will be identical
to real situations, the objective of exercises are to develop competencies and knowl-
edge that can be generalised to similar real-life situations.

A method for evaluating the quality of a training and exercise program must
consider the interaction between the situation characteristics, the individual’s compe-
tencies and the probability of personnel showing functional behaviour in the situation.
An evaluation must analyse the type of situation (scenario) used in the exercise and if it
matches “real life”, it must define the personnel’s level of competence and the beha-
vioural objectives of the exercise. The chosen evaluation method can start with either
situation, person or behaviour when assessing if the exercise is a suitable way of
establishing required connection between the three (Njå and Sommer 2010).

The three layers in the circular model in Fig. 2, represent the different levels in the
emergency response system hierarchy, starting with the individuals in the inner circle.
In order to evaluate if and how learning has taken place through exercises, we claim
that expressions of change, confirmation and comprehension must be identified,
qualitatively or quantitatively on different levels in the participating organisations, from
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the individual level up to the level where regulations and general operative standards
are made, cf. Fig. 2.

2.3 The Evaluation Tool

The control loop that forms the basis of the handbook for cooperative exercises is
consistent to the feedback mechanisms described above (Leveson 2011). Each step in
the exercise process shall be subjected to evaluation and subsequent feedback in order
to make necessary adjustments before initiating the next step in the process, in which
cooperation activities are specifically focussed.

Content, Context and Commitment
Content, context and commitment are the elements that constitutes a person’s learning
of cooperation tasks. Thus the concerted development of skills and knowledge depend
on a combined approach to learning and how the exercise is designed in order to make
the participants receptive to learning. According to the handbook for cooperative
exercises the evaluation shall clarify experiences and weaknesses for further action, and
for use in developing and improving both the cooperation between the organisations

Fig. 2. Model for studying and evaluating cooperation exercises
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and the individual agencies (Vik et al. 2014). This process is vital in order to obtain
learning as confirmation, comprehension and change at all levels in the emergency
response system. There need to be explicit cooperative goals for the exercises, which
will be considered through the assessments;

Content:
• Identification of boundary objects
• Phenomena involved
• Flexible vs. standardised cooperative behaviour
• Motor vs. cognitive collaboration behaviour
• Responsibility and decision making
• Communicative challenges

Context:
• Physical requirements of joint forces
• Mental requirements of joint forces
• Emotional requirements of joint forces
• Contact with physical energy
• Training arenas

Commitment:
• Degree of individual involvement in cooperating tasks
• Instructors’ competencies
• Motivational aspects
• Participant competencies and preparations
• Socio-cultural factors including boundary awareness

Decision Making and Response
Decision-making and response corresponds to individuals’ performance in collabora-
tion with others in the training situation. Individuals’ behaviour and response is thus a
result of the decisions they make in specific contexts, which consequently form the
outcome of the emergency situation. Important features of the tool are as follows:

Decision making:
• Information processing (use of available information, search for additional infor-

mation etc.)
• Situational awareness
• Ability to recognise relevant situational cues
• Mental simulation
• Communication and coordination
• Development of tactics and measures

Response:
• Choice of action
• Allocation and use of available resources
• Performance of tasks

Reflection
Reflection is a vital prerequisite for learning, thus exercises must facilitate such
activities. Collective debriefings are necessary in order to discuss and exchange
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experiences across different organisations. Discussions directly after the exercises are
perceived as valuable, and concluding evaluation and collective debriefing has been
requested by exercise participants during international studies (Berlin and Carlström
2014; Berlin and Carlström 2015; Andersson et al. 2014).

The time factor is paramount. Debriefing immediately after the exercise is impor-
tant to share observations about the event and discuss the reception narrative and which
individual and collective features of the exercise content, context and commitment that
were interesting for learning. Participants and organisations must be encouraged to
carry out step two of the reflection, which is digging deeper into the experiences, much
in line with root cause assessments. By providing process feedback the participants are
given information to make them understand what led to a particular outcome. Critical
cues and judgements about actions should be the focus of the emergency workers
reflection (Sommer et al. 2013). Informal discussions and assessments are as important
as a formal gathering some days after. Thus the study of cooperation exercises must
include an evaluation of the debriefings and their contribution to reflection, which we
present as questions:

• Is the narrative agreed upon or is there opposing views?
• Did the collective debriefing contain elements of Gibbs’ reflection circle (1988);

descriptions; feelings; evaluation; analysis; conclusion; action plan?
• Did the participants focus on process rather than outcome?
• How was uncertainties presented and discussed?
• How is trust between individuals and organisations reflected?
• Which boundary objects were important, and did the debriefing concentrate on

being aware of boundaries of future cooperation?
• If there were alternative interpretations – did the debriefing include discussing other

strategies?
• Did the debriefings clarify the cooperative abilities, confirming good practice?
• Did the debriefings identify areas in which the cooperation exercise provided new

knowledge and need for changes?

Change, Confirmation and Comprehension
Identifying expressions of change, confirmation and comprehension from cooperation
exercises, dependant on trust, understandings of responsibilities, phenomena involved,
etc., have been scarcely studied in the research literature. Our model in Fig. 2 tries to
grasp the dynamics of the individuals at the core and how general standards at the
national and international networks are influenced. Our approach is explorative and it
will be developed during the research activities of exercises and real event assessments
started up in Rogaland.

In order to properly understand the concepts of change, confirmation and com-
prehension, our research is directed at describing inferences, activities developed,
measures and expressions of individual and collective reflections being internalized in
the individuals, the organisations, and across organisations and networks.

Change in:
• Response actions
• Plans, procedures
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• Situation assessment
• Practical handling
• Participants experiences from the exercises

Confirmation of relevant:
• Cooperation and teamwork
• Self-evaluation
• Knowledge acquired
• Working across organizational boundaries
• Joint response work
• Joint situational awareness

Comprehension in the perspective of:
• Physics in the situation development
• Constraints established
• Interaction between services
• Variations in human (victim) behavior
• Responses to toxins from various smoke compositions

A preliminary summary of this work with the new tool is that there is an urgent
need for a systematic credible approach to learning. The tool shall no undergo testing,
first and foremost in exercise and training situation, and furthermore as a tool to assess
learning from investigations of real events. The success of this approach require that
involved actors understand the assessment and acknowledge the assessments and
results produced as meaningful input to the services’ works.

3 Conclusion

Cooperation in emergency services is necessary in order to achieve a successful
emergency response work. It is essential that emergency services has the ability to
interact and coordinate resources, as well as learn from exercises. Exercises are sig-
nificant tools in strengthening skills and improving the cooperative activities between
the different agencies involved in crisis management. It is however necessary to study
how and if learning takes place as a result of cooperation exercises. The exercise
handbook developed in Rogaland is a very good initiative in order to take the coop-
erative exercises one step further. The intentions and cooperation behind this handbook
and its guidelines needs to be maintained and developed.

A main objective with the exercise handbook is to facilitate learning at both
individual level and within and across the organisations, as well as identify knowledge
gaps and areas where competence needs to be increased. It is therefore needed to
evaluate how the handbook provides additional knowledge and competence in the
emergency services prevention and management work. Based on the evaluation model
presented in this article we wish to examine the correlation between the handbook’s
exercise concepts and if and how learning is achieved. Our learning evaluation model
will be tested in various activities the next year.
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Abstract. Digitalization is one of the key technology to improve safety and
performance of Nuclear Power Plants (NPP). EDF has initiated R&D in this
field for more than 10 years and some tools are now commonly used by EDF
operators. They cover outage management (use of virtual reality for outage
preparation, 3D visualization of plant maintenance and upgrade…), human
performance in operation (plant field workers mobile technologies, augmented
reality to improve situation awareness, advanced training…), advanced plant
control automation and digital architecture (fab lab for design and fast checking
of future concept of operation…), as well as on-line equipment and process
monitoring. Now the new challenges are to develop “digital twins” which are
digital models fed by on-line data from operation and to benefit from data
analytics science which made great progress during the last years. EDF has
engaged new programs in these fields that will support long term operation of
most critical nuclear equipment. A first development, dedicated to a 1:3 scale
mock-up of a NPP containment is now operational. It gives an idea of the
technical challenges to handle before deploying such technology for EDF fleet.

1 Introduction

Digitalization is said to be one of the new frontier of the nuclear industry. In reality,
digitalization was introduced in the nuclear field a long time ago through various
developments. As a well-known example, scientific modelling has been used for many
years by engineering division to improve the safety and the performance of Nuclear
Power Plants (NPP).

Other developments have been completed and implemented in EDF NPP operation
processes. In this paper, we will first introduce some of them. They cover various
operational and engineering fields such as outage management, human performance in
operation, advanced plant control automation and digital architecture, as well as on-line
equipment and process monitoring. Despite these successes, some challenges are still to
be overcome, giving new focus for R&D activities.

Digital twin may be the new age for the digitalization of the nuclear industry even if
there is actually a clear connection between the concept of digital twin and develop-
ments that have been achieved during the past years in instrumentation, data analysis,
numerical simulation… To evaluate the potential of this concept, EDF has undertaken
the realization of the digital twin of a 1:3 scale mock-up of a 1300 MW nuclear reactor
containment. This first work, which is described in this paper has shown the technical
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issues that have to be solved. It also showed how much this new approach can be
virtuous in a complex engineering process.

2 First Steps of EDF Nuclear Activities Digitalization

Digitalization of nuclear activities is not new at EDF. The first numerical models for
modelling of mechanical phenomenon or process operation were developed by EDF
R&D more than 25 years ago. It is worth mentioning that in the mid 90’s, EDF with
French industrial partners have digitally designed and built two 1450 MW nuclear
plants with fully digitalized control rooms, which was a premiere at that time (Meng
2018).

Since then, other areas have been digitalized for numerical computations: thermal-
hydraulics (computational fluid dynamics, CFD), core calculations, electromag-
netism… In addition, considerable progress has been made in the field of numerical
simulation with the development of ever more accurate models and the provision of
ever greater computing power.

Current digital projects at EDF address the full life cycle of the plant: the design
phase with the extensive use of simulation tools and rapid prototyping interfaces,
operation and maintenance activities with the development of solutions based upon 3D
virtual and augmented reality for field operators (Dupin 2016), artificial intelligence for
enhanced predictive maintenance, and robotics for decommissioning works.

The relevance of these models for design activities and the understanding of
complex physical phenomena has been demonstrated for long. However, many of these
tools are too complex and theoretical to be used in nuclear power plant operation
process. Last IT developments make it possible to overcome this obstacle. Following,
we show with some examples how these recent developments have been used in
operational nuclear activities.

2.1 Virtual Reality Applied to Nuclear Power Plant

EDF R&D has developed a solution for a 3D virtual visit of the reactor building (Hullo
2015). Based upon 360° photographs, laser scans and reconciled CAD data and
drawings, the tool provides a complete as-built view of the reactor and allows main-
tenance preparation staff to prepare safely and correctly the outage prior to the opening
of the reactor building. The tool has been used for 2 years in several plants and is
currently been deployed across the entire EDF’s fleet. Thanks to a gaming technology,
the maintenance operator is able to find rapidly the location of the equipment for which
the maintenance work is planned, identify specific requirements such as a need for
scaffolding, with a precision of about 2 cm. A deep learning algorithm helps the
operator to find quickly and automatically one specific equipment with only its iden-
tification tag among the thousands of 3D photos included in the solution. This enables a
saving of significant work hours on the outage critical path (Fig. 1).
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2.2 No Data Processing Without Data

The data analytics lifecycle follows a step by step process: data acquisition and
extraction, data cleaning and validation, data analysis and visualisation, feedback to the
process when needed (data driven automation). Garbage in, garbage out: in this data
lifecycle, the quality of data is key for a further use with data science techniques. As
many other industries, we estimate that about 70% of the efforts are spent on data
extraction and cleaning, by far more than the data analysis phase itself. Data may be
incomplete, corrupted, inconsistent, etc. The need for a methodology to speed-up this
phase is prominent and rarely underlined by the most enthusiastic advocates of data
analytics.

Compared to other industries, nuclear data is not “big data”. The total volume of
EDF plant digital process data amounts to some TBs, the equivalent of Twitter
microposts per year. In terms of sensors, a typical plant has about 8000 digital sensors,
to be compared to 400 000 for a last generation Airbus aircraft. In fact, the problem to
face in nuclear plant is less the volume, even though not negligible, than the diversity
of data. Developing a sound predictive maintenance solution leads to mix together
process data (numbers), results of non-destructive examinations (images) and main-
tenance reports (text or even written documents). The information used for diagnosis
and prognostic has to be extracted from various types of sources and formats and
reconcilied to provide the relevant information (Baraldi 2015).

2.3 Progress of Data Science

When it comes to the modelling of systems or components, two different paths are
equally possible: on the one hand, a model driven approach, on the other hand a data
driven approach. We do think that these approaches are not in opposition, but they have
to be associated to improve the value of analytics.

Fig. 1. 3D virtual reactor building
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The model driven approach, also known as model-centric, consists in modelling a
system or a component with numerical analysis tools (e.g. finite elements, finite dif-
ferences or finite volume) when we know what are the phenomena and they can be
described explicitly by physical conservation laws, generally under the form of dif-
ferential equations. It is the world of “classical” engineering sciences. This approach
requires a deep knowledge of the physical phenomena (thermal-hydraulics, mechanics,
electromagnetism…), of the design of the components geometry and boundary
conditions.

The data driven approach, also known as data-centric, is more recent and lifted by
three factors: the increase in the amount of data, advances in data analytics algorithms
and significant progress in high performance computing facilities. Data analytics
techniques extract information from both structured (time series, Excel or SysmL files)
and non-structured data (raw text, images, video…). This approach is well adapted to
situation where the physical knowledge is sparse or missing, or the phenomena are too
complex, but there is a large amount of data, possibly of various nature, related to the
phenomena to be described.

Going for digital twins relies on a sound mix between this two approaches. An
example of innovation brought by the alliance of model driven and data driven
approach is the development of a new generation of predictive maintenance monitoring
tools. The first generation of monitoring tools has been deployed since beginning
2000’s across the EDF fleet, mainly based upon model-driven tools using process data.
In addition to these tools, EDF is developing a “layer” of data analytics solutions,
mainly aimed at crossing the results of numerical models with existing data non
explored so far, such as maintenance reports.

3 Toward Digital Twins

As it has been presented above, physical modelling computation, virtual reality,
instrumentation and data analysis have shown great progress in the past years. Thus,
the integration of all these disciplines in one unique tool seems now achievable. This
gives an idea of the digital twin concept: on one side the real equipment (a pump, a
thermal-hydraulic loop, a complete reactor…), on the other side its model (model or
data-centric) and between them some ways to exchange information (online monitor-
ing, modelling results…) feeding both the model and the real equipment (operation or
maintenance decisions). To evaluate the potential of this concept, and the technical
challenges to overcome, EDF has undertaken the realization of the digital twin of a 1:3
scale mock-up of a 1300 MW nuclear reactor containment.

Following, this mock-up named “Vercors” is first introduced. Then we present data
that are measured and the finite element model which has been done to simulate its
behavior. The digital twin of Vercors mock-up is then described. The main conclusions
of this work are finally discussed.
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3.1 Vercors Mock-Up

“Vercors mock-up” (Fig. 2) is a 1:3 scale mock-up of a 1300 MW nuclear reactor
containment, which has been built in EDF Lab Les Renardières (France) to observe and
analyze ageing phenomena and their effects on such concrete structures. In particular, it
aims at studying the evolution of tightness with time of nuclear double-walled concrete
reactor containment buildings (Masson 2015).

3.2 Data and Modelling

What guided the development of the digital twin, at the beginning of Vercors project,
was the mass of data to be handled and the will to make them available to all concerned
actors. We needed to capitalize them in a tool that is immediately operational for
engineers such as it can be used on the whole duration of Vercors Program. The data
we are considering are construction as well as measurement data. These latters come
from tests and on-line measurements as illustrated below.

To characterize the behaviour of the concrete of Vercors mock-up, more than 1000
tests were carried out in EDF and university laboratories. The aim of these tests is to get
data on the creep and the shrinkage of concrete to set the constitutive material laws that
are then used to make prediction on the containment overall behaviour. When we built
Vercors mock-up, we also installed lots of sensors, traditional ones and innovative
ones. 2 km of optic fibers were thus implemented in Vercors mock-up. They can gather
more than 2000 measurements per hour. Their processing gives on-line deformation
and temperature maps of Vercors that can be visualized and that can be also used to
feed models or to validate the modelling approach.

A finite element model of Vercos (see Fig. 3) was developed, using advanced EDF-
developed digital tools such as Salome Méca. It enables to consider the data measured

Fig. 2. EDF Vercors 1:3 scale mock-up for NPP containment ageing study
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locally and to extrapolate it to the whole spatial domain, rebuilding fields, like tem-
perature or mechanical fields and thus giving a precise image of the reality of the
structure, like a snapshot. It can also be used to predict the evolution of the behaviour
of Vercors mockup, and in particular to predict its tightness over time.

3.3 Digital Twin

All technological bricks are thus ready to build the digital twin of Vercors. To define
the main features of Vercors digital twin, a hackathon bringing together all EDF
engineer working on the Vercors Project was held. Through this event, a modular
approach was chosen and it was decided to focus the first work on extraction and
visualisation of data. As a result, the digital twin takes the form of a set of software
designed to communicate with each other as interoperable components (see Fig. 4
below). They are used to capture data, to check their consistency and give visual
representations that are meaningful to Vercors engineers. They also integrate the finite
element model of Vercors enabling computations of interest (Mathieu 2018).

Fig. 3. Finite element model of Vercors mock-up

Fig. 4. Vercors modular digital twin
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The Vercors digital twins is starting to prove its worth. Its visualisation tool has
already been used by the Technical Direction of EDF to facilitate the choice of
maintenance of certain nuclear power plants. In a longer run, it is planned to create a
digital twin of each containment building for which maintenance is expected.

4 Conclusions

In maintenance and operation at EDF Nuclear, the digital transformation is well on
tracks. More than 800 solutions have been developed and deployed: electronic work-
packages for field workers, 3D visualisation tools for outage preparation, IOT devices,
etc. For engineering staff, a Plant Life Management Infrastructure allows the sharing of
reference data and documents among EDF and its main suppliers.

Digital twin is a new step of the digital transformation of EDF nuclear activities. It
can rely on the know-how that has been acquired by EDF engineers for long. A first
use-case has been developed by EDF R&D using a 1:3 scale mock-up of a 1300 MW
nuclear reactor containment. This first experience shows that digital twins help different
teams (R&D, measurement and engineering) speaking a common language and
working efficiently all together. In addition, digital twins are seen to be useful to
transmit engineering knowledge beyond generations, a major challenge of long term
operation of nuclear power plants.

However, the digital transformation raises a set of questions that are not well
answered yet. Data governance has to be made clear: who owns the data, how to access
the data repository or data lake, what are the responsibility regarding the data quality
and the conclusions that data analytics may lead to. The business model, and behind the
value of data analytics, is not that obvious, as opposed to what is said by many. Data is
on the cost side, information is on the value side. Where does the cost go to is quite
clear (generally the plant operator who has to deploy and maintain a data acquisition
and management system). Where does the value go is not that clear, because it could be
shared by numerous players: the operator, the suppliers, consultancy companies selling
data analytics services, etc… In any case, a strong use case approach has to be set up to
assess, on a case by case basis, what and where is the value of any digital solution to be
implemented.
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Abstract. Asset Management has a history of policy mandates within the US
Government dating back to 1990’s. In order to accomplish these many direc-
tives, the Air Force Civil Engineer community has adopted a mindset and
framework commonly referred to as Asset Management. Despite numerous
references and guidance to establish Asset Management principles, the AF has
not yet developed a clear and concise way to define or measure overarching
success in Asset Management. This research effort focuses on closing the
knowledge gap between issued policy and implementation. Through interviews
from Subject Matter Experts at various levels of the AF Civil Engineering
structure, this research identifies: key elements that constitute and promote
success, internal success identifiers, and currently established measures for
success. Using this information and recommendations from the AF SMEs, novel
suggestions are presented for measuring and incentivizing Asset Management
success within an organization.

1 Introduction

Asset management is a relatively new field of study originating out of maintenance
management of the oil and gas industry in the 1980’s (Woodhouse 2003). Asset
management has been gaining popularity in industry as companies seek to minimize
lifecycle costs and maximize the operational longevity of their built infrastructure and
equipment. The United States Air Force (USAF) first entered into the realm of asset
management through Executive Order EO 13327 (Bush 2004). EO 13327 stated that “It
is the policy of the United States to promote the efficient and economical use of
America’s real property assets and to assure management accountability for imple-
menting Federal real property management reforms.” The executive order also directed
that “executive branch departments and agencies shall recognize the importance of real
property resources through increased management attention, the establishment of clear
goals and objectives, improved policies and levels of accountability, and other
appropriate action.” Despite this mandate, Executive Branch agencies are still strug-
gling to effectively implement asset management principles (Carper 2013).
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1.1 Purpose

The purpose of this research effort is to help overcome the difficulties in implemen-
tation and policy. By developing consensus on what AF asset management is, what
asset management should look like, and what goals the AF should set, the researcher
intends to align the AF Civil Engineer (CE) community in effort and spirit. This
research is primarily focused on answering the following question: How should success
in asset management be objectively defined and quantified? Through the process of
attempting to answer this question we hope to provide a unity of purpose and direction
to the AF CE enterprise.

2 Literature Review

The term asset management is a relatively vague and nebulous term. It can be used to
refer to a variety of loosely connected fields. The primary cause for the confusion is
that many different industries value and subsequently manage a wide variety of assets.
This paper is not focused on investment or enterprise asset management, but rather on
infrastructure asset management, defined as “the balancing of costs, opportunities and
risks against the desired performance of assets, to achieve the organizational objec-
tives” (ISO 2014a). Additionally, when used in this paper, civil engineers do not
necessarily have to possess a Civil Engineer degree or license. Rather, civil engineers
are members of the AF CE functional community, and are thus identified by their
profession, not their personal expertise or education.

2.1 Asset Management Standardization

Although some consultancy firms and property-owning companies included many best
practices, it was not until the publishing of Publicly Available Specification (PAS) 55
in the United Kingdom, that standards for asset management became widely known
and available to the industry. Once PAS 55 was released as a British standard in 2004,
the Institute of Asset Management began working the process of formalizing their work
to be submitted to the International Organization for Standardization (ISO), as the
worldwide federation of international standards bodies. This effort came to fruition with
the release of ISO(s) 55000-55002. The ISO 55000 series notably emphasizes the
importance of an internal ‘Strategic Asset Management Plan’ (SAMP) that aligns an
organization’s asset management policies with its individual corporate vision and
strategy (ISO 2014a; b; c; Woodhouse 2017). Through the process of following cre-
ating a SAMP, an organization is able to tailor the generalized asset management
systems described in the ISOs to the needs of the individual organization. Additionally
the prescribed SAMP allows organizations to measure their success against asset
management objectives that have been tailored to them. The ISO 55000 series provides
a globally recognized asset management vernacular which allows companies to
benchmark best practices and become certified through and internationally recognized
process. The USAF does not currently adhere to the ISO 55000 series and is not
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obligated to do so. However, the AF might achieve great success by referencing the
ISO and building on its principles.

3 Methodology

The primary goal of this research is to examine questions that relate to defining and
measuring success within the context of AF asset management, as stated above. We
used the Delphi technique for collecting data, with three rounds of responses required.
In order to help create policy and drive a shared understanding, this study relies on the
opinions and experiences of Subject Matter Experts (SMEs). The researchers originally
identified twenty experts as SMEs in the areas of AF asset management application,
implementation, or policy. All SMEs were employed by the USAF as Active Duty
military members or Government Service (GS) civilians, to ensure that their expertise
was relevant to the most current policies and state of the AF. Although no formal
criteria were established to be considered as a SME, the researchers selected individ-
uals that worked within the AF Civil Engineer community who were well versed in
asset management policy and practice.

Twenty SMEs were originally emailed during the first round of the Delphi tech-
nique study and asked to participate. Of those SMEs, only nine individuals provided
responses. The second round of the Delphi questionnaire was only sent to the nine
SMEs who responded to the first round. Of those nine participants, seven SMEs
provided responses for the second round of questions. The third round of the Delphi
questionnaire was sent to the nine SMEs that responded to the first round. Of those
nine, seven SMEs provided responses for the third round of questions.

3.1 Representativeness of Participants

This research achieves representativeness across the AF CE enterprise by including
input from SMEs at a variety of ranks and functional levels. Since asset management is
still maturing within the AF CE community, we did not feel that it was advisable to
widely solicit opinions from non-experts or non-civil engineers. AF members with less
experience may differ in their understanding, but they are unlikely to have a better
understanding than the experts.

3.2 Instrumentation

The goal of round one of the study was to solicit individual suggestions and responses
in support of our research question. The instrument contained 19 open ended questions.
In round two, the participants were provided nine questions from round one, and asked
to rank the importance of each of the themes that were identified in the previous round.
The goal of round three was to assess agreement on the rankings from round two. To
prepare for round three, the individual rankings from round two were aggregated. In
round three, the nine participants from round one were asked to rate their level of
agreement with the aggregate ranking of themes, where a score of 1 indicated strong
disagreement, a score of 2 indicated disagreement, a score of 3 indicated neither
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agreement or disagreement, a score of 4 indicated agreement, and a score of 5 indicated
strong agreement. Participants were also asked to provide feedback whenever they
disagreed with the aggregated rankings.

4 Results

When asked to identify and rank the top ways to know if an organization is doing Asset
Management well, the SMEs developed the following priority from their aggregated
rankings: 1. Meeting defined performance standards, 2. Absence of premature facility
failure, 3. Asset management plan progress, 4. Greater preventive maintenance to
corrective maintenance ratio, 5. More funding for the unit for identified requirements.
This prioritization had an average agreement of 4.43 on the 5-point Likert scale,
indicating a moderate agreement.

When asked to identify and rank the best indicators that an organization is effec-
tively applying asset management principles, the SMEs developed the following pri-
ority from their aggregated rankings: 1. Improvement on existing performance
measures, 2. Reduced lifecycle cost, 3. Complete/accurate inventory, 4. Absence of
critical infrastructure failure, 5. Following work priority lists, 6. Fewer inquiries from
senior leadership, 7. Meeting minimum facility condition standards, 8. Percentage of
personnel trained in asset management. This prioritization had an average agreement of
4.29 on the 5-point Likert scale, indicating moderate agreement.

When asked to identify and rank the ways that the AF should measure success in
Asset Management, the SMEs developed the following priority from their aggregated
rankings: 1. Whether or not collected facility data is used to inform decisions, 2.
Progress towards broad enterprise goals, 3. Amount of work generated by asset
management plans, 4. Difference between prioritized work lists and work actually
performed, 5. Percent of complete inventory inspections, 6. Mission availability, 7.
Percent of personnel that understand asset management, 8. Whether or not the major
project priority list reflects outputs from the sustainment management system. This
prioritization had an average agreement of 3.14 on the 5-point Likert scale, indicating
that there is no consensus of agreement from the SMEs.

5 Analysis

The results from our research did not provide a definite positive answer to how success
in asset management should be objectively defined and quantified. However, the results
do not prohibit asset management from being objectively defined and quantified. Thus,
this section is devoted to summarizing the answer to this research question and seeks to
overcome the differences in understanding, as well as provide some of the researcher’s
suggestions for how success in Asset Management might be objectively defined and
quantified.

A large part of the difficulty in this study stems from the AF not establishing a
comprehensive definition for asset management. Furthermore, the results indicated that
the SMEs had very different understandings of asset management. Without a clear
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understanding of what asset management is, it is difficult to define what successful
asset management looks like. Based on the responses and the available research, we
suggest the following comprehensive definition of asset management for use in the AF:
“The deliberate and ongoing process of managing an asset throughout its lifecycle by
understanding its physical attributes, condition, usage, performance, importance, and
environment; while optimizing risk acceptance, financial constraints, future plans, and
strategic organizational objectives.” However, even with this definition, it would be
difficult to define success with just one metric. The following paragraphs discuss some
elements that could be used to measure different aspects of success in asset
management.

One of the primary goals of asset management is achieving cost savings and
increasing efficiency. To this end, the AF might develop metrics to indicate financial
success. One potential financial measure could involve comparing operations and
maintenance costs at a specific location with a pre-established baseline. While this
comparison may be viable for a single location, it could prove problematic when trying
to compare performance between bases of varied sizes, missions, and environmental
conditions, which might make direct comparison between bases difficult. A secondary
challenge could arise if bases were compared to their own baseline.

Although evaluating a base against its own baseline would ensure a fairer com-
parison, this method would not differentiate between bases that are already doing a
good job with less room for improvement than bases that are doing a far poorer job.
Another methodology for developing a financial success metric might be to evaluate
each facility’s annual cost against an AF-wide average for each facility type. This
methodology would help to highlight facilities that deviate from the average (either
positively or negatively) but would also likely face challenges in normalizing the cost
data by location and facility size. Better methodologies for establishing financial
success measures may exist within industry but may be overcome by the military
spending practices, which would certainly skew cost reporting. All of these reasons
make it difficult to develop a fair measure for financial success at each base.

Another potential measure for success would be the absence of facility failure.
The AF could develop a metric that that tracks the number of times that a facility has
failed over a period of time. This of course would necessitate the AF establishing
criteria for what facility failure means. Because of the different aspects of a facility
performance, a facility might be considered to have failed when: it is unsafe for
occupants, a major system has ceased to work, or the facility otherwise does not enable
its occupants to perform their assigned mission. Bases could then be evaluated on the
number of ‘failure’ days that they experience over the course of a year. This might be
considered fairer, because although larger bases might have more opportunities for
failure (more facilities), they also likely have more personnel and larger budgets to fix
or prevent failures than smaller bases. In any case, this metric is limited because it only
defines success as the absence of failure but cannot differentiate between bases that are
meeting the minimum standard of zero failures, and those that are truly excelling at
asset management and have zero failures. If the AF were to take a long-term view of
facility failure, a metric could be established that compares how long a facility remains
operational and functional compared to its design lifecycle or AF created standard
lifecycles. This metric could be fairly evaluated when a facility is demolished, since the
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ultimate lifecycle of a facility is unknown until that point. This concept might provide a
useful benchmark at an AF enterprise level, where there are larger quantities of
demolished facilities at a single time but may be too far reaching to evaluate at an
individual base level.

Another metric for success suggested by the SMEs is how much work is being
generated through the Activity Management Plan (AMP) process. This concept is
based on the premise that units committed to asset management principles would be
more proactive about identifying requirements before a facility needs repair or
replacement. While proactive asset management minded units might generate more
work, it is equally likely that creating a metric that measures the amount of work
generated through the AMP process might incentivize units to create duplicate or
unnecessary work requests, in order to score better on the metric. A similar, but
potentially less problematic, metric for success would be to determine how well a unit’s
projected work list (created through sub-AMPs and BUILDER data) matches the actual
work performed. This might encourage bases to strive for better work forecasting,
while discouraging bases from addressing emerging requirements. Another potential
difficulty with this type of measure is the length of time over which the projected and
actual work is being compared.

As highlighted in the discussions above, creating comprehensive metrics for asset
management success is fraught with difficulties and hidden challenges. Consulting the
ISO 55000 confirms that evaluation of asset management is “indirect and complex”
(ISO 2014a; b; c). The ISO does however suggest that any asset management per-
formance measures should be directly tied to the organizational objectives (ISO 2014a;
b; c). Since the AF does not have a SAMP or any document that clearly outlines asset
management objectives, it will be difficult to create effective performance metrics that
measure progress towards these goals. Another suggestion would be for the AF to work
towards growing asset management maturity at all levels, as recommended by ISO
55002 and many industry sources (ISO 2014a; b; c; U.S. Department of Interior 2008;
United States Federal Highway Administration; American Association of State High-
way and Transportation Officials 2013; Woodhouse 2017). Enhancing asset manage-
ment maturity should be considered an important step regardless of which criteria is
selected. Without an underlying asset management maturity and shared understanding,
it is likely that any performance measures could be ‘gamed’ so that units score well
without actually doing well.

5.1 Proposed Way Forward for the AF

This research effort has produced many findings that the researcher believes would be
of great benefit to the practice of asset management within the USAF. In order to
implement the findings and realize the potential of benefits of this research, we rec-
ommend that the AF seek to accomplish the following five steps. First, CE leaders
should attempt to organize an AF wide asset management summit that gathers the
necessary policy makers and practitioners for the purpose of improving AF asset
management. Second, the organizers of the summit should seek to inform the attendees
that there is in fact a problem with how the AF is currently implementing asset
management. The findings of this research and the demonstrated lack of agreement
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shown in this study may prove very useful for illustrating the AF’s problems with asset
management. Third, having agreed that there is a problem, AF leaders should designate
a single office of responsibility for asset management policy and implementation. The
current organizational hierarchy within the AF does not establish a single asset man-
agement authority, which can make policy updates complex and problematic. Fourth,
this office of asset management responsibility should seek to create a Strategic Asset
Management Plan, as recommended by the ISO 55000 series (ISO 2014a; b; c).
This SAMP should align the specific mission priorities of the AF with goals for the
infrastructure that supports those priorities. The AF might benefit from the vast wealth
of knowledge within the asset management consulting industry. Finally, after the
SAMP has been established, the office of asset management responsibility should focus
on rewriting relevant policy to support the SAMP, and increasing asset management
education within the AF, by leveraging the strengths of the Civil Engineer school and
the AF Institute of Technology.

6 Conclusion

Asset management is a continuously developing field with great potential for the AF.
Every organization is unique and as such, asset management programs must be tailored
to specific organizational priorities, strengths, and weaknesses. This research effort
solicited opinions from AF SMEs in order to develop an understanding of what success
in AF asset management might look like. Some of the major findings of this study were
the need to develop both a clear definition of what asset management is and an official
SAMP for the AF. Other findings of this research effort included: the importance of
leadership buy-in; complete and accurate facility inventory; and understanding of asset
management principles at all levels of the organization.
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Abstract. This paper describes how asset management decisions in energy
networks can leverage a new system-driven dynamic ageing model which
considers system reliability and resilience. This model is an important part of the
new strategic asset management tool called AIO, developed by Cosmo Tech in
partnership with RTE.

1 Introduction

Transmission System Operators (TSOs) are responsible for the operation, maintenance,
and development of energy transmission networks. One of their most important mis-
sions is to design and implement the right maintenance and asset investment strategies
in order to ensure grid availability, service continuity, reliability, resiliency, and safety.

To help TSOs achieve these goals, Cosmo Tech is developing, in partnership with
RTE, a new strategic asset management tool called Asset Investment Optimization, or
AIO (Lacroix and Stevenin 2016). AIO allows TSO asset managers to optimize their
maintenance and renewal policies using a complex system modeling simulator.

Part of this complexity relies on the different interactions that exist between entities
like policies, assets, human resources, etc. As asset ageing plays an important role in
the optimization of the whole system, there is a strong need of a reliable dynamic
ageing model that combines different impacts on the degradation of an asset, like
maintenance operations, service conditions, or the environment.

This paper describes this dynamic ageing model with a focus on different examples
to demonstrate the importance of representing the complexity of the system.

2 The Need for a Dynamic Ageing Model

The ageing of a physical asset is a continuous and progressive phenomenon which is
dependent on several actions. Those actions can either increase or decrease the
degradation of the asset (Lannoy and Procaccia 2009). We can group those actions in
two major classes:
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• Workforce actions (operation, maintenance operations, etc.): actions made manually
or automatically by a human or an automat/machine on the asset (cleaning,
switching off, etc.);

• Environmental actions (corrosion, fatigue, etc.): actions made directly or indirectly
by environment on the asset (wind, rain, snow, etc.).

To create an ageing model the principal difficulty is to match two opposing
objectives:

• The ageing model must consider the most important actions that impact ageing;
• The ageing model must be easily understood and parameterized by non-expert

users.

Moreover, some actions are discrete actions occurring over specific time steps (e.g.
painting action on towers). Such actions cannot be predicted at the beginning of the
simulation, as the completion of the action depends on several rules or constraints (e.g.
painting action on towers can be made only if there are no workforce constraint and no
network constraints).

All those considerations lead us to represent an assets ageing using one or several
variables which evolve dynamically with actions in each simulation time step (Doyen
and Douilhet 2016), (Catrinu-Renstrøm 2016).

Such a model aims to be generic (i.e. suitable for all kinds of assets) and efficient in
terms of CPU consumption. It must simulate with a reasonable degree of accuracy a
given behavior law, and not determine it.

3 Ageing Model Description

As mentioned previously, even if the model must be quite simple (i.e. two state
variables or fewer) we still need to be able to represent at least three different cases.
This paper highlights one out of three use cases:

• the asset’s ageing is modeled with a single variable. This variable represents the
apparent age of the asset, which evolves in time. This is the simplest way to model
the behavior of an asset;

• the asset’s ageing is modeled with two independent variables. This case is
relevant for an asset made of two different main components ageing in parallel;

• the asset’s ageing is modeled with two dependent variables. This case is an
extension of case 2, where the two different main components of the asset are linked
together.

As a result, Cosmo Tech and RTE decided to model the ageing of an asset using
two random variables called “state variables” (the word “state” refers to expressions
often used in dependability wording (ICE 2014).

The global ageing model is described as followed, for each time step dt:
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Aðtþ dtÞ ¼ AðtÞð1� aþðtÞÞþ bþ dt � cðBðtÞÞdt
Bðtþ dtÞ ¼ B tð Þ 1� a= tð Þð Þþ b=dt

With:

• A, B: state variables
• 0 � aA, aB � 1: impact of workforce actions on the state variable;
• 0 � bA, bB � 2: impact of environmental actions and/or operating conditions on

the state variable;
• 1 � c(B(t)) � 1: function representing the coupling between state variables A

and B. The formulation of this coupling is based on Hill equation (Hill 1910):

c B tð Þð Þ ¼ p½B2 tð Þ2�
B345 þB tð Þ2 þ q

With:

• p: amplitude of the sigmoid;
• q: translation parameter;
• n: control the slope of the sigmoid;
• Bmax: maximum value of B.

Notice that:

• For case 1, state variable B and c function do not exist;
• For case 2, c function is equal to zero. Equation of state variable B has then the

same shape as equation of state variable A;

The Hill equation has been chosen for the flexibility and the facility it offers to
parameterize the coupling between the two variables. The following curve gives an
example of this flexibility (Fig. 1):

Fig. 1. Hill equation
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With these equations, at the beginning of each simulation, we need to determine,
for each state variable, two supplementary values:

– The initial value of the state variable at the beginning of the simulation. This value
represents the history of the asset (or the component of the asset, if the asset is
modeled with two state variables). To fix this value, several factors must be taken
into account:
• The installation date of the asset;
• The environment where the asset takes place;
• The maintenance actions made on the asset.

– The maximal value achievable by the state variable. This value represents the
moment when the behavior of the asset is modified. This value is calculated using a
random selection on a distribution function parameterized by the user. As we mostly
work on ageing models for physical assets, we use Weibull distribution. However, it
is possible to use other distribution functions like Normal distribution, Log-Normal
distribution, etc.

Note: the distribution function must be determined under several hypotheses:

– As workforce actions can modify the value of the state variable, the distribution
function must be independent from any workforce action. This means the distri-
bution function is to be taken in case of no workforce action on the asset;

– As environmental actions can either increase or decrease the evolution of the state
variable, the distribution function must be taken under normalized environmental
and operating conditions, depending on values taken by parameter b.

4 Practical Example

The example provided in this section are based on fictional hypotheses, even if some of
the maintenance and renewal operations described here are currently applied by RTE.
Hypotheses have been chosen to focus on specific parts of the ageing model.

This case deals with an asset modeled with two independent state variables, A and
B. To illustrate this case, we will take an underground oil cable as a practical example,
with those fixed hypotheses:

– At the beginning of the simulation, the cable is new;
– The cable is modeled with two components ageing in parallel, in independent ways:

• Paper: life duration of paper is 50 years old. No maintenance operation can be
done on paper. Ageing is irremediable.

• Oil: life duration of oil is 20 years old (if no maintenance or renewal operation is
done). Maintenance operation is possible on oil called oil-degassing: quantity of
clean oil push used oil inside the cable. At the end of the cable, used oil is
recovered (Welsch 2000);

– A renewal policy is applied to oil cables: they are replaced when their age reaches
45 years old.

In this case, the ageing model is described with the following equations:
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Aðtþ dtÞ ¼ AðtÞþ dt

Bðtþ dtÞ ¼ B tð Þ 1� a= tð Þð Þþ dt

With:

– A: effective age of the paper
– B: effective age of the oil
– aB(t) = 0,5 if a maintenance operation is done at t
– aB(t) = 0 if no maintenance operation is done at t

The following scheme explains the way the simulation works in this case (Fig. 2):

For this case, we will analyze two different situations:

– Situation 1: we apply a predetermined maintenance policy to the cable: oil-
degassing maintenance operation is done every 13 years;

– Situation 2: we apply a condition-based maintenance policy to the cable: an
operation is made each year to analyze the oil-dissolved gases into the cable (Boche
et al. 2014). If the quantity of gas in the cable is too large, oil-degassing mainte-
nance operation is done the year after the analysis.

The following curves give the evolution of the two state variables of the cable in
both situations (Figs. 3 and 4):

Fig. 2. Simulation steps (case 2)

Fig. 3. Ageing curve (case 2 - situation 1) Fig. 4. Ageing curve (case 2 - situation 2)
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For each situation:

– Situation 1: the predetermined maintenance policy is correctly applied. It doesn’t
prevent failure in this case because maintenance operations are not done often
enough. As a result, life duration of 20 years of oil has been reached by the cable
twice in 80 years of simulation.

– Situation 2: a condition-based maintenance policy is correctly applied, based on the
evaluation of the analysis of oil-dissolved gases in the cable. As a result, no failure
occurs in 80 years of simulation, and the cable was then replaced as planned by the
renewal policy when it reaches 45 years old.

This example is interesting because no one can say which one of the two situations
is the best: there are more failures in the first scenario, but maintenance operations cost
more in the second scenario. The choice between those two scenarios is a matter of risk
that the decision maker is willing to take.

Experts should be able to provide the following data in order to model this case:

– The distribution function of the life duration of each component of the cable, given
normalized environmental and operating conditions. This function allows the model
to get the maximum values of the state values (30 years and 50 years in this
example);

– The values of aB(t) for each workforce actions (action of oil degassing in this
example).

5 Future Improvements of the Ageing Model

This ageing model can be enhanced by considering the actual operation of the asset
instead of a temporal average. In this case, operating instantaneous conditions
(switching, voltage, current…) act as another kind of punctual action. However, that
would require frequent load flow computations.

Another way to make the model either more generic or more accurate could be to
add a third state variable, possibly coupled with the two previous ones. This has not yet
proved useful for network asset modeling. To the present, representing two assets (such
as OHL towers and OHL conductors) has proved a better strategy.

6 Conclusion

The ageing model described in this paper allows the user to consider the dynamic effect
of maintenance and the environment on the ageing of a physical asset, with a rea-
sonable computing cost.

Examples given here clearly show the dynamic interactions between maintenance
policies and renewal policies. The combination of this interaction coupled with other
interactions like human resources, network constraints, and budgets, gives an indica-
tion of the complexity of the whole system. It shows the necessity to use simulation
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tools like AIO to optimize the strategies for maintenance and renewal policies, while
controlling system reliability.
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Abstract. Digitalization blurs industry boundaries and disrupts businesses. It
offers opportunities for and challenges to asset management related to, for
instance, condition monitoring and machine prognostics. In this paper, we
propose a top-down approach to digital asset management service development.
In this approach, the targets of the services are defined according to strategic
guidelines, and customer knowledge is effectively exploited at all levels of the
development work. The approach combines activities such as roadmapping, and
understanding the customer’s decision-making context and business model
development.

1 Introduction

Digitalization blurs industry boundaries, disrupts businesses, and offers many oppor-
tunities for and challenges to asset management. It offers tools to develop new types of
services and distribution through new channels and business logics. Novel digital
technologies such as platforms and advanced analytics have the potential to disrupt
service design, delivery, and value capture. In this paper, digitalization refers to the
new digital technologies that are currently transforming industries. Major transforming
digital technology is the Internet of Things (IoT). According to Gubbi et al. (2013) IoT
can be defined as an interconnection of sensing and actuating devices that provide the
ability to share information across platforms through a unified framework, and with the
help of innovative applications, IoT can present a common operating picture. Seamless
large-scale sensing, data analytics, information representation, and cloud computing
enable the efficient use of IoT. In many manufacturing companies, there is an ongoing
shift from the commonly used product development models (e.g. Cooper et al. 2001;
Ulrich and Eppinger 2004) and intuitive approaches (Aurich et al. 2006) in service
development to more customer need-driven service development approaches. Aurich
et al. (2004) describe three service development strategies for manufacturing compa-
nies: (1) intuitive service development that is mainly liability driven, (2) systematic
service development practices that result in service-enhanced products, and (3) inte-
grated development of products and services that aims at providing the customer with
an individual solution consisting of inseparable physical and non-physical components.
Companies are moving at varying paces towards systematic or even integrated service
development.
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Agile development approaches, originating from the information systems com-
munity (agile software development) (e.g. Abrahamsson et al. 2002), have become
increasingly popular also in the manufacturing sector. Some of the main reasons for
adopting agile methods are the increasing complexity, data, and service intensity of
manufacturing companies and their products. Additionally, iterative and flexible pro-
cesses with strong customer, employee, and supplier input (i.e. cornerstones of agile
methods) are crucial traits of service development (Panesar and Markeset 2008).
However, individual experiments may remain disconnected from the strategic focus of
companies unless there is a holistic approach in place.

In addition to agile development practices, there is a need for systematic approaches
that support the development of services. Therefore, our research question is: “How can
we support the development of digital asset management services?” To answer this
question, we propose a top-down approach for digital asset management service
development. The approach combines activities such as roadmapping, understanding
the customer’s decision-making context, and business model development.
Roadmapping produces guidelines for the service development process. It provides a
path for reaching the strategic intent of the company and defines the desired role in the
customer’s business. The decision-making context connects the service to decision
situations the customer faces at operative, tactical, and strategic decision-making levels.
Business model development focuses on listing the available business model arche-
types, selecting the most suitable ones, and tailoring them to the needs of the company.

2 Roadmapping for Digital Asset Management Service
Development

The development of new digital asset management services includes strategic-level
decisions. To support these decisions, companies need to understand the development
of their business environment. Methods such as scenario planning and roadmapping
(e.g. Ahlqvist et al. 2010; Phaal et al. 2004) support strategic decision-making and
further the development of the service offering. Paasi et al. (2008) describe a roadmap
that includes four phases: 1) state-of-the-art of market, technology, and products and
services, 2) determination of drivers and bottlenecks, 3) formulation of visions goals,
and 4) determination of intermediate goals.

Determination of the drivers and bottlenecks in a roadmap and using this knowl-
edge as a guideline for developing a service portfolio ensures that the services follow
the strategic objectives of the company and create customer value. While the rela-
tionship of the services to the customer’s processes needs to be considered from the
very beginning, it is important to understand both problems and improvement (opti-
mization) opportunities. The following tasks are proposed to support this phase, with
specific emphasis on the use of digital technologies in the asset management context.

• Identify bottlenecks of the production systems in terms of, e.g. availability, relia-
bility, maintainability, maintenance support performance, quality, performance, and
resource efficiency. In order to better understand the potential, provide a link to the
key performance indicators applied by company’s customers.
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• Identify new opportunities related to how assets are managed to achieve new value
and gain knowledge of the desired changes or the increase in the automation level of
the processes.

• Mapping of digital technologies and applications to identify new application
opportunities and definition of high-level use cases to meet the requirements derived
from the phases above.

The formulation of vision and goals repositions a company with respect to digital
services based on knowledge of drivers and bottlenecks. Decisions are made based on
how large a role a company is willing to take. These decisions, in turn, result in
decisions about different service types, e.g. product-related services, production support
services, asset optimization and risk sharing, and asset and risk management, as
described in Ahonen et al. (2017).

3 Understanding the Customer’s Decision-Making Context

Manufacturing and service companies often develop solutions from the perspective of
what they think would be valuable to their customers. However, their view of customer
needs and limitations might differ from the view of various users of the solution.
Companies should consider which customer’s decision situations their asset manage-
ment services support. The need for considering these decision situations is highlighted
by the novel digital services that have the potential to benefit several decision situations
at many organizational decision-making levels. Many solutions that would make sense
from the perspective of a service provider remain unsuccessful because of limited
consideration of the customer’s decision-making context. As an example, providing
solutions that increase the availability of production systems that have a wide main-
tenance window or increasing the reliability of non-critical systems may not be highly
valued by the customer.

Therefore, companies need to know what kind of decision-making situations their
customers face and in what kind of situations they can benefit from the services offered
(Kunttu et al. 2016). Thus, companies need to understand the customer’s decision-
making context. Kortelainen et al. (2017) categorize asset management service-related
decision situations into decisions for operation performance, maintenance, and
investment planning. An alternative categorization connects decision situations to the
customer’s organizational levels. Table 1 presents a categorization of the decision-
making context according to three organizational levels.

Operational-level decision situations typically occur frequently, and decisions must
be made quickly. Decision situations at the tactical level are more complex and have
greater impact on business performance than decisions made at the operational level.
Strategic-level decision-making situations are typically highly complex, have long-term
implications for business profitability, and are supported by various decision-support
methods (e.g. scenarios and technology forecasts).
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Table 1. Understanding key elements of the customer’s decision-making context.

Operational level Tactical level Strategic level

Customer’s
objectives

Daily operation and
maintenance

Development of
current assets or
functions to improve
business profitability

Changing current
assets or functions to
improve business
profitability

Customer’s
constraints

Selected maintenance
strategy, maintenance
windows, criticality of
equipment

Company-level
strategic choices,
maintenance
windows, and
criticality of
equipment

Operating
environment, and
company-level vision,
values, mission, and
strategic choices

Example of
user or
decision
maker

Operators, maintenance
technicians, managers

Management Leadership

Example of
decision
situation

Focusing maintenance
actions on right assets
and problems; Timing
of maintenance actions;
Resource planning

Replacement
investment,
maintenance strategy
formulation

Moving in to new
business, market, or
technology;
Investment in a new
production line/plant

Business
impact of
decisions

Seldom crucial Moderate to major
influence on
profitability of
business

Major influence on
profitability of
business

Information
required for
supporting
decision
situations

Information on asset
condition, type,
location, and
availability

Information on asset
performance, decision
alternatives,
production
bottlenecks, quality,
influence of the
maintenance tasks

Information on trends
and developments in
the operating
environment,
bottlenecks, and
improvement
potential of current
processes

Potential
digital
services for
the decision
situation

Remote monitoring and
control, predictive
analytics of
performance,
descriptive analytics for
causes and effects,
failure detection,
elimination of
unplanned breakdowns

Identification of
decision alternatives,
selection of an
optimal choice for the
current situation, and
multi-criteria risk
analyses

Scenarios and
roadmaps, technology
forecasts,
identification of
decision alternatives,
multi-criteria risk
analyses
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4 Asset Management Business Models

Osterwalder and Pigneur (2010) have defined “business model” as the rationale for
how an organization creates, delivers, and captures value. Three main dimensions of a
firm’s business model are value creation, value proposition, and value capture (Clauss
2017). Traditionally, manufacturers have focused on producing a physical product and
capturing value by transferring ownership of the product to a customer through sales.
Digitalization allows a radical change of this traditional business model. Through
access to product data and the ability to anticipate, reduce, and repair failures, the
manufacturer has the ability to affect product performance and optimize service. New
business models can, e.g. supplement the traditional ownership model by offering new
service efficiencies to customers. Another possibility is to offer the product as a service
(Porter and Heppelmann 2015).

Digital products and services require rethinking the value proposition. It is nec-
essary to consider the whole lifecycle of the products and services. New ways of selling
performance instead of products are possible. Pricing can be based on shared benefits.
Data analytics services provide information that can be used in improving the efficiency
of processes. However, costs related to collecting, storing, and analyzing data must be
taken into account. Digitalization provides new opportunities for continuous cash flow
and revenue from lifecycle services. Customer relationships change from individual
transactions towards continuous partnerships. To reach customers globally, digital-
ization provides new opportunities for direct channels (Ahonen et al. 2018).

Rethinking the concept value proposition is a requirement for a successful digital
service business. We categorize the digital service concepts for asset management
according to their value proposition as follows (further discussion on the services in
(Kortelainen et al. 2017; Kortelainen et al. 2017):

1. Provision of a service platform and enabling technologies. This service type
includes technological capabilities from measurements to user interfaces. These
include collaboration platforms to allow combining data from different sources. The
provision of standard reports for customers’ O&M function is included in the
services, e.g. at an agreed on fixed fee.

2. Analytics-based services. This service type includes analytics models and related
capabilities for diagnostics, problem solving, predictive maintenance (condition-
based maintenance), and predictive performance management. The provision of
required information on different organization and asset-hierarchy levels is in focus.
The use of relevant data and knowledge produced internally is also considered
(timely and cost-efficient actions based on internal use of digital data and analytics).
“Data as a service” (DaaS) and “Information as a service” (IaaS) levels, identified in
Kortelainen et al. (2017) according to the DIKW hierarchy (Data, Information,
Knowledge, Wisdom), are linked to this service type.

3. Asset performance services. The focus of these services is on the management of
customers’ assets to maximize the value created in customers’ processes. This calls
for technological capabilities and analytics models, however, maintaining, operat-
ing, and investing in the asset fleets in an optimal manner are at the core of this
service. The definition of best practices as an element of the service, for instance,
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requires combining analytics capabilities and domain knowledge related to cus-
tomers’ production and business environments. This service type may be further
divided into sub-categories, depending on the level of partnership, the exact role of
the service provider, and the contract (from product-related services to holistic asset
and productivity management). The provider may guarantee a desired performance
at a certain cost level: manage the operations, maintenance, and performance of the
asset system (e.g. cost per performance contracts). “Knowledge as a service” (KaaS)
and “Wisdom as a service” (WaaS) levels (Kortelainen et al. 2017) are linked to the
asset performance service type.

5 Developing Digital Asset Management Services

In this paper, we have presented methods and frameworks to support the development
of digital services. In Table 2, we position the methods and frameworks within the
model for service information requirements (McFarlane and Cuthbert 2012). The
methods and frameworks are positioned according to the main elements of service
development. Additionally, we present questions that companies should consider when
developing digital asset services.

Table 2. Framework for supporting development of digital asset management services (applied
from McFarlane and Cuthbert 2012)

Main
elements of
the service

Methods and frameworks Key questions

Service
need

Roadmapping What are the drivers and future needs?
What are the foreseen technological,
market etc. developments?
When do the developments take place?
What are the most crucial developments
for us?

Understanding customers’
decisionmaking context, decision
situations and decision-making levels

Are the customer requirements
understood?
What are the future customer needs?
What are the customers willing to pay
for?
What potential decision-making
situations should be supported by
refining the relevant data?
Can we provide new understanding with
the data for, e.g.:

- maintenance strategy and
implementation

- overall equipment efficiency
development

(continued)
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6 Discussion and Conclusions

In this paper, we proposed a top-down approach to digital asset management service
development. The motivation is to support agile development practices with a more
systematic methodology. The approach is currently being validated in a research
project with participating companies.

We contemplated perspectives that should be considered when developing digital
services for asset management. The approach presented in the present paper included
roadmapping and scenario planning, understanding the customer’s decision-making
context and business model development. The integration of these elements with agile
development is presented Fig. 1.

Table 2. (continued)

Main
elements of
the service

Methods and frameworks Key questions

- investment assessments and
decision-making improvements in
energy efficiency

Service
offering

Business model formulation Which capabilities are needed?
Who are we working with?
Has risk assessment been satisfactorily
completed?
What service support is required?
Is the resourcing within cost?
From where and how are we found?

Service
operation

Business model deployment How should the system be operated to
optimize value creation?
How do we measure the value created
by the services?
Do we understand the supported
functions?
Is the system reliable and resilient?
Is the related legislation and regulation
fully understood?
Do we need to improve the service infra-
structure?
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Roadmapping and scenario planning produce the strategic framework for the ser-
vice development process. This process results in a development path that shows the
means for reaching the strategic intent of the company, and the company’s desired role
in their customer’s business is defined.

The decision-making context connects the service to decision situations at different
decision-making levels (strategic, tactical, and operative). Understanding the key ele-
ments of the customer’s decision-making context supports the development of the
digital asset management service.

Rethinking the value proposition is the core task of business model development
for digitalized asset management services. For instance, the use of modern capabilities
for building analytics for the entire lifecycle of assets or the evolution of digital twins to
cover not only R&D and training phases but also to provide lifetime support are drivers
for business model transformation.

More information about the implementation and benefits of the service develop-
ment elements are presented in Ahlqvist et al. (2010) regarding roadmapping, Korte-
lainen et al. (2017) regarding customer’s decision context and Osterwalder and Pigneur
(2010) regarding business model development.

Acknowledgements. The authors gratefully acknowledge Business Finland for funding the
research project. The companies involved in the research are gratefully acknowledged for their
funding and participation.

Fig. 1. Approach to digital asset service development.
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Abstract. When dealing with risk related to complex systems, and for safety
systems in particular, a main task is to identify and assess events that could
threaten reliability performance of the system. With respect to this task, there are
two important types of failures commonly referred to, i.e. systematic and sys-
temic failures. Both of these relate to system thinking somehow, however, the
meaning and importance of the two concepts should be distinct. In this paper,
we study this distinction and relevance to complex systems by addressing
available definitions of these given in international standards and giving some
qualitative examples. Despite the exact definition of the two concepts may vary,
a main conclusion is that it is only when dealing with complex systems, that it is
appropriate to use both concepts for the purpose of risk management.

1 Introduction

When attempting to describe system reliability and risk using mathematical models, a
starting point is the relationships between the components defining the system. These
relationships are important for how they contribute to the overall system reliability
performance, and the components could for example be ranked based on their con-
tribution, using different importance measures (see e.g. Kuo and Zhu 2012; Natvig
2010; and IEC 61078:2016). However, the reliability contribution is typically not
depending only on one single component. Typically, as is the situation when dealing
with complex systems, there might be interdependencies influencing the system per-
formance. Such fragility (dependencies) in the systems is a main reason that systemic
failures occur (Venkatasubramanian 2011). Hence, in risk management, a key is to
understand how failure events influence system reliability performance.

According to Johansen and Rausand (2011) ‘complexity’ refers to “a state of
difficulty in determining the output of a system based on knowledge about individual
inputs and given our current knowledge base.” Translated to the system reliability
model; despite the way the individual components interact or dependencies in complex
systems is relevant to the understanding of the system vulnerabilities, it may be
challenging to capture these interactions in a mathematical model.
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The issue of how to capture the dependencies should be given high attention when
dealing with for example safety systems, as the understanding of this is a key to
appropriate reliability modelling and calculation of these systems, as pointed out in the
ISO/TR 12489:2013 (see also Rausand 2014).

Furthermore, to capture possible failure events that could cause critical system
failures in safety systems, one should see beyond the traditional barrier thinking, where
an assumed set of individual and independent components protects the system from
going down (collapse). Holland (2014) refers to a property of complexity called
‘emerging’, which could be translated into the same meaning as the ISO/TR
12489:2013 places into ‘holistic’ or the Aristotle principle, i.e. that “the sum is greater
than the sum of its parts”. The main idea being that, there could be possible failure
events that is not explainable through only focusing on the individual system com-
ponents. Some sort of system understanding, or perspective, is needed to see beyond
the “parts”.

Related to the ‘system’, the following triplet are relevant to the above need for
failure concepts covering a system perspective:

• System (level) failure
• Systematic failure
• Systemic failure

While ‘system failure’ or ‘system level failure’ is intuitively simple to understand
as any failure occurring at a system hierarchy level (see e.g. ISO 14224:2016; for
example, on a ‘gas export’ system in the oil and gas industry), the other two is not as
straightforward, and lacks adequate clarification in risk and reliability literature. It is
repeatedly in the ISO/TR 12489:2013 pointed out, that the analyst should be careful not
to confuse the two concepts. Both relate to the ‘system’ somehow. But in a separate
way, and with room for different interpretations. A main objective of this article is to
provide some clarification regarding the distinction between these concepts based on
the guidance given in key international standards on the issue.

The following of the article is structures as follows: in Sects. 2 and 3 we give a
brief overview of alternative ways of interpreting the concepts ‘systematic failure’ and
‘systemic failure’ in the context of complex systems. Then, in Sect. 4 we discuss the
relationship and difference between the two, where different examples are used for
clarification. Finally, in Sect. 5, we give some concluding remarks.

2 What Is a Systematic Failure?

As expected, the concept ‘systematic failure’ is widely applied across different
industries and sectors and is often linked to failures having a common cause. Tradi-
tional textbooks on system reliability commonly refer to ‘systematic failures’ as an
opposite of random failures, i.e. those being non-random, (see e.g. Rausand and
Høyland 2004; Gentile and Summers 2006).

Based on the international standards (from the International Electrotechnical
Committee, IEC, and the International Organization for Standardization, ISO), there are
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currently two alternative ways of defining the concept. We refer to the two as the ‘new
definition’ and the ‘old definition’.

Starting with the ‘new definition’, the natural place to search for this, is in the IEV –

the International Electrotechnical vocabulary, which includes a recognized glossary of
key terms; the dependability standard IEC 60050-192:2015 issued by IEC. This define
the ‘systematic failure’ concept as a: “failure that consistently occurs under particular
conditions of handling, storage or use.” Hence, according to the definition, a sys-
tematic failure can then be reproduced by deliberately applying the same conditions, as
these conditions influence the failure occurrence. However, the aspect that the failure is
reproducible, does not make it systematic. The conditions may come from, as the IEC
notes, errors in specification, design, manufacture, installation, operation or mainte-
nance of the item. The definition is widely used across different industries. It is for
example used within oil and gas (in in both the ISO 14224:2016 and the ISO/TR
12489:2013) and railway (IEC 60050-821:2017).

For the ‘old definition’, there are several international standards, including the
systems and software engineering standard ISO/IEC 15026-1:2013 and the safety
standards ISO 26262-1:2011, ISO 25119-1:2010 and ISO 13849-1:2015, all developed
before the ‘new definition’ issued in 2015, which still are using the old definition of
‘systematic failures’ given below from the IEC 60050-191:1990: “failure related in a
deterministic way to a certain cause, which can only be eliminated by a modification of
the design or of the manufacturing process, operational procedures, documentation or
other relevant factors.” The same definition is also used in nuclear industry (IEC
60050-395:2014/AMD1:2016), which refer to the widely used IEC 61508:2010 (cf.
part 4) produced for reliability analysis of safety instrumented systems as source.

Reading the two definitions, a key issue is whether the “consistently occurs under
particular conditions” is given the same interpretation as the “related in a deterministic
way to a certain cause”, where focus is shifted from failure causes to conditions. It is
not obvious that the change from “in a deterministic way” to “consistently” imply any
different meaning.

Consider the following example. Say that some car manufacturer by mistake
produces a poor batch of sensors, which cause the engine to stop when the speed
reaches 150 km/h, and then delivers cars with these installed. When the cars later enter
the stores and the streets, the reliability of the car is obviously reduced because of this.
The car will have a dormant fault that could cause a failure and accident under the right
conditions. The failures occur because of the sensor issues, and this could then be
traced directly to the conditions of use. The products installed on the car then have a
consistent effect on the reliability performance related to all the car with these sensors
installed that are in use under the same conditions (situations). In normal driving
conditions there is no problem but in case the driver infringe the speed limitations, the
car will systematically stop. This could be linked to the failure causes, i.e. here the
sensor fabrication failure. Meaning that systematic failures is considered as the opposite
to random failures in both definitions. See also examples in Rausand (2014, pp. 66–67).

If we look outside the two definitions and consider the meaning of the word
‘systematic’, for example as it is defined in common dictionaries. One finds the fol-
lowing (Oxford dictionaries, n.d.): “Done or acting according to a fixed plan or
system; methodical. For example, a systematic search of the whole city”. A systematic
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failure is implying that there is some system behind the way the failure occurs (i.e. it
not random), as is given in the ‘new definition’ by the relationship between the
“conditions of handling storage or use” and the failure events. This is necessarily a
deterministic relationship, as is also suggested from the old definition in the IEC
60050-191:1990, as the change in conditions could lead to failure events. It is why the
systematic failure can be removed by modifying the design.

3 What Is a Systemic Failure?

If we search for a definition of ‘systemic failure’ in the IEC 60050-192:2015, it is not to
be found. The IEV does not define this concept. However, a safety-related ISO defi-
nition is given in the ISO/TR 12489:2013: “failure at system level which cannot be
simply described from the individual component failures of the system.” Such failures
are in the technical report used synonymous to ‘holistic failures’. A main point is that
they focus strictly on the system level. Furthermore, the definition indirectly distin-
guishes between failures that can and cannot be described from a simple combination
of the individual components failures. Consequently, not all failure events causing
system downtime, are systemic. The component relationships must also be considered.
It makes the concept valid only to complex systems.

If we look up ‘systemic’ in dictionary, the above distinction is not as obvious. The
Oxford dictionaries (n.d.), as one example, define the word (adjective) ‘systemic’ as:
“relating to a system, especially as opposed to a particular part”. The dictionary also
provides an example that “the disease is localized rather than systemic”. Based on this
understanding, the failure of a system could itself be sufficient to label the failure as
systemic. The dictionary definition merely implies that a system perspective is taken,
i.e. that the failure is on system level.

Currently, no other ISO or IEC definitions of the concept ‘systematic failure’ are
available to challenge the ISO TR/12489 definition. However, there exist a related
definition in another ISO technical report on financial services that could challenge the
understanding, i.e. on the concept ‘systemic risk’ (ISO/TR 13569:2005); “risk that the
inability of one of the participants to meet its obligations, or a disruption of the system
itself, could result in the inability of other system participants or of other financial
institutions in other parts of the financial system to meet their obligations as they
become due”. Although given for ‘risk’, the definition suggests basically that, the
failure of one or several components could cause other components and systems to fail,
which are not including any reference to complex systems or that the relationship
(dependencies) between the components matter. In fact, the core of this definition is
that one could have a sequence of failures due to so-called ‘Domino effects’ that
eventually cause the system to go down (collapse). Within reliability theory, such
failures are referred to as ‘cascading failures’; meaning that the failure of one com-
ponent or element is causing others to fail (the Domino effects). However, such
sequence of failures does not necessarily mean that such failures conflict with the basic
idea of ‘systemic failure’, stating that the system failure cannot be deduced directly
from the component failures.
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The following trading example captures the systemic aspect: say that one partici-
pant sells a high number of shares, and then the price of these shares decreases a little
bit. Next, some other participants monitoring the activity detect this decrease, and to
avoid losses, sell their own shares, causing the price to decrease even more: causing
many or all participants to decide to sell their shares, and the price goes to zero and the
system collapse. It is easy to see that this could happen within high frequency trading
when the computers take the same decisions at the same time. The failure is labelled as
systemic, when there are interdependencies influencing the reliability performance of
the components (elements) and of the overall system. The challenge is to understand
such underlying patterns and reflect these in analysis and decision-making. Further
examples are provided in the following section.

4 Examples and Discussion

As should be quite clear given the previous sections, a failure labelled as ‘systemic’ is
different from a failure being ‘systematic’, although both relates somehow to system
thinking. ‘Systemic’ has to do with the reliability performance of the system, not the
system aspect in causes or conditions leading to the failure. In fact, systematic failures
do not necessarily influence the system at all. For example, a systematic failure could
lead to several components going down, but where there is no critical failure at the
system level.

We will consider a ‘photocopier’ example to clarify the difference between the two
concepts. It is a system that is complex yet simple to understand. Say in an office area
there are two photocopiers: A and B. One reoccurring challenge is that poor paper
quality causes paper jams, which then leads to photocopier down time. What would
then be a systematic and systemic failure here?

Systematic failures are related to events that under the given condition (in a
deterministic way) influence the functioning of the entire or parts of the system. Here
the probability of a paper jam is not related to the photocopier itself, but to the
probability of the mistake (adding poor paper). If both A and B are fed with the same
poor type of paper, in this situation, the systematic failure is also a common cause and
common mode failure.

For systemic failures, the overall system must be considered; both A and B. If A
fails, the load of B is doubled (and vice versa). Hence, the probability of failure of A,
PA, depends on what happens on B. It is not possible to calculate the probability of
failure of the overall system just by combining PA and PB as independent components.
What then if A and B are different product types and B accept paper of lower quality
than A? Then, in case of mistake, a systematic failure will occur on A, but not on B.
The systematic failure on A, however, participates to the systemic failure of the overall
system (A and B). The probability of failure cannot be obtained by the combination of
the probability of failure of the components.

The example above, although not going the reliability specifics, clearly express the
importance of interdependencies and what is the difference between the two concepts.
A similar example of systemic failures may be given on cars and parking sensors.
Despite a generally high reliability of such sensors, studies (e.g. Kidd et al. 2014)
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indicate that cars having such sensors are not necessarily involved in significantly less
parking accidents compared with cars without. Experimental evidence concerning the
effectiveness of reverse parking sensors has been mixed on the issue (Keall et al. 2017).
A main reason for this, is obviously that, people behave and drive differently when
having such equipment installed. Similarly, for the effect of rear view cameras, the US
National Highway Traffic Safety Administration (NHSTA 2006) concluded that: “the
true efficacy of rear-view camera systems cannot be known without assessing drivers’
use of the systems and how they incorporate the information into their visual scanning
patterns (i.e., looking behind over the shoulder and glancing at mirrors).” See also
study in Hurwitz et al. (2010). Hence, when assessing the reduced risk of car parking
accidents by introducing ‘new’ sensor technology, there is a need to consider the effects
on the entire system, including how the technical system influences the driving
behaviour. However, that accidents occur due to e.g. the parking sensors not reading
the correct distance (reading error), would be a systematic failure issue.

For larger systems, the modelling might be more challenging, in particular systemic
failures could be challenging to deal with as they could be well hidden by the com-
plexity of the system. Nevertheless, the key is to understand how interdependencies
influence the performance of the system and may cause critical events.

Consider another example, a critical event taking place at the, an incident occurring
in a gas-graphite nuclear power plant in France in the late sixties, which clearly
highlighted the need to capture systemic aspects in risk analysis. In this incident, a part
of the core melt due to an operator error in the feeding of the reactor. Such an event had
already been anticipated by the installation of an ashtray behind the reactor, and this
ashtray was designed to melt above 1400 °C. Unfortunately, the mix between the
melting core and the substance of the ashtray formed a eutectic, and this eutectic was
melting at 800 °C. This unexpected systemic effect lead to the melting of the ashtray,
resulting in radio-active substance falling to the bottom of the containment. More than
a year was needed in cleaning the containment before restarting the reactor. It was a
failure that could not be analysed in terms of core melting and ashtray failure inde-
pendently from each other: the whole ‘core melt and ashtray’ system had to be con-
sidered. For further details about the 1969 Saint-Laurent-des-Eaux incident; see e.g.
IRSN (2015).

The above examples show the importance, in situations of complexity (i.e. presence
of non-linearity), to address systemic failures in risk management. And demonstrate
why it is important to distinguish between such failures and those that are simply
‘system level failures’ in risk management.

Within medicine and patient health care, a way of capturing such dependencies is
identified through the SEIPS model (Systems Engineering Initiative for Patient Safety;
see Carayon et al. 2016). This model highlights the need for addressing the whole
system by connecting the work system (i.e. the environment, organization, person,
tasks and technology and tools) to the processes and outcomes. It is a framework for
understanding the influence the different elements of the working system such as new
technology may have and their relationships. The principles of the SEIPS model is
relevant and applicable also to other complex systems where it is just as relevant to
capture the effects of both systematic and systemic failures.
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While the systematic failures may be described focusing on latent failure conditions
and failures of the system elements, it should be clear that the systemic failures must be
strictly addressed from a system perspective. Consequently, the risk management
should be based on an approach that captures the interactions between the system
components, such as for example through e.g. the classic STAMP model (System-
Theoretic Accident Model and Processes), where, as is the key, the use of the models
allows for; “integrating non-linear relationships reflecting the behavioural dynamics
controlling the behaviour of the entire technical and organizational structure over
time” (Leveson 2004).

5 Concluding Remarks

The concepts discussed in the current paper, all provide essential information about
failures in relation to risk management when dealing with complex systems. However,
as identified partly through study of internationally accepted ISO and IEC documents,
the concepts may be attributed with distinct meanings. Where the definition of ‘sys-
tematic failure’ seem to be widely agreed upon, the ‘systematic failure’ concept appear
to lack appropriate foundation in risk theory; e.g. might be mixed with ‘system level
failure’. Furthermore, we find that the concept of systemic failure, although it should be
considered appropriate for only complex systems, is in management of ‘systemic risk’
also applied for systems that are not that. Besides, there exist a variation in definitions
outside the ISO and IEC domain, for example within finance and safety (e.g. Santos-
Reyes and Beard 2001), which further reflects a need to produce ISO and IEC guidance
on ‘systemic risk’ along with ‘systemic failures’ in a consistent way. Particularly, the
role of interdependencies should be recognized when managing the systematic and
systemic failures and associated risks. A key is to understand the ability of frequently
used models to address the full spectre of elements influencing the reliability perfor-
mance of the system. In the paper, the SEIPS and STAMP models are mentioned, as
two models that can capture systemic aspects in a risk management of complex
systems.
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Abstract. This work presents a modelling methodology for sensors and
equipment condition monitoring developed during a research project to enhance
dependability of pre-salt petroleum extraction platforms. The methodology aims
to improve the capability of the auto-associative models applied for sensors
monitoring in the last decades in nuclear power plants, chemical industry,
refineries, gas transport and processing plants. However, actual operation
problems or fault in equipment also may lead to false measurement error
detection. This problem observed in the previous applications motivated the
development of the improved method able to detect measurement errors and
fault conditions in the process or equipment. This improvement has been
obtained adding data (real or simulated) of the different conditions of operation,
including the fault conditions (undesired data in the previous methodology).
Therefore, the models become able to make accurate sensor estimation, even
under fault conditions in the monitored process, and they also give a proper fault
diagnoses about the measurement instruments and the process reducing false
alarms compared to the traditional approaches. Also, some modelling challenges
were observed during the development such as optimization of parameters,
memory size and computing complexity. The methodology is demonstrated
using simulated a process of a Petroleum Platform application. The achieved
results showed a possible methodology to improve or replace the traditional
approaches in the past application.

1 Introduction

Several works have been done in the last decades in order to improve the reliability of
the industrial processes (Kristjanpoller et al. 2016), in controllers (Markus and Ping
1997), actuators (Sharif and Grosvenor 1998) and sensors (Hines and Garvey 2006).
Usually all equipment can be analysed using the processes measurements, but fault
detection in sensors showed to have an extra complexity because these are the pro-
viders of the measurement. Sensors validation is an important subject in sensor based
monitoring and control systems. In petroleum and natural gas industry, as in many
others, reliable measurements are key to guarantee to the plant optimum and safe
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operation point and, in some cases, trustable billing. Therefore, many years of Research
and Development projects have been performed in order to improve diagnostic tools
especially for the industry of petroleum and gas (Galotto et al. 2015), exploring dif-
ferent techniques using analytical redundancy in measurements. Usually, the most
accepted memory based methods such as the Auto-Associative Kernel Regression
(AAKR) (Galotto et al. 2006) and the Auto-Associative Multivariate State Estimation
Technique (AAMSET) are applied exploring the analytical redundancy among sensors
related with the process, equipment and set points. These methods brought important
contribution to several applications in control, optimization and maintenance since the
correct operation of each measurement instruments could be verified avoiding opera-
tion problems and false alarms due to measurement errors. The Auto-Associative
Kernel Regression (AAKR) showed to have the best generalization in many problems
and it is also easy to train or adapt to new data, since it is a memory based non-
parametric technique.

Since most of the process diagnosis techniques are dependent on the correct
measurements and also the correct process operation is necessary to avoid false alarms
in sensor fault detection, it may be observed an intrinsic dependency of all diagnostic
techniques. It makes attractive the idea to get an integrated tool to perform monitoring
of different parts in the process. This work proposes a methodology to create AAKR
models to both tasks: sensors and process monitoring. The described process moni-
toring may be extended on fault detection of actuators, pipes, pumps, compressors or
any other structured that can be modelled in the process.

2 Evaluated and Modelled Processes

The simulated evaluation of the methodology has been made using models of some real
processes. These models are necessary due to the possibility to create any kind of fault
conditions, allowing the validation of the proposed methodology. The main modelled
system is an oceanic platform for petroleum exploration. The components of this
platform will be briefly explained and a specific flow process will be focused to explain
the methodology.

2.1 Petroleum Exploration Platform

The petroleum exploration platforms of the pre-salt oil, was chosen to be a critical
process with direct application of the developed methodology. These platforms operate
far from the continent in complex and extreme conditions, making high dependability
processes mandatory. For ideal operation, all sensors and actuators must work cor-
rectly; otherwise, it may reduce the quality and the efficiency of the processes or even
the instability of the control loops. The fault detection and diagnosis allow the
improvement of the safety, reliability and the maintainability and asset management of
the platform operation.
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A representation of the dynamics of a platform is composed basically of: oil wells
in the ocean floor, manifold, separation stage and storage. The oil from the ocean well
modelled in this project is sent to the manifold. Such equipment used in the collection
has the function of distributing oil production to the high-pressure separation systems.
In the computational system in Fig. 1, the manifold is represented by a multiplexer, and
has the function of directing the obtained products to the separation stages. The sep-
arators are modelled with demultiplexers with flow control of oil and water, and gas
pressure control.

As a result of the first separation process performed by the high-pressure separator
are obtained water, oil and gas. The oil of the first separation stage is sent to the second
separator, called the medium pressure separator. Similarly, the second separation stage
also results in water, oil and natural gas. Finally, the oil produced from the second
separation stage is still sent to a third separation stage, called the low-pressure sepa-
rator. The materials resulting from the low-pressure separator are oil and gas for
exportation (transport to mainland). The water is treated and used for internal con-
sumption of the platform. The gas from the second stage is sent to a dehydration
section, and is used for power generation on the platform, and the surplus is sent to the
flares. The generation of energy is carried out through natural gas turbines. The Fig. 1
shows the complete model of the platform, where the blocks are subsystems containing
specific diagrams representing the each described part of the platform.

The detailed explanation of all subsystems is not possible in this paper. However, it
is enough to describe one specific process of the oil flow, which was chosen to be
detailed and was used to explore the presented methodology.

2.2 Oil Flow Process with Ball Valve

The valves are the most usual actuators in oil and gas industry processes and this is the
main reason of the preference to use this model in paper. The detailed simulation model
with ball valve is presented in Fig. 2. This model allows getting upstream, down-

Fig. 1. Integrated models of the platform.
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stream and differential pressures measurements, and also the flow measurement and the
MV command signal to the ball valve.

This model was used to generate the data in 4 different operating conditions:
normal, partial fault of the valve opening 50% of the command, with complete valve
failure in the opening and valve failure to close. The data generated for these fault
conditions are shown in Fig. 3.

Fig. 2. Test model with Simulink/SimScape.

Fig. 3. Simulated data with the oil flow process model.
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3 Proposed Methodology

3.1 Auto-Associative Models Review

The diagnostic method (George et al. 2006) was designed to be as close as possible to
the current methodology of software tool presented in (Galotto et al. 2015) developed
in previous researches.

The inputs X and outputs Y and the estimated outputs of an auto-associative model
are organized in matrix form as shown in Fig. 4.

In Fig. 4, n is the number of samples, N is the number of input signals and M is the
number of signals at the output. These data would come from a history of data obtained
from a period of observation of the process. Considering that a part of these n samples
are used to represent the model memory (Xdata and Ydata), for AAKR models, each new

query reading will provide a new estimation according to bY¼
P

Ydata � Xdata;X
Xdata;X

.
Equation 1, which is a weighted sum of the Y of the memory, by means of the

weights provided by the function W(Xdata, X).

bY¼
P

Ydata � Xdata; X
Xdata; X

ð1Þ

The function W(Xdata, X) is the so-called kernel function, which can be different
functions as long as they obey the following properties:

1. W(Xdata, X) is not negative.
2. W(Xdata, X) has the maximum value where Xdata = X.
3. W(Xdata, X) decreases monotonically with the distance ||Xdata − X||.
4. W(Xdata, X) = W(||Xdata, X||) (radially symmetric).

Among the most known functions are: Uniform, Triangular, Epanechnikov, and
Gaussian used in this work. For sensor estimation problem, each sample in memory
Xdata and Ydata correspond to steady state of the process under normal operating
conditions (without failures in the process or measurement instruments). Therefore, this

Fig. 4. Notation of input, output and estimation matrices, respectively.

Sensors and Process Monitoring Models 141



memory must undergo a rigorous selection process to avoid incorrect estimates
regarding the process.

3.2 Combined Equipment Diagnosis

For the equipment diagnosis problem, memories must be added under fault conditions,
and each memory must be previously classified so that the condition can be inferred for
each sample. One way to accomplish this task is to use new columns in Ydata. Each of
these classification columns would correspond to a process state (i.e., normal, fault 1,
fault 2). These columns would be filled with binary data, as dummy variables normally
used in multivariate regressions, as illustrated in Fig. 5. Thus, using the same Eq. 1,
estimates would be given for each of these classification columns with values between
0 and 1, with 1 being the highest possibility of belonging to the corresponding clas-
sification and 0 being the least possibility. Therefore, the equipment diagnostic
methodology is more effective than the sensor estimation problem, because each
estimation will be classified accordingly the nearest neighbour in the memory. The
drawback of this method is clearly the increase of the memory and the computational
complexity of memory based models that could be overcome with parametric models.

4 Results with the Test Data

For the valve example of Sect. 2.2 with the data in memory, each new generated data
was diagnosed with the presented methodology. Figure 6 shows the mean simulation
results in the 4 different cases also used to generate the memory: normal (case 1),
opening 50% of the command (case 2), complete failure in the opening (case 3) and
failure in the closure (case 4). The mean value of the estimates with optimized
bandwidth presents the diagnostic result for each case, where it is possible to verify that
the correct diagnosis is clearly identified in the 4 cases, proving the validity of the
methodology.

Fig. 5. Illustration of the memory matrix including the equipment diagnosis.
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5 Conclusions

The presented methodology allows sensors and equipment fault detection simultane-
ously. It can be implemented increasing samples and variables in auto-associative
models. The results were obtained using AAKR and data of oil flow process with
simulated faults in a ball valve. But the increase of memory may lead to computational
problems that could be overcome with different modelling techniques, which could be
deeply analysed in future works. This methodology let also open possibilities of future
evaluations in different applications, comparisons and combinations with different
diagnostic methods.
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Abstract. Assets are aging and budgets are tight, yet expectations are higher
than ever. The challenge is that as the industry moves to more detailed levels of
the approach, the budgets, the authority to take actions, and the performance
metrics all start to become fragmented by organisational sub-units, asset service
level requirements, regional requirements and compliance to regulatory and
safety requirements. While potentially serving to motivate and provide realistic
goals, it starts to undermine the value of a holistic asset management approach.
If the decision making is not optimised across business asset portfolios and
operational units, or even within business units, the value is diluted when all
interactions between the assets and other factors are not adequately considered.
The move from the industrial age to the information age has meant that the
skyline of an organisation’s physical assets has changed dramatically. This
paper provides an overview of a digitalised and automated methodology tailored
to address the challenges on this important theme that will shape the next decade
and will drive the transformation to the new era of Asset Management. The
methodology is developed through organising steps and activities by evaluating
business processes, asset condition and asset degradation to generate asset
investment plans based on actual and predictive asset performance long into the
future. This allows authorities and health asset operational agencies to effec-
tively optimise costs, risks, opportunities and performance.

The world is facing increasing urbanisation while, simultaneously, critical urban
infrastructures have become a magnet for talent and a driver of economic growth. In
Australia, economic modelling found that in 2011 (the Census base year), $187 billion
of investment was derived from infrastructure. By 2031 this is projected to increase to
$377 billion. Direct Economic Contribution demonstrates a pointer to areas of
infrastructure demand and need. It presents an indication as to where reforms might
lead to increased efficiency across our existing infrastructures (Australian Infrastructure
Audit 2015). Australian capital cities contributed $854 billion to the economy in 2011,
this is projected to grow by 90 percent to a contribution of $1.6 trillion in 2031.
Australian major cities are vital economic engines – but unless action is taken, growing
asset management cost and effectiveness threatens to cost Australians $53 billion by
2031 as the population increases to 30.5 million. Demand-side strategies, aimed at
redistributing demand in time, space or mode, are equally important in making the most
of existing capacity. They often present a cost-effective alternative to increasing
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capacity, and have the potential to deliver better environmental outcomes, improved
public health and more prosperous and liveable cities (Strategic Infrastructure 2014).

While health systems nowadays are challenged to reduce costs to match financial
realities, the opportunity to reduce the cost burden associated with managing assets
remains relatively neglected. About 95% of a hospital’s clinical asset base consists of
ventilators, infusion pumps, telemetry units and other mobile workhorse devices. The
amount of such equipment per hospital bed has jumped 62% over the past 15 years, but
average utilisation is only about 42%; a modern hospital’s asset inventory is now both
pricier than ever and often underutilised (Strategic Infrastructure 2014).

Many national health organisations recognised the need for application of new
technology and organisational re-structure as part of a healthcare Asset Management
(AM) transformation. These organisations such as the UK National Health Service
(NHS) have a corporate responsibility to account for the stewardship of its publicly
funded assets. This includes the provision, management and operation of an efficient
and safe estate that supports clinical services and strategy (Health Building Note 00-08
Part A 2014). This corporate responsibility is carried by all accountable officers,
directors with responsibility for estates and facilities and their equivalents, chairs, chief
executive officers and non-executive board members. Together they have a responsi-
bility to enact the principles set out in execution of the transformation program, provide
leadership and work together to implement the necessary changes to provide a safe and
efficient high-quality healthcare estate. These organisations have important contribu-
tions to make in delivering savings and reducing running costs. The transformation
program should be developed to meet the challenges of funding these organisations
such as the NHS in the future and will form part of the government’s drive to increase
the efficiency of the public-sector estate. Accordingly, this will be a significant step
change in the way the health assets are to be managed (Health Building Note 00-08
Part A 2014). The presented methodology has been developed in part to address the
challenges these organisations are facing to achieve the objectives of the Health AM
transformation and required reforms.

Following increases in national demands on healthcare facilities and services,
healthcare asset and facilities management has gradually matured to become an
established research and development topic. Maintenance management and perfor-
mance management can be reviewed in a wider context, and the main domains of
healthcare are a hot topic of discussion. The five salient topics included in healthcare
facilities asset management may be categorised in maintenance management, perfor-
mance management, risk management, supply services management, and development
(Shohet and Lavy 2004). These five core domains are interrelated, and can be inte-
grated using information and communications technology, which provides the desired
environment required for the challenging decision making and development prevalent
in healthcare facilities asset management.

Technology has been incorporated by the critical asset operators for many years
(Nelson 2018). However, the pace at which this adoption takes place is increasing
rapidly as disruptive digital technologies have the potential to solve major AM chal-
lenges Therefore the critical health infrastructures will be transforming into a ‘smart
and digital assets’ (Nelson 2018). Typically, it is in that stage that organisations
recognise the need to understand the condition of their asset base. This condition
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information is paramount to understanding and building forward plans for ongoing
asset maintenance and renewals, and understanding the financial implications of
maximising the value of the asset base, in climates where scarce financial and human
resource allocation is becoming more and more important to an organisation satisfying
its business objectives.

The fact is that a small proportion of organisations have demonstrated that they
have this capability, and the internal competency to achieve this. The asset performance
model is connected to Artificial Intelligence and a Machine Learning Model for Case-
Bases Reasoning decision making. This paper presents a digitised and automated
methodology to develop Asset Management Plans (AMPs) based on condition of the
asset, asset performance models of asset subclasses and critical components for
intensive and critical infrastructure assets. This paper also provides an overview of the
challenges and discusses various aspects of the asset condition data collection and
assessment challenges representing risk to long-term integrity, level of service, safety
and compliance. The paper highlights a structured, digitised and automated asset
condition audit for assessment and maintaining the functional integrity and service-
ability of the facility during the operating life using Artificial Intelligence.

1 Artificial Intelligence

In recent years the connectionist model (i.e. Artificial Neural Network (ANN)) based
methodology for a Case-Based Reasoning (CBR) system design has become applicable
for monitoring of asset performances. Special emphasis is laid on how the ANN can
advance CBR technology by building an ANN-based CBR system, or integrating itself
as a component within a CBR system. A simple ANN models proposed for con-
structing a CBR system and for solving some special issues involved in a CBR process
is highlighted in this paper. The main characteristics of the model are developed based
on each asset class performance requirement and degradation mechanisms, and the
advantages and limitations of different models as per each asset class are discussed.
Also, future research directions are outlined.

As a significant branch of Artificial Intelligence (AI), CBR has received more and
more research attention. In the last few decades, CBR has grown from a quite new area
to a subject of major influence. Much work has been dedicated to this topic, including
its basic principle (Reisbeck and Schank 1989; Kolodner 1993), methodologies
(Aamodt 1994; Leake 1996) and applications (Watson 1997). CBR systems have also
been used to solve a wide range of problems. Examples of the applications of the CBR
systems include medical diagnosis (Bichindaritz et al. 1998; Schmidt and Gierl 1998),
time series prediction (Nakhaeizadeh 1993), product design (Main and Dillon 1999;
Krampe and Lusti 1997) and planning (Arts and Rousu 1996), etc.

However, although CBR is simple in principle and has been successfully used in
engineering problem-solving, it still lacks a generally theoretically sound framework.
Consequently, most CBR systems could not complete their reasoning process and
propose a solution to a given task, without intervention of domain experts or system
managers (Watson 1997). Many CBR systems, for example, actually act as case
retrieval and proposal systems, while case adaptation and case update are performed by
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human experts. As such, although all the asset subclasses share the same basic principle
in common, it may be difficult to compare and contrast one asset class/subclass system
with another, so that the performances of different asset class systems can be estimated
and verified on a common benchmark based on the business strategy and service level
requirements.

2 Case-Based Reasoning System

Classical knowledge or rule-based decision support systems draw conclusions by
applying generalised rules, step-by-step, starting from scratch. Although successful in
many application areas, such systems have met several problems in knowledge
acquisition and system implementation. Inspired by the role of reminding in human
reasoning, CBR systems have been proposed as an alternative to rule-based systems
(prescriptive AM strategy), where knowledge or rule elicitation is a difficult or
intractable process. This approach focuses on how to exploit asset performance, instead
of rules, in problem-solving, and thus improving the performance of decision support
systems and to be related to current condition of the asset. In brief, reasoning in CBR is
based on experience or remembering, and historical performance of the asset consid-
ering the current condition as a base line.

In CBR, a primary knowledge, stored in memory, is not compiled from rules but a
set of structured cases. These cases represent an experience or lesson that, under which
asset operation environment and to what degradation mechanisms, some specific
mitigation options have been derived in the past to achieve the goals of maintaining
service levels and the effects after the solutions have been applied. When a new
problem is presented to the system, a new solution is proposed by retrieving the most
relevant old cases and adapting them to fit new situations, which is then introduced as a
new case into the system in order to enrich the case base. Therefore, a case-based
reasoner solves new problems by adapting mitigation options within an effective
timeframe that were used to solve old problems. A successful use of CBR depends
upon addressing issues of how to acquire, represent, index, retrieve and adapt existing
historical performance cases. However, the most important operations involved in a
primary reasoning process of CBR are case retrieval and case adaptation, together with
case similarity assessment and case adaptation criteria. The solution, corresponding to
these previous cases, is adapted to propose a solution for the given problem based on
the adaptation criteria. It is obvious that the criteria for both case similarity assessment
and case adaptation are inextricably linked, which means that the solution suggested is
intimately connected to the similarities and differences between new and old cases.
More precisely, such a statement may be described as

Suggested Solution ¼ A S Cold
� �

CNew
� � ð1Þ

where {Cold} and CNew denote a set of old cases and a new case, respectively. S(�,�) is
the similarity assessment criterion, and A, an operator, is defined by the adaptation
criteria.
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Therefore, in essence, the CBR reasoning process is a pattern matching and clas-
sification process. Developing case similarity assessment criteria and case adaptation
criteria is a central open challenge for CBR.

In a symbolic description model-based CBR system, the case adaptation process is
often performed by a rule-based system (prescriptive AM program and based on vendor
recommendation), which makes the CBR system design re-confront the knowledge
acquisition problem for rule-based systems, and consequently, contradicts the impor-
tant motivation for using CBR in problem-solving. As a result, many CBR systems
currently work primarily as a proposal system, leaving the case adaptation to be
undertaken by field experts or adoption of a reactive AM model. On the other hand, for
a quantitative description model-based CBR system, the ANN development may
become more flexible compared with symbolic description/qualitative model-based
systems. This is because a lot of mathematical approaches and optimisation techniques
are available for defining, synthesising and analysing the case similarity assessment and
case adaptation criteria. In particular, the connectionist approach and several related
ANN models have been suggested for the CBR system design. As is well known, ANN
approaches have many appealing characteristics such as parallelism, robustness,
adaptability and generalisation. Neural networks have the potential to provide some
human characteristics of problem-solving that are difficult to describe and analyse using
the logical approach of expert systems. More importantly, learning and problem-
solving can be incorporated naturally and effectively by using a network.

3 Intelligent Asset Management Lifecycle Management
Program

Figure 1 below gives a high-level outline of the proposed process in development of an
intelligent asset lifecycle management program. This methodology is being continually
refined as it is applied to asset lifecycle management of various asset classes where we
have applied its fundamental principles to a number of hydrocarbons, production,
manufacturing and health facilities lifecycle management in Australia and worldwide
for major operators. It will bring value to the asset owners/operators through the ability
to cost effectively develop various asset integrity management and risk mitigation plan
options in application of Artificial Intelligence, CBR and ANN. while optimising their
reliability, safety, accessibility, functionality, availability and maintainability of the
asset.

The following considerations have been included in the development of an auto-
mated and digitalised AM Lifecycle management methodology to adopt artificial
intelligence for asset systems, sub-systems and critical components.

• Risk Assessment
• Condition Evaluation and Relevant Threats, Bad Actor Identification
• Original Equipment Manufacturers (OEMs), Operational and Functional Obsoles-

cence and Operational Vulnerabilities
• Degradation Mechanisms/Failure Modes/Reliability and Availability
• Asset Integrity and Maintenance Managements
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• Historical performances/Functionality requirements/Current conditions

The consideration will have aimed at providing the desired outcome to the fol-
lowing organisation goals:

a) Fulfil the operational obligations with regard to AM costing parameters and pro-
gram framework

b) Fulfil the regulatory requirements with regard to economic lifespans and Master list
development

c) Fulfil the operation costing needs by evaluating Repair & Replacement proposals
and verifying condition of assets

d) Identify key elements and address immediate actions
e) Finalise the AM program, considering annual increment value and OEM

recommendations.

Non-Critical?
`

Replacement? Group? Sample?
Macro Level 

Screening

No

Yes Yes

Urgent?
No

Yes Micro Level 
Analysis

Quantitative
CCA

Critical Trigger
or Artificial Yes 
Intelligence
Required?

No
Instance-Based

No Learning, CBR 
and ANN

Yes
Level 1 or 2 

Assessments
Only

Fig. 1. Lifecycle management program methodology
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3.1 Data Collection (Functional/Design, Historical and Current)

One of the vital parts of this methodology is the efficient collection of the data required
for the determination of the current condition and remnant life of the equipment.
Design, operational and maintenance data and current condition data are important
parameters for determination of the remnant life. The majority of this information can
be collected from the Operation and Maintenance (O&M) team, maintenance records,
integrity and engineering assessment reports, other inspection reports, fault history, site
O&M personnel, equipment Original Equipment Manufacturers (OEMs) or vendors
and site surveys. The maintenance records are used to identify the frequency/
occurrence of failures and maintenance work carried out on particular equipment in a
chronological manner.

3.2 Asset Identification

After collection and collation of all functional, design, historical and current condition
data, all assets sub-systems and critical components within the scope of assessment
have to be identified, classified and listed. The asset identification will be conducted
using a master asset register, or similar list, of equipment based on an asset owner’s
records. The asset hierarchy is produced and documented according to ISO 14224:2006
(2006). A ‘Functional Hierarchy’ is developed to align the relationship between
maintainable components and each functional location within the asset. This describes
the component structure of the asset item by assigning functional locations to each
component. This hierarchy provides an overview of equipment that belongs together
functionally, and shows the physical relationship between equipment, instruments,
valves etc. This will also enable the application of an appropriate methodology.

3.3 Remnant Life and Current Condition Assessment

Qualitative, Semi-Quantitative or Quantitative factors are considered for the appro-
priate assets for Remnant Life Assessment (and thus lifecycle management program
development) for each type of asset classes. For a small subset of equipment, the
remaining life is determined using only qualitative factors and criteria where trend-able
degradation mechanisms are not available (i.e. electrical equipment such as central
processors or remote terminal units). In this case, obsolescence and availability of
spares determined the continued use of this equipment and their remaining useful life.
The assessment will be carried out based on a scoring system which is tied into the
quality of data or the history of performance of the respective piece of equipment or
asset. The first step in the determination of remnant life of a particular item is scoring
the particular degradation mechanisms (using instance-Based Learning, CBR and
ANN) and other remnant life parameters falling under:

• Design and Functionality Data
• Historical Data
• Current Condition Data
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3.4 Asset Lifecycle Management Program Strategy

An asset lifecycle management program and associated recommendations will be
developed for each asset based on inputs from the current condition and remnant life
assessments. Option evaluation also considers the criticality of the equipment/system,
machine learning, Health, Safety and Environment (HSE), operational disruptions, and
support functions), nature of damage, costs associated with operations, and costs and
effectiveness of maintenance, inspection and monitoring programs. During develop-
ment of the lifecycle management or mitigation options, OEMs and Vendors can be
approached to obtain further information about the respective equipment, such as spare
parts availability, as part of baselining with prescriptive rules, the number of years it
shall be available, level of technical support, potential for continued support,
replacement options (e.g. new design) and formal declaration of obsolescence. These
are critical in the asset life extension management. AMPs options may be assigned one
of the following recommendations: RUN; REPAIR; REHABILITATE; RE-DESIGN/
MODIFY; RE-RATE; REPLACE or RETIRE.

4 Conclusions

An overview of a tailored digitalised and automated methodology was presented in this
paper to address the challenges on this important theme that will shape the next decade
and will drive the transformation to the new era of Asset Management. The organising
steps and activities are articulated by evaluating business processes, asset condition and
asset degradation to generate asset investment plans based on actual and predictive
asset performance long into the future. This allows national authorities and health asset
operational agencies to effectively optimise costs, risks, opportunities and performance.
Further research need to develop A Task-based Knowledge Management from an
organisational and a strategic perspective applying the principles in the first instance to
other business units with the intention of producing a more structured decision-making
process for board level debate and to maintain the organisational knowledge (Zanner
et al. 2008).
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Abstract. Sustainability of assets and processes is a major strategic focus area
for many companies. To achieve the strategic goals of sustainability, several
companies have begun to discuss how their businesses are supporting circular
economy. Digital technologies and data are considered key enablers of circular
economy. Circular economy solutions include e.g. minimizing the use of
resources, closing resource loops and improving durability and lifetimes of
assets. This paper discusses the impact of circular economy on asset manage-
ment. The focus is especially on the different representations of lifecycles in
production systems. We discuss the challenges and opportunities related to
generic, circular and hierarchic production system lifecycles. We present main
points to be considered when developing circular economy solutions from the
perspective of asset and lifecycle management.

1 Introduction

Companies adopting asset management (AM) principles have realized that maintenance
is not just a source of costs but also of value. Sustainability of assets and processes is a
major strategic focus area for many companies. However, the focus of asset managers
is often on carbon neutrality and being “green” instead of resource consumption (e.g.
Stahel 2008). Efficient consumption of resources is crucial for reducing the greenhouse
gas emissions and ensuring the sufficiency of natural resources. To achieve the strategic
goals of sustainability, several companies have begun to discuss how their businesses
are supporting circular economy (CE). CE is a system which creates value by mini-
mizing waste, energy and the use of natural resources (Geissdoerfer et al. 2017).

CE solutions can be categorized to several archetypes (e.g. Sitra 2017). Product life
extension pursues increasing the value from the invested resources, providing as long
as possible useful life and maximizing profitability over lifecycle of assets.

Product as a service aims at retaining the ownership of an asset and offering it to
customers as a service. The company offering the product has an incentive to optimise
the utilization and lifecycle of the asset. Sharing platforms provide a means to connect
asset owners with individuals or companies that would like to use them to boost asset
profitability. In renewability category, renewable, recyclable or biodegradable inputs
are used as substitutes for linear ones. Finally, resource efficiency and recycling aim at
finding value in all material streams.
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The role of data and information technology in creating new business is increasing.
Intelligent assets have the potential to change the way value is created and enable better
resource efficiency for societies (Ellen MacArthur Foundation (EMF) 2016). EMF
(2016) introduce three main forms of asset knowledge that enable value creation:
location, condition and availability of assets. These knowledge types are important
enablers for many CE solutions. Many CE solutions are supported by digital platforms
and enhanced information management systems and practices. Information manage-
ment systems ensure the availability, reliability and transparency of the solutions to the
relevant actors and stakeholders. Nevertheless, the emphasis of CE literature is typi-
cally on material flows. There are, however, some exceptions. Information sharing is
crucial part especially in sharing economy platforms and ecoindustrial parks (e.g.
Ghisellini et al. 2015). Industrial ecology approach includes information flows in the
analysis of industrial ecosystem and its environment (Erkman 1997). Data sharing is
seen crucial in sharing economy based solutions, but the information and life cycle data
management practices and challenges are rarely highlighted in CE. Therefore, our
paper discusses the impact for lifecycle data management when CE principles are
followed in industrial environments. The focus is especially on the different repre-
sentations of production systems lifecycles and their effect on the CE solutions. We
discuss the challenges and opportunities related to generic, circular and hierarchic
production system lifecycles.

2 Circular Economy and Asset Management

CE aims at decoupling economic growth from resource consumption (Gregson et al.
2015). Strategies and solutions that extend the lifecycle and conserve value of materials
- keeping durable materials in closed-loops by reuse and adaptation - offer much
potential. Ness and Xing (2017) present an extensive list of principles and solutions
associated with CE. These include closed-loop approaches, resource efficiency and
productivity, resource effectiveness, optimization of use of goods and assets, asset
management, longevity and durability, design for longevity and adaptability, suffi-
ciency. sharing, waste management, GHG emissions, industrial economy and sym-
biosis, industrial metabolism, material flows, lifecycle assessment, input-output
analysis and carbon neutral planning.

As highlighted by Ness and Xing (2017) CE and AM have many similarities. In the
context of this study, we follow the definition of ISO 55000 (2014) for asset man-
agement “the coordinated activity of an organisation to realize value from assets”. CE
and AM both aim at the optimisation of resource or asset value over full lifecycle. As a
main difference, CE aims at extending the use of assets and resources after the initial
lifecycle in similar or different use situations to maximise the efficiency of resource
usage. Additionally, the replacement of non-renewable with renewable materials is a
goal of CE. AM considers multiple decision criteria including the economic perspective
and risk when assessing solutions. Therefore, solutions that are viable from the CE
perspective may not be viable for AM. From the perspective of AM, CE solutions may
extend the lifetimes and increase the efficiency of assets, enable the recycling or reuse
of components and equipment, offer new purposes for the old equipment, and cost
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savings and indirect quality improvements through better availability and quality of
information (Hanski et al. 2016). AM threats introduced by CE solutions include
complexity of the supply chain and information systems, management of new value
elements and the assurance of quality in the new production ecosystem (Hanski et al.
2016).

Production system for producing petrol substitute from organic waste by Finnish
energy company ST 1 is an example of CE solution that has an impact on AM.
According to Valkokari et al. (2017) the solution poses various opportunities and
threats for AM. Opportunities include e.g., increased delivery reliability due to several
small production units, common spare part stock for fleet of production units, and
accumulated fleet data that can be used to support the assurance of the machinery
reliability. Threats include e.g., potential quality challenges for the end product due to
heterogeneous raw material, durability of machinery and equipment is uncertain due to
changing characteristics of raw material and lack of usage history data, and large
number of actors in the value chain that increase the complexity of the production
system and cause challenges for decision-making and leadership.

3 Circular Economy and Lifecycle Data Management

EN 13306 (2017) defines lifecycle as a “series of stages through which an item goes,
from its conception to disposal”. A typical lifecycle consists of acquisition, operation,
maintenance, modernization, decommissioning and/or disposal phase (EN 13306
2017). Production systems can be represented by e.g., linear, circular or hierarchic
lifecycles.

3.1 Generic Lifecycle

Product lifecycle management is a holistic approach for innovation, new product
development and product information management from ideation to end of life. Tra-
ditionally different design for excellence approaches (DFX) illustrate the lifecycle in a
linear way. For instance, IEC (2014) that gives guidelines for dependability opti-
mization, presents the generic lifecycle as follows (see Fig. 1).

This lifecycle model should be applicable for all items. It is very useful when
different lifecycle management tasks and information required in these tasks are
defined. The model supports very well the planning of lifecycle management activities
when the item is relatively plain. From the AM perspective the utilisation and
enhancement phases are usually essential.

Fig. 1. Generic phases of lifecycle (IEC 2014).
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3.2 Generic Circular Lifecycle

Generic circular lifecycles (Fig. 2) are generally used to describe CE solutions such as
product life extension, product as a service, renewability, and resource efficiency and
recycling. They are suitable for and utilized in e.g., describing the use of side streams,
recycling of consumables and describing various AM tasks (maintenance, repair, reuse,
remanufacturing and end-of-life activities). They focus predominantly on material
flows. From lifecycle management perspective, circular lifecycles are more complex
than linear. The extension of lifecycles, recycling and reuse requires feedback loops
and connections to other production systems.

One practical exemplar of circular lifecycle model is illustrated in the Kingfisher’s
(2014), where new lifecycle of power tools is described (Fig. 3).

In this Kingfisher’s case, power tools could be defined as an asset to be managed.
What comes to the data that is required in planning of the AM activities, at least two
focal challenges could be identified. First, besides selling tools to individual customers,
model includes also a service aspect of renting tools. So to allocate effectively the AM
actions for rented tools, information of customer specific usage profile (e.g. location,
condition, operational environment) of the tools are needed. Second, in order to
maximize harvested resources, especially location information of the assets (= tools) is
important so that the incentive actions for clientele could be better addressed.

Fig. 2. Generic circular lifecycle (adapted from EMF 2013).
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3.3 Hierarchic Lifecycle of a Production System

A typical production system is built up on several different systems and subsystems,
which are in turn built up from several components. All the elements in this hierar-
chical representation of production system have a lifecycle of their own. These life-
cycles are of different lengths. A conceptual representation of system hierarchy is
presented in Fig. 4. This hierarchic lifecycle model of production system might better

Fig. 3. Example of circular lifecycle (adapted from Kingfisher 2014).

Fig. 4. Hierarchic lifecycle of a production system (adapted from Hanski et al. 2012).
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support the planning AM activities of complex systems than generic lifecycle model.
AM activities include effective control and governance of assets when pursuing value
through managing risk and opportunity, in order to achieve the desired balance of cost,
risk and performance throughout the system lifecycle.

When setting CE principles as strategic objectives, asset managers must take the
production system and the supporting network of service providers into account.
Furthermore, when data management plays a major role in the production system, the
hierarchic representation of circular lifecycle can be used. Compared with linear
solutions, CE solutions usually require more data on the usage, condition, criticality
and characteristics of assets. When introducing CE into the equation, there is a need to
consider the extension of lifecycles, reusing of systems, subsystems, components and
materials, and planning their new lifecycles already at the system design stage. Sys-
tems, components, equipment and materials can also be utilized in other production
systems and use cases.

Additionally, the optimisation of production system is more difficult as the second,
third and further lifecycles should be taken into account. In order to align CE principles
to AM activities there is also a need to bring in new kind of actors to prevailing value
network. These include companies responsible for e.g. reverse logistics, recycling and
reuse.

Figure 5 presents a schematic representation of hierarchic circular lifecycles in a
production system. The figure aims to illustrate the increase of complexity when CE
principles are applied to the AM activities of production system.

Fig. 5. Schematic representation of hierarchic circular lifecycles in a production system.
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4 Discussion and Conclusions

CE solutions are mainly discussed from the perspective of opportunities in material
flows and replacing fossil-based materials with renewables. AM requirements of CE
models are typically not described (Hanski et al. 2016). Moving into CE solutions
causes challenges and opportunities for lifecycle management in production systems.
We argue that CE should also be considered from the perspective of production system
required to deliver them. Following the CE principles in managing a production system
poses several fundamental questions for the asset managers: how does the AM change?
How are the CE principles followed from component and equipment level to the
production system level? What are the new KPIs?

CE solutions are typically described using linear or circular presentations of life-
cycles. In a production system, the situation is usually more complex. A production
system consists of several hierarchic layers with varying information and management
needs, information output and lifecycles. Generic representation of CE solutions does
not sufficiently capture the challenges of AM in production systems. When current data
management systems have been implemented, all the potential future use cases could
not have been foreseen. For instance, reuse and recycling opportunities have not been
sufficiently considered when the systems have been designed. Additionally, the data is
often deficient (basic information about the asset, usage history, etc.), which is a
challenge for digital services. Future research avenues include more indepth definition
of CE especially in the context of AM. In addition, new digital technologies and
applications such as machine learning and the digital twin pose opportunities and
challenges for AM from the lifecycle management perspective.

References

Ellen MacArthur Foundation: Towards the Circular Economy: Economic and Business Rationale
for an Accelerated Transition. Report (2013)

Ellen MacArthur Foundation: Intelligent Assets: Unlocking the Circular Economy Potential.
Ellen MacArthur Foundation, pp. 1–25 (2016)

Erkman, S.: Industrial ecology: an historical view. J. Clean. Prod. 5(1–2), 1–10 (1997)
Geissdoerfer, M., Savaget, P., Bocken, N.M.P., Hultink, E.J.: The circular economy – a new

sustainability paradigm? J. Clean. Prod. 143, 757–768 (2017)
Ghisellini, P., Cialani, C., Ulgiati, S.: A review on circular economy: the expected transition to a

balanced interplay of environmental and economic systems. J. Clean. Prod. 114, 11–32
(2016)

Gregson, N., Crang, M., Fuller, S., Holmes, H.: Interrogating the circular economy: the moral
economy of resource recovery in the EU. Econ. Soc. 44(2), 218–243 (2015)

Hanski, J., Valkokari, P., Kortelainen, H., Ahonen, T.: Circular economy models - opportunities
and threats for asset management. In: Proceedings of Maintenance Performance Measurement
and Management Conference, MPMM 2016, Luleå, Sweden, 28 November 2016 (2016)

Hanski, J., Kunttu, S., Räikkönen, M., Reunanen, M.: Development of knowledge-intensive
product-service systems, p. 21. Report. VTT Technology (2012)

IEC: IEC 60300-1: Dependability management – Part 1: Guidance for management and
application. International Electrotechnical Commission, Geneva (2014)

162 J. Hanski and P. Valkokari



ISO: BS ISO 55000-2014 - Asset Management - Overview, principles and terminology (2014)
Kingfisher: The business opportunity of closed loop innovation (2014). https://www.kingfisher.

com/sustainability/files/downloads/kingfisher_closed_loop_innovation.pdf. Accessed 16 Mar
2018

Ness, D.A., Xing, K.: Toward a resource-efficient built environment: a literature review and
conceptual model. J. Ind. Ecol. 21(3), 572–592 (2017)

SFS EN 13306:2017: Maintenance. Maintenance terminology. European Standard (2017)
Sitra: The most interesting companies in the circular economy in Finland (2017). https://www.

sitra.fi/en/projects/interesting-companies-circular-economy-finland/. Accessed 3 Jan 2018
Stahel, W.R.: Global climate change in the wider context of sustainability. Geneva Pap. Risk

Insur. Issues Pract. 33(3), 507–529 (2008)
Valkokari, P., Hanski, J., Ahonen, T.: Impact of maintenance on circular economy. In:

Proceedings of 2nd Annual SMACC Research Seminar, Tampere, Finland, 7 November 2017
(2017)

Impact of Circular Economy on Asset Management 163

https://www.kingfisher.com/sustainability/files/downloads/kingfisher_closed_loop_innovation.pdf
https://www.kingfisher.com/sustainability/files/downloads/kingfisher_closed_loop_innovation.pdf
https://www.sitra.fi/en/projects/interesting-companies-circular-economy-finland/
https://www.sitra.fi/en/projects/interesting-companies-circular-economy-finland/


What Is the Economic Value of Environmental
Goods - And How Can This Value Be

Incorporated in Public Decision-Making?

Kari Ella Read1(&) and Marika Karras2(&)

1 WSP Norge AS, Oslo, Norway
kari.ella.read@wsp.com

2 Sweco Environment AB, Malmö, Sweden
marika.karras@sweco.se

Abstract. Nature’s ecosystem and its services create the foundation of our
society’s existence. Yet, services such as fresh air and water, fertile soil and flow
regulation have upon recent been treated as unlimited resources. The conse-
quences can be seen in the rapid loss of biodiversity and issues related to climate
change. Although environmental issues have got more attention recently, it can
be challenging for decision-makers to assess what measures to choose, when
and where to implement these, and how to distribute financial responsibility
among stakeholders. One reason for this is suggested being that many envi-
ronmental assets lack a direct monetary value.
In order to study the significance of including the economic value of envi-

ronmental goods in public decision-making, Marika Karras and Kari Ella Read
have in their master’s thesis estimated the economic value of ecosystem services
and incorporated these values in a cost-benefit analysis (CBA). The CBA was
performed on measures preventing floods in urban areas through a solution
called Sustainable Drainage System (SuDS), which is a solution based on
mimicking the flow control found in nature. The cost aspect of the CBA was
based on the investment and operational cost of these solutions, while the
benefits constituted of the economic value of the ecosystem services that the
system provides. These services include flood risk reduction, water and air
purification properties, noise reduction, local climate regulation and an increase
in recreational values.
The result of the study indicates that the suggested sustainable drainage

system could be justified economically, but only by including both the monetary
value of the ecosystem services in the CBA and using a discount rate of 1,4%
recommended by the Stern-report (Stern 2006).

1 Introduction

In recent years, the focus on global sustainability and environmental protection seem to
have increased in the developed world. Also, on a local level, the calls for investments
to secure natural resources and measures to reduce the consequence of a changing
climate appears to have increased. However, assessing what is a reasonable price to pay
for environmental measures can be challenging, as well as allocating the financial
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responsibility. A suggested reason for this is that the increase or reduction of envi-
ronmental values traditionally has, if all, been communicated in other scales than
monetary. And, in a society where economic measures often are the ruling criteria,
values with no direct economic value can easily be underestimated or overlooked.

In areas concerning health or safety issues, valuation methods for estimating
socioeconomic effects are more commonly used to facilitate decision-making pro-
cesses. The methods for estimating the monetary value of utilities without direct
economic values are, in other words, not new but rarely used related to environmental
values.

In this paper, we present methods for monetary valuation of non-market values
commonly used in other areas and present a case study where these methods are
applied to environmental goods. The paper is based on the master thesis, Cost-benefit
analysis of sustainable drainage system as flood risk reduction measure in an urban
area: Focusing on monetary valuation of ecosystem services1, conducted by Marika
Karras and Kari Ella Read at The Faculty of Engineering at Lund University (2016).
The aim of the paper, as well as the master’s thesis, is to discuss how incorporation of
environmental values in a cost-benefit analysis can affect the result, and further assess if
this can contribute to public decision-making processes regarding environmental
issues.

2 Monetary Valuation Methods

According to classic economic theory, the concept of supply and demand create the
foundation of the market and a commodity’s price on the market is supposed to reflect
its value (Pihl 2014). The reasoning behind this theory is based on several assumptions,
like the market must be efficient and people acting on the market must make rational
decisions (Pihl 2014).

Some argue that the market value, also called the direct value method, can be used
to reflect the value of some environmental goods such as food, water and raw materials
(De Groot et al. 2012). However, if you value a tree by the price of timber you miss
values of other attributes like the tree’s ability to store carbon, reduce erosion and its
drainage properties. Also, in a changing climate, some of the natural processes that
make up the foundation of commodities on the market will change, which eventually
will affect the price. Though, when this occurs, the changes might be irreversible and
needs to be replaced with technical solutions that can become more expensive and, or,
less effective than the original alternative. So, by capturing the value of benefits pro-
vided by nature in advance, this can hopefully prevent such a scenario from occurring
in the first place.

To estimate the value of utilities without a market price, there are several methods
to be obtained.

1 Ecosystem services can be described as “the direct and indirect contributions of ecosystems to human
wellbeing” (TEEB 2010b).
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2.1 The Revealed Preference Approach

The revealed preference approaches include a cluster of methods estimating the values
of certain amenities by studying people’s behaviours on markets that are closely linked
to the values we wish to evaluate. The Revealed Preference Method involve descriptive
studies and exclude therefore problems of certain biases which otherwise can be a
problem in valuation studies (The Swedish Environmental Protection Agency 2012).

Willingness to pay (WTP) is essential to this method as it gives an indication of the
perceived value these services provide (Mattson 2014) (De Groot et al. 2012). Based on
people’s actual behaviour on the market they demonstrate how an attribute affects their
willingness to pay. The methods in this cluster include The Replacement-/Substitute
Cost Method, The Damage Cost Avoided Method, Production Function-Based
Approaches, The Hedonic Pricing Method and The Travel Cost Method.

2.2 The Stated Preference Approach

The Stated Preference Approach involves asking people about their preferences,
willingness to pay, through surveys or interviews (Mattson 2014). Within the group of
stated preference methods, exists a variety of strategies for getting a broad and as
accurate as possible picture of people’s opinion. The most commonly used are The
Contingent Valuation Method, Choice Modelling, and Group Valuation.

2.3 Benefit Transfer

Due to limited resources within a project, performing valuation studies can be difficult.
In such a case, one possibility is to estimate the economic value by transferring values
from other studies completed for a similar location or issue (TEEB 2010). Moreover,
for values to apply to a given study, adjustments usually must be made, like adjusting
to the specific location, the society in question, and time of execution (inflation).

3 Case Study of Economic Valuation of Ecosystem Services

Traditionally, the surface runoff caused by rainfall has been drained from streets and
buildings through an underground pipeline system, leading straight to a recipient or
sewage plant. As the areas consisting of impermeable surfaces and number of people in
cities have increased, the traditional pipelines often fail to transport the excess water
due to capacity overload, further resulting in floods. (The Swedish Water &
Wastewater Association 2011). The consequence can be severe economic damage to
people’s properties and vital infrastructure.

Another contributing factor to the frequency of floods is the excepted changed
precipitation patterns due to climate change, which for the Nordic countries is expected
to result in an increased intensity of rainfall (IPCC 2007).

In order to deal with these changes, various solutions are available, one being an
addition to the traditional drainage system called a sustainable drainage system (SuDS).
The solution, which aims to prevent floods by mimicking the flow control found in
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nature, is becoming increasingly more popular as a contribution to climate change
strategies in cities around the world.

The sustainable drainage system consists of meandering dikes, ponds, greenery and
safe flooding sites within urban areas, which allows the rainwater to be delayed on its
way to the sewage system. As the water is delayed, the openness of the solution means
that some of the water will evaporate and infiltrate into the ground, which in turn
reduce the amount of water needed to be handled by the existing pipeline. Figure 1
below illustrates a comparison of retention time in a natural area, which represents the
optimal effect of a sustainable drainage system, and an urban area with many imper-
meable surfaces.

A study of the effect of sustainable drainage systems indicates that these solutions
can reduce the risk of floods significantly (Theland 2015), but also provide benefits like
recreational value, local climate regulation and biological cleansing of water, benefits
also known as ecosystem service (Block and Bokalders 2014). This means that the
SuDS, unlike conventional drainage solutions, provide benefits continuously regardless
if it rains or not.

3.1 Research and Applied Method

The case study involves the implementation of a sustainable drainage system (SuDS) in
the flood-prone area Soederkulla in Malmö, Sweden. Based on previous flooding
events the amount of stormwater needed to be handled within the area was estimated,
and from this various SuDS-solutions was suggested, including rain gardens, ponds,
dry ponds, dikes, plants, green roofs, and constructed flooding sites.

Fig. 1. Illustration of retention time in the various environment. Limitation in storm drains and
low retention in urban areas cause floods, whereas the agricultural land and natural areas have a
low flow of water due to infiltration, absorption by plants and evaporation (The Swedish Water &
Wastewater Association 2011)
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The cost aspect of the cost-benefit analysis (CBA) constituted of the investment
cost (implementation and resources) of the suggested SuDS, together with the annual
operative cost of maintaining the efficiency of the system.

The benefit aspect of the CBA included the increase of ecosystem services to the
area due to the proposed measures. The effect of these was quantified and further
evaluated in economic terms partly by applying economic valuation methods for
commodities with no direct market value, and partly by benefit transfer from other
valuation studies (See Table 1 for more details).

Table 1. Summary of methods used to evaluate the value of various ecosystem services
provided by the sustainable drainage system.

Ecosystem
service

Description and applied monetarizing method

Flood control The economic benefit in the form of flood control provided by the
suggested system was estimated based on the Damage Cost Avoided
Method. By using site-specific data collected from three large flooding
events in the area in 2007, 2010 and 2014, each event was classified by
a specific reoccurrence time based on a Dahlström and Hernebring-
model (Dahlström 2010; Hernebring 2015). This, combined with
information on the pay-out from the four largest insurance companies in
southern parts of Sweden at each event, gave an estimate of the annual
risk reduction in economic terms

Recreational
value

The sustainable drainage system causes an increase of greenery in the
area, which studies have indicated to have a connection with an
increased recreational value (The Swedish Society for Nature
Conservation 2011). The recreational value provided by the solutions
was estimated by benefit transfer from several hedonic pricing studies
studying the effect of urban environmental/green attributes influence on
housing prices (The Danish Business Authority 2014) (Zhou et al.
2012). Based on the increase in green attributes contributed by the
solutions suggested, and the quality of these, the added value of the
recreational value was estimated

Noise reduction The value of the SuDS effect on noise reduction was estimated based on
template values for reductive noise measures recommended by The
Swedish Transport Administration, ASEK (2016). The expected
decrease in traffic noise resulting from the suggested measures was
based on studies of green areas impact on perceived noise (The
HOSANNA project 2013). Combined, this gave an estimate of the
annual economic benefit due to the noise reduction in the area

Water purification Drainage water contains a significant amount of pollutions like heavy
metals and oil components (The Swedish Water & Wastewater
Association 2016). Due to biological purification properties in parts of
the SuDS, these pollutions can be reduced significantly (The Swedish
Water & Wastewater Association 2011). Based on the area of the
system containing these properties, the expected annual reduction of

(continued)
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All parameters used in the analysis were declared in probability distributions. This
allows for Monte Carlo simulations in the decision-tool @Risk, which facilitates a
transparent presentation of the uncertainties in the calculations.

The expected lifetime of the sustainable drainage system was estimated to be 100
years, and two different discount rates were used, 3,5% recommended by the recom-
mended by The Swedish Transport Administration, ASEK 2016, and 1,4% recom-
mended in the Stern-report for climate adaption measures (Stern 2006).

4 Results

The table below presents the four simulated scenarios modelled in the case study. The
upper left shows the result of the discounted cost and benefits over a 100 years’ time
span, with a discount rate of 1,4%, where all ecosystem services were included. The
table beneath shows a similar scenario, but when only the ecosystem service “flood
control” was included.

Table 1. (continued)

Ecosystem
service

Description and applied monetarizing method

pollution was estimated. The value of this reduction was based on the
cost of water purification per cubic meter water in treatment plants in
Sweden

Local climate
regulation

As green areas and trees help to regulate temperatures and humidity,
such areas have long been used to stabilise the local climate in cities
(Clark et al. 2008)
By calculating the isolation effect of green roofs, the reduced energy
demand resulting from this was used to estimate the value of the benefit
“local climate regulation”

Air purification Due to plants ability to collect and store pollutions, the green solutions
cause an air purification effect (Nowak et al. 2014). Vegetation also has
a diluting effect on pollutants as trees and shrubs cause turbulence
around the branches further causing a decreased concentration of
pollution close to the ground (Johansson 2014)
The air purification effect caused by the SuDSs was estimated based on
the total volume of trees and shrubs suggested as a part of the SuDS,
combined benefit transfer from various effect studies on the topic. The
value of the reduction of pollutions was evaluated based on The
Swedish Transport Administration’s template value, ASEK, for
reduction of air pollutants related to reduced health issues caused by
lung and heart conditions in cities
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The upper right table shows the result of a scenario where all ecosystem services
were included but where a discount rate of 3,5% was used. The table below shows a
scenario where only flood control was included. All values are presented in a million
Swedish kronor, 2016 currency.

Benefits
discounted

101,4 MSEK

Cost discounted 77,30 MSEK
Net present value
(NPV)

24,13 MSEK

NPV confidence
level 5 %

-9,80 MSEK

NPV confidence
level 95 %

63,14 MSEK

Benefits discounted 53,19 MSEK

Cost discounted 61,67 MSEK
Net present value 
(NPV)

-26,90 MSEK

NPV confidence 
level 5 %

-8,48 MSEK

NPV confidence 
level 95 %

12,42 MSEK

DiscountRate1,4 % (allecosystemser- 
vices included)

Discount Rate 3,5 % (all ecosystem services
included)

Value Unit Value Unit

Discount Rate 1,4 % (only flood control
included)

Discount Rate 3,5 % (only flood control in- 
cluded)

Value Unit Value Unit
Benefits discounted 4,88 MSEK

Cost discounted 61,67 MSEK
Net present value
(NPV)

-63,12 MSEK

NPV confidence
level 5 %

-26,91 MSEK

NPV confidence
level 95 %

-50,77 MSEK

Benefits
discounted

9,31 MSEK

Cost discounted 77,30 MSEK
Net present value
(NPV)

- 67,98 MSEK

NPV confidence
level 5 %

-76,44 MSEK

NPV confidence
level 95 %

-59,72 MSEK

The result of the CBA gave a positive net present value only in the case where the
economic value of all ecosystem services was included, and a discount rate of 1,4%
was used (recommended by the Stern-Report for climate change adaption measures
(Stern 2006)).

5 Discussion

Despite a relatively high investment and maintenance cost of the sustainable drainage
system, the case study indicates that the system in the specific area was socio-
economically profitable, but only if the value of ecosystem services was included in the
CBA, and a discount rate of 1,4% was used.

The case study exemplifies how the economic evaluation of the environmental
goods, here presented as ecosystem services, can enable incorporation of such values in
traditional decision-making strategies, and how this can change the output from being
seemingly socioeconomically unprofitable to profitable. The result of the case study
also shows how significant the choice of discount rate is for the outcome of the CBA,
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and that incorporation of the monetary value of environmental goods was not on its
own enough to make the system profitable. However, by both including environmental
values in monetary terms and using an “environment-friendly” discount rate in the
public decision-making processes, this may help to optimise the resource allocation and
hopefully secure these goods for the next generation.

However, there are several issues and uncertainties related to these methods that
need to be addressed.

Limitations of the Scientific Method
Applying monetary valuation methods to environmental goods involves several

uncertainties that are important to consider. The lack of sufficient information con-
cerning dependencies between various ecosystems, their services, and their connection
to the welfare of society are among such uncertainties.

There is also a risk that the suggested solutions will not provide the expected value,
and if they do, it is possible that the value will not be an annual contribution as assumed
in the case study.

The sustainable drainage system also demands more land than a conventional
alternative, which in cities is related to high alternative costs that are not included in the
study. The system is yet a more flexible solution compared to a conventional system as
the SuDS is located above ground, which will allow for adjustments according to
demand in contrast to the conventional solutions placed underground, where the
dimension is more or less fixed. This flexibility also has an economic value that is not
included in the case study but would increase the net present value of the SuDS.

The methods used for the economic valuation of environmental goods are also
related to several uncertainties. The revealed preference approach is for instance related
to uncertainty in terms of whether or not we are measuring what we think are mea-
suring. The stated preferences, on the other hand, are often criticised as people tend to
be affected by various biases when participating in such studies.

The complexity of environmental issues also complicates the use of such studies,
for example in making an optimal allocation of financial responsibility. This, partly
because the consequence and cause of environmental issues often are dislocated in time
and location, and since many of the environmental issues, like flooding, are related to
an accumulated effect of many “smaller” wrongdoings.

6 Conclusion

The result of the case study indicates that the monetary evaluation of environmental
goods is an applicable method and could bring added value to decision-making pro-
cesses. An evaluation of environmental goods in economic terms might also help to
increase the awareness of the relationship between the welfare of societies and envi-
ronmental goods, and thereby highlight the connection between environmental issues
on a global and local level. However, there is still an information gap related to the
connectivity between species, the ecosystems they interact within, and lastly their effect
on us humans that are essential to consider when dealing with complex and fragile
environments. More studies on the topic are needed in order to verify the cause-effect
relationships and valuation methodology. This lack of sufficient information should be
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handled with great care to secure these assets for future generations. Wrongful use of
such methods without regarding the uncertainties can in the worst case lead to a
justification of decisions that can cause emergent and irreversible consequences to
environmental assets.
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Abstract. The Government of South Africa has been the main provider of
infrastructure, particularly in the water sector. Government administration and
institutional structures continue to shape, influence and impose unique com-
plexities and constraints on infrastructure investment. The country experiences a
serious backlog in investments for the development and management of water
infrastructure. This under-investment was estimated at more than US$50 billion.
South Africa needs to find a solution to this backlog by putting in place new or
fresh institutional structures and funding models for effective strategic provision
of water infrastructure. Primary and secondary data were collected for the
development of investment models for water infrastructure in South Africa. The
research identified several new funding and institutional models for financing
water infrastructure, e.g. private sector, water charges and tariffs, public-private
partnerships (PPP), which are starting to get traction in the water sector value
chain of South Africa.

Keywords: Engineering � Financing � Funding � Investments � Institutions �
Models � Realities � South Africa � Water infrastructure

1 Introduction

Much of South Africa’s water infrastructure is at a crossroads (DWA 2008, 2013;
DBSA 2009; WB 2010; NPC 2013; SAICE 2017). Following decades of under-
investment, vital elements of the nations’ infrastructure are in serious disrepair, if not in
a crisis. South Africa’s infrastructure – investment sunk in water infrastructure – is
struggling to cope with the cumulative demands of South Africa’s economic and social
growth and the vast new trade and investment opportunities emerging. There is a
serious backlog in infrastructure investment, especially in water, estimated conserva-
tively at US$50 billion, which requires immediate attention. Institutional structures –
those of public entities – which have served South Africa well in decades past now
appear unable, and ill-equipped, to cope with the nation’s present infrastructure
planning and delivery challenge. Even with large increases in tax revenues and
aggressive “surpluses” of government public entities, the water infrastructure invest-
ment required to meet South Africa’s present and future needs has not materialized.
Simultaneously, large capital resources are accumulating in the private sector,
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particularly in superannuation and managed funds, which could be increasingly tapped
for infrastructure investment. Closing this circle – between infrastructure capital needs
and private-sector capital availability – should be a priority.

The research objective for the study was based on water infrastructure investment
needs for the development of a comprehensive water infrastructure investment
framework and models that will inform funding and financing, integrated planning and
life-cycle costing, i.e. planning and construction costs, operation and maintenance.
Primary and secondary data were collected for the development of investment models
for water infrastructure in South Africa. Participants included municipalities, water
utilities, water entities and agencies, local and international private companies with an
interest in water and sanitation infrastructure, multilateral financial institutions, com-
mercial banks, and government departments. The methods used included: 1) surveys
and questionnaires; 2) E-mail correspondence with participants; 3) One-on-one inter-
views with participants, and; 4) focus group discussions. Secondary data were collected
from reports relating to water infrastructure and investment needs in South Africa, i.e.
case studies, annual reports, data bases, research reports, theses, etc.

2 Water Infrastructure Engineering and Financial Realities
in South Africa

The South African government recognizes that it simply does not have the resources
required to finance and build water infrastructure as quickly and readily as everyone
would like. As such, alternative delivery models are required. After considering various
financing and procurement options, the government determined that Alternative
Financing and Procurement (AFP) will allow South Africa to finance and implement
many large infrastructure projects better and sooner, without tying up public funds that
can be used for other purposes. This means the construction work could be financed
and carried out by the private sector, which will assume the financial risks of ensuring
that the project is finished on-time and on-budget. The completed facility would be
publicly owned, publicly controlled and publicly accountable. AFP models can be
selected for given projects based on an assessment against the principles articulated in
the National Water Resources Strategy (NWRS) framework for planning, financing and
procuring public infrastructure (DWA 2013).

Water infrastructure provision, management and investments are hierarchical (cf.
Fig. 1), based on administrative and/or political boundaries. The hierarchy ranges from
a national level to a local level with the responsibility for the implementation at each
level (sphere) varying from the government of the administrative boundaries to a
combination of private sector and various public- sector water institutions, i.e. water
entities/agencies or special purpose vehicles (SPVs), water utilities or boards, and
catchment (basin) management agencies.
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Infrastructure investment began to decline in the 1990s as governments increased
the share of public consumption expenditure in their budgets at the expense of public
investment. Fiscal policies of budget surpluses and debt reduction have reinforced this
decline. Government capital expenditure as a share of GDP, which was around 7.2% in
the 1970s and 1980s, has fallen to a low of 3.6% of GDP. Business leaders, politicians,
professional economists, local governments, industry and community groups have
increasingly expressed concern over the decline in South Africa’s infrastructure
investment and have stressed the need for action. The post–1994 South Africa has
placed more pressure on the National Treasury (NT) and Department of Water and
Sanitation (DWS) to develop alternative funding (financing and economic) analyses
and models for the provision of improved national water infrastructure.

The South African Institution for Civil Engineering (SAICE) recent publication has
revealed the very serious problems now facing South Africa (SAICE 2017). Rating on
a scale of “A” to “D”, revealed that the water infrastructure class received a D−,
however, indicating it was in serious condition and need urgent attention, although
sufficient for South Africa’s current and immediate future needs.

3 Funding and Financing (Investment) Models for Water
Infrastructure

Emerging infrastructure backlog and deficient capability warrants immediate attention
if South Africa is to build upon, and secure, its sustained economic growth and pro-
ductivity gains. The first task is to overcome the highly visible and well- documented
backlog in existing infrastructure. The second task is to establish new, forward-looking

Note: CMA = Catchment Management Agency; DWS NWRI = Department of Water and Sanitation, 
National Water Resources Infrastructure; WSP = Water Services Provider; WSA = Water Services 

Authority

Fig. 1. A new hierarchical institutional governance framework for water infrastructure in South
Africa.
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and resilient institutional frameworks to facilitate timely infrastructure investment by
integrating the full range of strategic planning, management and technical expertise in
South Africa’s public and private sectors. The framework for water infrastructure
funding and financing models that was designed to meet the challenges presented by
the current and growing imbalances that exist between the supply of and demand for
water in South Africa (cf. Table 1; Figs. 2 and 3). Such models as presented in Table 1,
could constitute alternative and innovative water infrastructure funding models for the
development of future water infrastructure projects in South Africa. The new or
modified funding models could take the form of one or a combination of these models.

Table 1. Types of funding models with their characteristics and application for the financing of
water infrastructure in South Africa.

Types of funding and financing Application and characteristics

National Revenue Fund (on-budget)
budget allocations for water resources infrastructure

Infrastructure spending includes direct expenditure
on water infrastructure projects, i.e. water and waste
water infrastructure projects through direct transfers

Grants (Municipal Infrastructure Grant (MIG),
Equitable Share (ES); Conditional Grants) from the
National Revenue Fund (on-budget) for water
services infrastructure

Allocations to provinces, local government or
municipalities from the National Revenue Fund
(NRF), which are provided for and whose purpose is
specified annually (NT 2018). Water services and
sanitation (waste water) are the biggest concern in
terms of backlogs in South Africa. The total capital
required to meet current backlogs and projected
future demand as well as undertake required
rehabilitation for all municipal services in all
municipalities to be US$90 billion over 10 years
(including provision for escalation). These include
the capital investment required by water service
providers and water services authorities

Tariff models (via balance sheet) for cost recovery Current legislation provides for a 3-tier pricing of
water supply and management services, including
(cf. Figs. 1, 2 and 3) (DWAF 1997, 2007): Tier-1:
raw water uses from the water source or supplied
from a government waterworks; Tier-2: water
supplied in bulk by public water institutions, i.e.
water utilities or boards, Trans- Caledon Tunnel
Authority (TCTA), Komati Basin Water Authority
(KOBWA); and Tier-3: water distributed to
households (by water services authorities).
Appropriate water pricing and charges, i.e. water-
user charges, tariffs, fees or levies, for water has
become a critical issue for South Africa and have
substantial impacts on demand and supply. Different
water tariffs are employed in South Africa to ensure
revenue collection to maintain and expand the water
supply infrastructure (cf. Figs. 1, 2 and 3)

(continued)
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Table 1. (continued)

Types of funding and financing Application and characteristics

Regional Bulk Infrastructure Grant (RBIG) “Enabling infrastructure” required to connect water
infrastructure over vast distances with bulk and
reticulation systems

Infrastructure Operations and Maintenance Grants Preventative measure for the further deterioration of
water infrastructure. This augments funding for
water infrastructure operations and maintenance in
addition to available reserves

Raising of funds on the financial markets (off-
budget) through Special Purpose Vehicles (SPV)

The use of special purpose vehicles (SPV) for
raising funds from the financial markets, off-budget,
for the financing of water infrastructure. These are
multidisciplinary organisations specialising in
project financing, implementation, liability
management, developing, operating and maintaining
the water resources infrastructure in the basin. (cf.
Figs. 4 and 5)

Private-Public-Partnerships (PPP) An institutional framework has been developed to
guide this type of development and this both
accounts for and contributes in part to the mixed
experiences (Figs. 1, 4 and 5). The implementation
of this framework is essential in allowing the
inclusion of the private sector for the
implementation of water infrastructure development
projects or other forms of non-traditional funding or
delivery are appropriate (cf. Ruiters 2013; Ruiters
and Matji 2017)

Private sector markets A well-structured privatisation model could be part
of the water infrastructure development and
operations and maintenance solutions with the
injection of private capital into new water
infrastructure (cf. Figs. 4 and 5)

Financial institution for infrastructure A national infrastructure bank to help finance
transformative projects of national importance, i.e.
Development Bank of Southern Africa (DBSA)
(Ruiters 2013; Ruiters and Matji 2017). This would
overcome weaknesses in the current selection of
projects by removing funding decisions from
politically volatile appropriations process

Innovative and/or alternative financing models An institutional framework has been developed to
guide this type of development and this both
accounts for and contributes in part to the mixed
experiences (Figs. 1, 4 and 5). The implementation
of this framework is essential in allowing the
inclusion of the private sector for the
implementation of water infrastructure development
projects or other forms of non-traditional funding or
delivery are appropriate (cf. Ruiters 2013; Ruiters
and Matji 2017)
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Note: TCTA = Trans-Caledon Tunnel Authority; DWS = Department of Water and Sanitation; NWRS
= National Water Resources Strategy; SFWS = Strategic Framework for Water Services

Fig. 2. Water sector value chain in South Africa.

Note: DWS = Department of Water and Sanitation

Fig. 3. A new national water infrastructure investment (funding and financing) framework
model for water infrastructure in South Africa.
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Note: DWS WTE = Department of Water and Sanitation, Water Trading Entity; DCoG = Department 
of Cooperative Governance; DFI = Direct Foreign Investment; MFI = Multi-lateral Financial 

Institutions; NRF = National Revenue Fund

Fig. 4. A new Public-Private Partnership (PPP) as investment model for water infrastructure in
South Africa.

Fig. 5. A new typical traditional public model and Public-Private Partnership (PPP) as
investment models for the funding and financing of water infrastructure in South Africa
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4 Conclusion

A solution to the funding and financing of the water infrastructure problem in South
Africa could be a combination of the models listed above. Some of the funding models
are already in existence but they are fragmented and in need of serious review and
reconfiguration. Although some of these investment models partially fund South
Africa’s public water infrastructure, the link between costs and use is not well estab-
lished. Reinforcing the relationship could create stable funding vehicles that do not
depend solely on general tax revenues. In the water sector, these imperatives are now
greater than ever before. Furthermore, these investment models can play a greater role
in meeting the investment needs of South Africa’s water infrastructure and raise rev-
enues to support sustainable water infrastructure. If there is the intention to proceed on
the tenet that water infrastructure is an essential part of the nation’s capital infras-
tructure providing a basis for economic, social and environmental development, then
there should be in place funding models for water infrastructure just as how funding
models exist for other capital infrastructure development, e.g. electricity, energy,
transportation (roads), and telecommunications. Combining the models and addressing
the regulatory environment would depend on government structure, financial markets
and the political climate, to name but a few. If the water infrastructure is classified as an
essential part of a nation’s capital infrastructure producing goods for public benefits,
then the above models should be favourable alternatives for obtaining capital financing.
These models can be consolidated to create a water infrastructure funding model pool
and/or (water) infrastructure trust fund. From this pool and/or trust fund, suitable model
(s) can be selected for water infrastructure financing based on the implementation
environment.
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Abstract. Companies plan investments and acquire assets evaluating among
different alternatives what is more suitable to satisfy their needs. Management
choices should always be forward-looking, accurate, and coherent; otherwise,
firm competitiveness in the market may be profoundly affected, or, even worse,
its survival may be severely put to the test. In this context, implementing a
robust and refined decision-making process is essential. Total Cost of Owner-
ship (TCO) is a reliable approach that can be used to estimate the convenience of
an investment in the long-term since it takes into account all costs associated
with the entire lifecycle of an asset. The concept of TCO is nowadays well
known and widely studied in the literature, and can be used for several purposes,
not exclusively related to economic benefits of a managerial decision. Notably,
it can be used as a decision making parameter to be evaluated in the selection of
the kind of Product-Service System (PSS, e.g. maintenance, training) the cus-
tomer could buy from a supplier. In particular, a logical process to support the
PSS provider to compute TCO is proposed. This would allow the suppliers to
compare different PSS offering and propose to their customers the most
appropriate and convenient one, as a combination of the asset and a set of
services to guarantee to customers cost and operational efficiency in the long-
term. The development process is validated by using real data related to alter-
native PSS scenarios a supplier can propose to the customer.

1 Introduction

The concept of Total Cost of Ownership (TCO) has been analysed widely in the
academic literature. TCO nomenclature is used to identify “all costs associated with the
acquisition, use, and maintenance, of a good or service” (Ellram and Siferd 1993).
Estimating the TCO is essential when evaluating the cost associated to a specific
asset along with its lifecycle, whatever the firm operates as a service provider, as a
retailer, or as a manufacturing company (Burt et al. 2003). Paying too much attention
only to purchasing price is myopic, not addressing significant ownership or post
ownership costs (Burt et al. 2003), and it may affect the choice of an investment
without adequately analysing the costs and benefits in the long-term perspective.
Trends like increased emphasis on the provision of product service systems (PSS),
supplier base rationalisation, increased global competition, and a growing recognition
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on the significance of purchasing expenditures, have implied greater attention on TCO
implications (Saccani et al. 2017). However, despite its potentiality, firms are often still
reluctant to adopt a TCO approach in investment perspectives (Visani et al. 2016;
Saccani et al. 2017), due to managers’ unfamiliarity of the concept, lack of information,
unwillingness to share data (Milligan 1999), difficulty to estimate correctly asset TCO
(Meckbach 1998), or, again, because they focus primarily on purchase price, wrongly
believing that reducing purchasing costs also reduced indirect costs (Avery 1999).
Modern technology and dissemination of knowledge can help break down these bar-
riers: several TCO systems are available on the market (Ersten 1997) and current
computer systems let organisations grasp data and organize them in a more flexible and
usable way (Ellram 2002). Notably, TCO can be used as a decision making parameter
to be evaluated in the selection of the kind of product and the related combination of
service (namely Product-Service System (PSS), e.g. maintenance, training) the cus-
tomer is willing to buy from a supplier along the product lifecycle. In this perspective, a
logical process, based on well-known approaches, to support PSS providers in com-
puting TCO in order to use it to compare different PSS offering along the asset life-
cycle. This would allow the supplier to propose to their customer the most appropriate
and convenience PSS offering, as a combination of the asset and a set of services to
guarantee to customers cost and operational efficiency in the long-term. The paper is
therefore organised as follows: in Sect. 2 state of the art is summarized while in Sect. 3
the logical flow is presented. Section 4 summarizes the application case used to test the
logical flow while Sect. 5 closes the work and proposes further research prospects.

2 State of the Art

Correct estimation of TCO requires firstly to have clear in mind which costs incur in the
long-term perspective. Academics have proposed several approaches to model TCO.
Ellram and Siferd (1993) suggest categorising cost drivers in six main classes: quality,
management, delivery, service, communication and price. Ellram (1993) proposes a
model of TCO for which three main categories of costs have to be identified: pre-
transaction costs, transaction costs and post-transaction costs. Burt et al. (2003) classify
three main cost areas, which are acquisition costs, ownership costs and post-ownership
costs. Anderson et al. (2009) identified in the acquisition, operating and disposal costs
the principal expenditures. From a global taxonomic point of view, two main types of
TCO models exist: standardised models, that can be used for a variety of purchases;
and unique models, that are related to a specific purchase (Ellram 1994), which involve
reasonably a deeper level of complexity and detail. The appropriateness of using a
standard model varies case by case, since “there is no standard approach for successful
TCO use and implementation” since it is company dependent (Ellram 1994). Two types
of stakeholders with different perspectives can be identified in the TCO analysis: users
(industrial equipment or plant owners/managers) and suppliers (industrial equipment or
plant builders/providers). As stated by Roda and Garetti (2014), having analysed
several publications, both users and suppliers are interesting regarding the potentiality
of having a tool able to calculate the TCO. However, while TCO implementation
advantages are deeply analysed in literature from the customer point of view, little
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research has been done on the possibility of using TCO also from the supplier per-
spective, and results are not always unanimous regarding its utility for suppliers
(Rosenback 2013). Despite this, TCO can be useful when selling product-service
proposals of high priced assets that can guarantee cost savings in the long-run (Brown
1979): in this perspective, buyers evaluate during the purchasing factors such operating
and maintenance costs, and length of services along the lifecycle. Consequently,
suppliers must consider these issues in all the phases of the asset lifecycle. Similarly,
Stremerch et al. (2001) highlights that customer firms comprehensively evaluate during
the product purchase the provider service offering due to the high monetary value, high
perceived complexity and involving long-term mutual commitment; in this perspective,
providers must support their customer in the purchase selection providing a detailed
TCO estimation of their alternative PSS offering. Through a case study, Rosenback
(2013) identified how industrial suppliers could use TCO to show the superiority of
their offering; this concept is similarly reprised by Wynstra and Hurkens (2005), which
affirm that customers prefer to purchase higher priced and valued offerings if TCO
savings in the long-term perspective are considerable. However, no definite guidelines
useful for suppliers to estimate asset TCO seem to exist in the literature.

3 Developed Methodology

Adapting classical methodologies to compute TCO, Woodward (1997) and Burt et al.
(2003) and integrating them with concepts taken maintenance and operations man-
agement literature, a logical process that suppliers can follow to estimate correctly asset
TCO has been developed. The developed approach is based on the evaluation of both
costs and performance of the asset (Roda and Garetti 2015). In our understanding, to
provide accurate TCO evaluation of the TCO of the PSS offering, availability, relia-
bility and maintainability have been considered.

Steps of the process are resumed in the following figure (Fig. 1):

The first step regards the identification of the Cost Breakdown Structure (CBS), so
the definition of all cost drivers incurring in the asset lifecycle. Four main categories of
costs can have been identified (Woodward 1997; Burt et al. 2003; Ensparantza et al.
2006; Marquez 2007): acquisition costs, operating costs, maintenance costs and dis-
posal costs. Acquisition costs (or initial capital) refers to all the costs related to the

Identification of the CBS 

Definition of maintenance policies

Computation of yearly costs

TCO estimation through Net Present Value calculation 

Comparison of different TCO indicators

Fig. 1. Process for suppliers to estimate asset TCO

Using Total Cost of Ownership to Compare Supplier PSS Offering 185



acquisition of the asset and its installation and commissioning (Woodward 1997).
Operating costs includes all necessary cost items to run the asset during its life cycle
while maintenance costs include all the expenditures which are related to restore the
asset to its functionality after failures, or to prevent it from breakdowns (Woodward
1997; Ensparantza et al. 2006). Disposal costs incur at the end of an asset’s working
life, and they are deducted from the residual value of the asset itself (Woodward 1997).
It is relevant to state that the level of detail and the form of the CBS varies consistently
according to the asset under examination (Roda and Garetti 2015); therefore, the cost
structure should be refined case by case.

The second step concerns the definition of service policies, so how supplier intends
to provide services, mainly related to the maintenance activities. Often suppliers can
provide a different type of service and service related contracts to customers, and adopt
a specific maintenance framework could impact drastically on the TCO and asset
performance. Since maintenance actions are strictly related to the replacement or repair
of entities, it becomes essential to predict components’ state and failures’ behaviour
during the asset lifecycle. In this phase, the four maintenance functions (reliability
function, failure probability distribution function, failure probability density function
and failure rate) of components and Mean Time Between Failures have been calculated.
This implies that suppliers must also be able to estimate the functions in question, from
a statistical point of view. Maximum Likelihood Estimation (MLE) and Median Rank
Regression (MRR) are the most widely known approaches to estimate functions’
parameters, by merely having historical data concerning time to failure of items
(Abernethy 2000; Marquez 2007; Genschel and Meeker 2010).

The third step of the process refers to the computation of yearly expenditures
related to the asset. Analytical formulas to compute the monetary values of each cost
driver are suggested. In particular, maintenance expenditures are computed only for the
most critical components, whose maintenance schedule can have a substantial impact in
the long-term perspective, identifying criticality level using qualitative or risk assess-
ment techniques (Marquez 2007).

The following step regards discounting estimated yearly costs on the base period
and summing them, finding the Net Present Value (NPV), which is the measure of the
overall TCO by using an appropriate discount rate, estimated through the Weighted
Average Cost of Capital of the company (Watson and Head 2010), or by asking
industrial accountants (Woodward 1997).

The fifth step is the comparison of TCO obtained from different scenario imple-
menting different PSS offering and related different maintenance policies. Comparing
different scenario has the aim to identify the one that guarantees a win-win economic
agreement for both the supplier and the customer. Since the customer can select the
solutions that minimise the asset cost along the lifecycle, while the supplier can use the
cost estimation to evaluate pricing policy and contract specifications better.
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4 Application in Real Case

The process explained in Sect. 3 has been applied in a real supplier company, namely
Alpha, a leader in the industry of numerical control machines, with the aim to support
the sale of services to the customer. In particular, TCO has been estimated for a multi-
axis workstation utilised to work composite materials and light alloys, namely
“Machine A”, which is predicted to have ten years of useful life. As TCO model inputs
vary according to the customer to which the asset is sold. Therefore, the presented
calculation focus on a specific customer located in Italy. Following precisely the
process showed in Sect. 3, the CBS has been defined as the following:

• acquisition costs (Purchase price, training and delivery costs),
• operating costs (Energy and set up costs),
• maintenance costs (Corrective maintenance, preventive maintenance, components

and technicians’ transportation costs),
• disposal costs (Second-hand market value).

In the second step, the PSS offering has been defined to perform a comparison of
the TCO in different PSS scenarios. The company offers to the customers mainly
maintenance related services: corrective maintenance (CM), and time-based preventive
maintenance (PM). To estimate parameters of basic maintenance functions and MTBF,
starting from historical time to failure (TTF) of components, software R has been used.
Only most critical components, identified with risk assessment techniques, have been
included in the analysis. Also, confidence intervals for components’ reliability func-
tions and MTBF have been calculated. Therefore, several maintenance-related service
scenarios have outlined. Three scenarios have been defined for CM, in which all
components are replaced at the medium value and lower and upper bound of MTBF
confidence level, namely “estimated”, “pessimistic” and “optimistic”. Moreover, since
“pessimistic” and “optimistic” scenarios are not likely to happen, further CM scenarios
have been identified by adopting a Design of Experiment methodology. For PM, five
scenarios have been created, in which components are replaced at the 90%, 80%, 70%,
60% and 50% level of reliability. Scenarios based on three components that could have
a substantial impact on the final TCO have been identified. Ten years of fully pro-
duction time (FPT) for scenario has been calculated. It has been then possible to
compute a ratio between every PM configuration FPT and every FPT obtained in
different corrective and realistic maintenance scenarios. Doing an average of all the
computed ratios related to a specific PM policy, it has been possible to evaluate if
adopting a proactive PSS offering based on PM could impact positively on system
performance. Results are the following (Table 1):

While it is clear to see that providing 90% reliability level PM creates a counter-
productive situation of over-maintenance, it is also possible to see that implementing a
service-based contract related to PM provision of at least at the 80% of reliability
increases the performance. In the third step of the process, yearly costs have been
computed, using specific analytical formulas for every identified cost element and
maintenance strategy. In a context of PM, two levels of risk have been delineated: a
medium risk profile, for which monetary risk costs are calculated on the basis of

Using Total Cost of Ownership to Compare Supplier PSS Offering 187



estimated CM costs; and high risk profile, for which, instead, risk costs have been
estimated on the basis of CM costs in the realistic scenario with the highest value of 10
years annualized maintenance costs. Once yearly costs have been found, the NPV/TCO
for each scenario has been computed. The appropriate rate of return for the company
has been established at 10%. An example of the computations performed for each
scenario is reported in the appendix.

In the next two tables, a comparison of the TCO obtained in the different scenarios
are reported (Tables 2 and 3):

From the results, it is clear that, whether the risk profile is assumed, proposing to
the customer a maintenance-related service implementing a PM at 80% level of reli-
ability or below it is more economically convenient for the customer than adopting a
pure CM strategy. This is true also for different customers, empirically, in fact, it results
that if the customer is more distant, then benefits of adopting a PM strategy are even
more consistent, since, in this case, plant shutdown and transportation costs associated
with CM scenarios are higher. In this perspective, the customer can only be incen-
tivised in signing service contracts with the supplier. In that way, supplier bonds the
customer in the long-term perspective, with the possibility that he/she will acquire
again from the supplier itself in the future. Moreover, delicate and essential feedbacks
from the customer can be acquired during the partnership, to improve the PSS and
related performance.

Table 1. Average FPT gain or loss of adopting a specific PM policy rather than a CM.

PM policy Average FPT gain/loss concerning CM frameworks

PM: 90% reliability −0,22%
PM: 80% reliability +0,12%
PM: 70% reliability +0,20%
PM: 60% reliability +0,21%
PM: 50% reliability +0,20%

Table 2. TCO of “Machine A” in the corrective maintenance scenarios

CM:
Optimistic
scenario

Realistic
scenario with
lowest TCO

CM:
estimated
scenario

Realistic
scenario with
highest TCO

CM:
Pessimistic
scenario

TCO
(10 year
NPV)

564.255 € 582.556 € 589.702 € 600.144 € 669.051 €
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5 Conclusion

TCO is a powerful instrument that however it is still at a primitive stage in terms of
diffusion by companies, even if benefits of using this approach are undiscussed and
deeply underlined in literature. Advantages of estimating TCO also exist for suppliers,
especially for those that sell expensive assets and related maintenance services. Firstly,
it can be useful during negotiations with customers, which always appreciate having a
detailed overview of the asset they are buying. Providing exhaustive information on
total cost, and particularly its deviation when adopting different maintenance policies,
could be used to create competitive advantage concerning competitors that do not
provide a TCO estimation of their assets. Within this approach, the supplier can
demonstrate that through a PM contract benefits for the customer are both monetary
and from a performance point of view. Therefore, suppliers, especially those that
provide maintenance services of their assets, must have clear in mind how to estimate
TCO. The process proposed in this paper goes in this direction by proposing a series of
steps that suppliers could follow when computing TCO. The present research has
several limitations, among others the more relevant one is that it is based on deter-
ministic computation. Further development will be related to moving from determin-
istic to stochastic approach by use of cost engineering methods.

Appendix

Example of NPV/TCO calculation in the estimated corrective maintenance scenario

Table 3. TCO of “Machine A” in the preventive maintenance scenarios (medium risk)

PM: 90%
reliability

PM: 80%
reliability

PM: 70%
reliability

PM: 60%
reliability

PM: 50%
reliability

TCO (10 year
NPV) Medium risk

622.730 € 587.193 € 577.965 € 575.106 € 576.776 €

TCO (10 year
NPV) High risk

623.586 € 588.904 € 580.532 € 578.528 € 581.054 €
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Abstract. Issues related to supply chain finance, also known as supplier finance
or reverse factoring, have been in focus of both academics and practitioners after
the financial crisis. In the broadest perspective of supply chain finance, it con-
cerns all supply chain objects: the flow of goods, information and finance;
processes; current and fixed assets; and personnel involved in the supply chain.
This way, supply chain finance connects with the assets management of business
ecosystems. The focus of schemes in this area is to support the working capital
management of the key suppliers of the buyer. The schemes are implemented
between the tier 1 supplier and the buyer. In this paper, we study working capital
management in an information and communications technology business
ecosystem producing desktop computers, spreading the study from the focal
actor to the component suppliers in the furthest tier. We show the potential that
exists to release capital from operational issues to more profitable purposes.

Keywords: Working capital management � Business ecosystem � Supply chain
finance � ICT industry

1 Introduction

Williamson (1985) categorizes assets besides fixed and variable parts further based on
the degree of specificity, wholly specific and nonspecific. Most of the previous asset
management literature discuss the specific fixed assets like site specify, physical assets
specify or human assets specificity. Our interest direct to specific variable (current)
assets that can be considered including dedicated assets in Williamson classification i.e.
inventories, accounts receivable and accounts payable. Asset items accounts receivable
and payable are highly specific, the products or services are sold to specific buyers. The
amount of bill is in accounts receivable for the supplier of products or services and the
same amount is registered to a buyer’s accounts payable.

The flow of financial resources in supply chains gained attention during recent
years (Hoffman and Kotzab 2010; Wuttke et al. 2013; Gelsomino et al. 2016). The
financial crisis of 2008 acted as a beginning for scholars to study and companies to
manage the financial flow in addition to the material flow of a supply chain (Seifert and
Seifert 2008). Large or otherwise powerful companies took advantage of delaying
payments to their suppliers in order to improve their working capital management i.e.
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the greater proportion of assets is financed by suppliers than before the financial crisis.
The first tier suppliers of these large companies passed the problem forward to their
suppliers, enforcing them to extend payment terms and so the effect continued further
upstream. The government of the United Kingdom solved the liquidity problem of
small and medium sized suppliers by introducing a reverse factoring program in order
to finance the supply chains (Seifert and Seifert 2008). This program offers early
payments to British suppliers at a cost based on buyers’ credit rating and the powerful
buyer can implement strategy that in other context would be squeezing suppliers. To
protect European business, the European Union introduced a late payment directive
that aim to limit payments to supplier max 60 days.

Business ecosystems are characterized by supplementary functions between indi-
vidual companies and coevolution in a direction set by the focal actor (Moore 1998;
Adner 2017). The companies are drawn together through a platform (a technology, tool
or service) provided by the focal actor for the ecosystem partners to use to improve
their own performance as well as the performance of the ecosystem (Iansiti and Levien
2004). Members of the ecosystem should jointly participate in the development of the
platform to improve the competitiveness of their customers. Information and com-
munications technology (ICT) ecosystems and industry as whole are renowned for
requiring continuous innovation and increasing production capacity. For this reason,
ICT companies collaborating should think of their networked environment as an
ecosystem consisting of multilateral relationships rather than a traditional supply chain
mainly consisting of bilateral relationships. An example case of a failed ICT ecosystem
is IBM (see Iansiti and Levien 2004), who limited innovation and extracted value from
its partners only to fail when more open strategies were offered by companies like
Microsoft and Apple.

The relationships within a supply chain can be broken into dyadic ones whereas the
relationships in business ecosystems are multilateral (Adner 2017). The positions of
different companies in supply chains are divided into upstream (supplier) and down-
stream (buyer) (ibid.) but in business ecosystems, the multilateral relationships have to
be described in other manners. In fact, the positions and boundaries of an ecosystem are
impossible to precisely define since it can take part in multiple industries but rather the
ecosystem should be described by recognizing the organizations that are the most
critical to the business of the focal actor (Iansiti and Levien 2004).

In a global context, ensuring the health of a supply chain from a financial point of
view by directives and programs may not be a sustainable solution – instead, it rather
hides and shifts the original problem without solving it. In this paper, we study the
working capital management of a global ICT ecosystem with Dell as its focal actor. We
demonstrate the potential to release capital by improving the cycle time of working
capital. The demand for semiconductor products and other electronics increase through
the rise of Internet of Things and other technological advances. To meet this demand
companies in ICT sector have to continuously innovate and invest in new plants and
decrease the risk of disturbances in business ecosystem to ensure production. The aim
of this paper is to demonstrate through an example of how companies operating col-
laboratively in a business ecosystem by using working capital management can reduce
tied up capital. In addition, we introduce some possibilities on how to reinvest the
capital in more profitable targets.
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2 Research Design

The focus of this study is on a business ecosystem in ICT industry. Dell was selected as
the focal actor for the ecosystem to be studied, because Dell operates on negative cycle
time of operating working capital (Bruun and Mefford 2004; Hofmann and Kotzab
2010; Lind et al. 2016). This indicates that the suppliers and buyers of Dell favour it by
offering long payment time and paying fast. Dell has no need to arrange the finance of
its specific current assets under study. We started the research process by positioning
the suppliers listed by Dell (2018) to the ecosystem (Fig. 1). The companies, who had
data available and were included in the study, are presented in solid colour. In addition
to using the supplier list of Dell, some companies were added to the ecosystem to
ensure that with the ecosystem companies we would be able to build a working desktop
computer. The ecosystem presented in Fig. 1 is by no means a full representation of
Dell’s ecosystem but rather a part of it, which can produce a desktop computer. In
addition, we dismantled a display with Dell’s brand to find more about the suppliers,
since the list Dell provides does not go much into detail on what each company
supplies. Some potential relationships are presented in Fig. 1 as lines between the
companies. The nature of these links is not in the scope of this study but they could
include transfer of materials, information, influence and funds (Adner 2017).

In the ecosystem, the suppliers are set in four tiers based on the importance of the
supplier in providing the desktop computer. In the first tier are companies that provide
the computational technology: chipset, motherboard, central processing unit and
graphical processing unit. Intel stands out in this tier for being a key partner to Dell as
well as well as providing most of the chipsets used in Micro-Star International’s
(MSI) motherboards. MSI also acts as an original design manufacturer for Dell. Adding
computer parts delivered by companies in the second tier, we have all the parts nec-
essary in the computer case (power supply unit, memory, storage, cooling). Third tier
includes the providers of peripheral devices (keyboard, mouse, display) and parts for
supplementary functionalities (audio card, network card, optical drive). Fourth tier
consists of companies that provide components and/or manufacturing for all the pre-
vious tiers.

Finally, the research sample presents Dell’s business ecosystem within ICT
industry including figures from 20 companies for each year in the 2014–2016 period.
The used methodology can be described as archival research (Moers 2007). Data for
the study was collected from public sources and Thomson ONE database. Public
sources being financial statements and annual reports published by the studied com-
panies. Due to the fact that some of the public sources used languages the authors could
not reliably translate, some data was collected from the Thomson ONE database.

The working capital management in the ecosystem is studied by the cash conver-
sion cycle (CCC) developed by Richards and Laughlin (1980). The CCC consists of
three components: cycle times of inventories (DIO), accounts receivable (DSO) and
accounts payable (DPO). Relative profitability is measured by the return on total assets
(ROA%). The definitions and calculations for each measure are shown in Table 1.
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Fig. 1. Structure of the present study ecosystem with the companies of sample

Table 1. Measurement methods of working capital management and profitability

Variable Description Definition

DIO Cycle time of inventories (Inventories/Sales)*365
DSO Cycle time of accounts

receivable
(Accounts receivable/Sales)*365

DPO Cycle time of accounts payable (Accounts payable/Sales)*365
CCC Cash conversion cycle CCC = DIO + DSO − DPO
ROAROA Return on total assets Earnings before interest and taxes/Total

assets
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3 Results and Analysis

To analyse the state of working capital management in Dell’s ecosystem we calculated
the CCC and its components for each year from 2014 to 2016. The return on assets
indicates the profitability of the ecosystem. Figures are presented in Table 2 for each
company included in the sample and for the four tiers they are placed in.

The results of CCC calculations reveal that the companies in fourth tier tie up more
working capital in comparison to the other tiers. We identified two specific working
capital strategies applied by companies in the ecosystem. Dell, the largest direct seller
of PCs in the world, has achieved negative CCC by maintaining long payment terms
with its suppliers. Besides Dell, four other companies (! in Table 2) in the sample
collect the payments of their customer faster than they pay for their suppliers, in other
words, their DPO is longer than their DSO. It can be assumed that this is their strategy
for managing trade credit. Suppliers finance the purchases of their buyers by offering

Table 2. The average figures of CCC and its components and ROA of the years 2014–2016

The name of company DIO DSO DPO CCC ROA

DEL � / 13 45 89 −30 −2%
Tier 1 43 45 35 53 13%
Intel 32 47 16 63 21%
Micro Star International � / 63 52 66 49 9%
Nvidia 34 37 24 47 9%
Tier 2 43 69 52 60 9%
ACBEL / 45 87 81 51 4%
Delta Electronics / 43 84 64 62 9%
HGST (Western Digital) � / 46 39 47 38 6%
SK Hynix 37 67 16 88 16%
Tier 3 35 74 48 60 12%
BenQ / 46 89 78 57 2%
Logitech � / 42 29 46 26 5%
Mellanox 33 53 27 58 37%
Microsoft / 11 77 29 59 12%
Realtek � / 42 44 50 36 6%
Shin Zu Shing / 35 149 57 127 10%
Tier 4 44 90 41 93 5%
Lelon 55 122 27 150 8%
LG Display / 33 56 41 49 1%
Microsemi 60 57 24 92 3%
Taiwan PCB Techvest / 32 125 69 87 6%
TDK 50 77 43 84 8%
Tripod / 37 103 44 96 5%
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generous payment terms. The second strategy is for companies to use supply chain
finance as a means to finance their inventories, i.e. their DPO is longer than the DIO (/
in Table 2). Thirteen companies of the sample have managed to negotiate favourable
payment terms from this point of view so it can be considered a popular strategy, for
suppliers to be financing the inventories of buyers, in this ecosystem. Those four
companies that postpone payments to their suppliers can finance part of their inven-
tories using supplier finance, and Dell does not have to tie up any money to finance its
operational working capital. After this analysis, we have seven companies left that did
not apply either of the two working capital management strategies. These companies
pay their suppliers relatively fast. They favour their customers offering relative long
payment periods and their cycle time of inventory varies from a month to two months.
Those whose DIOs are long, the work in process ties up relatively much working
capital.

To analyse how much money is tied up in this ecosystem, we analyse the figures of
Dell and the four tiers in Dell’s ecosystem. The amounts are presented in millions of
USD. FED’s rates were used for those companies whose figures were in other cur-
rencies than USD. The scenario is formed as follows: for each company, the shortest
cycle time of each CCC component in their tier was selected as a new cycle time. In the
calculations, it was assumed that this shortening of the DIO, DSO and DPO did not
affect the sales revenue or EBIT of companies. Calculations with the new cycle times
were done for each year of the observation period. The scenario can be considered too
general because it does not consider the specific characterises of companies. Our aim is
to demonstrate the possibilities of the business ecosystem have to reduce its tied up
working capital hence how a company would do that is not at scope. The new value of
a working capital item (inventories, accounts receivable and payable) was calculated as
following:

value of working capital item ¼ (tier's min cycle time * firm's sales revenue)
365

ð1Þ

This scenario leads to an ecosystem where buyers pay their bills fast to their
suppliers and they can in favour give their own customers a rise in payment time from
26 days to 54 in 2016. Cycle time of inventories in each tier varies from 10 days to 43
days in 2016. The value of each working capital item and total assets is presented as the
sum of the tier and ROA% is the average of the tier. Shortening the cycle time of
working capital components, like set in the scenario, decreases the capital tied up in the
ecosystem from three to six percent: 2016: 12 415; 2015: 11 808 and 2014: 16 832
millions USD. The ROA% does not increase remarkable because the total amount of
assets are huge in comparison with operational working capital. The improvement of
ROA% can be achieved by reinvesting releasing capital to a more profitable target. The
scenario means an increase of 1.07%, 3.56%, 14.48% and 14.35% in ROA in tiers 1 to
4 respectively. In Table 3 we present more detailed figures using the year 2016 as an
example. The results of scenario suggest that the business ecosystem could release 12
Milliard USD from operational working capital to be reinvested to targets that support
the business ecosystem’s goal.
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4 Discussion and Conclusions

This paper studied working capital management in the business ecosystem formed
around a focal company in the ICT industry. The operational working capital is con-
sidered as a dedicated asset in this study. The analysis confirmed the findings of
previous studies, which have shown that with the help of its business partners, Dell is
able to maintain payment terms that enable operating with negative working capital
(Bruun and Mefford 2004; Hofmann and Kotzab 2010; Lind et al. 2016). The scenario
conducted in the paper showed that the business ecosystem could release working
capital by better collaboration. Benchmarking the cycle times within the tiers and
taking the best practices into use could be a way to reduce working capital. Of course,
in reality, such scenario would be difficult to realize and would not end up in win-win
situations for every actor, but from the perspective of a business ecosystem, it would
result in more effective financial flows.

In terms of working capital management, Dell is a very strong player in the
ecosystem. The results indicate that its success is enabled by the other partners in the
ecosystem. Judging by the customisability of Dell’s desktop computer products, they
do not limit the innovation of their ecosystem partners in the way that lead IBM’s
similar ecosystem to fail. The whole ICT industry thrives on innovation and apparently,
that is a good enough platform for Dell’s ecosystem to succeed. However, Dell has
strong competitors and a strong innovative platform from one of them could quickly
weaken Dell’s position in its own ecosystem.

In recent years, academic research on working capital management has concen-
trated on different solutions of supply chain finance, including financial institutions,
with the aim of ensuring the sufficient financial flows between the different actors in the

Table 3. Actual figures of the ecosystem and results of the scenario in millions of USD, the year
2016

Inventory Accounts
receivable

Accounts
payable

Working
capital

Total
assets

ROA
%

2016 Dell 2 538 9 420 14 422 −2 464 118 206 −2.8%
Tier 1 6 481 6 254 3 328 9 407 122 255 13.9%
Tier 2 4 900 6 288 4 025 7 163 64 364 7.4%
Tier 3 2 760 18 873 7 468 14 164 199 002 11.5%
Tier 4 3 673 7 227 4 333 6 566 42 426 5.4%
BEC
total

20 352 48 061 33 577 34 837 546 253

Scenario Dell 2 538 9 420 14 422 −2 464 118 206 −2.8%
Tier 1 5 637 6 046 2 816 8 868 121 715 13.9%
Tier 2 4 789 4 203 1 645 7 347 64 548 7.5%
Tier 3 2 376 6 371 6 252 2 495 187 333 12.6%
Tier 4 3 171 5 567 2 561 6 177 42 036 6.1%
BEC
total

18 511 31 607 27 696 22 422 533 8388
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ecosystem. However, collaboration in working capital management at the ecosystem
level could also be conducted through negotiations. Instead of feeding banks with the
interest costs and service fees of supply chain solutions, ecosystems could collaborate
in order to release excess working capital which is unproductively tied up in the
payment terms and inventories, and use it for example to strategic investments which
would benefit the whole ecosystem long term.
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Abstract. Nowadays, optimal supplier selection process is essential for the
performance success of business organizations. Total cost of ownership
(TCO) is a method which enables purchasing firms to access all key information
for assessing and selecting suppliers. An effective supply chain process which is
based on TCO tool is argued to extend purchasing decisions beyond the initial
price and consider the long-term perspective of all hidden and explicit costs for
carrying out business with various suppliers. All purchasing enterprises are
seeking the maximum profit from the purchased products/services. In order to
identify all cost drivers, both quantitative and qualitative methodological
approaches have been operated and analysed in the TCO application. However,
it is not clear which methodologies are better, and under what circumstances, in
relation to the TCO concept. This paper examines the application of a range of
qualitative and quantitative methodologies in TCO purchasing techniques. The
paper outlines and reviews the strengths, limitations and barriers of both qual-
itative and quantitative methods. In conclusion, the framework supports opti-
mizing decision-making based on total cost of ownership in a firm’s cost
management process.

1 Introduction

The main objective of this study is to illustrate the implementation of qualitative and
quantitative methods in TCO application models and survey all benefits and impedi-
ments of different methods over the entire decision-making process. Total Cost of
Ownership (TCO) is a global approach, long-established in different types of busi-
nesses and professions. TCO is a reliable method which generates rigorous information
not only for suppliers but also for purchasers to make the best decision regarding their
products and services. TCO is a philosophy which considers elements beyond just the
initial price of goods or services for the better realisation of cost management. These
aspects of TCO are not restricted to only buyer and seller but contains service providers
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and value-added sellers. This method notes all tangible and intangible costs including
acquisition, administration, possession, operation, audit, refusal, displacement, main-
tenance, and disposal of a product or service. It is critical to emphasise that the most
cost-effective seller or service provider would not necessarily be the one that has a
minimum initial price.

For identifying all cost drivers, both quantitative and qualitative methodological
approaches can be implemented and assessed in the TCO function. However, better
methodologies regarding TCO concepts are still not transparent. This paper examines
the implementation of a range of qualitative and quantitative methods in TCO pur-
chasing techniques. The paper outlines and reviews the strengths, limitations and
barriers to both qualitative and quantitative methods. In conclusion, the framework
supports optimising decision-making based on total cost of ownership in a firm’s cost
management process. Critical performance elements, best methods and their imple-
mentation impediments in TCO concept and application are mostly analytical and
predictive.

One of the most significant benefits of TCO is improved decision-making. A TCO
study can illustrate the most expensive elements. Therefore, a productive TCO model is
a model based on the capable and flexible decision-making process. It can help the
high-level asset managers determine priorities and make better decisions by consid-
ering both qualitative and quantitative approaches. Both qualitative and quantitative
methods consider tangible and intangible elements and make a trade-off between them
to help the decision-maker in finding the most capable and proper supplier or service
provider. This study reviews and highlights the benefits, restrictions and obstacles of
both qualitative and quantitative approaches.

2 Research Method

Thorough literature review around qualitative and quantitative methodologies in TCO
application is the first stage in this research. The literature review will define the
limitations and barriers to both approaches in TCO implementation. One of the primary
phases of every research approach is a determination of the proper methodology.
Quantitative and qualitative are two main approaches to research. Selecting the most
appropriate method typically relies on the type of data. Cooper and Schindler argue that
quantity is the amount of something while the quality is the fundamental specification
or kind of something (Cooper and Schindler 2003). This paper assesses implementation
of both approaches in TCO application.

TCO implements the Activity-Base Costing concept for identification of the cost
drivers. Hence, there should be a method for those cost elements recognition which has
a higher impact on total cost of products or services. A proper technique including
Quantitative, Qualitative or a mix of both must be deployed in the critical cost factor
identification phase. The magnitude and scope of a TCO application may, however,
vary from merely introducing the most notable cost factors employing the Pareto
principle (Ellram 1994) to complex techniques implementing mathematical program-
ming (Degraeve and Roodhooft 1999; Degraeve et al. 2000, Degraeve et al. 2005b).

The general research steps for TCO application are as below (Fig. 1);
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1. Study TCO concept and related theories
2. Study of related business industry: Expert interview, literature, etc.
3. Study of proper approach: Qualitative, Quantitative, Combination, Case study,

triangulation etc.
4. Collecting data: Qualitative, Quantitative
5. Validate the data
6. Calculation and analysis of the results
7. Identifying cost pivotal drivers
8. Prioritising cost factors
9. Identifying variables

10. Build the model
11. Test the model

3 Literature Review of Methods

Purchasing functions are a primary component of any business management approach
and is one of the critical areas of the operational decision-making process which can
quickly impact all divisions of a competitive business enterprise. The central part of the
purchasing function is the supplier selection process which has encountered consid-
erable evolution during the past two decades (Weber et al. 1991). The advanced global
market requires qualified suppliers to produce high-quality products at reasonable
price. Degraeve and Roodhooft believed that supplier selection decisions are a multi-
objective decision (Degraeve et al. 2000). Vendor selection represents up to 70% of
total production costs in manufacturing (Heberling 1993). The standard method of
vendor selection frequently overlooked actual cost purchasing strategies including
tangible and intangible cost (Mohammady Garfamy 2006).

Cost Elements 
Screening Pool

Important Cost Elements 
Applicable for TCO Model

Non-Important Cost 
Elements

Cost Elements 
Identi fication

Fig. 1. Adopted cost elements identification (Ström and Bladh 2008)
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In 1987, the Gartner Group presented the TCO analysis for the first time, and since
then this concept has been utilised in the various research areas especially in auto-
motive manufactures. Ellram was the first person to introduce the TCO concept as a
supplier selection method (Ellram 1993a). She also studied other purchasing methods
and compared them to TCO application and then examined TCO for vendor evaluation
and selection. She contends that the total cost of ownership (TCO) is a useful buying
tool for different businesses which contain both direct and indirect expenses including
initial price, parts/equipment, operation, maintenance, and disposal (Ellram 1993a).
Hurkens highly recommended the total cost of ownership method for specifying the
hidden costs, as well as the visible expenses, of running a business with various
suppliers (Hurkens et al. 2006).

Lisa Ellram classified TCO benefits as: improvement in supplier evaluation,
decision-making, supplier and purchaser relationship, realisation and continuous pro-
gression (Ellram 1994). Ellram identified some limitations to TCO implementation
including the complexity of TCO concept, cultural issue, education and training, data
and resource restriction. She emphasised that TCO quantifies all expenses associated
with the buying practices. There are different types of methods which are similar to
TCO such as life-cycle costing, zero-based pricing and the cost-ratio process (Monczka
and Trecha 1988; Ellram 1993b) but ignore the cost associated with the items from
initiation to end (Ellram 1993a).

Degraeve et al. has researched TCO applications across different industry sectors.
In his first paper, Degraeve presented a developed mathematical programming model
which implemented TCO to choose the best vendor while specifying order quantities
with the goal of rectifying the heating electrode purchasing system issue of a steel
producer company in Belgium (Degraeve and Roodhooft 1999). He then highlighted
the ignorance of purchasing performance by the typical cost management tools and
proposed a decision making support system to reduce total costs (Degraeve and
Roodhooft 1999). As mentioned before, TCO applies to both products and services.
Hence, Degraeve applied the mathematical programming model of TCO for selecting
not only airline company but also specifying companies’ market share (Degraeve et al.
2004). In 2005, he built the model by combining the TCO with mathematical pro-
gramming and using three case studies, and as a result, he proposed that a combination
of methods provided improved functionality than those methods separately (Degraeve
et al. 2005a).

Bhutta and Huq (2002) compared a total cost of ownership (TCO) with analytic
hierarchy process (AHP) and highlighted benefits and restrictions of both methods.
Ellram indicated that TCO and activity-based costing alliance could create an enterprise
with powerful competitive benefit from data associated with supply chain costs (Ellram
1995a). Later, a logistics outsourcing structure was developed by Maltz and Ellram
(1997). They built the model which encompassed non-monetary elements and claimed
that concentration only on quantitative expenses could lead to insufficient decision
making. In 1998, Ellram studied TCO as a strategic cost management tool through
several case studies and investigated the linkage between strategic cost management
(SCO) and TCO (Ellram and Siferd 1998).

Type of data is the pivotal element for selecting the most appropriate TCO method.
Neuman argued that qualitative research stresses explanatory and critical approaches
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while quantitative research refers to objectivity and technical styles (Neuman and
Kreuger 2003). Qualitative methods underline the meaning, the interpretation or
analogy characterising something, on the other hand, the quantitative way considered
the content and aims of its measurement (Cooper and Schindler 2003). The interview is
one of the best observation assessment tools when using theories, assumptions, or
problem perceptions in a qualitative study (Simon 2006).

Sarkis was one of those who conducted quantitative research on strategic vendor
selection and who presented an approach based on an analytical network process-based
(Sarkis and Talluri 2002). Their research was an experimental case study including
various criteria with the participation of managerial decision-makers level. Ellram
undertook investigations through many case studies and a literature review to highlight
the problem of vendor selection (Ellram and Siferd 1998).

Case studies highlight recognition and comprehensive investigation of the facts in a
specific group. Generally in a case study, after choosing the typical and critical cases, a
detailed analytical examination will be implemented to reach to the mean general
model or pattern among multiple typical instances (Neuman and Kreuger 2003).
A developed matrix model which performing pre-arranged benchmarking for weight-
ing vendor selection was presented by Gregory to minimise the vendor rating indi-
viduality of every component (Gregory 1986). Operation Management Strategy
(OMS) employed by Chou and Chang for vendor selection criteria classification with
the aim of finding a solution for strategic vendor selection issue, they utilised Simple
Multi-Attribute rating technique (SMART) based on Fuzzy Algorithm (Chou and
Chang 2008).

There are other approaches in qualitative and quantitative which are implemented
for alternative vendor evaluation. Supplier’s design performance was the central ele-
ment for Araz and Ozkarahan to evaluate supplier capabilities and classified vendors
regarding their overall function (Araz and Ozkarahan 2007). The preference ranking
organisation method for enrichment evaluation (PROMETHEE) methodology was
operated for revealing the reason for suppliers different performance.

Florez-Lopez utilised fuzzy theory for ranking the vendors based on their com-
petency to set up the value for the customers (Florez-Lopez 2007). A combination of
analytic hierarchy process (AHP) and quality management system (QMS) was devel-
oped by Chan and Chan to prioritise and select the vendors in the industry of advanced
technology (Chan and Chan 2004). Sucky found that the standard vendor selection
overlooked the costs associated with choosing a new supplier or switching from one
provider to another provider (Sucky 2007).

The hardest part of cost quantification is coming to an accurate estimation of the
hidden cost of goods or services throughout its entire lifecycle. Ellram found that
indirect expenses could far outrun the initial purchase price or apparent values (Ellram
1993b, Ellram 1993a, Ellram 1994, Ellram 1995b, Ellram 1995a). It is clear that TCO
encompasses an enormous variety of cost items and this can make the calculation much
more complicated. Hence TCO relies on those cost drivers which are very pivotal and
sensitive to the purchaser firms, that’s why the implementation of TCO expect experts
from both parties, purchaser and supplier, to cooperate with each other for mapping and
addressing their clients’ goal and expectation.
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4 Discussion

The qualitative approach is generally utilised when an examination of the phenomena
or the relations must be assessed. In this approach, the type of available data is soft.
While the quantitative methods are not highly adaptable to changes in research, the
qualitative practices are open to conversion and are more transformative. For this
reason, researchers prefer to apply this approach especially when they need precise
description in their research. This method is based on the researchers own judgment
and perception which can influence the research questions. Lack of generalisation due
to the type of collected data is one of the weak points of the qualitative method. It is
also very helpful for comprehension of the phenomena and also is very flexible and
adaptable in the research process (Johannesen 2004; Jakobsen and Staavi 2009).

The objective of the quantitative approach is to collect data that are measurable and
to assess these received data by implementing statistical tools or programs. In this
method, a generalisation of numerical and analytical outcomes of the research is
favourable. Sometimes representative data are not enough and will be a challenging
part for the researchers. Shortage in opportunities for a complete and comprehensive
statement of the investigated phenomena is not applicable while this method is con-
structive with valuable outcomes if the gathered representative data is enough.

When a combination of qualitative and quantitative methods is implemented, tri-
angulation can be helpful especially for the research where checking the outcomes
should be considered more than one time. In 1994, Yin stated that there is not any
restriction while working with a mix of qualitative and quantitative evidence in case
studies (Yin 1994). Combination of these methodologies enriches results accuracy due
to considering various views and angles. The combination method can be more reliable
if the each of the methods present a similar conclusion which includes valuable out-
comes such as adequate explanation, more reliable statements and more comprehensive
description. The application of methodological triangulation has three classifications:
qualitative assessment of a series of quantitative data, qualitative pre-arrangement of a
quantitative data collection and finally implementing both methods at the same time.

Selecting the optimal data collection method is the next stage of the process after
data requirements and analytical approach determination. Zikmund classified types of
data in data collection stage, primary data and secondary data (Zikmund 1997). The
primary data is obtained by the researcher during their study through interviews,
questionnaires, observations and careful analyses while secondary data is collected by
other researchers and can be noticed in different sources of information like literature,
papers and reports. Collecting primary data is a time-consuming matter while more
accurate and specific. On the other hand, collecting secondary data is much easier but
non-specific and can be out of date. Johannesen argued that selecting the proper
approach is mostly based on the research questions (Johannesen 2004). If the types of
the research questions involve “why” or “how” questions, the case studies can be useful
approach especially for the critical situation or events with limited control by the
researcher (Yin 1994).

Qualitative approaches can contain tools for simulating and examining the judg-
ment of decision-makers regarding issue condition and tools for deliberating about
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potential solutions. The set of quantitative approaches encircle a wide variety of
methods. Data mining techniques are one of the useful techniques for evaluating
comparable decisions made in the former studies to obtain a general model and
decision guideline which may be implemented in future for improvement of the effi-
ciency and performance of following findings. The optimisation method is another
quantitative method which hand decision-makers for reducing total cost by finding the
optimal solutions to economic issues, linear programming is one example of optimi-
sation methods. An exploratory research method including surveys of companies and
manufacturers within different industries and case studies of various organisations can
be operated. Data collection can be implemented through interviews with purchasing
experts, asset managers.

5 Conclusion

Selecting an appropriate methodology is the first step of any research approach
development. Exploratory research is commonly carried out when the issue, scope or
research design and framework is not well established and needs to be developed
appropriately. While qualitative research is objective research, quantitative analysis is a
more deductive study. In qualitative research, the hypothesis is more assessed by
predetermined frameworks. In quantitative studies, research implements a detailed
statistical approach. According to Creswell, for TCO cost strategies application,
qualitative research which has the capability in framework development can be the
better approach (Creswell 2002). There is another discussion that for TCO application
and to capture a highly reliable and valid data, implementation of both qualitative and
quantitative simultaneously can be a better option. Hence, the purchaser can make a
trade-off between conflicting qualitative and quantitative elements for identifying a list
of proper suppliers, classifying and prioritising desired suppliers and finally selecting
the best supplier.

In the process of identifying activities and cost drivers, an activity-based costing
approach can be constructive. TCO contains a range of cost elements. TCO by nature is
a complex concept, and no need to make it more complicated by considering every
non-important cost items which don’t have any magnitude or any impact on final TCO
model. Thus, TCO is associated with user’s judgment. According to Pareto’s principal,
the concept is to consider the 20% of the components that responsible for the 80% of
the total costs. One integral element in supplier selection is a risk of the supplier. There
are several arguments regarding quantifying the supplier risk and take it to account in
TCO application. Some risk data are measurable while others can be risks that may be
non-trackable or very subjective. Hence a method which considers both qualitative and
quantitative data is proposed for evaluating the risk of the supplier.

References

Araz, C., Ozkarahan, I.: Supplier evaluation and management system for strategic sourcing based
on a new multicriteria sorting procedure. Int. J. Prod. Econ. 106, 585–606 (2007)

206 A. Noorbakhsh et al.



Bhutta, K.S., Huq, F.: Supplier selection problem: a comparison of the total cost of ownership
and analytic hierarchy process approaches. Supply Chain Manag.: Int. J. 7, 126–135 (2002)

Chan, F.T., Chan, H.: Development of the supplier selection model—A case study in the
advanced technology industry. Proc. Inst. Mech. Eng. Part B: J. Eng. Manuf. 218, 1807–1824
(2004)

Chou, S.-Y., Chang, Y.-H.: A decision support system for supplier selection based on a strategy-
aligned fuzzy SMART approach. Expert Syst. Appl. 34, 2241–2253 (2008)

Cooper, D., Schindler, P.: Business Research Methods, 8th edn. McGrawHill, New York (2003)
Creswell, J.W.: Educational Research: Planning, Conducting, and Evaluating Quantitative.

Prentice Hall, Upper Saddle River (2002)
Degraeve, Z., Labro, E., Roodhooft, F.: An evaluation of vendor selection models from a total

cost of ownership perspective. Eur. J. Oper. Res. 125, 34–58 (2000)
Degraeve, Z., Labro, E., Roodhooft, F.: Total cost of ownership purchasing of a service: the case

of airline selection at Alcatel Bell. Eur. J. Oper. Res. 156, 23–40 (2004)
Degraeve, Z., Labro, E., Roodhooft, F.: Constructing a total cost of ownership supplier selection

methodology based on activity-based costing and mathematical programming. Account. Bus.
Res. 35, 3–27 (2005a)

Degraeve, Z., Roodhooft, F.: Effectively selecting suppliers using total cost of ownership. J. Sup-
ply Chain Manag. 35, 5–10 (1999)

Degraeve, Z., Roodhooft, F., van Doveren, B.: The use of total cost of ownership for strategic
procurement: a company-wide management information system. J. Oper. Res. Soc. 56, 51–59
(2005b)

Ellram, L.: Total cost of ownership: elements and implementation. J. Supply Chain Manag. 29,
2–11 (1993a)

Ellram, L.: A taxonomy of total cost of ownership models. J. Bus. Logist. 15, 171 (1994)
Ellram, L.M.: A framework for total cost of ownership. Int. J. Logist. Manag. 4, 49–60 (1993b)
Ellram, L.M.: Activity-based costing and total cost of ownership: a critical linkage. J. Cost

Manag. 8, 22–30 (1995a)
Ellram, L.M.: Total cost of ownership: an analysis approach for purchasing. Int. J. Phys. Distrib.

Logist. Manag. 25, 4–23 (1995b)
Ellram, L.M., Siferd, S.P.: Total cost of ownership: a key concept in strategic cost management

decisions. J. Bus. Logist. 19, 55 (1998)
Florez-Lopez, R.: Strategic supplier selection in the added-value perspective: a CI approach. Inf.

Sci. 177, 1169–1179 (2007)
Gregory, R.E.: Source selection: a matrix approach. J. Supply Chain Manag. 22, 24–29 (1986)
Heberling, M.E.: The rediscovery of modern purchasing. J. Supply Chain Manag. 29, 47–53

(1993)
Hurkens, K., Valk, W., Wynstra, F.: Total cost of ownership in the services sector: a case study.

J. Supply Chain Manag. 42, 27–37 (2006)
Jakobsen, K., Staavi, S.U.: Proposal of a global Total Cost of Ownership Model for FMC

Technologies’ suppliers. Universitetet i Agder/University of Agder (2009)
Johannesen, A.: Per Arne Tufte og Line Kristoffersen 2. utg. (2004). Introduksjon til

samfunnsvitenskapelig metode
Maltz, A.B., Ellram, L.M.: Total cost of relationship: an analytical framework for the logistics

outsourcing decision. J. Bus. Logist. 18, 45 (1997)
Mohammady Garfamy, R.: A data envelopment analysis approach based on total cost of

ownership for supplier selection. J. Enterp. Inf. Manag. 19, 662–678 (2006)
Monczka, R.M., Trecha, S.J.: Cost-based supplier performance evaluation. J. Supply Chain

Manag. 24, 2–7 (1988)

Total Cost of Ownership for Asset Management 207



Neuman, W.L., Kreuger, L.: Social Work Research Methods: Qualitative and Quantitative
Approaches. Allyn and Bacon, Boston (2003)

Sarkis, J., Talluri, S.: A model for strategic supplier selection. J. Supply Chain Manag. 38, 18–28
(2002)

Simon, M.: Recipes for success. Dissertation & Scholarly Research, Dubuque, IA (2006)
Ström, A., Bladh, A.: Total Cost of Ownership-Revealing the true cost of owning and operating

equipment (2008)
Sucky, E.: A model for dynamic strategic vendor selection. Comput. Oper. Res. 34, 3638–3651

(2007)
Weber, C.A., Current, J.R., Benton, W.: Vendor selection criteria and methods. Eur. J. Oper. Res.

50, 2–18 (1991)
Yin, R.K.: Case Study Research: Design and Methods, Applied Social Research Methods Series,

vol. 5. Sage Publications, London (1994)
Zikmund, W.: Business Research Methods, 5th edn. Harcourt Brace, Fort Worth (1997)

208 A. Noorbakhsh et al.



On the Expected Monetary Value
of Hydroelectric Turbine Start-up Protocol

Optimisation

Martin Gagnon(&), Denis Thibault, and Michel Blain

Institut de recherche d’Hydro-Québec (IREQ), Varennes, QC, Canada
{gagnon.martin,thibault.denis,blain.michel}@ireq.ca

Abstract. Hydroelectric turbine start-up protocols have a significant influence
on the fatigue reliability of such asset. Fatigue cracking, is one of the two main
degradation mechanisms and often considered the most difficult to predict.
Using fatigue reliability model previously developed by the authors, we study
the influence of changes in the start-up protocol. Two units are studied. For the
first unit, two protocols are studied and for the second unit three protocols are
considered. The goal of the study is to look at the expected monetary value
(EMV) as a metric able to combine the expected probability of failure with the
monetary consequence of such failure. Our results shows that such metric is
suitable to identify which start-up protocol is the most advantageous and why?

1 Introduction

Fatigue and cavitation are the two main degradation mechanisms of hydroelectric
turbine runners. Of the two, fatigue cracking is often considered more difficult to
manage since the damage cannot be monitored until significant cracks appear. These
cracks upon detection are automatically considered critical and have to be repaired.
Hence, the probability of fatigue failure is defined as the probability of detecting a crack
during a given inspection (Gagnon et al. 2013a). This probability is a function of both
the expected values and uncertainties associated with loading, defect size and material
properties. When comparing monetary gains related to the optimisation of the runner
blade loading during start-up, not only the failure probability but also costs and
monetary impacts over time need to be taken into account. To this end, the expected
monetary value (EMV) is a simple metric that enables one to combine the probability
and the consequence in term of economic value. Using this metric, to identify a
solution that maximizes our expected monetary gains, we can properly account for the
combined cost associated with implementing a given scenario, the economic impacts of
the event and the probability of this event.

In this study, we are looking at the implementation of an optimised start-up pro-
tocol with the goal of minimizing fatigue cracking probability (Gagnon et al. 2010;
Gagnon et al. 2014a, b; Gagnon et al. 2016). The start-up protocols have no influence
on the initial fatigue reliability of the runner but will influence the cumulative con-
tribution of each unit start-up over time. Usually, the initial reliability is not 100%
which is related to the probability of being dead on arrival due to the lack of
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information about the runner’s initial state. To evaluate these start-up protocols, we
propose a simple methodology to quantify EMV using study cases based on data from
Hydro-Québec.

The paper is structured as follows. First, an overview of the reliability model with
the influence of both expected stresses and uncertainty on turbine runner fatigue reli-
ability is presented. Then, the study cases and the methodology are detailed. Finally,
we will discuss the results in terms of applicability for decision making and asset
management.

2 Hydroelectric Turbine Reliability

In previous work (Gagnon et al. 2013a, b; Gagnon et al. 2014a, b), we defined that, for
any given point in time, the criteria for hydroelectric turbine runner fatigue reliability
was that every allowed steady state operation should have a stress range below the high
cycle fatigue (HCF) onset threshold. This means that, as the defect grows, the stress
range should stay below the HCF onset threshold formed by the Kitagawa diagram
(Kitagawa and Takahashi 1976). This limit state is illustrated in Fig. 1(left). In its
simplest form, the hydroelectric turbine runner stress spectrum is composed of at least a
high amplitude low cycle fatigue (LCF) component which contributes to crack prop-
agation combined with an HCF components which should not contribute to propaga-
tion. The LCF component represents the overall stress range generated by the start to
stop cycle and the HCF component represents the stress range during steady state
operation. This simplified load spectrum is shown in Fig. 1(right). Notice the arrow in
Fig. 1(left) which represents the movement toward the limit state of the joint distri-
bution formed by the HCF stress range Dr and defect size a as the LCF component
contributes to the crack propagation. This growth is a function of both the number of
start to stop cycles the hydroelectric turbine undergoes and the LCF components stress
range.

Fig. 1. (Left) Fatigue reliability limit state. (Right) Structure response spectrum.
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The Kitagawa diagram combines two limits (The fatigue limit Dr0 and the HCF
onset threshold DKonset) that are joined together using the El Haddad correction
(Haddad et al. 1979). The limit state is expressed as follows:

g a;Drð Þ ¼ Dr� DKonsetffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p aþ a0ð Þp

Y aþ a0ð Þ ð1Þ

a0 ¼ 1
p

DKonset

Dr0Y a0ð Þ
� �

ð2Þ

Often, the crack growth threshold DKth is used in place of DKonset because it is
more readily available. From Eq. 1, we obtain the probability of failure Pf by solving
the following:

Pf ¼
Z

g xð Þ� 0
fX xð Þdx ð3Þ

in which, x is an n-dimensional vector of random variables with a joint density function
fX xð Þ. This value is approximated using First Order Reliability Methods (FORM) as
describe in (Gagnon et al. 2013a). The results obtained can either be expressed in terms
of the reliability index b or probability of failure Pf using:

Pf ¼ U �bð Þ ð4Þ

where U �ð Þ is the standard normal cumulative distribution function. Notice that from
this definition, cracking will occur when the largest defect in a given volume propa-
gates due to the largest HCF stress cycle of the stress spectrum above the limit state.
Both defect size and stress cycle range cannot be known exactly and only their largest
possible value is of interest hence the uncertainties around both values are modelled
using an extreme value distribution. In our case, we have chosen to use the Gumbel
distribution for simplicity purpose. Futhermore, the location of the limit state is also
uncertain. Through this paper, the cracking probability is defined as the probability of
entering the most probable region where the limit state is expected and whose
parameters are defined in (Thibault et al. 2015). This is less conservative than using the
lower limit of the limit state uncertainty interval which represents the limit below which
we believe that failure is not possible (Gagnon et al. 2013b).

3 Start-up Protocol and Experimental Results

The wicket gates opening is the main parameter which regulates the operation during
transient events. The speed governor typically has only a limited number of adjustable
parameters for safety purpose. The typical adjustable parameters for the wicket gates
opening sequence are: opening limit, fold back speed and fold back opening. Notice
that outside those specific parameters, the governor operation could be modified by the
manufacturer or plant operator at a relatively low cost. Governor actions are triggered
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by the rotating speed. The aim is to reach synchronous speed in an acceptable time
interval for the unit synchronization as defined in IEC 61362 (IEC 2012). The opening
sequence is as follows: first the gates open with a prescribed speed until they reach an
opening limit then, after the rotating speed reaches the fold back speed, the wicket gates
are limited to a fold back opening which is maintained until near synchronous speed for
synchronization with the grid. Since fast synchronization is not the main objective,
optimization possibilities are available in the start-up sequence parameters. Data
measured on two different hydroelectric turbines are used in this study. For Unit 1, we
compare two different start-up protocols. The blade response over the whole start-to-
stop cycle is presented for each protocol in Fig. 2.

In Fig. 3, on the other hand, we show the response to three different start-up
protocols tested on Unit 2. Here, the opening, rotating speed and blade response are
presented for each protocol. This gives a more detailed view of the start-up protocol.
Since, we consider only one LCF stress cycle in our simplified load spectrum, only the
maximum peak-to-peak stress range during start-up is considered in this study.

Fig. 2. Startup for Unit 1. (Left) Protocol 1. (Right) Protocol 2.

Fig. 3. Start-ups for Unit 2. (Left) Protocol 1. (Middle) Protocol 2. (Right) protocol 3.
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4 Expected Monetary Value

To combine financial and probabilistic information in the context of decision making,
the EMV is often used as a simple quantitative metric. This metric expresses the gain
expected if an event of a given probability was repeated an infinite number of times.
The EMV for a given decision is expressed as follows:

EMV ¼
X

P Eventð Þ �Monetary value of the event ð5Þ

In the case where one needs to choose between two solutions for which the sum of
the implementation costs and monetary impacts are equal, we can compare the dif-
ference in probability multiplied by the combined cost and impacts of such series of
events. Furthermore, if we account for the costs and impacts similarly across projects,
the solutions can be compared with each other’s. For start-up protocol, we have
considered identical implementation costs and consequence for a given unit. Hence, for
this unit, only the probability of the failure event will change. We have accounted for
time by discretizing the time horizon of the study T using the conditional probabilities
on a series of smaller time interval Dt. The probability of a failure event in a given time
interval [t; tþDt� if we know that the component is functional at time t is expressed as
follows:

Pðt\T � tþDt Tj itÞ ¼ F tþDtð Þ � F tð Þ
1� F tð Þ ð6Þ

where F tð Þ is the probability of failure obtained in Eq. 4. To assess the expected gains
from the start-ups protocol optimization, the annual EMV on a 12 years horizon was
chosen. The monetary impacts details cannot be disclosed and are considered confi-
dential. However, these monetary impacts account for availability loss due to down
time and maintenance costs. Let’s mention that in this study availability loss due to
down time is the main contributor to the monetary impacts. Furthermore, all the results
are presented as present values to account for inflation and discount rate.

5 Results

The reliability indexes obtained as a function of time are presented in Figs. 4 for each
of the start-up protocol studied. Higher reliability with time is observed for protocols
generating lower stress range. In the case of Unit 2, a greater improvement across the
three studied solutions is observed compared to Unit 1.
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From the reliability indexes, the probabilities of failure are estimated to obtain the
annual conditional probabilities. Using the difference in annual conditional probability,
we obtain the annual EMV of choosing a given start-up protocol compared to another
one. The annual conditional probabilities over the chosen twelve years horizon are
presented in Fig. 5 (left).

Using the annual conditional probabilities difference in Fig. 5(left) and the failure
monetary impact, we can assess the annual EMV which are presented in Fig. 5(right) as
present value to account for inflation and discount rate. The results have been nor-
malised and percentage of the maximum value are shown. We observe that for Unit 1
the protocol change from A to B as the largest initial annual EMV. However, for this
unit, the annual EMV stay relatively constant with time when compared to Unit 2. This
is observed because, the failure consequences for Unit 1 are higher and the annual
conditional probability differences increase more slowly compered to Unit 2.

Fig. 4. Reliability indexes as à function of time. (Left) Unit 1. (Right) Unit2
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6 Discussions

We should mention that Unit 2 start-up protocol A generates unusually high stress in
the runner blade which is not representative of a typical runner. Notice that since such
high stresses have been observed this illustrates the large gain in annual EMV that
should be expected from moving to more typical values using start-up protocol B.
Nonetheless, if we look at Unit 2 start-up protocol B vs C, we observe that even if the
values are small initially the probability differences increase every year which is not
negligible for longer time horizon. This effect is not as important in Unit 1 for which
the conditional probability differences are small and the failure monetary impacts are
more important. We should mention that annual EMV do not represent a possible
monetary gain realisation and be careful with the conclusions extracted from such
results. Furthermore, we only account for uncertainty in the evaluation of event
probability. All the financial information are deterministic. While such an approach
generates an appropriate relative metric in the context of this study, it could generate
false confidence if uncertainties in the economic parameters are large. The annual EMV
seems only appropriate as a metric to compare projects and solutions with each other’s.
As an assessment of how much money could be gained or lost, the methodology only
provides qualitative information: a more complete analysis taking into account prob-
abilistic financial inputs and the quantification of risks like the probability of losing
money has to be realized. Decision makers should be warned of the risks involved and
the assumption made before assessing how much money should be allocated for a
given solution.

7 Conclusions

The objective of this paper was to look at EMV as a metric to compare different start-up
protocols by accounting for probability of failure and monetary cost. This study has
showed that such metric while simple to implement is able to account for a width array
of parameters. However, such study should be followed by sensitivity analysis or
proper probabilistic modelling before decision making. This even more so when small
differences are observed between projects.
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Abstract. Costs prediction throughout the life cycle of building projects is sup-
ported by the life-cycle-cost (LCC) concept, encouraged by several international
and regional standards (e.g. ISO 15686-5, EN 15643-4, EN 16627), procure-
ment guidelines and regulations (e.g. the European Directive 2014/24/EU).
However, public procurers of building projects still face difficulties regarding
the costs estimation and time ratios of systems and components over the life-
cycle of building facilities. Public databases with the adequate quantity and
quality of economic information is needed. The existing ones often present
problems such as those of inadequate data granularity, incompleteness, inac-
curacy or data structures with formats that make comparison and extrapolation
difficult. This paper addresses these problems and proposes a standardized
structure for economic data collection throughout the whole life-cycle of
building as well as economic life-cycle indicators. A case study related to 130
public school buildings constructed in Portugal since 1955 is presented as to
show the potential application of the proposed structure towards widespread use
of the LCC concept in public procurement environments.

1 Introduction

Over their life cycle, constructed assets demand for a considerable amount of resources
and trigger transformations with important economic consequences. The economic
performance of buildings may be assessed at an early stage along with the decision to
initiate the construction project, or at any point afterwards, e.g. when scenarios are
considered for supporting decisions such as refurbish, re-new, expand, retain or
demolish. Information is needed to support these assessments.

The Life Cycle Cost (LCC) approach became popular in the 70s and since then it
has been influencing the Architectural, Engineering and Construction (AEC) sector
(Cole and Sterner 2000; Gluch and Baumann 2014; Meckler 1977). Its development
involved gradual changes (Flanagan and Norman 1989; Goh and Sun 2016; Langdon
2007), finally comprising all key phases of the life cycle of any project or facility
(Ludvig et al. 2010).

The cost estimates over the life cycle of a building is considered as one of the most
important and critical project management activities. The preparation of reliable and
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accurate estimates, are key factors in decision making processes (Jrade and Alkass
2007). One of the main challenges in this regard lies in organizing and deriving reliable
and useful information from data, which can then be distilled into applicable knowl-
edge. This can be achieved with comprehensive indicators that are widely accepted and
easily understood by all relevant stakeholders in building projects or facilities.

The present paper aims to define economic life-cycle indicators based on historical
data of public school buildings. These indicators are designed to assist lifecycle costs
estimates within public procurement environments.

2 LCC and Public Procurement in the AEC Sector

Recently, the European Directive 2014/24/EU, the International standard ISO 15686
and the European standards EN 15643-4 and EN 16627 have jointly established the
foundations for enhancing LCC applications. But there are still challenges to overcome,
namely those related to the reliability of economic data (Arja et al. 2009; Ive 2006;
Jrade and Alkass 2007; Ma et al. 2016).

As a response to recent standards and European Union acts procurers need to use
life-cycle cost methodologies to (IISD 2016): i) design economically, environmentally
and socially preferable tender specifications (including both mandatory and optional
elements that suppliers are required to meet); ii) develop indicators on which bids will
be appraised; iii) justify the purchase of environmentally and socially preferable
alternatives that may require higher purchasing or initial costs although delivering the
best value for money across the life cycle; iv) determine the “need to purchase” and
subsequently discern between the outright purchase of an asset and the option of
contracting services that would fulfil this need; v) evaluate the costs and benefits of
designing building and infrastructure projects as private finance initiatives; vi) establish
energy performance contracting agreements (contractual agreements that oblige
developers to build and refurbish in such a manner that specified levels of energy costs
savings can be guaranteed); and vii) establish cooperative contracts (agreements
between buyers and vendors designed to reduce the administrative burden of con-
tracting, while leveraging volume to negotiate preferred pricing and service for
members of a group or consortium).

Nowadays, procurers around the world adopt a variety of approaches, formats and
cost breakdown structures in their LCC analyses, the most quoted in the literature being
those established in ISO 15686-5. Procurers appeared to be using it to determine what
could be counted when performing LCC analyses, while specialists were adapting it for
the assessment of non-construction costs such as land, finance and user-support
charges, income-related costs such as income from sales and potential third party
income during operation, and life cycle costs such as construction, operation, main-
tenance and end-of-life disposal. However, most procurers do not follow a rigorous
methodology in their LCC analysis. It is also noted that LCC analysis are seldom
accompanied by risk assessments and sensitivity analyses of key parameters that are
likely to change with time (IISD 2016; OGC 2007).

An aspect that challenges procurers is the calculation of costs and time ratios
related to interventions throughout the life cycle of infrastructure and building assets
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(e.g. maintenance, repair and replacement). Procurers needs dedicated databases that
provide benchmarks, but data in the public domain is often too aggregated, incomplete
or is presented in formats that make comparison and extrapolation difficult (IISD 2016).

3 Standardized Buildings Life-Cycle Economic Data

ISO 15686-5 and EN 16627 specifies a LCC calculation method and details the
building life cycle information required. It also includes the rules for calculating the
cash flows over the life cycle of buildings and defines a structure for the collection of
economic data.

This structure intends to simplify the organization of the different costs involved in
a building life cycle. It organizes the economic information into modules corresponding
to the different life cycle stages. Table 1 summarize a standardized base for LCC
calculations that can be applied to all scope of buildings costs (EN 15643-4 and EN
16627).

Public procurers can also use it to performing sensitivity and risk analyses of key
parameters. The end of life stage (module C) is not considered in the scope of this
study.

4 Case Study

4.1 Characterization

The case study covers a sample of 130 public school buildings (SB) constructed in
Portugal between 1955 and 1988. The life cycle period of analysis starts with the land
acquisition and ends in 2008. After 2008, the buildings were totally refurbished. This
marks the beginning of a new life-cycle period that is out of the scope of this paper.
Table 2 present some relevant parameters of the present case study.

The technical and functional characteristic of these 160 school buildings can be
grouped in 3 types (A, B and D), which together represent 96% of the Portuguese
school buildings. Type A use mixed construction technologies, based on resistant walls
of ordinary masonry of plastered stone on which are attached the floor slabs and
reinforced concrete stairs. The roof cover of Type A buildings uses wooden structures
and coatings are predominantly wood in the floors of the classrooms and hydraulic
mosaic in the corridors. On the walls is applied sand mortar and binder or stucco. The
window frames are made of wood or prefabricated reinforced concrete elements with
single glass. Types B and C present a structure of reinforced concrete with slabs of the
same material and brick walls, plastered and painted. The coverings are flat or inclined
coated with fibber cement elements. The frames are in wood (type B) or aluminium
(type C) with a single glass. Type B normally adopted structural prefabricated
elements.
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Table 1. Before use stage (Module A) and Use stage (Module B) – standardization of building
economic data

Cost category Scope of costs

A0 – Land and associated
fees/advice

Land acquisition; Professional fees; Taxes; Subsidies and
incentives

A1 – Raw material supply Supply of materials; Temporary works; Professional fees; Taxes;
Subsidies and incentives

A2 – Transport (product) Transport of products and material; Temporary works;
Professional fees; Taxes; Subsidies and incentives

A3 – Manufacturing Manufacturing of construction products; Temporary works;
Professional fees; Taxes; Subsidies and incentives

A4 – Transport
(construction process)

Transport of products, material, equipment and waste;
Temporary works; Professional fees; Taxes; Subsidies and
incentives

A5 – Construction
installation process

Construction of asset/construction activities; Initial adaptation or
refurbishment of asset; Accessibility of the site during
construction; Landscaping, external works on the curtilage;
Storage of products; Assembly, installation, commissioning and
waste management; Provision of heating, cooling, ventilation,
humidity control etc. during the construction process; Purchase
or rental of the site; Temporary works (clear, prepare the site for
construction and provide gas, electricity and water); Professional
fees; Taxes; Subsidies and incentives

B1 – Use Rent; Insurance; Cyclical regulatory costs; Utilities; Taxes
B2 – Maintenance Costs related to all components and products used in

maintenance activities; Cleaning; ground maintenance;
Redecoration; Building-related facility management; Building-
related insurance; Rent and lease; Third party income; Cyclical
regulatory costs; End of lease and disposal inspections; Taxes;
Subsidies and incentives

B3 – Repair Repairs of minor components/small areas; Waste management;
Taxes; Subsidies and incentives

B4 – Replacement Replacement of minor components/small areas; Replacement of
major systems and components; Revenue from sale of asset or
elements; Waste management; Taxes; Subsidies and incentives

B5 – Refurbishment Refurbishment or adaptation of asset in use; Waste management;
Taxes; Subsidies and incentives

B6 – Operational energy
use

Operational energy and utilities; Rent; Insurance; Taxes;
Subsidies and incentives

B7 – Operational water
use

Operational water and utilities; Rent; Insurance; Taxes;
Subsidies and incentives
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4.2 Collection of Historical Data

LCC data collection follows a well-established method described above (EN 16627).
The LCC costs collected are related to modules A and B. It was not possible to
discriminate costs related to module A1 to A5 due to low information granularity. A1
to A5 costs are thus presented as a group. In the present case study, nominal costs
(expected price that will be paid when a cost is due to be paid, including estimated
changes in price) was considered and the Discounted Factor (DF) is calculated with the
Eq. 1:

DFðTÞ ¼ 1

ð1þ rÞT ð1Þ

Where r = annual real discount rate; and T = number of years between the refer-
ence date (start of the building life cycle) and the date of onset of the cost (2017 for the
present case study). In this case study, r is variable according with the
inflation/deflation in the Portuguese construction sector (Fig. 1).

Table 2. Characterization of the sample of school buildings

Type Construction
year

Nr. of
SB

Nr. of
Students per
SB

Land area
(m2) per SB

Constructed area
(m2) per SB

A [1955–1964] 39 [500–800] [13.000–
27.000]

[7.000–13.000]

B [1965–1979] 45 [400–950] [15.000–
43.000]

[5.000–12.000]

C [1980–1988] 48 [500–1.000] [13.000–
52.000]

[5.000–11.000]

Fig. 1. Inflation/Deflation rate in the Portuguese construction sector
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The collection of LCC nominal costs, presented in Fig. 2 for one SB, was per-
formed for all the 130 SB of the present case study and a dynamic data base was
established.

5 Results

ISO 15686-5 describes several approaches for economic performance indicators. NPV
(net present value, the sum of the discounted cash flows) per m2 of the constructed asset
was adopted in this case study. SB under the present case study have different life cycle
periods. Therefore, in order to enable comparisons, the indicator AEV (annual
equivalent value) is calculated according to the Eq. 2:

AEV ¼ NPV � dð1þ rÞT
ð1þ rÞT � 1

ð2Þ

The AEV indicator was calculated for each SB of the present case study and for
different discount rates (the discount rate includes the inflation/deflation rate plus other
components of the real discount rate). The k-means clustering method (Zalik 2008) was
used to organize the data. The results of the average AEV for each cluster are shown in
Table 3. A statistical analysis of the AEV is being undertaken and the results shall be
presented in future publications.

After a statistical analysis of AEV to the entire case study the average of the relative
cost ratios presented in Table 4 were calculated. According to EN 16627 and ISO
15686-5, it was considered the (i + 2)% discount rate. CAPEX (capital expenditure)
includes A0-A5 and B5; OPEX (operational expenditure) includes B1-B4, B6 and
B7; TOTEX (total expenditure) includes CAPEX and OPEX; Operation includes B1;
and Maintenance includes B2, B3 and B4 costs. Variance of the average values of LCC
ratios per Cluster (SB type) are showed in Fig. 3.
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Fig. 2. Example of LCC nominal costs
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Table 3. Shows the variance of the average values of LCC ratios for each cluster

Cluster (SB Type) Cost category Discount rate
(i + 1)% (i + 2)% (i + 3)% (i + 4)%

A A0 11,55 19,39 32,23 54,76
A1–A5 83,99 134,41 221,58 355,00
B1 17,93 23,91 33,17 45,12
B2 13,62 19,39 27,57 40,40
B3 12,75 18,63 26,62 36,77
B4 11,16 15,62 21,84 31,50
B5 3,49 5,23 7,48 11,13
B6 17,17 23,22 32,37 43,98
B7 8,15 12,13 16,19 21,26

B A0 11,91 20,20 33,93 56,45
A1–A5 80,76 133,08 217,24 351,49
B1 16,92 23,31 32,13 44,30
B2 14,04 20,20 29,02 41,65
B3 14,65 20,70 29,25 41,32
B4 11,51 16,27 22,99 32,47
B5 4,26 6,30 9,23 13,41
B6 19,74 27,37 37,92 52,51
B7 9,57 13,89 18,02 24,72

C A0 12,39 20,40 34,61 57,01
A1–A5 66,22 110,46 182,48 291,74
B1 16,41 22,38 30,52 42,97
B2 14,60 20,40 29,60 42,07
B3 15,24 20,91 29,84 41,73
B4 11,97 16,43 23,45 32,79
B5 3,49 5,23 7,48 11,13
B6 20,13 27,64 38,68 53,04
B7 9,86 14,03 18,38 24,97

Table 4. Average value of LCC ratios

Ratio Type A Type B Type C

R1 - OPEX/CAPEX 1/1,41 1/1,31 1/1,12
R2 - CAPEX/TOTEX 1/1,71 1/1,76 1/1,89
R3 - OPEX/TOTEX 1/2,41 1/2,31 1/2,12
R4 - CAPEX before use stage/CAPEX in use stage 1/0,03 1/0,04 1/0,04
R5 - Operation/Maintenance 1/2,24 1/2,45 1/2,58
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6 Conclusions

The AEC sector deals with several stakeholders and influences the different stages in
the life cycle of building projects. The increasing demands for this sector, legal and
regulatory, include the need to gather standardized information of LCC and the creation
of databases. Such databases should be able to feed indicators and ratios that describe
the economic performance of buildings. LCC-related information and benchmarking is
a relevant component of sustainable public procurement practices. This information
depends on the development of tools, communication platforms and databases with
standardized information such as LCC indicators and ratios.

This paper addresses these concerns and presents a case study of 130 public school
buildings constructed in Portugal since 1955, which were organized into 3 clusters. The
average values of two economic life-cycle indicators are presented for each cluster: i)
the average values of the AEV indicator; and ii) the average values of the cost ratios
based on capital expenditure and operational costs. It was found relevant to considering
the technical and functional characteristics of building portfolio clusters (building types
A to C), as well as the operation and maintenance requirements in the long-term.
A sensitivity analysis shows that a difference of 1% in the real discount rate represents
an increase/decrease of 40% to 75% of the AEV indicator. This percentage becomes
higher for longer periods of analysis.LCC relative ratios (R1 to R5) were also calcu-
lated for each type of SB. The technical and functional characteristics and the period of
analysis also influence these ratios. The variance of results for the ratio average values
can go up to 40% in Type C buildings, up to 35% in Type A and up to 20% in Type B.
A detailed statistical analysis of the results shall be presented in future publications.
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Abstract. Uncertainties are a key issue when planning for long term capital
investments in asset intensive organizations. Amongst the sources of uncertainty
are the quality and accuracy of readily available data and the assumptions
underlying the various estimations involved in capital renewal plans, namely
those related to re-placement costs and useful lives of the asset base. This paper
addresses the effect of such uncertainties in the capital investment strategies for
the industrial water supply system of the Industrial and Logistics Zone of Sines
(ILZS), installed in the Portuguese seacoast around 40 years ago. The discussion
includes deterministic and stochastic approaches to an asset management KPI
that is presently being tested in the Portuguese water sector - the Infrastructure
Value Index (IVI).

1 Introduction

The increasing challenges related with aging water supply infrastructures are widely
covered by the literature. For example, Mirza (2007) addresses Canadian municipal
infrastructures installed between 1950 and 1970 that are now reaching the end of their
design life.

The ASCE reports a backlog of insufficient expenditure, a deteriorating infras-
tructure and the need for higher renewal rates, namely in the water sector (ASCE 2009).
Selvakumar et al. (2015) mention cases of massive water losses by leaking pipes. In
Brazil, the average water losses rate exceeds 36% and worldwide this rate ranges from
30% to 40%. In Europe, the volume of uncounted water is between 9% and 30%
(Vilanova et al. 2015).
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The deferral of critical investment and the subsequent decay of the infrastructures’
condition (Francisque et al. 2016) compromises the levels of service. Capital renewal
investment must increase considerably in the forthcoming decades (Rokstad and
Ugarelli 2015). It is therefore crucial for infrastructure asset managers to adopt a
systematic approach to optimize and balance infrastructure performance (Arthur et al.
2014), risk and cost, both in the short and long-term (Rokstad and Ugarelli 2015).

Various tools have been developed and implemented in the water sector with this
aim, most of which are applicable to water distribution networks, such as life-cycle cost
analysis and risk analysis (Francisque et al. 2016), multi-criteria decision analysis
(Lienert et al. 2014; Salehi et al. 2018) and decision trees (Winkler et al. 2018). Sewer
drainage and water distribution networks represent, inside the water sector, the major
focus of the existing failure predicting studies and renewal planning methodologies
(Arsénio et al. 2015; El-Abbasy et al. 2016; Shahata and Zayed 2012; Nafi and Tlili
2015).

To handle complex asset management optimisation challenges, there is a trend to
use evolutionary optimisation techniques such as genetic algorithms. These algorithms
have been used in life cycle analysis and renewal planning for different types of
infrastructures, including water and sewer networks (Rashedi and Hegazy 2015).

A rising number of software packages have been developed to support renewal
strategies (Rokstad and Ugarelli 2015). These packages usually consider standard cost
models, reliability performance metrics and risks of failure. WiLCO, CARE-W, I-
WARP and AWARE-P are some of initiatives designed to support the asset manage-
ment activities in the water sector. However, the use of these tools is not as widespread
as one could expect. These tools have been sometimes criticized for not considering
that water systems can be renewed in blocks or groups due to economical and practical
reasons (Rokstad and Ugarelli 2015).

There are also specific contributions to the application of risk-based approaches to
water infrastructures. Risk modelling techniques, as mentioned in the literature, vary in
scope and complexity (Shahata and Zayed 2015; Korving et al. 2009). Kleiner et al.
(2004) characterised consequences of failure combined with the possibility of failure.
Most of these studies have focused on the probability of failure with little focus on the
consequences of failure (Shahata and Zayed 2015). Fares and Zayed (2009) developed
a risk model that assesses the risk of failure associated to each pipeline in the network.
This model considers environmental, physical, operational, and post-failure factors.
Rogers (2006) developed a model to evaluate water main failure risk based on a
weighted average method to calculate the probability of failure. The model developed
by Rogers (2006) considers the consequence of failure through “what-if” investment
scenarios.

According to Lienert et al. (2014), there is rising interest for the use of indicators to
compare different infrastructure intervention options, usually combined with life cycle
analysis. This paper discusses this indicator-based approach combined with life cycle
thinking. It presents the developments of previous study (Silva et al. 2017) about an
indicator that is being tested by the Portuguese regulator of the water sector, namely the
Infrastructure Value Index (IVI). The scope of the pilot-study is the industrial water
supply system of the ILZS.
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2 Infrastructure Value Index

According to Alegre et al. (2014), the IVI provides, for a given moment in time, the
ratio between the current value (the fair value) of the infrastructure and its replacement
cost (Eq. 1). IVI varies between 0 and 1 and is intended to translate the aging and the
intervention needs of a given infrastructure and its assets. IVI values from 0,40 to 0,60
indicate the presence of a stabilized infrastructure (Amaral et al. 2016; Alegre et al.
2014). Higher values indicate lower needs of investment in the short term and vice-
versa. The IVI was originally designed as a support tool for long term investment
planning.

IVI tð Þ ¼
PN

i¼1 rvi;t � ruli;t
euli

� �
PN

i¼1 rvi;t
ð1Þ

Where: t: reference time; IVI(t): Infrastructure Value Index at time t; N: Total
number of assets; rvi,t: replacement value of asset i at time t; ruli,t: residual useful life of
asset i at time t; euli: expected useful life of asset i.

Despite the apparent simplicity of the calculation method, the interpretation of
results must be accompanied with judgment and complementary information. Alegre
et al. (2014) and Amaral et al. (2016) draw attention to the fact that IVI parameters can
be determined in different ways. It is possible to use an asset-oriented or a service-
oriented approach to the IVI, depending if the useful lives and replacement costs of
each asset are the only parameters to be considered, or if also the performance of
functional units, as well as cost and risk, are to be considered. Moreover, there are also
complexities related to determining useful lives of interrelated assets and components,
given their different technological specificities, physical contexts or functional
environments.

Despite the use of the term ‘value’ in its designation, the IVI is directly related to
capital expenditure (CAPEX), leaving aside operating and maintenance costs (OPEX)
and other aspects, both financial and non-financial, that are usually considered when
using the concept of ‘value’ in a broader sense. Future developments of the IVI should
also include specific operational contexts and uncertainties, which are out of the scope
of the present study.

3 Method

The authors propose a revised method to calculate the IVI in a way that can assist long-
term investment planning. When determining the actual value of the IVI (2017 in the
pilot-case study presented in this paper), the steps of this revised method are:

Step 1: Collect asset-related data, including installation dates and costs, location,
function and physical parameters, condition, risks, etc.;
Step 2: Establish a manageable breakdown structure of the asset base according to
readily available data;
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Step 3: Determine the theoretical useful lives of the asset base (ideally taking into
consideration their actual physical condition and degradation trends);
Step 4: Determine the actual replacement costs at a level of the breakdown structure
as low as possible or practical (e.g. asset component, asset, asset system);
Step 5: Calculate the IVI with Eq. 1 using a stochastic approach to the inputs
(expected useful lives) and the outputs (IVI and current value) of the calculation
process;
Step 6: Perform a long-term analysis of the IVI. The calculations of the IVI should
differentiate the effect of renewals, replacements and expansion expenditures. The
authors propose that the parameters used in the calculations be adjusted according
to Eqs. 2 to 5.

rvtm ¼ b � rvt�1
m þ arep � CAPEXt

rep þ arep � CAPEXt
rep ð2Þ

cvtm ¼ cvt�1
m þ aren � CAPEXt

ren þ arep � CAPEXt
rep þ aexp � CAPEXt

exp ð3Þ

rultm ¼ eulm � cvt�1
m þ aren � CAPEXt

ren þ arep � CAPEXt
rep þ aexp � CAPEXt

exp

b � rvt�1
m þ arep � CAPEXt

rep þ aexp � CAPEXt
exp

" #
� 1

ð4Þ

IVI tm ¼ cvt�1
m þ aren � CAPEXt

ren þ arep � CAPEXt
rep þ aexp � CAPEXt

exp

b � rvt�1
m þ arep � CAPEXt

rep þ aexp � CAPEXt
exp

� 1
eulm

ð5Þ

Where: rvtm: replacement value of asset family m at year t; rvt�1
m : replacement value

of asset family m at year t−1; cvtm: current value of asset family m at year t; cvt�1
m :

current value of asset family m at year t−1; eulm: expected useful life of asset family m;
IVItm: Infrastructure Value Index of asset family m at year t; CAPEX: capital expen-
diture; a: reflects the impact of a given intervention on the useful life; b: translates the
disposal of existing assets. The different coefficients a and b and different CAPEX
values for renewals (ren), replacements (rep) and expansions (exp) of the asset base
relate as follows:

b ¼ 1;CAPEXt
ren ¼ 0

b ¼ 1;CAPEXt
ren 6¼ 0

�
;

aren ¼ 0;CAPEXt
ren ¼ 0

aren [ 0;CAPEXt
ren 6¼ 0

�

b ¼ 1;CAPEXt
rep ¼ 0

0\b\1;CAPEXt
rep 6¼ 0 ;

arep ¼ 0;CAPEXt
rep ¼ 0

arep ¼ 1;CAPEXt
rep 6¼ 0

��

b ¼ 1;CAPEXt
exp ¼ 0

b ¼ 1;CAPEXt
exp 6¼ 0

�
;

aexp ¼ 0;CAPEXt
exp ¼ 0

aexp ¼ 1;CAPEXt
exp 6¼ 0

�
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4 Pilot Case Study

The pilot case study for testing the proposed IVI calculation method is the industrial
water supply system of Águas de Santo André (AdSA). AdSA is a Portuguese water
utility company located near the Port of Sines and the ILZS. The distribution network
and the wastewater infrastructures are excluded from the pilot case study. The indus-
trial water services provide 53% of the total revenues generated by AdSA (around
10*106 €) and comprises asset management challenges related to service levels, supply
penalties, lack of redundancy, demand uncertainty, among others.

The industrial water supply system is constituted by the following infrastructures
(by water flux order): one intake and pumping station, located in Sado River, with 4
pumps of 1,6 m3/s and 2 pumps of 0,5 m3/s of capacity; one aerial pipeline, with 3 km
of approximate extension; one water channel, with trapezoidal shape and 22 km of
extension; one tunnel, with an extension of 13 km; one embankment dam with a useful
storage capacity of 25*106 m3 (it functions as a natural reservoir to the water supply
process and is out of AdSA’s current stewardship) and a pumping station with 1,5 m3/s
of capacity; one pipeline with 1 km of extension which transports the pumped water to
the water treatment plant (WTP); one WTP, with a maximum treatment capacity of
0,8 m3/s; one gravity flow pipeline, which transports the treated water to the distri-
bution reservoir throughout a 10 km course; one distribution reservoir, located in
Monte Chãos, with a 50.000 m3 capacity of storage.

AdSA has, since 2001, the stewardship of the industrial water supply system
originally constructed in the 1980’s. In 2002, an acquisition value was assigned to each
asset of that system. In this paper, for simplification purposes, the discounted acqui-
sition values of the assets are used as replacement costs (rv), although some authors
recommend taking the unit costs (according to the most recent technology of equivalent
assets) and the corresponding quantities to calculate asset replacement cost more rig-
orously. This second option requires a deeper knowledge about the assets and involves
greater effort to calculate (and regularly update) the replacement costs based on current
prices and available technologies. The simplification adopted by the authors may
involve lower precision in determining the replacement values but it is more practical
and efficient when updating these estimates on a yearly basis.

On the other hand, a non-deterministic approach to useful lives was undertaken to
determine the current value (cv). Three values for useful lives were considered: a
minimum, a maximum and a mode, which tends to be viewed as the mean value when
collecting estimates from experts (Vose 2000). The Monte Carlo Simulation
(MCS) was used with the support of risk analysis software - @Risk.

Table 1 presents an extract of the IVI calculation inputs. Values for useful lives are
based in existing literature.
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5 Results and Analysis

5.1 IVI (2017): Stochastic Approach

The outputs of the MCS for the industrial water supply system IVI are presented in
Table 2. Because the channel (12,8 M€, corresponding to 17% of the total value) and
the tunnel (32,9 M€, 44% of the total value) are one-asset infrastructures and have a
very significant replacement cost, the results are presented with and without consid-
ering these items in the calculation.

The channel and tunnel have a high impact on the global result of the IVI. These
infrastructures have a mean IVI of 0,53 and 0,64, respectively, contrasting with a mean
value of 0,37 to the remaining infrastructures. The results of the IVI suggest a good
condition for the channel, the tunnel and the Monte Chãos Reservoir, all with an IVI
above 0,40. But there are several aged infrastructures with needs of rehabilitation,
namely those with a mean IVI value below 0,40.

5.2 IVI (2018–2038): Deterministic Approach

5.2.1 Ermidas Intake
As an example of a detailed analysis of a part of the industrial water supply system,
Fig. 1 presents the capital investments scheduled until 2038 for the Ermidas intake.
Figure 2 presents the results of the IVI considering deterministic useful lives (mean
values).

Table 1. Extract of data inputs for IVI calculation (t = 2017)

Infr. Asset family Asset type Year Replacement
value

Useful life
Min Mode Max

Total (Industrial Water Supply System) – 74 721 980 € – – –

Ermidas intake – 4 204 223 € – – –

Civil works Available to
operation

Buildings 1980 761 815 € 40 60 100
Reservoirs 1980 704 161 € 40 60 100
Transformation
posts

1980 376 526 € 40 60 100

Pipes inside
facilities

Pipeline 2009 1 519 € 40 60 80

Pipes outside
facilities

Pipeline 1980 1 105 775 € 40 50 60

Equipment Hydraulic
circuits

Floodgates 1980 26 267 € 40 60 75
Shut-off valves 1980 9 324 € 15 25 40

2006 46 130 € 15 25 40
… … … … … … …

Electrical
installations

… … … … … … …

(Remaining infrastructures) … … … … …
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The variations of IVI values depicted in Fig. 2 are related to the interventions
presented in Fig. 1. The CAPEX interventions programmed until 2023 follow a risk-
based approach. The planning of subsequent interventions is based on historical data
and the estimated useful lives of each asset family. The 20-year period was established
so that the analysis could cover, at least, the first 5 years after the current concession
period (2032–2037).

The low values of IVI of Ermidas intake in 2017 are the outcome of very low
CAPEX investment in the past. The programmed investments until 2031 (last year of
the concession period) do not ensure a global IVI within the desired range of 0,40 to
0,60, with a significant deferring of investment in civil works until 2033. The low IVI
for civil works during the concession period (below 0,30 in 2024) is a risk-based
tradeoff for this infrastructure as a whole, given the present budget restrictions and
higher priority of CAPEX investment in equipment and electrical installations.

Table 2. Stochastic outputs of the IVI calculation (t = 2017)

Infrastructure IVI (2017)
Min 5% Mean 95% Max

Ermidas intake 0,12 0,20 0,25 0,30 0,35
Ermidas – Channel pipe 0,09 0,22 0,37 0,48 0,53
Channel 0,39 0,45 0,53 0,60 0,63
Tunnel 0,54 0,57 0,64 0,71 0,75
Morgavel Dam 0,07 0,12 0,15 0,18 0,20
Morgavel Dam – WTP pipe 0,08 0,16 0,26 0,34 0,38
WTP 0,27 0,34 0,39 0,42 0,45
WTP – Monte Chãos pipe 0,12 0,27 0,37 0,46 0,52
Monte Chãos reservoir 0,27 0,36 0,48 0,57 0,63
TOTAL - With channel and tunnel 0,45 0,48 0,52 0,55 0,58
TOTAL - Without channel and tunnel 0,29 0,33 0,37 0,39 0,43

Fig. 1. CAPEX investment for Ermidas intake
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The estimated annual investment to maintain a steady value of the IVI is around
2,1–2,6% of the replacement cost of Ermidas intake. This estimate is calculated con-
sidering the levels of CAPEX investment for given periods (e.g. the periods spanning
from 2020 to 2024 and 2024 to 2035, where the IVI is 0,40) and an average renewal
ratio based on the weighted average useful life of Ermidas intake (48 years).

5.2.2 Industrial Water Supply System (Global)
Figures 3 and 4 illustrate the total CAPEX investments of this case study and the IVI
evolution until 2038 for each infrastructure of the pilot case study, respectively.

Some infrastructures present wider variation of IVI values (like Morgavel Dam and
Morgavel Dam-WTP pipe) than others throughout the 20-year period of analysis.

Fig. 2. IVI of Ermidas intake, by asset family

Fig. 3. CAPEX investment for the industrial water supply system
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These variations are explained by the specificities of each infrastructure and their
assets, with different useful lives and replacement values, and their own renewal and
upgrade strategies. The comparison of the IVI of each infrastructure must be carefully
done. The analysis of the coefficients a and b must take part along with the interpre-
tation of CAPEX investments and their impacts on the IVI.

There is a decrease of the initial gap between the values of the IVI with the channel
and the tunnel and those without considering them. This is explained by the effect of
the investment levels until 2029, on one hand, but also by the low decrease rates of the
channel and tunnels’ IVI values (due to their higher expected useful lives as compared
to the other infrastructures).

5.3 Discussion

Generally, the application of the proposed methodology enhanced the interchanges and
the engagement of different functions in the asset management activities of AdSA.
Namely, the IVI promoted alignment of engineering and operations with finance due to
the need of valuating the assets and establish useful lives according to given service
levels. However, improvements to the revised method proposed by the authors are
needed, namely regarding the accuracy of the inputs and the validation of the coeffi-
cients a and b used in the calculations.

The stochastic approach undertaken for the calculations of the IVI in 2017 should
be extended to the estimates of the whole 20-year period. This would allow a better
understanding of the long-term effects of uncertainty inherent to possible deviations of
asset condition from the average scenario. This would also allow decision markers to
deal with uncertainty considering their risk attitude towards the variations of asset
condition and its implications on performance and the reliability of the system.

Furthermore, the declining of IVI could be calibrated against existing deterioration
models for different types of assets (Ellingwood and Lee 2015). IVI calculations were

Fig. 4. IVI of HLIWSS, by infrastructure

234 J. Vieira et al.



found to provide a valuable contribute to maintain a record of investments on assets
and to establish inspection priorities when it is not feasible to track the deterioration
history of every asset over the years.

The IVI is very sensitive to the concept of useful life adopted, which can vary, at an
operational level, from expert to expert and depending on the asset granularity being
considered, and at a strategic level, from organization to organization. The values for
the expected useful life of each asset family (eulm) should be periodically revised
according to the reality of each organization, its current physical condition and the
record of service failures (due to infrastructural issues).

The concept of replacement value in the original equation of IVI lead to a dis-
cussion about the rationale underlying the concept of asset replacement. Certain asset
families, when they come to a lower level of condition, do not exactly require a full
replacement (e.g. a certain share of existing assets within a given asset family may be
renewed while others remain unchanged), but the remaining useful lives of the asset
family are extended to a certain degree with an accompanying increase of the IVI.
However, when the asset family no longer fulfil the required levels of service, the full
replacement of these assets may become a valid alternative and this implies a value of
IVI = 1,00 for that asset family. For this reason, this paper adopts an alternative cal-
culation method, which covers these and other conceptual particularities.

6 Conclusions

This paper used the industrial water supply system of a Portuguese utility to study both
deterministic and stochastic approaches to an asset management KPI that is presently
being tested in the Portuguese water sector - the Infrastructure Value Index (IVI).

The IVI was found to enable an indicator-based methodology to plan capital needs
in the long term and to inform finance, engineering and operations of the consequences
of the decisions made in this regard.

A revised calculation method was proposed to reduce the level of effort and
resources needed to calculate the IVI. The proposed method seems to be easier than the
original proposition by the regulator, but the interpretation of results must be accom-
panied with judgment and complementary information about the asset systems.

The right level of information granularity is key to enable the determination of the
useful lives and the replacement value of assets, and thus to enable straightforward
calculations, not only in terms of its effort and resources involved, but also in the
quality of the resulting outputs. In any case, the input data and the assumptions made to
calculate the IVI of a given asset system/infrastructure should always be clearly
reported and analysed together with the results.

References

Arthur, D., Hodkiewicz, M., Schoenmaker, R., Muruvan, S.: Asset planning performance
measurement framework. In: CEED Seminar Proceedings 2014, Crawley, Australia (2014)

Using Indicators to Deal with Uncertainty in the Capital Renewals Planning 235



Alegre, H., Vitorino, D., Coelho, S.: Infrastructure value index: a powerful modelling tool for
combined long-term planning of linear and vertical assets. Procedia Eng. 89, 1428–1436
(2014)

Amaral, R., Alegre, H., Matos, J.S.: A service-oriented approach to assessing the infrastructure
value index. Water Sci. Technol. 74, 2 (2016)

Arsénio, A., Dheenathayalan, P., Hanssen, R., Vreeburg, J., Rietveld, L.: Pipe failure predictions
in drinking water systems using satellite observations. Struct. Infrastruct. Eng. 11(8), 1102–
1111 (2015). https://doi.org/10.1080/15732479.2014.938660

ASCE: Report card for America’s infrastructure. American Society of Civil Engineers (2009)
El-Abbasy, M., Chanati, H., Mosleh, F., Senouci, A., Zayed, T., Al-Derham, H.: Integrated

performance assessment model for water distribution networks. Struct. Infrastruct. Eng. 12
(11), 1505–1524 (2016). https://doi.org/10.1080/15732479.2016.1144620

Ellingwood, B., Lee, J.: Life cycle performance goals for civil infrastructure: intergenerational
risk-informed decisions. Struct. Infrastruct. Eng. 12(7), 822–829 (2015). https://doi.org/10.
1080/15732479.2015.1064966

Fares, H., Zayed, T.: Risk assessment for water mains using fuzzy approach. In: Proceedings of
2009 Construction Research Congress Building a Sustainable Future, ASCE, Reston, VA,
pp. 1125–1134 (2009)

Francisque, A., Tesfamariam, S., Kabir, G., Haider, H., Reeder, A., Sadiq, R.: Water mains
renewal planning framework for small to medium sized water utilities: a life cycle cost
analysis approach. Urban Water J. (2016). https://doi.org/10.1080/1573062X.2016.1223321

Kleiner, Y., Sadiq, R., Rajani, B.: Modeling failure risk inburied pipes using fuzzy markov
deterioration process. In: Proceedings of Pipeline Engineering and Construction: What’s on
the Horizon? ASCE, Reston, VA, pp. 1–12 (2004)

Korving, H., Van Noortwijk, J., Van Gelder, P., Clemens, F.: Risk-based design of sewer system
rehabilitation. Struct. Infrastruct. Eng. 5(3), 215–227 (2009). https://doi.org/10.1080/
15732470601114299

Lienert, J., Scholten, L., Egger, C., Maurer, M.: Structured decision-making for sustainable water
infrastructure planning and four future scenarios. EURO J. Decis. Process (2014). https://doi.
org/10.1007/s40070-014-0030-0

Mirza, S.: Danger Ahead: The Coming Collapse of Canada’s Municipal-Infrastructure.
Federation of Canadian Municipalities, Ottawa (2007)

Nafi, A., Tlili, Y.: Functional and residual capital values as criteria for water pipe renewal. Struct.
Infrastruct. Eng. 11(2), 194–209 (2015). https://doi.org/10.1080/15732479.2013.862728

Rashedi, R., Hegazy, T.: Capital renewal optimisation for large-scale infrastructure networks:
genetic algorithms versus advanced mathematical tools. Struct. Infrastruct. Eng.: Maint.
Manag. Life-Cycle Des. Perform. 11(3), 253–262 (2015). https://doi.org/10.1080/15732479.
2013.866968

Rogers, P.: Failure assessment model to prioritize pipe replacement in water utility asset
management. Ph.D. dissertation, Colorado State Univ., CO (2006)

Rokstad, M., Ugarelli, R.: Minimising the total cost of renewal and risk of water infrastructure
assets by grouping renewal interventions. Reliabil. Eng. Syst. Saf. 142, 148–160 (2015)

Salehi, S., Ghazizadeh, M., Tabesh, M.: A comprehensive criteria-based multi-attribute decision-
making model for rehabilitation of water distribution systems. Struct. Infrastruct. Eng. 14(6),
743–765 (2018). https://doi.org/10.1080/15732479.2017.1359633

Selvakumar, A., Matthews, J., Condit, W., Sterling, R.: Innovative research program on the
renewal of aging water infrastructure systems. J. Water Supp.: Res. Technol.-AQUA 64(2),
117–129 (2015). https://doi.org/10.2166/aqua.2014.103

236 J. Vieira et al.

https://doi.org/10.1080/15732479.2014.938660
https://doi.org/10.1080/15732479.2016.1144620
https://doi.org/10.1080/15732479.2015.1064966
https://doi.org/10.1080/15732479.2015.1064966
https://doi.org/10.1080/1573062X.2016.1223321
https://doi.org/10.1080/15732470601114299
https://doi.org/10.1080/15732470601114299
https://doi.org/10.1007/s40070-014-0030-0
https://doi.org/10.1007/s40070-014-0030-0
https://doi.org/10.1080/15732479.2013.862728
https://doi.org/10.1080/15732479.2013.866968
https://doi.org/10.1080/15732479.2013.866968
https://doi.org/10.1080/15732479.2017.1359633
https://doi.org/10.2166/aqua.2014.103


Shahata, K., Zayed, T.: Data acquisition and analysis for water main rehabilitation techniques.
Struct. Infrastruct. Eng. 8(11), 1054–1066 (2012). https://doi.org/10.1080/15732479.2010.
502179

Silva, J.G., Pitta, J., Pinto, A., Amaral, R., Ghira, L., Castro, C., Lima, B., Brôco, N.: An
implementation of asset management in an industrial and urban environmental utility, using
risk based investment prioritization and a valuation index. Infrastructure Asset Management
& Utility Bankability, Livorno (2017)

Vilanova, M., Filho, P., Balestieri, J.: Performance measurement and indicators for water supply
management: review and international cases. Renew. Sustain. Energy Rev. 43, 1–12 (2015)

Vose, D.: Risk Analysis – A Quantitative Guide, 2nd edn. Wiley, Hoboken (2000)
Winkler, D., Haltmeier, M., Kleidorfer, M., Rauch, W., Tscheikner-Gratl, F.: Pipe failure

modelling for water distribution networks using boosted decision trees. Struct. Infrastruct.
Eng. (2018). https://doi.org/10.1080/15732479.2018.1443145

Using Indicators to Deal with Uncertainty in the Capital Renewals Planning 237

https://doi.org/10.1080/15732479.2010.502179
https://doi.org/10.1080/15732479.2010.502179
https://doi.org/10.1080/15732479.2018.1443145


Technico-Economic Modelling of Maintenance
Cost for Hydroelectric Turbine Runners

Thibaud Lamothe1(&), Michel Blain2, Martin Gagnon2,
Jérôme Lonchampt3, and Antoine Tahan1

1 Ecole de Technologie Supérieure, Montreal, Canada
thibaud.lamothe.1@etsmtl.net, antoine.tahan@etsmtl.ca

2 IREQ, Varennes, Canada
{blain.michel,gagnon.martin}@ireq.ca

3 EDF R&D, Chatou, France
jerome.lonchampt@edf.fr

Abstract. Large utilities need to optimize investments to maintain their assets.
For a utility like Hydro-Québec (37 GW of installed power) an important part of
those investments is used to maintain their hydroelectric facilities. To minimize
the maintenance costs, technico-economic model are essentials. They allow to
propagate the uncertainties associated with the degradation processes for a given
component. Therefore, we developed two technico-economic models for Francis
hydroelectric turbine runners: one for crack propagation and one for cavitation.
Since these are the main degradation mechanisms leading to failure of Francis
runners, they enable us to study the effect of maintenance strategies on the
maintenance cost. The models have been created using VME, an asset man-
agement software developed by EDF R&D (Électricité de France). VME uses
Monte-Carlo simulations to generate stochastic failure dates and obtains prob-
abilistic indicators of the net present value of a given management strategy.
Using data based on a Hydro-Québec (Québec, Canada) facility, we illustrate
the importance of the proper assessment of current and expected long-term
reliability on maintenance cost.

1 Introduction

Turbines are mostly designed based on their efficiency. Most of the operation and
maintenance costs are often neglected. Our objective using technico-analysis is to get
more information about the costs associated to maintenance and long-term operation.
The assessment of an asset management strategy needs to be done by accounting for
costs across the assets life cycle. Given a current reference strategy, other strategies can
be proposed and then compared using financial indicator. The cost of a given strategy
depends on the possible failures of the asset and the dates of the events. This introduces
uncertainty according to probabilistic reliability methods. From these, one can compute
risk indicators for a given asset management strategy to support efficient and robust
decisions.

The repair of a turbine runner blade can cost a significant amount of money in terms
of production losses. A common repair strategy is presented in Fig. 1. This strategy can
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be described as follows: first, a time interval between inspections. Then each time this
interval is reached, an inspection event occurs. An inspection can mean weeks of
turbine downtime. The magnitudes of such inspection intervals are in number of years
for turbine runner. At every inspection, if a crack is detected the turbine runner is
automatically repaired, except if the age of the turbine is larger than a given number of
years. We have used fifty years in this case. At that time, the facility is refurbished with
a new runner. This is the strategy used in this study.

VME, an asset management tool, was used to model the strategy. With VME, the
first step is to build a graphic model with blocs such as ‘events’, ‘maintenance tasks’ or
‘resources’ of the chosen management strategy. Each bloc is filled with technical data -
such as degradation laws and comportment after issues – and economic information.
Then, the model is used for Monte-Carlo simulations which link the events and their
probability to economic consequences. At the end, technical (like average number of
failures or resources available…) and economic (like costs or value of production
losses…) indicators are provided. Using these, the analyst can then give information to
administrators help them during decision making. One of the main indicators used to
evaluate the profitability of a strategy is the Net Present Value (NPV). The NPV is a
classic indicator used in finance that sums the cash-flows (Fig. 2), both positives ones
(profits) and negative ones (investments) using the proper discount rate. A basic study,
at Hydo-Quebec scale can easily results in millions of dollars benefits and this is why
such calculations are so meaningful.

Fig. 1. Current repairing strategy
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The paper is structured as follows. First, we will have a look at the two-degradation
process occurring in turbines runner: crack propagation and cavitation. Next, the study
cases are presented to discuss the results obtained. Finally, we discuss the sensitivity of
the assessment to uncertainties.

2 Crack Propagation

Crack propagation consists in the propagation of an initial defect to a critical value due
to stress cycles. In our case, the fatigue process is linked to two kinds of stresses. The
first is related to the rotation of the turbine runner and hydraulic instabilities. These are
considered part of high cycle fatigue (due to their high frequencies) while the second is
linked to start-and-stop cycles that are part of low cycle fatigue (Gagnon et al. 2012).
Both have an impact on degradation process. The limit state used to determine when a
stress cycle contributes to propagation is defined according to (Kitagawa 1976). This
limit state is a function of stress amplitude and defects size a, as shown in Fig. 3. Then
First Order Reliability Method (FORM) is used to obtain the probability of detecting a
crack (Gagnon et al. 2013). Once a crack is detected, it is automatically repaired due to
the relative long inspection intervals.

Fig. 2. NPV representation in asset management

Fig. 3. Kitagawa diagram and propagation threshold
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2.1 Degradation Types

The degradation is composed with three components (Fig. 4). At the beginning there is
a high probability of failure because of the lack of knowledge due to inspection
methods which cannot confirm the absence of defects (dead on arrival). In this case, we
cannot be sure that the turbine will survive until the first inspection. After the first
inspection, if the turbine is not in a failed state, only at that time, we have the
knowledge that the crack probability is null. In parallel there is also a degradation
component which is a function of time. Finally, there is an uncertainty component
which was not included in our model.

Because we consider that repaired turbines have worst mechanical characteristics,
an increased rate due to aging is expected. Furthermore, in our model, after a repair, the
lack of knowledge probability is also expected to be higher. In fact, the runner blade
reliability has three states: the initial state, the repaired state and zero after inspections
without failure. The combination of these values leads to the results in Fig. 5.

While in Fig. 5 left, we show results from typical values, we have used significantly
higher degradation values in Fig. 5 right to highlights the correlation between the two
phenomena. If natural degradation is high the percentage of new runners rises and then
the proportion of death on arrival also rises. Then, when many runners are replaced, the
contribution of the natural degradation decreases due to the increased percentage of
new turbines.

Fig. 4. Components of degradation

Fig. 5. Technical results from crack propagation model (200 000 iterations)
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2.2 Turbine Runner Economic Model

The turbine runner modelled in this study has 13 blades. Also, we consider the runner
in failed state if at least one blades has failed. To model properly the reliability, the 13
blades are modelled in series rather than the runner as a single unit. As shown in Fig. 6,
since each blade is independent, and it has its own influence on the turbine this allows a
better precision. This should lead to more realistic behaviour and results (Fig. 7).

In the case shown Fig. 7, the reference strategy results are linked to corrective
maintenance and penalties of non-inspection. The evaluated strategy corresponds to
preventive maintenance and inspection costs. With time the observed steps in the
evolution of cost are smaller and smaller due to actualisation. Here the evaluated
strategy is less expensive which explains a positive NPV.

2.3 Verification

To validate these results, we used the Kaplan-Meyer method. First, we defined that a
single blade was in the repaired state, while keeping the other in the initial state. By
increasing the number of repaired blades in turbines, we verified that the degradation

Fig. 6. View of the VME crack model

Fig. 7. Evolution of the costs between two strategies given the model
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increased to ensure the proper behaviour of the model. Notice that an issue related to
VME is that we cannot account for the time between a failure (crack) and an inspection.
Since this time interval is correlated with the repair costs this might induce some
unrealistic behaviour in our study.

3 Cavitation Phenomenon

Cavitation is a completely different type of degradation. Cavitation occurs due to
water’s change of phase. While usually water gets to boiling point with a temperature
increase, in cavitation changes to gas with a pressure decrease for a constant temper-
ature (Fig. 8).

In turbines, due to pressure changes small vapour bubbles appear. When these
bubbles explode on the blade, they erode the surface of the turbine runner blades. First
mechanical stresses appear leading to a hardening followed by a tearing of material.
These two stages of degradation were modelled as shown in Fig. 9.

Fig. 8. Water state diagram

Fig. 9. Schematic representation of the cavitation phenomenon
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Both stages have uncertainties (Fig. 9): the first one is the delay before erosion
starts and the second one is the speed rate of the erosion. The loss of material will
change from an inspection to another one as a function of those uncertain parameters.
A variable threshold is usually set by cavitation experts in function of the use case to
decide if a turbine runner need repair.

Figure 10 shows the result obtained for such model. The proportion of turbines
needing repair changes in a periodic manner depending on the erosion rate. We noticed
in this cased that the results converge after around 200 000 Monte Carlo simulations.
The results taken from our first use case are very encouraging and the use of such a tool
(VME) might be scalable to much bigger situations.

4 Conclusion

To get a better idea of turbines life cycle, we were able to build technico-economic
model for fatigue and cavitation analysis of hydroelectric turbine runner. We made
some simplifications and assumptions so that the model obtained enable us to get
economic indicators based on technical knowledge. The VME software proved to be
able to account for most of our degradation process even if we noticed that it cannot
properly account for the time between failure and inspection. Our results show that by
modifying maintenance strategies, the model helps to understand the impacts of
maintenance’s strategies and chose the most financially advantageous. By combining
the two degradation models, future studies will be able to model and understand the
financial value of different strategies using more realistic degradation process. Later on
this will be converted into considerable profits for the company.

Acknowledgement. This report would not be possible without contribution from EDF R&D
team and the free utilisation of VME they provide us for our modelization and case study.
Financial support by MITACS is also gratefully acknowledged.

Fig. 10. Technical results from the cavitation model (200 000 simulations)
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Abstract. The amount of different data available for maintenance decision
makers is extensive. However, in practice most companies are not exploiting the
data in the best possible way but are wasting their resources in sub-optimal data
management processes. This paper reviews the current literature on exploiting
data in maintenance decision making and analyses how the principles of lean
management could contribute to the issue of wasted resources. The objective of
the paper is to create a literature-based framework, which will be used as the
starting point for empirical research and value modelling in the later stages of
the study. The presented framework highlights the role of data in maintenance
management decision-making situations, and suggests how the principles of lean
management could be adopted in the process of managing maintenance data to
improve its value and resource efficiency. The results of this paper will con-
tribute to future research which will include modelling and optimizing the use of
data in maintenance decision making.

Keywords: Maintenance data � Decision making � Lean � Literature review �
Framework

1 Introduction

The amount of data available to maintenance decision makers is growing exponentially
due to technological developments such as the rapid increase in the amount of sensors,
use of cloud-based computing, eMaintenance, and systems and assets connected
through, for example the Internet of Things (Baglee et al. 2015; Candell et al. 2009).
The data provides vast possibilities for smart, autonomous assets and predictive
maintenance (Bumblauskas et al. 2017; Crespo Marquez 2007). However in practice
issues related to the amount, quality, integration, and exploitation of maintenance data
challenge the decision makers (see Kinnunen et al. 2016; Ylä-Kujala et al. 2016). As a
result, many companies are utilising ineffectively their resources in the data manage-
ment process and not succeeding in harvesting the value of the data. This paper reviews
the current literature on exploiting data in maintenance decision making and analyses
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how the principles of lean management could contribute to the issue of under utilised
resources. The objective is to create a literature-based framework describing the role of
data in maintenance decision-making, and conceptualising the adoption of lean prin-
ciples in the maintenance data management process. The paper will contribute to future
empirical research which will include modelling and optimizing the use of data in
maintenance. The structure of the paper is as follows. Section two justifies the research
design, in section three the literature on the use of data in maintenance decision making
is addressed, followed by literature of lean management in the context of maintenance
data. Section four will summarize the literature in the form of a framework, and in
section five the paper finishes with a conclusion.

2 Research Design

This paper contributes to the groundwork of LeaD4Value (2017–2019), an international
research project which aims to demonstrate how the business value of maintenance can
be maximised through adopting lean data-based decision making. The role of this lit-
erature review is to examine, summarize and integrate the knowledge and existing
methods currently available in the literature as a starting point for the industry-academia
collaborative research in LeaD4Value. The literature and theoretical frameworks
described in this paper will act as the foundations on which the empirical research and
normative managerial tools, to be created in the project, will be developed. The next
stage in the project will include case studies in collaboration with UK manufacturing
companies. The current state of maintenance data management in the companies, as well
as potential for improvements, will be analysed. Cost modelling will be used to define the
value of the data to support the maintenance decision makers. In the final phase of the
project a process model and a performance measurement system will be designed to help
companies in improving their data management processes.

3 Lean Data-Based Decision Making in Maintenance

3.1 Exploiting Data in Maintenance Decisions

The existing literature acknowledges several important aspects regarding exploiting
data for maintenance decisions. Figure 1 below emphasizes these aspects. Firstly, the
twofold and iterative flow of information is required to: 1) support maintenance
decision making through various data-based models and predictions, and 2) gather
history data to improve the reliability and validity of the decision support constructs
(Takata et al. 1999). As described by Sharma et al. (2011), numerous quantitative and
qualitative models have been introduced to support the decision making in specific
maintenance situations. However in this literature review a more generic perspective is
adopted to increase the understanding of the role of data in maintenance decisions.

As depicted in the figure, the data is likely to be multifaceted, including technical
and economical perspectives. Both quantitative and qualitative items as well as con-
tinuous and discrete parameters are usually included (Kortelainen et al. 2015). The
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extent to which data should be collected is highly case specific. The recent techno-
logical developments have pushed maintenance decision making to-wards real-time
decisions. This means that the time available for creating solutions for maintenance
optimization problems is decreasing, but so is the time required for data collection
(Kinnunen et al. 2016). The importance of having a systematic, value-based plan for
exploiting data in maintenance decision making is highlighted.

3.2 Lean Maintenance Management

The Toyota Company of Japan first introduced lean production in the 1950s (Gupta
et al. 2016; Huang et al. 2012). Gupta et al. (2016, p. 1026) reviewed lean definitions in
literature and summarized their main content into the following:

Lean is “an integrated multi-dimensional approach encompassing wide variety of
management practices based on the philosophy of eliminating waste through contin-
uous improvement”.

The elimination of waste is an important aspect of lean production, and both the
development actions and the performance assessment of lean should be based on this
criterion (see e.g. Pakdil and Leonard 2014). The literature presents several main types
of waste present in the production process. In addition to manufacturing processes, lean
has also been successfully applied to several service production processes (Andersson
et al. 2015; Jylhä and Junnila 2013). Lean maintenance can be seen as one of the
prerequisites for lean production (Mostafa et al. 2015); without value-based, optimized
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implementedmaintenanceactions, 
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Fig. 1. Data as the foundation of maintenance actions (see Bahga and Madisetti 2012; BS EN
13306 2010; BS EN ISO 14224 2006; BS EN ISO 9001 2015; BS ISO 55000 2014; BS ISO
55002 2014; Kortelainen et al. 2015; Murthy et al. 2015; Takata et al. 1999; Wang et al. 2017)
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maintenance services production is more likely to suffer from e.g. unplanned or
excessive stoppages. Compared to ‘traditional’ production systems, lean production
tends to require e.g. more planned maintenance (as opposed to unplanned mainte-
nance), more training for maintenance personnel, less inventories, and less downtime
and waiting time in relation to production time (Moayed and Shell 2009). The dif-
ferences and similarities between Total Productive Maintenance (TPM) and lean
maintenance remain somewhat vague in the literature. Some authors use the two as
synonyms, and TPM can certainly be considered an integral part of lean maintenance,
aiming to prevent losses, accidents, defects and breakdowns (see e.g. Andersson et al.
2015; Rolfsen and Langeland 2012). On the other hand TPM emphasizes some specific
approaches like operator maintenance, whereas lean maintenance could also be
achieved with other techniques.

Studies addressing the lean principles in maintenance contexts are still scarce.
Mostafa et al. (2015) conclude that the same main principles can be applied in lean
production and lean maintenance. However, the meaning of the key terminology
(concepts like “customer”, “product”, “value”, and “waste”) is different. The main
objective of lean is to maximise the value of the product to the customer through
eliminating wastes (see e.g. Andersson et al. 2015; Lacerda et al. 2016).

Table 1 demonstrates how the key terms are typically understood in lean produc-

tion and lean maintenance processes.
To maximise the value of the data needed in maintenance, lean principles are

introduced to the maintenance data management process. However, to identify and
eliminate the wastes in the maintenance data management process, we need to

Table 1. The basic concepts of lean on the level of production and maintenance (Andersson
et al. 2015; Huang et al. 2012; Mostafa et al. 2015).

Key term Lean production Lean maintenance

Customer The customer to whom the product or
service is delivered

The asset

Product
value

Product or service Maintenance service
Based on the customer’s needs E.g. improved asset availability

Waste 1) Overproduction,
2) Overstock,
3) Unnecessary material transportation,
4) Unnecessary movement,
5) Waiting for next working procedure,
6) Incorrect processing,
7) Unqualified products,
8) Unused employee creativity

1) Too much maintenance,
2) Waiting for maintenance
resources,
3) Centralised maintenance (excess
transportation),
4) Non-standard maintenance,
5) Excessive stock,
6) Double handling,
7) Poor maintenance,
8) Under-utilisation of maintenance
crew
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introduce one more concept: lean maintenance data management, which can be seen as
a prerequisite for lean maintenance (and finally for lean production). This will be
addressed in the framework presented in the next section.

4 Lean Maintenance Data Management Framework

Only a few previous discussions of applying lean principles to data management exist
(see e.g. Keltanen 2013; Obeysekare et al. 2016). Figure 2 presents our framework of
adapting lean principles to maintenance data management. In this case, the customer is
the maintenance decision maker or a stakeholder in the maintenance process, and the
product is information valuable in the decision making situations. To define what
constitutes value for the maintenance decision makers, the view of Bucherer and
Uckelmann (2011) on value proposition in information services is adopted; the value of
the information depends on the information items provided as well as on the amount,

quality, format, time, place, and price or cost of the information.
Following the logic of categorizing waste in lean maintenance and lean production,

the main types of waste in maintenance data management process can be seen to
include incorrect or unnecessary data, waiting for data, incorrect analysis, unnecessary
data transfer and processing, as well as resource underutilization. Table 2 presents a
brief description of each of these waste types. These wastes should be minimized to
maximize the value, while reacting to the various triggers inducing decision-making
needs.

The presented framework can be applied in mapping the data flows to analyze how
much waste there is in maintenance data management processes. The nextstep is cost
modelling to present the value loss in monetary terms. This would enable assessing and
comparing the value of different solutions to decrease or eliminate the identified waste.

Waste
Waste Incorrect analysis

Unnecessary 
transfer of data

Waiting for data
Models and
predictions

Customer: Maintenance decision makers.

Product: Valuable information for maintenance decision 
making.

Value: Right information, in the right level of detail, in the right 
condition, at the right time, at the right place, and for an 

appropriate price.

Unnecessary
processing of data

Waste
Unnecessary data Data collection 

and feedback
Waste Incorrect data

Underutilised data 
management resources

Triggers for decision 
making

Maintenance
actions

Decision
support

Fig. 2. A literature-based framework on lean maintenance data management.
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This can be described with a simple example. Let us assume that a company wishes to
increase the value of data related to deciding whether to repair a broken down asset
immediately or later on. The trigger for decision making in this particular example
would be the asset breakdown. After mapping the data management process in the
decision making situation, the company identifies two main sources of waste: 1)
incorrect data related to the spare parts available in the inventory, and 2) waiting for
production managers to share their latest data related to the production plans for the
next days. When the decision maker thinks the required spare parts are available even
though they are not (or vice versa), the risk of making a suboptimal decision increases.
This may result in a lot of additional asset downtime if maintenance engineers have to
wait for the spare parts. As for the production plans, the maintenance decision maker
needs to be aware of them to assess the criticality of the broken down asset in the short
term as it significantly affects the optimal timing of the repair. To quantify the two
identified wastes, the company then needs to evaluate how much additional waiting,
downtime etc. they cause e.g. in a year. Through applying a cost model the company
could then find out how much money could be saved by eliminating the wastes.
Presenting the waste in monetary terms would enable investment appraisal of various
potential solutions. For example the company could assess the additional value of
RFID tagging their critical spare parts to increase the reliability of the spare part data,
or uploading their production plans into a real-time system which could be accessed by
maintenance managers with their mobile phones anytime.

Table 2. The main types of waste in maintenance data management.

Waste type Description

Waiting for data The decision maker has to wait/look for data item(s) which are
necessary for the decision

Unnecessary data The decision maker has an overload of data and has to use
additional time and resources to focus on what is needed for
the decision making situation

Incorrect data The decision maker has incorrect data which potentially leads
to incorrect conclusions in decision making

Incorrect analysis Errors in data analysis create incorrect conclusions in decision
making

Unnecessary transfer of
data

The data are transferred between people, systems or
organizations without creating additional value to anyone

Unnecessary processing of
data

The data are processed without creating additional value to
anyone, e.g. creating summaries and reports that no-one reads

Underutilized data
management resources

Unused data management resources (e.g. personnel or IT
systems) create additional fixed costs
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5 Conclusions

This paper reviews the use of data to support maintenance decision making, and
complements this through introducing the concept of lean maintenance data manage-
ment. The theoretical contribution of the paper extends the discussion of lean principles
to cover data management applications, as opposed to previous lean management
research, which has focused primarily on the optimal management of production
processes, or maintenance processes. The framework also supports integrating data
from both technical and economical perspectives. Existing research regarding the value
of maintenance data management is scarce. Research which highlights models
addressing the value of data or information is limited and almost none focus on
maintenance decision making contexts. There are unsolved challenges in, for instance,
defining the value of maintenance data. Managerial contributions of this research
represent a potential advance on the way how maintenance decision makers handle data
related processes. The final goal is to allow them to exploit data in the best possible
way and reduce wasted resources, thus, improving the overall maintenance data
management process. It should be noted that the maintenance decision maker can either
be a maintenance manager at the company owning the asset, or a service provider
involved in the asset maintenance, looking for ways to increase customer value through
improving their service offering. The main limitation of the paper is that the framework
will require empirical validation. This task will be examined in detail during the next
stages of the research project.
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Abstract. Asset management is an enabling discipline that is defined by the
International Standard ISO 55000 as the coordinated activities of an organiza-
tion to realize value from assets. Prognostic and health management (PHM),
component and system reliability, risk assessment, asset management planning
and organizational structure are all part of the asset health management process.
Those activities are themselves specific disciplines which have their own stan-
dards, goals, expert communities and visions. However links between them as a
whole process still have to be clearly understood and defined. The aim of this
paper is to propose a holistic asset health management model depicting inter-
relations between activities. The well-known Data-Information-Knowledge-
Wisdom (DIKW) hierarchy is applied to the asset management process to shed
light on interactions between key activities and their contributions to the asset
management value chain. To illustrate the concept, an example is shown in the
context of hydropower generation.

1 Introduction

Over the last decade, modern companies have attempted to establish holistic system
approaches for Asset Management (AsM) to increase their value creation by taking
advantage of the latest technological advances. In this context, experience gained and
significant progress in the field of Asset Management has led to the establishment of an
international standard in AsM, the ISO 55000 standard (ISO 2014).

Asset management is defined by the ISO Standard as a set of coordinated activities
of an organization to realize the value of assets (ISO 2014). These coordinated
activities are themselves specific disciplines and have been listed through a conceptual
model proposed by the Institute of Asset Management (IAM) (IAM 2015). It breaks
down these activities into 6 subject groups covering a total of 39 asset management
related subjects. These various activities are covered by different standards, goals,
expert communities and visions. They have their own models that interact and generate
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a flow from raw data to knowledge and then to appropriate actions. Their interactions
and interdependencies are complex and characterized by significant intrinsic uncer-
tainties (Komljenovic et al. 2017). This whole process has already been considered and
analyzed by various authors as a Complex adaptive System (CAS) (Lacroix and Ste-
venin 2016; Komljenovic et al. 2017; Katina and Keating 2015).

In this context, organizations must have a good understanding of the flow of data,
information and knowledge leading to the decision-making process, the role and limits
of their models and the influence of uncertainties. Komljenovic et al. have developed a
holistic Risk-Informed Decision Making (RIDM) approach for AsM (Komljenovic
et al. 2017). The proposed model is composed of sub-models that govern the estab-
lishment of the decision process in AsM at a macro-level. The RIDM model identifies
the nature and strength of interrelations between sub-models and their relative under-
lying uncertainties. Otherwise, Aven has proposed a conceptual framework for linking
risk to the elements of the DIKW hierarchy (Aven 2013). However, it seems that, there
is no conceptual model that describes the flow of information from raw data to asset
health management involving different disciplines and models such as Prognostic and
Health Management (PHM), component and system reliability, risk assessment and
asset management planning. Links between those activities and their specific standards
as a whole process still have to be clearly understood and defined.

The aim of this paper is to propose a holistic asset health management model
depicting interrelations between activities and impacts on expected results by using the
DIKW hierarchy. A case study is proposed in the context of hydropower generation. It
illustrates the applicability of the model while identifying the main challenges and
future research tracks.

2 DIKW Hierarchy

DIKW hierarchy is often used to analyze knowledge in different types of applications.
The DIKW elements enable to structure and break down the learning process into data,
information and knowledge towards informed decision-making in order to take
appropriate actions. Different extensions of the DIKW hierarchy exist in the literature.
In this paper, the approach proposed by Aven to break down the risk assessment
process (Aven 2013) has been applied. Brief definitions and metaphors of the DIKW
elements are proposed below. For more details regarding the DIKW concept refer to
Aven (Aven 2013) and (Wallace 2007; Rowley 2007).

• Data (Know-nothing): Symbolic representation of observable properties of the
world. (Rowley 2007)

• Information (Know-what): Relevant, or usable, or significant, or meaningful, or
processed data. (Rowley 2007)

• Knowledge (Know-how): Fluid mix of framed experience, values, contextual
information, expert insight and grounded intuition that provides an environment
and framework for evaluating and incorporating new experiences and information.
(Wallace 2007).
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• Wisdom (Know-why): Capacity to put into action the most appropriate behaviour,
taking into account what is known (knowledge) and what is most beneficial (ethical
and social consideration). (Rowley 2007).

3 Conceptual Model of Asset Health Management
Though DIKW Hierarchy

3.1 General Considerations

The development of the conceptual model takes into account different research works,
technical reports and standards in order to get a global picture of the asset health
management process. The conceptual AsM model (IAM 2015), international standard
ISO 55000 (ISO 2014), NASA reports on RIDM and Probabilistic Risk Assessment
(NASA 2011, NASA 2010), DIKW hierarchy of risk (Aven 2013), the AsM holistic
decision-making approach (Komljenovic et al. 2017) and the book on prognostics
(Goebel et al. 2017) have been used for developing the overall concept.

3.2 Conceptual Model of Asset Health Management

Conceptual model of asset health management though DIKW hierarchy is presented in
Fig. 1. The hierarchy is composed of 6 elements: Data, Information, Expert’s
Knowledge & Wisdom and Decision-Maker’s Knowledge & Wisdom. This concept
intends to better illustrate the role of experts and decision makers (DM) in the overall
decision-making process and to highlight their interdependence. To link the conceptual
model with that proposed by the IAM (IAM 2015), colours of the elements in Fig. 1
correspond with those representing the different groups of subjects in the IAM con-
ceptual model. The whole AsM process shows the flow of information and knowledge
from raw data to decision-making and highlights the significant role of the various
models involved and uncertainties they may introduce.

3.2.1 Asset Cost-of-Failure Estimation Process
Asset Cost-of-Failure estimation should be a starting point enabling to identify critical
failure modes from a cost perspective. Table 1 presents its DIKW hierarchy.

3.2.2 Asset Failure Probability Estimation Process
According to the available data and criticality of failure modes, the estimation of their
probability of occurrence can involve different types of models: Statistical reliability
models, Bayesian models and PHM models. System reliability models ensure that all
model’s results will be aggregated to the asset system level where the risk will be
assessed. Table 2 presents The DIKW hierarchy of asset probability of failure
estimation.
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Fig. 1. Conceptual model of Asset Health Management through the DIKW Hierarchy
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Table 1. DIKW hierarchy of the Asset Cost-of-Failure estimation process

Cost-of-Failure Analysis

Data Historical data of asset failure cost (labour, administrative, material,
special services, time to repair, loss of production)
Asset valuation and production rate

Knowledge
(Expert)

- Having a good understanding of the impact of an asset system failure on
the operational and organizational objectives
- Construction of cost analysis models to estimate possible costs of
planned and unexpected asset failure modes taking into account
maintenance costs (labour, administrative, material, special services), loss
of production costs and other potential cost. (EPRI 1999)
- Understand cost uncertainties and their potential variability related to
changes in operational, organizational, regulatory, market and others
constraints. (Komljenovic et al. 2017)

Table 2. DIKW hierarchy of asset probability of failure estimation process

Statistical approach Bayesian approach PHM approaches

Data Asset usage &
experiment failure data

Asset usage &
experiment failure
data, expert judgment,
sensors data,
inspection data

Asset usage &
experiment failure
data, expert judgment,
sensors data,
inspection data

Information - Consolidate and
interpret data
- Estimate parameters of
the population-based
statistics model.

- Consolidate and
interpret data

- Consolidate and
interpret data

Knowledge
(Expert)

- Understand what the
model is able to do and
what its limitations are
(Aven 2013;
Apostolakis 2004)

- Having a good
understanding of
existing failure modes,
failures mechanisms
and potential stochastic
aspect of their
propagation

- Having a good
understanding of
existing failure modes,
failures mechanisms
and potential
stochastic aspect of
their state estimation,
future loading and
propagation

- How to perform an
elicitation process
combining expert
judgment and hard data
minimizing cognitive
bias. (Aven 2013)

- Construction of fault
detection, while state
estimation and
propagation models
(prognosis
algorithms). (Goebel
et al. 2017)

(continued)
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3.2.3 Integral Risk Assessment & Model Validation Process
Integral Risk Assessment aims at integrating all significant risk factors including results
of Sects. 3.2.1 and 3.2.2. It is a complex task that requires people from different
disciplines to work together to achieve a common goal. The DIKW hierarchy of
Integral Risk Assessment and validation process is presented in Table 3.

Table 2. (continued)

Statistical approach Bayesian approach PHM approaches

- Understand and
characterize epistemic
uncertainties

- Understand the
resulting quantities
their relative
uncertainties

Knowledge
(Expert)

System Reliability
- Having a good understanding of the asset system design and all significant
component failure modes combinations that lead to the asset system failure
- Construction of Fault Tree (or other) models integrating the probability of
failure model results of different entities to estimate a probability of failure of
the asset system level where the risk is assessed
- Understand the logical models and conditional probabilities used to ensure
that the model is inline with system design. (NASA 2011)

Table 3. DIKW hierarchy of the Integral Risk Assessment and validation process

Knowledge
(Expert)

Integral Risk Assessment
- Having a good understanding of the context and objectives of the
organization, the overall risk management process, the asset system under
study
- How to conduct an integral risk assessment incorporating asset system
failure model’s result and other identified risk contributors (e.g. safety,
environment, loss of reputation) (ISO 2009)
- Understand produced risk metrics, interdependencies between various
types of risks, their related uncertainties and the Strength-of-Knowledge of
underlying knowledge supporting them. (Aven 2016)

Wisdom
(Expert)

Validation of model
- Being able to measure the performance of the models and algorithms
(e.g. correctness, timeliness, confidence) based on other historical data.
(Goebel et al. 2017)
- Being able to assess the overall trustworthiness of the risk assessment
using Zeng’s framework. (Zeng and Zio 2017, Apostolakis 2004)
Presentation of model’s results and their limitations
- Being able to present: results of risk assessment in a decision-making
context, which sources of uncertainty are critical to those results, model’s
limitations and underlying Strength-of- Knowledge supporting it. (Aven
2013; NASA 2011; Aven 2016; Apostolakis 2004)
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3.2.4 Decision-Making and Strategic Planning Process
This part concerns decision makers and highlight knowledge and the decision-making
role they need to ensure. The DIKW hierarchy of Decision-Making and Strategic
Planning process is presented in the Table 4.

4 Case Study – Hydropower Generation Context

This Section illustrates the applicability of the proposed Asset Management concept in
the context of Hydropower generation at a major electric power utility. Companies
operating hydroelectric power plants have a long-term vision of moving towards this
type of conceptual model. However, the implementation of the various related pro-
cesses remains a challenging long organizational and operational transformation for
large organizations. The case of the Hydro-Québec hydro generators portfolio is pro-
posed here to illustrate this transformation. Hydro-Québec is one of the most important
electric utilities in North America and operates more than three hundred hydro
generators.

In this context, extensive research was conducted from the 1970s to the end of the
1990 to develop sensors and measurement tools to acquire raw data from the hydro
generators stators subcomponents (D and I phases of DIKW). The interpretation of

Table 4. DIKW AM Committee Deliberation and strategic planning process

Knowledge
(DM)

Decision Maker, Asset Management Committee: Comprehensive
interpretation of models’ results
- Having a good understanding of the organization’s context and its
objectives, the overall risk assessment and analysis performed, the strength-
of-knowledge supporting analysis, uncertainties, potential cognitive and
motivational bias in the decision-making process
- Understand the overall picture and key interdependencies between
influence factors
- Understand the impact of balancing the organization’s long-term and short-
term strategies on business while keeping the focus on organizational
objectives regarding asset management policy, strategy and objectives.
(NASA 2010; Komljenovic et al. 2017)

Wisdom
(DM)

Decision Maker, Asset Management Committee Deliberation
- Being able to adequately proportionate the importance, weight and limits
of quantitative inputs, balance short-term and long-term strategies, deliberate
pros and cons of each alternative, select alternatives and documents decision
rationale. (NASA 2010; Komljenovic et al. 2017; Apostolakis 2004)
Strategic Planning
- Being able to grasp and consider asset management strategies, insights
from deliberations, broader asset portfolio context, operational resource
constraints, organisational objectives, demand analysis, asset management
policy, risks and stockholder engagement and other factors leading to a
detailed asset management plan. (IAM 2015)
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these data has then necessitated an important development of knowledge through
different scientific fields in order to translate the raw data into degradation assessments
for each critical subcomponent of the stator (K phase). In the first half of the 2000’s the
raw data provided by measurement devices and sensors was translated in individual
health indexes. Then, these health indexes were aggregated to give a single health
index for the whole stator (W – experts). In 2008 a web application was released and
implemented in all power plants. This enabled the ranking of all hydro generators with
respect to their stator health index. It also allowed decision makers to take into account
the state of health of their asset portfolio in their decision making process and thus to
improve the prioritization of their short-term and long-term investments (K, W phases:
decision makers). With the growing amount of diagnostic data available, data analytics
capabilities and the expert knowledge acquired on asset failure mechanisms, the
companies have realized the importance of research program development in predictive
maintenance in order to take advantage of those advances. As an example, for
hydroelectric generating units, prognostic models are under development for the gen-
erator and the turbine. Further research will be needed to integrate those model results
into an integral risk assessment as described in the proposed conceptual models. The
model helps guiding the development of various activities to achieve a common goal.
As the organization develops and implements new technologies, decision-making
processes evolve to take into account this new information. However, the transfor-
mation of organizations towards the proposed conceptual model remains a long process
through which many challenges remain.

5 Conclusion

This paper presents a holistic concept of asset health management that highlights the
flow of information and knowledge from the various disciplines involved. In the lit-
erature these different disciplines are often described independently through different
standards. However, this study integrates them into a whole process and illustrates their
interrelationships and interdependencies using the DIKW hierarchy. The role of experts
and decision makers is also highlighted. The case study carried out on the hydroelectric
context shows that such a conceptual model remains a long-term vision for the orga-
nizations and involves many operational and organizational challenges in its imple-
mentation. However, as new technologies are implemented, organizations are gradually
adapting their decision-making process to take into account this new and relevant
information. It shows that the whole process and its implementation can be considered
as a Complex Adaptive System (CAS).
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Abstract. Availability of offshore systems significantly affects operational
costs and is therefore an important performance indicator. In order to ensure a
high system availability, failures of equipment must be avoided. Condition
monitoring for detection of upcoming failures usually requires an elaborate and
therefore costly sensor infrastructure. This paper presents a method that aims to
acquire condition information of gearbox components of ship-mounted offshore
crane winches by using only already available and easily accessible external
load information, such as motor torque, wave height and carried payload. For
offshore cranes equipped with Active Heave Compensation (AHC) technology,
the drivetrain loads depend significantly on the wave-induced motion of the ship
and subsequently of the crane. The resulting motion of the load-determining
crane tip is calculated using wave height predictions and the dynamic behaviour
of the ship. With an appropriate system model, the local component loads can be
calculated in a way that each component’s remaining lifetime can be estimated
by applying component lifetime models. Furthermore, critical components can
be identified and monitored to avoid unplanned downtime of the equipment.

1 Introduction

For offshore operations, the availability of the employed equipment is crucial for the
mission success. Typically, neither the offshore support vessel, nor the vessel-mounted
offshore cranes with Active Heave compensation (AHC) for deep-water lifting are
deployed redundantly, due to their high costs. Thus, unplanned downtime of a crane
usually means either interruption or abortion of the entire mission. Due to this cir-
cumstance, omnipresent knowledge about the system condition is crucial to enable
uninterrupted operations and a high availability. The most straight-forward method to
gather information about equipment health is equipping as many components as pos-
sible with a variety of sensors. In combination with continuous analyses, the detection
of deviations in the captured signals, which might announce upcoming failures, is
possible. Since high costs of the necessary sensor infrastructure contradict that
approach, condition monitoring systems that utilize only few additional sensors or only
already available data are favourable to ensure high availability at low cost. For subsea
cranes, external load information such as drivetrain torque, carried payload and wave
height is already available or easily accessible. The reduction of remaining useful
lifetime of mechanical components is usually the result of experienced component
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loads and environmental influences. This paper describes an approach for the gathering
of information about remaining useful lifetime of drivetrain components of an offshore
crane winch based on available external operation data.

This paper is structured as follows: First, the investigated system of an offshore
crane winch drivetrain and its operation conditions are described. Then, a method for
calculating the system lifetime, based on external load data and system knowledge, is
presented. Subsequently, exemplary results are presented and their benefits are pointed
out. Finally, an outlook will be given, on how to employ the method’s results for more
economic designing and faster design process of similar systems.

2 System Description

Cranes for offshore applications are usually offered with Active Heave Compensation
(AHC). This technology allows the crane operator to maintain a steady position of the
payload despite movements of the vessel induced by ocean waves (see Fig. 1). In this
paper, an offshore crane is investigated, that utilizes its winch to compensate wave
motions.

The design of the drivetrain of the winch subject to research in this paper is based
on an existing winch of a typical 150 t knuckle-jib crane for subsea operations with a
wire capacity of 3000 m. The drum is equipped with cogwheels on both sides, rotated
by ten pinions each. All twenty pinions are connected to an individual hydraulic motor
by a two-stage planetary gearbox (see Fig. 2). For the investigations, it is assumed, that
all twenty sub-drivetrains are necessary for the proper machine operation. If one sub-
drivetrain fails, the entire crane goes out of order.

During activated AHC mode, the experienced load on the drivetrain of the winch
results from the static weight of the payload and dynamic loads caused by the accel-
eration of the drum and the coiled wire. When unrolled, an additional load has to be
added to the payload due to the wire mass. Coiled, there is no additional static load,
instead the moment of inertia of the wire is multiple times higher compared to the
empty drum and has to be taken into account for the calculation of the dynamic loads.
Furthermore, the lever arm for the load application is significantly higher for a coiled
drum than for an uncoiled drum.

Fig. 1. Offshore crane with AHC, mounted on vessel
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3 Approach

A system’s life expectancy is defined by the lifetimes of its components, which depend
on their design and experienced load during operation. Acting loads on machine ele-
ments can be determined by measurement or simulation using external loads, such as
torque at gearbox input. The method described in this paper gives an overview of the
steps taken to calculate the lifetime of the present system. To provide a more general
system analysis, not only the external loads, but the prediction of the ocean waves serve
as basis for the load calculation, see Fig. 3.

The external loads originate from static loads due to payload and dynamic loads.
The dynamic loads are caused by dynamically accelerating inertias to compensate the
crane tip motion induced by the irregular ocean waves. To determine the dynamic
loads, it is necessary to describe the motions of the waves mathematically. For this, the
spectral energy density formulation measured during the “Joint North Sea Observation
Project” (JONSWAP) is used in this work (Hasselmann et al. 1973). Using this pre-
diction model, the vertical wave motion can be calculated.

The vertical motion of the crane tip is decisive for calculating the loads in the
drivetrain. Since ocean waves can cause rolling and pitch ship motions in addition to a
heave motion, the ship dynamics have to be considered for determining the vertical
crane tip speed and acceleration caused by the wave motion. Among the available
methods to quantify the ship motion, in this project, the strip theory is selected to create

Fig. 2. Offshore winch drivetrain

Fig. 3. Method for reliability evaluation approach of offshore winch
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a response amplitude operator (RAO) (Tasai 1969). The RAO can be used to transform
the wave motion to a ship motion in frequency domain, from which subsequently the
time-dependent vertical wave position, vertical wave velocity and vertical wave
acceleration can be derived. Torque and rotational speed of the drives depend on the
anticyclical acceleration and deceleration of the winch drum to compensate the vertical
crane tip motion. The local component loads, necessary for the lifetime calculation, can
be determined using static transfer functions or multi-body simulations of the winch
and its gearboxes. The loads and speeds of the machine elements depend on the
imposed torque and speed due to crane motion and payload.

Strength of machine elements, determined by its design, can be expressed by
component Wöhler curves, which consist of the number of bearable load alternations or
rotations at a specific load. For a system as the drivetrain subject to research, the
components considered most relevant for the system reliability are gears and bearings.
The number of bearable load alternations can be determined using available standards,
such as ISO 281 for rolling bearings or ISO 6336 for gears. Since these standards
consider only fatigue, other damage mechanisms cannot be considered using these
standards. By comparing the number of experienced rotations for specific loads with
the number of bearable rotations for the respective loads, the damage, caused by the
load alternations, can be determined for each machine element. In combination with the
sequence time, the lifetime can be extrapolated from the damage, see Fig. 4.

Since the lifetime of a system is not necessarily equal to the life expectancy of the
weakest component, but is the result of the overall statistical failure probability of all
system elements, the system failure distribution needs to be determined, from which
subsequently the system lifetime can be derived. This is especially important for the
investigated drivetrain, since the drivetrain consists of 20 identical gear-boxes, with
assumingly similar lifetimes. For this, the probability of failure of each machine ele-
ment needs to be available in the form of component failure distributions. With the
results of the lifetime calculations available, the failure distributions can be approxi-
mated by Weibull distributions using parameters based on typical values of similar
components from literature (Bertsche 2008; Neumann et al. 2016). Based on the
assumption that the entire system fails if one machine element fails, which is the usual

Fig. 4. Calculation of component failure probabilities
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case for systems without redundant components, the overall system failure distribution
is determined by applying the Boolean system theory for a serial reliability system
(Bertsche 2008). Thus, the probability of survival of each components, as complement
to the failure probability, is multiplied with each other to yield the resulting survival
probability and the failure probability. The ultimate result is the system lifetime,
derived from the overall failure probability (Neumann et al. 2016).

4 Case Study

The immediate result of the previously described method is the failure distribution for
the entire system, from which the lifetime can be derived. Figure 5 shows exemplary
failure probabilities for the investigated system. The loads for this analysis are deter-
mined for a use case of a carried payload of 150 t during a significant wave height of
1.65 m (Beaufort 5). The AHC mode maintains a steady vertical position of the pay-
load and causes dynamic loads in the drivetrain. For comparison it is assumed that this
use case lasts the entire service life until the components have failed.

The solid black lines represent the failure probabilities of individual bearings of
each of the twenty identical gearboxes. The dashed grey lines represent individual
gears per gearbox. The solid blue line and the blue dashed line, respectively, give the
likelihood of failure of all bearings and gears in combination of all twenty gear-boxes.
It can be observed, that the overall failure probability of the system is much higher
compared to the weakest component. Furthermore, bearings can be identified as the
critical component group of the system.

Furthermore, by performing sensitivity analyses based on existing systems, crucial
system parameters can be identified. Exemplary given in Fig. 6 are the results of
sensitivity analyses regarding lifetime influence of different number of coiled layers on
the drum of the winch for a constant static load (payload and rope weight). It can be
observed, that an increasing number of coiled layers cause a significantly lower life-
time. This is due to the fact, that the static load is applied by a larger lever arm for an
entirely coiled winch drum, compared to an unrolled winch drum, thus causing higher

Fig. 5. System reliability results (Wöll et al. 2017b)
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torques in the drivetrain. Other system parameters subject to sensitivity investigation
have been, among others, wave height, amount of payload, and lubricant temperature
(Wöll et al. 2017a and c).

The presented results will allow the implementation of cost-saving selective
monitoring for such systems. In this way only the most critical components, identified
by the reliability analysis, would be equipped with monitoring sensors, since they are
likely to fail first and thus determine the system’s life expectancy. Thus, unnecessary
sensors for uncritical components can be avoided. Furthermore, by deriving simple
real-time capable surrogate models, the fatigue condition of the system’s machine
elements can be calculated directly on the crane’s IT-infrastructure, based on the
fatigue status of one or more monitored components or external loads. This allows for
immediate actions in case one or more components appear to be in need of repair or
replacement, thus avoiding unplanned downtime during an operation.

The application of the presented method is not limited to offshore crane winches in
use. Since the component loads can also be determined using wave height predictions,
instead of using measured loads, the life expectancy can already be estimated in early
design stages of similar systems. By building on the available results during future
work, influences on the lifetime can be described and quantified by performing elab-
orate load analyses of existing systems, e.g. using multi-body simulations. These
influences can include, among others, different drive technologies, such as hydraulic
drives or electrical drives, or load amplifications due to internal gear excitations. These
quantified influences can be transferred to comparable systems, e.g. in form of factors
which describing load amplifications, (Wacker 2013). In this way, for designing similar
systems, only simple calculations in combination with the quantified influences need to
be performed to receive more accurate results, instead of redoing elaborate simulations
every time. This enables machine designers to design economical systems with shorter
development times.

Fig. 6. Exemplary sensitivity analysis concerning (Wöll et al. 2017a)
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5 Summary and Outlook

The condition of drivetrain components is usually assessed with condition monitoring
systems, which require an elaborate and expensive sensor infrastructure. In this work, a
general approach has been presented that allows the evaluation of the remaining life-
time of offshore crane winch drivetrains without additional sensor data. Modern cranes
allow the easy access to external load information, such as wave height, payload and
motor torque. Based on this already available data, the component loads can be cal-
culated, which determine the component lifetimes. The results of the method, con-
sisting of the lifetime and failure distribution of the individual components as well as
the entire system, allow the identification of critical components and the estimation of
the remaining useful lifetime. By creating surrogate models based on the results of the
method, real-time evaluation of the machine condition will become possible. However,
this method is not limited to the application of existing systems in use but also to future
systems that are to be designed. Due to the possibility of a general load assessment,
which allows the calculation of loads based on wave height predictions, the expected
lifetime can already be evaluated in the design phase to allow an early and thus efficient
economic design of such systems and its components.

Since technical systems can also fail due to causes other than fatigue and wear,
condition monitoring systems cannot be avoided entirely to detect abnormal behaviour.
However, the identification of critical components allows selective and therefore low-
cost condition monitoring. The combination of such condition monitoring strategies
with the ability to determine the remaining lifetime based on the experienced load
history, enables the scheduling of maintenance activities with a higher precision and
with a lower frequency. Thus, more efficient maintenance strategies would cause lower
maintenance costs and higher safety for the maintenance crew.
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Abstract. Usage of the electronic devices has become part of the human life
and with the advancement of technology, people are using more and more
electronic gadgets which are getting connected to the Internet to provide better
services to the customer. Evolution of Internet of Things (IoT) around customer
usage for their daily applications is gaining a lot of attention from various
service providers. Now, it is very common to find many of the services are
connected with some sensor and data is transmitted to the service providers or
they have made smart applications to help the customers are using products even
more. But, in any case, this information is available or stored somewhere in the
cloud. Energy based companies are also using the smart meters which will be
communicating the user’s behaviour and usage at regular intervals. Minute
details regarding the energy usage can be used for the energy forecasting or load
grid management for better resource availability for the customers. But this user
level profiling can lead to serious security concerns to the customers. If this
information is not well protected that will lead privacy issue, and customers
using the services might face serious security issues in some situations. The
service providers need to be care full where this data is stored and how this
information is processed.

1 Introduction

Most of the development of the humans is based on technological innovations which are
based Energy to achieve various aspects. If we look back the last couple of decades
consumption of energy has been increasing at the rapid because of various aspects at the
global level. This global demand for the energy can be because of the globalization,
industrialization, increase in population, or rapid adoption of the modern technologies.
Growth in the consumption energy might increase in coming years because of the
evolving technologies like the Internet of Things (IoT), Cloud computing, Big Data
Analysis and Social Networking sites. As most of these modern technologies need a lot
of energy to support various services to run the servers, devices, and so on. Energy for
everyone is generated from various sources such as fossil fuels, nuclear power, and
renewable energy (such as hydro, wind, and solar). Still, there are some places which
don’t have enough electricity to support every household usage in their region or
community. Some of the countries rely on the fossil fuels for electricity generation, but
many countries are moving towards the renewable electricity generation (or sources) [1].
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The various technologies are influencing a lot on the energy consumption by
customers in various forms being part of their daily life and usage. For better serving,
the customer’s energy companies are trying to analyse the user behaviours and con-
sumption patterns using Artificial Intelligence [2]. For this purpose, most of the modern
houses are being fitted with the smart electric meters, which will transmit the electric
usage of the customer at regular intervals. This information will be stored by the
electric service providers somewhere on the Cloud. As the electricity usage of all the
customers is being collected and stored at regular intervals of time. This leads to Big
Data associated with the customer usage and their behaviour. These organizations will
be using this information to do some analysis to provide better services to their cus-
tomers. Analysis of this data helps them to better understand the usage of the customers
and they can forecast the future requirements for each customer. For this purpose, there
is a lot of research which has been carried out in this domain predict the electricity
consumption using various techniques.

Proper predictions of the energy consumption, organizations can plan how much
energy they are going to need, how much power they need to produce. They can make
the plan for long-term without any problems. Present energy systems will be able to
predict the future requirements based on the information collected by these smart
meters. Based on these predictions electricity provider can easily manage the com-
munity or grid level load without any outages to the customers.

But using the customer or user behaviour and their patterns gives away crucial
information. Which can be used against the customers to target them and its make them
vulnerable to new security issues in their own neighborhood. To address this problem,
we would like to suggest some different methods to forecast and how this help in
anonymising the data and providing privacy for the users and securing the customers
from the problems which might come in to picture.

The main reason for the prediction analysis is, many of the times electricity pro-
viders face problems with meeting the demands of the customers during the peak hours
or during abnormal timings (other than peak hours). This depends on various factors
such as climate, working or holiday, vacations, and climate [3]. Customer consumption
can vary throughout the day for various other factors as well. Which will be hard for the
providers to guess these aspects in real time to meet the requirements.

In this article, we have identified a privacy and security issue which arise by storing
the energy consumption in a cloud environment and proposed a simple method to solve
the problem. Rest of the paper is organized as follows: Related works in energy
informatics are presented in Sect. 2. In Sect. 3, we have presented the database used in
this work and generic energy consumption analysis is presented in Sect. 4. In Sect. 5, a
new method to store the energy consumption in the cloud is presented and finally, we
draw the conclusion in Sect. 6 with some future work.

2 Related Works

There has been a lot of research in the energy forecasting to predict the usage of
customers by various researchers and electricity suppliers. Some of them have studied
the clustering techniques for load profiling [4]. In [5, 6], they have analysed the
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applications for the load balancing and demand response of the customers. Few articles
are focused on energy forecasting using long short term memory (LSTM) [7], condi-
tional restricted boltzmann machines (CRBM) and factored conditional restricted
boltzmann machines (FCRBM) [8] based on the deep learning models.

There are many research articles which discuss many other problems associated
with energy informatics such as, loss and challenges in power grids associated with the
smart meters [9, 10]. Load forecasting is one of the important aspects which can be
achieved with the smart meters. These smart devices help to better predict the energy
forecasting. Some of the forecasting techniques are summarized in [11, 12].

In [13], they have discussed the various challenges associated with security and
privacy aspects of energy informatics. Our paper differs from [13] as we are focusing
on privacy and security which can arise based on the energy consumption pattern of the
customer which are stored in the cloud for energy forecasting. Whereas in the paper
mentioned above, they have discussed the challenges and opportunities of energy
forecasting based on Big Data analysis. This paper tries to identify a crucial problem
which can arise with energy forecasting and propose a simple solution to solve those
problems.

2.1 Problem

With the rapid changes in the electricity usage by customers, electricity suppliers or
producers started analysing the energy usage of customers based on their previous
usage patterns. For that purpose, they are keeping tracking of the energy usage of
customers in cloud servers to predict the future requirements. As we know, there are
many security issues in the cloud which need to be addressed otherwise storage and
processing of the energy consumption data will lead to privacy and security issue for
the customers. For example, as shown in the Fig. 1, it is evident that energy con-
sumption in this particular household is at a minimal level in morning time from 8:30

Fig. 1. Energy consumption of a particular household from Database
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(510 min) till 11:00 (660 min). If someone gets access to this information leads to
privacy and security issue for the customers who information has been stored in the
cloud environment.

3 Database

The database consists of electricity consumption of households over the period of 4
months between February 2017 and May 2017 for 119 days. Dataset consists of smart
meter reading of electricity consumption of a house for every 10 s accumulating to
8640 (24*60*6) for each day. A total number of data points for a household over the
period of 4 months is equal to 119*8640 = 1028160. Smart meter data is collected
from 40 households from a locality and this information is been used to evaluate the
energy informatics research purposes.

As smart meter data includes the various patterns and behaviour of the customer,
proper care has taken in anonymizing the data to protect the customer anonymity with
some large random sequences to represent them such as ‘06749…2b8b’ with 64
hexadecimal characters. For better management of the data to view, we have calculated
the mean consumption of energy for every one minute giving us the 24*60 = 1440
reading for each household in a day.

3.1 Missing Data

Some of the data in this dataset was missing, we did not investigate the reasons for
missing data. To handle the missing data we had close look at the data set. Most of the
data points were missing like one or two entries in a minute with adjacent entries
available. To calculate the missing entries, we have taken the adjacent entries and
calculated the average value as shown in Eq. (1).

Emissing ¼ Emissing�1 þEmissingþ 1

2
ð1Þ

Where, Emissing is energy consumption missing at some point, Emissing�1 is energy
consumption before missing entry and Emissingþ 1 is energy consumption after missing
entry.

4 Energy Consumption Analysis

Energy consumption is analysed to provide the better services to the customers. Energy
consumptions for various consumers in household vary based on their daily application
usage. Figure 2 shows the usage of four different household usages patterns for a
particular day. Energy usage for a household is different for each day of the work as
shown in the Fig. 3. It might be because of their working patterns or because of their
kids didn’t go for school. It is hard to understand the reason for volatility in their
consumption, but organizations are using these details to predict their future
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consumption based on their behavioural patterns. These predictions will help the
energy companies to provide the better services with proper load analysis based on the
load profiling of all the customers.

Fig. 2. Overview of energy consumption in 4 household

Fig. 3. Energy usage of four consecutive days of same house. (a) Day 1 (b) Day 2 (c) Day 3 and
(d) Day 4

Method to Solve a Privacy and Security Issue in Cloud 279



Load profiling means the process of classification of customers based on their
energy consumption patterns. Many of the researchers have worked on load profiling
based on clustering techniques such as, Direct clustering (K-means [4], dynamic
clustering with modified k-means [14], self-organizing map (SOM) [5], and hierar-
chical clustering [6], multi-layered clustering [15]), Indirect clustering (Principal
component analysis (PCA) [16, 17]).

In general, as shown in Fig. 4, the energy forecasting process can be divided into 5
steps: Energy Data, Energy Preprocessing, Energy clustering, Evaluation of clustering
method, and Results.

Step 1 Energy Data: The energy consumption of the customers are gathered by energy
providing companies or suppliers. This information will be stored somewhere for
further processing.
Step 2 Energy Preprocessing: The stored Energy data will be processed to filter the
bad information which might lead to false results. If some of the information is missing,
they will add the information based on their knowledge.
Step 3 Proposed method: On this preprocessed energy data, they will apply different
clustering techniques or their own techniques to find customers patterns to fit the data
and they will fine tune the method to get the better results based on different parameters
for those techniques which are been deployed or used.
Step 4 Evaluation of proposed method: In this step, the proposed method is evaluated
based on the several factors associated with the data. In the evaluation, we will be able
to find how the proposed method or technique is performing on the data. This will be
measured or calculated on the complete data based on the customer usage patterns.
Step 5 Results: The evaluation results will be usually compared with the existing state
of the art algorithms. In this step a comparison will be drawn between the proposed
method and state of the art to give the reasoning, how much better or worst this new
method works compared to other methods. This will give a better understanding of the
results for energy profiling on customers usage.

5 Proposed Method

If we look closely at Fig. 2, which provides usage of the various customers on a single
day. It clear that none of the households are having the same amount of usage on that
particular day. As we can see in Fig. 3, the energy usage of the same household on four
consecutive days has completely different patterns. To solve the security issue which
can arise by storing the customer energy usage patterns in the cloud environment. We
would like to propose a simple data storage method for energy usage in a cloud
environment.

Fig. 4. Overview of energy forecasting process
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We would like to propose that instead of storing the energy usage patterns of each
customer separately we would like to store the small group of houses or communities
total as one record. If we aggregate the usage of various households and store it in the
cloud, even if some gains access to the customer energy usage patterns they will not be
able to draw the conclusion which household is using how much energy at any par-
ticular time.

To check the applicability of this proposed techniques, we have considered the
same four houses which are used in Fig. 2 and calculated the aggregation of their usage
for four households same day is presented in Fig. 5. From Fig. 2 and Fig. 5 it is clear
that there is no direct relation to any of the households but the energy forecasting
companies still can predict the future requirements for this small group of households
without losing the quality of the information required by the energy companies.

6 Conclusion

In this paper, we have discussed privacy and security issue which can arise with the
storage of energy consumption patterns of the customers in the cloud. If the data is not
protected properly or someone else gets access to the data. To solve this problem, we
have proposed a simple method to aggregate several households in a community to
remove the energy data patterns of the individual households but still represents the
same energy consumption pattern of the community or group that has been aggregated.
In the future work, we would like to check the proposed method applied and check the
predictability of various techniques on the aggregated data.

Fig. 5. Total consumption of four households every minute
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Abstract. Facility, infrastructure, and asset related data is being generated at an
unprecedented rate, usually without specific purposes or goals. Data is collected
in large amounts for exploratory science, achieving significant statistical power,
due to the relatively cheap cost of storing data in the cloud. In many cases
however, organizations do not consider the negative issues with indiscriminate
data collection to include diminishing returns to reduce uncertainty in asset
management decisions and the cumulative costs of the data. This paper proposes
a novel 4-step frame- work for determining the correct amount of data required
for asset management decisions. The framework is built upon the following
steps: 1) identify the problem, 2) establish context, 3) verify/collect data, and 4)
analyze/decide (IEVA). The IEVA framework can be used as a baseline that
orients asset managers to collect decision-focused data and make data-informed
decisions.

1 Introduction

Advances in computing and communication technology have propelled the world into
an unprecedented information age. For example, the computer system that supports the
Large Hadron Collider (LHC), the world’s largest particle physics laboratory, can
process approximately one petabyte of data every day (European Organization for
Nuclear Research (CERN) 2017), equivalent to 210,000 DVDs. The server grid that
supports the LHC is only able to actually store 45 petabytes of data, and must rely on
networked computers around the world for an additional 15 petabytes (European
Organization for Nuclear Research (CERN) 2017). Meaning scientists at the LHC are
unable to store 84% of the data that they process, which says nothing about the
overwhelming amount of data that is being generated and not processed. Although the
magnitude of data processed and ignored by the LHC is certainly an extreme, the trend
of collecting more data than feasible to use is common. In the construction and asset
management industries, large amounts of data are generated, collected, and stored that
is never actually analyzed (Hammad et al. 2014). Examples like these show how data
managers around the world, are “drowning in data while thirsting for information”
(Herrmann 2001).
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Datakleptomania is an unconscious desire to collect increasing amounts of data
under the premise that more data is better (Hellawell 1991). However, for many
businesses, success is the direct result of collecting meaningful data and extracting
useful information to support strategic decisions (Woldesenbet et al. 2016). There are
some significant statistical benefits of collecting more data. Through increasing the
number of observations, researchers are able to achieve greater confidence that their
sample is representative of the population. When a sample can be said to be repre-
sentative of the population, then conclusions about the sample are more likely to be
valid for the population (Cohen 1992).

The practice of datakleptomania is enabled by the relatively cheap cost of storing
data. As of this writing, Google’s cloud service offers the ability to store 100 gigabytes
of data for a subscription cost of $12/year (Google 2017). With the low cost and high
accessibility of cloud storage, additional companies are storing data and doing business
in the cloud. Because of this low cost of data storage, and the technologies that make
collecting data even easier, the world is trending toward unquestioned data collection
with less scrutiny regarding its necessity (Hanley 2012).

Since data is a resource that can provide value to an organization, data should be
purposefully managed using asset management principles. In doing so, organizations
will need to view their data within a lifecycle analysis context that considers costs,
conditions, and performance of their data from creation to the deletion. However, many
data collection activities aren’t designed to support decision making processes (Flintsch
and Bryant 2009). Data should be collected in such a way that the intent for its use is
clearly defined, ensuring that the methods for collection, analysis, and use can be
appropriately tailored from the start (Hanley 2012).

2 Problems with Big Data

Beyond the diminishing returns of additional data, the quantity of data that is being
collected can be problematic. Datakleptomania can be useful in exploratory sciences
where little is understood and questions will be developed later. However, the field of
asset management may not be the best example of exploratory science. Instead of
collecting every piece of information available, infrastructure asset managers should
focus on collecting information that helps answer known questions. Indeed, collection
of large quantities of data can lead to ‘analysis paralysis’ where decision makers have
so much data they don’t how to move forward with decisions.

Another problem is the time that it takes to process vast quantities of data can still
be a challenge. Reducing the amount of data reduces the amount of time it takes to
process and analyze that data. This in turn allows decisions to be made faster. Pat
Helland explains another problem with analyzing too much data. He states that when
the time it takes to process large amounts of data exceeds the window of time in which
the decision must be made, the data being processed be- comes obsolete by the time the
decision is made (Helland 2011). Helland recommends that in such situations,
approximating a good answer can be more valuable than taking time to develop the
perfect answer.

284 B. Maestas et al.



Labovitz et al. (1993) developed a notional rule to describe the cost of process
correction based on the quality of management to that process. The rule was meant to
be applied to a wide range of applications and is known as the 1-10-100 rule (Labovitz
et al. 1993). Doyle (2014) tailored this rule to apply it to the costs of da- ta collection
and management, namely, that as the quality of data management efforts decreases, the
costs of using the data later increase significantly. Data collected early and deliberately
with the intent to be applied to later decision-making efforts yield relatively low cost to
the organization. The organization has failed to implement effective data management
strategies and will more than likely result in poorly informed decisions which must be
corrected down the road at a high cost to the organization. Data collected without
proper forethought will more than likely result in time intensive analysis and require a
large cost in human capital.

Once data is collected, an organization may desire a storage capability to use the
date at a later date. Although the storage cost of data has decreased steadily as tech-
nology and management tools improve, it is still a portion of the costs (LaChapelle
2016). This data storage capability requires either data infrastructure in- vestment or
regular storage fees for use on the cloud. Several factors influence data storage
requirements. The organization must first determine the useful life of the data stored
and also decide on a meaningful format for analysis and communication. When opti-
mizing data management, an organization must also consider the lifecycle cost of
storage. The cost of keeping a single gigabyte of data indefinitely can cost $100
(Omaar 2017), a cost far greater than the monthly cost of using the Google cloud or
similar service. This cost is further compounded for organizations whose security
policies prohibit the use of the cloud for storage purposes. Redundancy and security
also play a heavy role in this process. The organization must build into their storage
plan their requirement of backing up the data and ensuring its security from outside
threats. They must decide how much risk they are willing to take and in which areas
they are willing to accept this risk.

A final problem with big data occurs during data transformation, which is the
process of transitioning from a set of stored raw data to usable data ready for analysis.
Although it is recommended that the data is already in a useable format when collected,
it may not be possible until new equipment or systems are installed. In this transfor-
mation effort, there are generally aspects of the raw data which are lost due to trans-
lation or conversion issues inherent with diverse formats and equipment systems. The
goal is to perform these transformation efforts with minimal costs to the organization by
way of lost or mistranslated data. Establishing a consistent transformation strategy to
minimize these losses is critical to an organization ensuring their efforts are effective
and useful. This transformation cost can also be incurred if the organization decides to
upgrade operating systems or interfaces. In these situations, a well-developed plan and
strategy are critical to successful transformation of data with minimal loss of infor-
mation. This effort can be costly and time consuming in and of itself, but will be worth
it in the future.
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3 Notional Framework for Right Size Data

Any organization which seeks to optimize their decision making and data collection
strategies benefit from a simple and effective framework to guide them through that
process. A decision-making framework allows organization to simplify their data
collection and analysis process. This in turn will enable trend tracking and decision
making in the future by eliminating shortfalls in their data, eliminating unnecessary
data, reducing decision making time and cost, and do this all to the organization’s self-
set standards. The 4-step IEVA framework presents a strategic level approach for an
asset manager to identify the problem, establish the context of the problem, verify and
collect appropriate data, and finally analyze and make a decision. Each step of this
strategic asset management decision making framework can be seen in Fig. 1 and is
explained in further detail throughout this section.

3.1 Step 1: Identify the Problem

The initial step of this strategic framework is determining the overall decision to be
made. Asset managers and their respective teams must brainstorm during this step to
narrow down and identify the overall decision to be made. Once the decision is
understood, the next step is to develop objectives and goals, so that the decision can be
fully developed. Finally, this decision should be emphasized throughout the 4-step
framework.

Now that a decision has been identified, set goals and objectives specifically for this
decision. These goals will be specific to each asset manager and their respective
objectives. For example, if the decision is to save energy costs across an installation,
the goal could be to reduce electrical usage by twenty percent in the next five years. To
increase effectiveness, goals and objectives should be specific, measurable, attainable,
relevant, and time bound (SMART) (Mind Tools Content Team 2014). A specific goal
must be clear and well defined, and this goal should guide decision making throughout
the rest of the framework. A measurable goal is one that sets a clearly defined objective.
In addition to measurable, the goal should be attainable and realistically accomplished.

Fig. 1. IEVA framework steps
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A relevant goal will help keep the decision in mind and keep the goals focused. Finally,
a time- bound goal will create a sense of urgency and allow for an achievement if and
when that goal is met.

3.2 Subheading: Step 2: Establish Context

Once the problem is understood, a user should prioritize the five V’s of data for the
specific objective and goal (Marr 2015). The five V’s are volume, velocity, variety,
veracity, and value. Volume is the vast amount of stored data which is gathered every
day from multiple sources. The value of data is defined simply as the ability of a person
to convert raw data to performance metrics. When applying a value determination to
this framework’s steps, it is important to ensure that the data which will be leveraged is
being collected in the first place. Velocity refers to the speed at which data is gathered,
which can be dependent on the equipment or data storage capacity. Veracity is the
trustworthiness of the data. Lastly, variety refers to the multiple different types of data
which can be collected (Marr 2015).

Overall, examining the five V’s of data provides insight on how data is collected
and measured (Marr 2015). It is important for users of this framework to ask these data
questions before going ahead in their decision making. The order at which the five V’s
are considered are dependent upon the questions being asked and they should be
weighted accordingly. The overall goal of this step is for the user to look at the question
they are asking and mold the data collection for this purpose. In many cases where the
five V’s are not considered, the available data forces decision makers to alter the
question they originally wanted to ask (Marr 2015).

Understanding the scale of the data will aid in this process to determine the right
amount of data needed to make a decision. This step is to ensure there are boundary
conditions for the problem being solved. As an organization steps through the process,
it can be easy to add scope to the original question. Data scales can either be spatial or
time related. A spatial scale would evaluate or collect data based on regional zones,
facility types, utility infrastructure, or rooms in a facility. A time scale refers to where
the beginning and end of the useful data occurs. Overall, any scale could be used by the
decision-making team or individual, and picking one and justifying it will help make
the overall decision and help identify the amount of data needed for it.

In addition to scale, precision and accuracy are important factors to consider to
create a useful framework. Precision can be modelled by looking at the variance of the
data set. As the variance increases in the data set, the data is less precise. On the other
hand, accuracy is the trueness of the data set. The data’s velocity can change the
accuracy and precision of the data due to the number of samples that are usable. Once
the five V’s have been adjudicated, the next step is to collect data.

3.3 Step 3: Verify or Collect the Data

Deciding how to collect and aggregate data contributes to data management life-cycle
costs and data quality. There are many software options which offer a degree of
automation and analysis. It is therefore pertinent for each asset manager to research
these options and balance the potential for errors during collection with software
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acquisition costs. In addition to software, some data collection may be dependent upon
manpower, also contributing to increased data acquisition costs. Overall, there are
many different ways to collect data, and each asset manager must balance which way is
most efficient and practical for the decision they are making using this model.

3.4 Step 4: Analyze and Decide

After the appropriate data has been collected and consolidated, the next step of the
framework is data analysis. This analysis will be dependent upon the objectives and
questions which were developed earlier in the framework. These objectives will aid in
distinguishing which statistical measurements and tests are required for a proper
conclusion to be made. Each asset manager’s analysis will be completely dependent to
the overall decision being made. There are multiple methods of statistical analysis that
can be simple or complex requiring different levels of mathematical foundation.
Understanding the desired method and using any available aids, such as excel and JMP
software, will decrease the time required and increase the useful output of the analysis
effort.

The final step of this framework is to make the decision. At this point, the user of
the framework has collected the data and analyzed it accordingly. The data has been
specifically gathered to ensure the overall question will be answered in an effective and
efficient manner. However, if the situation presents itself where data is insufficient, the
team should return to Step 2 to re-evaluate what needs to be measured to accomplish
the goal. This is designed to ensure that the data being collected truly relates to the
original objective set forth by the team. If the data is sufficient and executable, the team
shall move to the decision-making.

These steps were created to ensure that data collection is closely monitored and
gathered with a specific purpose. The best-case scenario of this framework is that the
user finishes the steps and comes to a data-validated answer to their specific question.
They have the ability to make a decision and influence positive changes in their
organization. In a worst-case scenario, the user will complete the frame- work with a
better understanding of how to effectively return to the prior steps to ask a question
better suited to the desired results.

4 Conclusion

Modeling a data management framework is an important tool for asset managers to sift
through the large data quantities being collected. The 4-step IEVA framework provides
a method to give realistic goals and objectives for asset man- agers to utilize while
limiting the effects of uncertainty, quantity of data, and cost factors. The 4-step IEVA
framework is the first attempt to address the issues of big data and utilizing a system to
tailor the data for effective analysis. For future research, this framework can be applied
to other asset management decisions regarding condition assessments for facilities and
utility systems. Regardless of future applications, the 4-step IEVA process provides a
framework for determining the amount of data required for asset management
decisions.
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Abstract. During the last decade Building Information Modelling (BIM) has
emerged as a key enabler within the construction industry to increase produc-
tivity. While the benefits have been mostly realised within the
Design/Construction phase, the adoption of BIM within the operational phase
has been significantly limited. One of the critical challenges to utilising BIM
within the operational phase is for asset owners/maintainer to develop infor-
mation requirements that support the BIM process. UK BIM standard PAS
1192-3 provides information requirements frame that states that an organisation
should develop Organisational Information Requirements (OIR) that then aid in
generating individual Asset Information Requirements (AIR). While it is critical
that the OIR generate the AIR, it can be witnessed that this is too much of a leap
for most organisations. This paper proposes a practical Top-Down methodology
that aids in bridging this “gap” by utilising an organisational point of view of
assets as the functional output they support and proposes the development of
Functional Information Requirements (FIR) to bridge this gap.

1 Introduction

The importance of information management within the engineering asset management
domain is gaining momentum both in academic literature and industry applications.
Practical applications for information management processes are being guided by an
array of industry standards that solely focuses on information management within the
individual life-cycle phase of engineering assets (British Standards Institute, 2007,
2013, 2014a, 2014b, 2015). Most noticeably PAS 1192-3:2014 (British Standards
Institute, 2014b) developed by the British Standards Institute (BSI)1 looks at the use of
Building Information Modelling (BIM) exclusively within the operational phase of an
asset’s lifecycle. BIM has emerged as an effective solution for collecting, validating
and storing asset related data within a collaborative environment for the whole-life of a
given asset. BIM has most successfully been adopted and implemented within the
design and construction phase, with widespread evidence demonstrating a reduction of
design/construction cost, increase in productivity and improved management of risk
(Azhar et al. 2008; Zhou et al. 2009; Smith 2014). Despite this success, the adoption of

1 https://www.bsigroup.com/.
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BIM within the operational phase is relatively limited (Waterhouse and Philp 2016).
Furthermore, there has been a noted increase in the amount of research effort aimed at
the adoption of BIM in the operational phase, but this is having little impact in practical
applications (Pärn et al. 2017).

The complexity of the adoption of BIM within the operational lifecycle of an asset
is multipronged. A recurring theme is a fundamental ability to articulate and demon-
strate the value of BIM adaptation within an organisation (Barlish and Sullivan 2012).
This is partly because asset owners struggle to identify the information requirements
during the BIM development stage, leading to the development of BIM processes that
generate little to no value for the organisation. Organisational Information Require-
ments (OIR), if developed at all, are generally in the form of technical guidance/support
(including statute requirements) and don’t consider the organisational context within
their development (Cavka et al. 2017). Furthermore, if the OIR is not lead by organ-
isational requirements, then the development of the Asset Information Requirements
(AIR), which is generated from OIR will not be fit for purpose for use within organ-
isational processes such as capital investment decisions, customer management,
maintenance management, etc. Indeed, due to the highly complex and diverse nature of
the asset management industry, it can be seen that the effort to extend the BIM
information management concept (within PAS 1192-2) into the operation phase has
fallen short of providing the required knowledge for industry adoption (Kiviniemi and
Codinhoto 2014). Therefore there is a clear need to provide a robust and practical
methodology that provides asset owners with the tools for development of organisa-
tional lead information requirements, while still maintaining quality management
requirements.

The objective of this paper is to provide the findings from a research effort that
investigates the development of organisation lead AIR that supports BIM enabled
processes within the operational phase of an asset. The principal objective is to
understand the challenges in adopting BIM within the operational phase that generates
direct value for the organisation. The research starts by formalising a conceptual
approach that supports the creation of a relationship between the organisational
requirements and broader context with the engineering assets within the organisation
portfolio. Furthermore, a process is proposed that utilise the organisational point-of-
view of an asset as the functional output it provides and proposes the intermediate step
of developing Function Information Requirements (FIR) that aims to provides the
bridge for an organisation for generating its OIR into individual AIR. Finally, a
methodology is proposed that aids in the practice development of the FIR by utilising
the information management processes with the UK BIM Standards and asset classi-
fication within UNIClass 2015 (Delany 2015). This paper uses BIM as both the data
model (Building Information Model) and the process of developing the information
model itself (Building Information Modelling). Furthermore, the research also explores
the possibility of BIM defined as Building Information Management, the process of
managing the information model throughout its whole life cycle.

This paper consists of 4 sections including this introductory section. Section 2
provides a comprehensive review of the use of BIM within the operational phase
including current challenges and state of the art. Section 3 introduces the practical Top-

Top-Down Practical Methodology for the Development 291



Down methodology for the development of AIR, Sect. 1 summaries the key findings
and proposes future research opportunities.

2 Background of BIM in the Operational Phase

There is a greater understanding that the adoption of BIM can deliver significant
economic, environmental and social benefits. As an asset spend the vast majority of its
life within the operation and maintain (O&M) phase, ultimately the client and end user
are the primary beneficiaries of BIM (Eastman et al. 2008). The UK government 2016
construction strategy references the use of BIM and the development into BIM level 3
with a whole-life cycle approach as a critical enabler to increase productivity and
reduce operational costs while proving the platform for smart cities development (The
Infrastructure and Projects Authority 2016). Furthermore, from a whole-life costing
point-of-view, it can be seen that the O&M phase contributes to 60%–80% of the
overall cost, significant economic saving can be achieved by focusing on the O&M
phase. This is future enforced by (British Standards Institution, 2008) which states that
80% of the O&M costs can be influenced by the first 20% of design, reinforcing the
need for consultation of the O&M phase within Design and Construction.

A significant portion of academic research is firmly focused on solving the tech-
nical challenges, including integrating BIM related data within a computerised As-set
Management System. BuildingSMART2, a not-for-profit industry lead organisation has
developed an open source file format for the exchange of BIM related information but
has noted limitations within the operational phase (Becerik-Gerber et al. 2011; ISO
2013). The adoption of Construction Operations Building Information Exchange
(COBie) standard (initially published in the US 2007 and adopted as a British Standard
2014) by the UK Government, aids to standardise the transfer of newly built assets into
an asset management system by providing a basic Common Separator Value
(CSV) template as data a transfer protocol (British Standards Institute 2014a). While
COBie provides a spreadsheet environment that is well understood and used for many
organisational functions, it has limitations in visualising relationships between different
data points and complexity in populating the request information over many stake-
holders and within a complex supply-chain (Mehmet Yalcinkaya 2016). Furthermore,
the integration of COBie and related BIM geometry within a computerised Asset
Management system is limited.

While it is well cited that the data integration and transformation challenge is
hindering the developing of BIM within the operational phase, it has not stopped a set
of novel tools being developed. (Pärn and Edwards 2017) Has developed an Appli-
cation Program Interface (API) that embeds operational related data directly into
geometry placed within the BIM model. The using of linking Radio Frequency Iden-
tification (RFID) has been demonstrated within the construction industry; originally it
has been used as a tracking and mapping tool for building elements (Ergen et al. 2007).
More recent use of RFID has seen them used as a link between the physical asset and

2 https://www.buildingsmart.org/.
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the BIM environment by linking the RFID codes within the BIM model, this allows for
whole-life tracking of digital information linking to an asset and visualisation of that
asset within the BIM model (Meadati et al. 2010; Fung 2013). (Motamedi et al. 2014)
takes advantage of the visualisation aspect of BIM by linking the BIM model to a
knowledge root course problem database that classifies and visualises operational
failures directly within the BIM model.

In parallel to the above technical research, there is a growing focus on the man-
agement of BIM progresses from an organisations point-of-view on how best to adopt
the BIM principles within a whole-life organisational context. While not directly
related to BIM, ISO 55000 provides the management framework for managing physical
assets throughout an organisations whole-life cycle (ISO 2014). Due to the complex
nature of asset management which encompassing multidiscipline activities there is an
extensive need for the development of information requirements that integrate the
operational and organisational requirements (Ashworth et al. 2016). (Becerik-Gerber
et al. 2011) Attempts to provide some structure by developing a hierarchy framework
to structure nongeometric data. Furthermore, a framework is presented that groups the
data as per its use within the project lifecycle and the responsible stakeholders. From an
owners’ requirements point-of-view, (Cavka et al. 2017) developed an information
requirements landscape from the owners’ perspective and classification of owners
requirements, this is further developed into computable requirements for helping to
identify what information to include within the BIM model.

While there is unmistakable evidence of the benefits of adopting BIM for Asset
Management and Facility Management, there is a lack of understanding in how BIM
can provide practical tools for use within the O&M phase. An annual survey conducted
by the National Building Specification of BIM professionals shows that 65% see using
BIM within the O&M phase will aid in gained efficiencies, but 72% of clients do not
understand the benefits of BIM (RIBA Enterprises 2017). Furthermore, lack of client
demand can be seen as one of the leading barriers to the adoption of BIM in the O&M
phase.

3 Bridging the Gap: Practical Top-Down Methodology

As highlighted in Sect. 1 and 2 of this paper, there is a fundamental lack of under-
standing of how to harness the value of BIM within the O&M phase. One of the key
challenges is for organisations to develop OIR that aid in the development of individual
AIR. Often AIR our developed from technical documentation and not organisation
requirements, this creates a siloed effect from the organisational context and its physical
asset portfolio. Furthermore, it can also be witnessed that the OIR is often developed in
isolation and does not align with the organisational strategies, plans and objectives.

A high-level methodology was developed to support the formalisation and align-
ment of organisation information requirements, Fig. 1 provides this overview. Fur-
thermore, the proposed methodology also supports the conceptual relationship between
the organisational context and its physical asset portfolio. The methodology incorpo-
rated information management frameworks from asset management standards ISO
55000 and BIM related standards PAS/BS 1192. The methodology is diverted into two
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discrete parts. Firstly, identifying and classifying the engineering assets within the
organisation. Secondly, identify, align and validating the OIR.

1. Identify and classify the range of functional outputs that are supported by the asset
portfolio. Following this, the key asset systems that support the functional output
will be identified

2. investigate and identify key organisational requirements by reviewing and
extracting requirements from key data sources such as the strategic asset manage-
ment plan, growth (financial) strategy, environmental strategy and organisational
objectives.

3. Identify and capture information that aids in the organisation to create informed
decisions around organisational requirements and objectives, e.g. OIR.

4. Identify and capture functional information requirements as identified in step 1, in
alignment to the OIR developed in step 3.

5. Identify and capture AIR against the asset systems as identified in step 1, in
alignment to the OIR developed in step 3.

6. Validate the capture of AIR is efficient to support the organisation requirements.

Asset Classification – Firstly, it is required for the organisation to develop a
classification system within its asset portfolio. Traditionally this is completed by
focusing on the individual instances of assets, this is a daunting task as it can quickly
start to identify thousands of assets. It is proposed the first task of classification should
focus on the functional output that the assets provide, e.g. a radiator will provide the
function of heating. A recent update to the UNIClass classification system (Table E/F)
provides a table of 76 functions that are supported by asset systems and instances
(Delany 2016). Organisational requirements are focused on the functional performance
of a given asset system, the vast majority of stakeholders interact with the assets
functional output and not the asset systems or products. Despite this, as an array of
different asset systems supports most functions, it is required to capture information at
the asset system level to support the organisational requirements. UNIClass Table S/s
classifies 2085 asset systems that support the 76 functional outputs. In some unique
organisational requirements, it might be required to capture information at the asset
produce level, such example might be for legal and statute requirements. The organ-
isational value of classifying at the product level should be strongly validated, as it is a
costly and complicated task that could see thousands of products classified within
individual asset systems that don’t support an organisation requirement. If it deemed
appropriate to classify at the product level, UNIclass provides Table P/r that classifies
6869 products that link back to asset systems and functional output. The critical part of
the asset classification process is to start from the function output downwards and not
from the product upwards. A summary of the relationship between asset classification
and key stakeholder is provided in Fig. 2.

Identify Organisational Requirements – the second step is to identify the key
organisational requirements, depending on the size and the context of the organisation
this could be spread over several documents within discrete and often siloed depart-
ments with individual requirements. The data collecting strategy including both
quantitative and qualitative data sources. A sample of some data sources that should be
analysed includes annual reports, design handover requirements, environmental impact
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strategy and organisational reports. If the organisation has established an asset man-
agement system as per ISO 55000, then the documented produced from this process
should be prioritised. Specifically, both organisational and asset management objec-
tives should be identified as they provide measurable organisational requirements.
Once the organisational requirement has been extracted, there is a need to categorise

Fig. 1. Information requirements methodology

Fig. 2. Stakeholder’s interaction with different classification levels of a physical asset
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them into one of 4 categories including Financial, environmental, operational and
reputational. This process allows organisational to structure their requirements; this is
more critical for complex organisations that could easily have over 100 requirements.
Furthermore, it will also highlight any gaps in the requirements identifying the process.
The principal data sources are summarised below in Table 1.

Organisational Information Requirements – the third step, is to identify the
information requirements that are needed to validate that the organisation is meeting (or
not) the identified organisational requirements. Using the organisation requirements
extracted from step two we can align information requirements directly with an
organisation requirement. The OIR should not focus on specific asset functions or
types, but be general high-level requirements. When all the OIR are aggregated
together they should help to create greater informed decisions for the organisation
requirement, if a bit of information is not helping to aid that decision, then it should not
be collected. To support the development of the OIR, an information requirement
matrix capture has been developed. The matrix utilises the extracted organisational
requirements, categories organisational requirements, the classified asset functional
outputs and information requirements categories (financial, technical and managerial).
The matrix is completed within interviews and workshops with key personnel within
the organisation that has extensive knowledge of the organisational objectives and key
goals. The information requirements categories are derisive from BIM standards and
provide a structured approach to devolving the capture of information requirements
throughout the whole organisation. To support the link between organisation require-
ments to OIR and AIR, we highlight the top three asset functions defined in step 1 that
will have the most significant impact on achieving (or not) the organisational
requirement. The number of functions aligned to the organisation requirements can
increase from three if required but should be limited to no more than five to ensure it is
achievable within a reasonable timeframe. An example of the information requirements
matrix is shown in Fig. 3.

Functional Information Requirements – The fourth step, is to identify the
information requirements as per the functional outputs defined in step one and aligned
to the organisational requirements in step three. FIR our captured utilising the same
style information requirements capture matrix as presented in the OIR step. Within the
FIR matrix we are not focused on the organisation requirement but the functional
output that was highlighted in the OIR exercise. One added process to developing the
FIR is to utilise the framework of whole-life management including the design, con-
struction, operational and maintenance and disposal/renew phase. Whole-life is a well-
defined concept and is used by many organisational to manage the lifecycle of their
physical assets. The primary objective of the FIR is to provide the bridge between the
OIR and the AIR. It should be generic to the point that it does not focus on asset
systems or individual produces but solely on the functional output which is being
analysed. To support this, it is required to engage with personnel within the organi-
sation that has a good understanding of the asset portfolio and the primary functional
output it provides. Creating the link from the FIR to the AIR, it is required to capture
the asset systems that support the functional output as defined in step 1, this supports
the direct link from the OIR to the FIR then finally the AIR. Figure 4 shows an
example template for the FIR capture matrix.
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Asset Information Requirements – the fifth step, is to identify the information
requirements as per the asset systems as defined in step one and alignment to the
functional asset output. The AIR uses the same information requirements matrix as per
step four, for development of the FIR. The information captured should focus on the
specific asset system and not the asset functional output or individual products. All
information should align with the original OIR and the associated organisation
requirement. To support the development of the AIR is it requested to engage with
personnel within the organisation that have a strong technical understanding of the
specific asset systems being analysed. This task should be repeated for any asset
products that are identified within the asset system as highlighted in step one.

Validation – the final step is to validate that all of the required information has
been captured. This is achieved by developing a prototype of a sample set of objectives,

Table 1. Organisational data sources

Sources of requirements Description

Strategic asset
management plan

Key documentation of ISO 55000 asset management
requirements. Containing asset management objectives aligned to
the organisational objective

BIM execution plan Contains design and construction requirements that can be used in
the operational phase

Environmental strategy Organisational environmental framework and objectives to minus
impact on the natural environment

Organisational business
plan

Key strategic documentation that outlines the business financial
growth plan and objectives

Customer engagement
strategy

Provides the framework and key objectives for engagement with
customers and end users

Information/technology
strategy

Highlights vital objectives of digitalisation in-line with the
organisational requirements

Fig. 3. Organisational information requirement capture matrix
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OIR and AIR. The prototypes are discussed during a set of workshops with key
stakeholders including asset managers, senior management, maintenance team, com-
mercial management and customer management. Feedback from the workshops is built
into updated versions of the prototype. This step is repeated until all members of the
workshop are satisfied

4 Conclusion

It can be witnessed within the literature review that the barriers to BIM adoption within
the operational phase is multiprong. One of the critical challenges is the organisation’s
ability to harness the value of BIM within the operational phase, this is because the
organisational context and requirements are not considered within the BIM develop-
ment processes. To address this challenge, a practical top-down methodology is pro-
posed that aids to support the development of AIR that are aligned with organisation
requirements. Utilising the organisations point-of-view of assets as the functional
output they support, the methodology proposes the developed of Functional Infor-
mation Requirements. The FIR act as a bridge between the OIR and AIR, allowing
direct line-of-sight from organisational requirements, OIR, FIR and AIR. Depicting
assets as a functional output allows for none technical organisational leading personnel
to greater understand the broader impact assets have on the organisational requirements
and therefore develop associated information requirements. Fundamentally, the pro-
posed methodology allows for organisations to create greater informed decisions in
relations to their requirements by distilling these requirements into individual AIR that
address an OIR via the FIR.

A key development of this methodology is allowing the adoption of BIM within the
operational phase of assets. This is achieved by bridging the gap between the OIR and
the AIR. Furthermore, the concept of whole-life is incorporated within the developed of

Fig. 4. Functional information requirement capture matrix
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FIR, supporting the development of information requirements throughout the whole
lifecycle of an asset.

As an example, an organisational objective to reducing operational cost by 5%
could be aligned to the function of heating, which would produce specific heating
functional information requirements such as airflow measures, performance require-
ments and criticality. Furthermore, the mutable heating systems that support the
function of heating such as gas heating systems, heat exchanges and underfloor heating
systems, will each have their own specific asset information requirements.

Future work will use the information requirements capture within this methodology
to develop an Asset Information Model (AIM) that support whole-life asset manage-
ment and the use of BIM processes within the operational phase. Furthermore, this
model will define the relationship between the physical asset, the asset life-cycle and
alignment to the organisation requirement. One possible approach is to demonstrate the
AIM as an ontology, this has the flexibility of defining the relationships between
different sets of information and not how that information should be structured. Several
ontologies have been developed within the BIM domain (Park et al. 2013; Lee et al.
2014). A more modelled based approach could be achieved by using Unified Modelling
Language (UML). UML is a general-purpose modelling language that is used in
software engineering, which provides a standardised way to design and visualise a
system or network. One key advantage within UML is the use of behaviour diagrams
that are used to describe the functionality of a system with activities and use case
diagrams.
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Abstract. The advancements concerning the development of ICT systems
including Internet of Things (IoT), big data, cloud computing and NoSQL
databases provide new opportunities and challenges for industrial asset man-
agement. The use of NoSQL databases has emerged due to the limitations of the
relational databases, in particular, the inability to scale-up horizontally and to
manage the data that is constantly generated by industry. The current work
highlights the key aspects of both relational and NoSQL databases. The paper
provides a review of the database technologies mentioned above. In this context,
in order to demonstrate the effectiveness and adequacy of NoSQL databases, a
real industrial case study is presented. The authors also discuss the different
database technologies and their suitability in the domain of interest.

1 Introduction

Large volumes of data often referred to as big data and the developments of the Internet
of Things (IoT) requires larger storage and computational resources. Consequently,
companies today are generating, gathering and storing large amounts of data, the size of
which is increasing exponentially. This data is an excellent tool for analysing the
problems in the machines. A large number of researchers have worked in the field of
using big data for asset maintenance. Trappey et al. (2016) incorporated data ware-
house technology to a fault diagnosis system for a fleet of transformers. However,
selecting the right database is not always easy, as there is a wide variety of databases
ranging from relational to non-relational databases, which have different limitations and
strengths. Moreover, the number of databases to use is also a key factor in selecting
only one database may not be beneficial as it may not be able to satisfy all require-
ments. On the other hand, the more databases are used, the more complex the main-
tenance of the system will be. Thus, there is a need for analysing the existing database
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types and how they can be combined in order to maximise the performance of
industrial applications, based on their concrete needs. This work presents the charac-
teristics, limitations and strengths of different relational and NoSQL databases and how
they can be combined to meet the multiple needs of an industrial solution. The rest of
this article is structured as follows: Sect. 2 discusses the features of relational database
management systems. Section 3 focuses on NoSQL databases. In Sect. 4, a use case is
presented. Section 5 discusses the positive and negative aspects of the different solu-
tions and provides a conclusion.

2 Relational Database Management Systems

Relational Database Management Systems (RDBMS) are databases where data is
stored in tables. Each table is a database object composed of rows and columns where
the former are instances or records containing the values of the data and the latter define
their attributes. RDBMS are based on relational models and thus data stored in one
table can be related with any data persisted in another provided that there is a common
attribute shared between them (Bordoloi et al. 1994). The most powerful feature of
RDMS is the standardised Structured Query Language (SQL) (Chantham 2012), which
is used for querying the database to extract information from one or multiple tables.
The strength of SQL lies on its ease of use, due to its use of English standard state-
ments. Another key feature of relational databases is that they adhere to ACID, which is
a set of properties, namely, Atomicity, Consistency, Isolation and Durability
(Mohamed et al. 2014). In the atomicity, everything in a transaction must happen
successfully in order to be considered as valid. Otherwise, the database state is left
unchanged. The consistency is a result of a transaction the database will only change
from a valid state to another. The isolation is a transaction that will not affect to another
by changing data that it is using. The durability changes made by a completed trans-
action must be preserved. RDBMS are also CAP theorem compliant. Eric Brewer
(1998) introduced the theorem according to which there is a fundamental trade-off
between consistency, availability, and partition tolerance. They are defined as follows
Consistency: (do not confuse with the previous term) means that all the clients have the
same view of the data. Availability refers to the ability of the database to ensure that a
client can always read and write. Partition Tolerance of the system enables the database
to work adequately despite network and machine failures (Mohamed et al. 2014). Only
two of these requirements must be selected as long as it is not possible to achieve all of
them at the same time. RDBMS implement both consistency and availability (CA). In
order to ensure consistency of the data, a change in a single record temporarily halts the
use of that table such that data modifications can be completed before the data is given
out or another user can make another change on it. However, the complex network of
references between data items in RDBMS makes it very hard to distribute relational
data across several servers and can lead to performance issues both when reading and
writing data (Bazar and Iosif 2014). Thus, relational databases suffer from partition
tolerance. Availability is achieved by replicating the database and having the replicas in
standby mode. If the active one fails, one of the replicas will be activated in order to
maintain the proper operation of the database. In addition, relational databases are not
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well suited for modern web applications that can support millions of concurrent users
(Nance et al. 2013). New applications such as text processing, image processing, office
information systems, geographic information systems and robotics are difficult to
capture in a flat, record-oriented model (Bordoloi et al. 1994). RDBMS has proved
beneficial in handling structured data, but there are a large number of drawbacks of
RDBMS in the management of large size, number and variety of unstructured data.
Storage of large amounts of unstructured data in RDBMS significantly increases the
demand for hardware resources. Future growth of data can be addressed through
vertical scaling, which further burdens resources and requires complex replication,
which is costly (Stevic et al. 2015). Companies added servers with a superior capacity
to store and analyse data quicker in an attempt to improve scalability in relational
databases. Servers with higher capacity are highly complex, proprietary, and dispro-
portionately expensive (Nance et al. 2013). There were other attempts to scale down the
existing relational schemas in order to fit large amounts of data into existing servers.
Companies also tried denormalising the schema, relaxing durability and referential
integrity, introducing query caching layers, separating read-only from write dedicated
replicas, and data partitioning. However, these techniques were unable to address the
main issues and ended up adding additional overhead and technical tradeoffs (Nance
et al. 2013).

3 The Rise of NoSQL Databases

Thus, the storing and handling large amount of data is one big obstacle of the current
relational DBMS (Pereira et al. 2018). Therefore, the NoSQL databases have emerged
because of the need to offer solutions with the needed features to tackle the large
amounts of data with higher performance. Consequently, NoSQL databases have
become popular because of increased scalability and availability requirements of the
different solutions (Van der Veen et al. 2012). NoSQL databases deal with challenges
associated with web-based applications through their property of scalability and that
they are schema-less with the capability to maintain large amounts of data (Barbierato
et al. 2014; Stevic et al. 2015). They are distributed by design and intended for efficient
management of large amount of unstructured data using horizontal scaling, thus
removing obstacles stemming from the future growth of data. Moreover, schema-free
NoSQL databases are much better in handling unstructured data (Hellerstein et al.
2007). NoSQL databases contain denormalised data where each record contains a
complete set of information without external reference. When a record is moved from
one server to another, all the information is transferred complete and with ease. There is
no concern that some parts of the record from other tables will be omitted (Bazar and
Iosif 2014). Whenever the record is updated, the document itself is modified without
the need to change entries in multiple tables. This increases the consistency of the
database. There are four main data modelling techniques in NoSQL, i.e. Key-value,
Document-oriented, Column-oriented and Graph. The Key-value is a schema that
consists of a key and a value. The key is a string that is associated with only one value
that can be of any type. Notice that the value is converted to a so-called Binary Large
Object (BLOB), a collection of binary data stored as a single entity in a database
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management system. In this way, the performance of the database is improved since
there is no need to index the data. However, a value can only be obtained by its key as
long as the value is opaque and thus it cannot be filtered. Common examples of key-
value store databases are RIAK (basho.com), DynamoDB (aws.amazon.
com/dynamodb/?nc1=h_ls), Redis (redis.io/), InfluxDB (www.influxdata.com) and
MemCacheDB (memcachedb.org). Document-oriented databases store data in
document-like structures that encode information. Documents can be stored in a binary
form (i.e. PDF, DOCX) or an ASCII format (i.e. XML, YAML, JSON, BSON) (Nance
et al. 2013). The common uses of document databases include content management and
monitoring web and mobile applications. CouchDB (couchdb.apache.org), MongoDB
(www.mongodb.com), Elasticsearch (https://www.elastic.co/) are some of the docu-
ment databases. The column-oriented are also called as table style databases. They
store data across tables that can have a large number of columns. Commonly, these are
used for internet searches and large web applications. BigTable (cloud.google.
com/bigtable/?hl=en), Cassandra (cassandra.apache.org/), HBase (hbase.apache.org)
are some of the wide-column databases. The Graph databases are based on a schema-
free nature and emphasise connections between data elements. It uses nodes, edges, and
properties to represent data. It stores related ‘nodes’ in graphs to accelerate queries.
One of the big advantages to this model is that data can be represented and stored
inherently; whereas, in the relational model data has to be transformed from non-
tabular to tabular data (Robinson et al. 2015). AllegroGraph (allegrograph.com/) and
Neo4j (neo4j.com/) have commonly used graph databases. The very strength of
NoSQL databases comes from non-adherence to ACID properties which make them
suitable for large-scale applications. Most of NoSQL databases lose on consistency to
gain availability and partition tolerance as highlighted by Brewer’s CAP theorem that
states about the capabilities of the different databases, i.e. distributed database systems
have the alternative to select two of the three CAP properties (Indrawan-Santiago
2012). In this way, NoSQL databases adhere to BASE in which an application works
all the time (basically available). It does not have to be consistent all the time (soft
state), but the storage system guarantees that if no new updates are made to the object,
eventually all accesses will return the last updated value (Pokorny 2013). However, not
all NoSQL databases choose availability over consistency as some are more focused on
achieving more consistency than availability. However, some of them can contain both
availability and partition tolerance (AP) or consistency and partition tolerance
(CP) depending on how they are configured.

4 Industrial Use Case

In this real manufacturing monitoring use case, hundreds of industrial machines placed
around the world are monitored in real-time. A cloud-based solution has been devel-
oped to fulfil data capture and storage requirements. Figure 1 shows an overview of the
architecture and the data flow of the cloud-based solution. Briefly stated, data generated
by the industrial machines is relayed through a distributed messaging system to the
cloud where it is processed in real-time. If an anomaly is detected, an alert is sent to the

The Use of Relational and NoSQL Databases in Industrial Asset Management 305

http://www.influxdata.com
http://www.mongodb.com
https://www.elastic.co/


dashboard to create a visualisation. Furthermore, advanced analytics are performed
using historical data.

One of the main challenges of this architecture is the management and persistence
of the data as they have different natures and needs. Thus, several databases are used to
satisfy them. On the one hand, huge data volumes generated by the industrial machines,
which are constantly generated as they operate non-stop, must be stored. Therefore, a
database with high write throughput, scalable, fault-tolerant and capable of querying
stored data for advanced analytics is needed. As the industrial machines work non-stop,
the database must also be highly available. To satisfy these requirements, two AP
compliant NoSQL database clusters are used: one located in each plant (local side) and
the other one in the cloud. As a consequent, it ensures that the databases will always be
available even if some nodes fail, adhering in this way to the BASE. In addition, the
cluster design provides horizontal scalability by adding more nodes in case more
resources are required to store newly gathered data. In this case, consistency (C) is not
that critical as the advanced analytics which is not performed in real-time. Thus, the
probability of having different views of the data is lower. Referring to the local side, a
Direct Attached System (DAS) storage, which can be considered as an additional hard
drive for the machine, is connected to each machine to collect the data generated. The
data of each DAS is centralised in a key-value database cluster so as it can then be sent
to the cloud. For this purpose, InfluxDB is employed as it can handle large data
volumes and is specifically designed to manage time series data, making it well suited
for the management of collected raw data. With regard to the cloud, a document-
oriented database cluster is implemented to store raw data and performed calculations.
It is implemented with Elasticsearch, which is a distributed, document-oriented,
RESTful search and analytics engine that is capable of persisting data, fulfilling the
established requirements. On the other hand, user, business model and configuration
data must be stored. This data volume is low and is not expected to grow significantly.
However, the management of this data is vital as an error at the time of making a
transaction or consulting the database can be critical. Therefore, a relational database is
selected as its ACID properties satisfy described requirements, and there is no need to
scale it horizontally. To this end, PostgreSQL is selected as it is a powerful engine and
therefore suitable for this purpose. Finally, a memory cache is implemented in the
cloud to enhance the performance of the real-time processing application as it uses the

Fig. 1. Cloud-based real-time monitoring architecture
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configuration data stored in the relational database to work. The memory cache is much
faster than querying the relational database each time it requires some data. Thus, it
only queries the relational database once to collect all the required data and afterwards,
it caches that data to query it faster the following times.

5 Discussion and Conclusions

Within the industrial domain, there are multiple machinery and industrial systems
which require complicated monitoring systems. Each system has its characteristics and
needs. Therefore the data involved in the process is different. As shown in the previous
sections, both RDBMS and NoSQL databases have their strengths and weaknesses. It is
not possible to use only one type of database to achieve all the different needs. So, why
use only one instead of using a combination of database technologies? For instance,
asset management systems and the organisations should consider migrating to a storage
architecture that takes advantage of the strengths of both NoSQL and relational data-
bases. This hybrid use of the databases is called as “polyglot persistence” to express the
idea that applications should be written using a mix of languages and database tech-
nologies to take advantage of the fact that different databases are suitable for tackling
different problems (Schaarschmidt et al. 2015; Sadalage and Fowler 2012). Similarly,
they have different types of compliance with ACID properties and the CAP theorem.
Sensitive data must be handled through encryptions, and therefore RDBMS must be
used. In this way, complex queries or multi-table transactions can be performed while
preserving their atomicity, consistency, isolation, and durability. This ACID assurance
gives companies the ability to use both SQL and NoSQL interfaces without worrying
about many of the security fears associated with the use of NoSQL. It is vital for any
company to consider a number of variables, in particular economic considerations,
which must be realised financially as well as to the performance of the individual
database. Numerous use cases where a high database performance is required may not
perform well with SQL databases and can cost more regarding lost revenue. However,
giving up on RDBMS and setting up NoSQL databases is also costly and may dissuade
some companies from continuing with safer but slower RDBMS. In an asset man-
agement application, various types of RDBMS and NoSQL databases have different
applicability. In addition, wide-column NoSQL databases are suitable for data mining
and analytics. These databases can be used for fault diagnosis and prognosis appli-
cations. Additionally, because of the aspects of the document NoSQL databases are
useful for content management and storing information about various stakeholders of
the asset management system. The Graph databases have their application in analysing
‘Users’ Network’ as also for ‘Recommendations’ to the users regarding action to be
taken to tackle a machine fault. The inventory and costs of the individual items are
suitable to be stored in RDBMS. In conclusion, it is crucial to understand the char-
acteristics of the different ICTs, in this case, the DBMS and the NoSQL databases to be
able to understand how they fit into different processes and activities of the domain of
interest. The storage architecture using polyglot persistence or similar solutions are
convenient, i.e. the use of a hybrid system for different kind of data that is generated in
asset management. Consequently, it is crucial to have the state of the art knowledge
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from both academia and industry to comprehend the strength and weakness of the
different kind of database systems that exist or are emerging to be able to decide the
most suitable solution to implement taking into consideration the aspects of the
domain.

References

Barbierato, E., Gribaudo, M., Iacono, M.: Performance evaluation of NoSQL big-data
applications using multi-formalism models. Future Gener. Comput. Syst. 37, 345–353 (2014)

Bazar, C., Iosif, C.B.: The transition from RDBMS to NoSQL: a comparative analysis of three
popular non-relational solutions: cassandra, mongoDB and couchbase. Database Syst. J. V(2),
49–59 (2014)

Bordoloi, B., Agarwal, A., Sircar, S.: relational or object- oriented or hybrid?: a framework for
selecting an appropriate database management system type in a computer integrated
manufacturing setting. Int. J. Oper. Prod. Manag. 14(9), 32–44 (1994)

Chatham, M.: Structured Query Language By Example - Volume I: Data Query Language. p. 8
(2012). ISBN 978-1-29119951-2

Hellerstein, J.M., Stonebraker, M., Hamilton, J.R.: Architecture of a database system. Found.
Trends Databases 1(2), 141–259 (2007)

Indrawan-Santiago, M.: Database research: are we at a crossroad? Reflection on NoSQL. In:
2012 15th International Conference on Network-Based Information Systems (NBiS), pp. 45–
51. IEEE (2012)

Mohamed, M.A., Altrafi, O.G., Ismail, M.O.: Relational vs NoSQL databases: a survey. Int.
J. Comput. Inf. Technol. 03(03), 598–601 (2014)

Nance, C., Losser, T.: Iype, R., Harmon, G.: NoSQL vs RDBMS - why there is room for both. In:
SAIS 2013 Proceedings, pp. 111–116 (2013)

Pereira, D.A., Ourique de Morais, W., Pignaton de Freitas, E.: NoSQL real-time database
performance comparison. Int. J. Parallel Emergent Distrib. Syst. 33(2), 144–156 (2018)

Pokorny, J.: NoSQL databases: a step to database scalability in web environment. Int. J. Web Inf.
Syst. 9(1), 69–82 (2013)

Robinson, I., Webber, J., Eifrem, E.: Graph Databases: New Opportunities for Connected Data.
O’Reilly Media Inc, Sebastopol (2015)

Sadalage, P.J., Fowler, M.: NoSQL Distilled - A Brief Guide to the Emerging World of Polyglot
Persistence. 1st edn., Addison-Wesley Professional (2012)

Schaarschmidt, M., Gessert, F., Ritter, N.: Towards automated polyglot persistence. Daten-
banksysteme für Business, Technologie und Web (BTW 2015) (2015)

Stevic, M.P., Milosavljevic, B., Perisic, B.R.: Enhancing the management of unstructured data in
e-learning systems using MongoDB. Program 49(1), 91–114 (2015)

Trappey, A.J.C., Trappey, C.V., Ma, L.: Incorporating data warehouse technology into asset
information management systems for larger assets. In: Proceedings of the 10th World
Congress on Engineering Asset Management (WCEAM 2015), pp. 601–612. Springer, Cham
(2016)

Van der Veen, J.S., Van Der Waaij, B., Meijer, R.J.: Sensor data storage performance: SQL or
NoSQL, physical or virtual. In: 2012 IEEE 5th international conference on Cloud computing
(CLOUD), pp. 431–438. IEEE (2012)

308 J. Campos et al.



Leveraging Asset Management Data
for Energy Recovery and Leakage Reduction

Gideon Johannes Bonthuys1(&), Petrus Blom1, and Marco van Dijk2

1 i@Consulting, 472 Botterklapper St, Die Wilgers, Pretoria 0184, South Africa
{deon,petrus}@iatconsulting.co.za

2 Department of Civil Engineering, University of Pretoria,
Pretoria 0002, South Africa

marco.vandijk@up.ac.za

Abstract. Excess pressure and increases in pressure within water distribution
systems correlate directly to increased water losses from pipe leakages. Pressure
management in water distribution systems, is one of the most influential, most
important and most cost-effective interventions that can be implemented in order
to reduce leakage. Excess pressure available in water distribution systems can be
used as a renewable, low cost clean energy alternative for energy production
with no significant environmental impacts. Similar to the use of pressure
reducing valves, hydraulic energy recovery devices can be used to reduce excess
pressure in a water network, but with the added benefit of converting the excess
pressure into electric power rather than to dissipate the energy. Asset manage-
ment systems, inclusive of asset management plans and asset registers, provides
unabridged information on water distribution systems with regards to spatial,
technical, operational and financial data. Analysis of this data with respect to
energy recovery highlights the hidden opportunities. The energy consumption in
urban water supply and distribution systems represents 7% of the world’s energy
consumption. The paper investigates and proposes the leveraging of asset
management data for optimizing pressure management to enable maximum
energy recovery and reduce the leakage rate from the system. Energy recovery
decreases the carbon foot-print of the water distribution system while simulta-
neously either generating a stream of revenue for the operator or resulting in an
energy cost saving. This increase in revenue or cost saving impacts on the
dynamic of an asset management plan and provides for a more sustainable
system.

1 Introduction

The four widely excepted fundamental management practices for leakage reduction or
the constraint of physical losses from water distribution systems are pressure man-
agement, speed and quality of repair of existing leaks, active leakage control, and asset
management (Samir et al. 2017). This paper demonstrates the potential of leveraging
the asset management data to identify areas in which to implement pressure manage-
ment through conduit hydropower installations. The conduit hydropower installation
not only serves as a pressure management practice but recovers energy from the water
distribution systems.
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The South African Water Services Act requires every municipality to have an asset
management plan. Both the Department of Water and Sanitation and the Institute of
Municipal Engineering of Southern Africa have developed practices to assist munici-
palities to compile and comply with the asset management requirements of the Water
Services Act (Van Zyl 2014). Similarities in the steps of asset management plan
development as proposed by the Department of Water and Sanitation and the Institute
of Municipal Engineering of Southern Africa is described in Table 1.

In 2014 the ISO 5500x series of standards were published and ushered in a new era
for asset management. Soon after the South African Bureau of Standards followed suit
and published SANS 5500x (Boshoff and Childs 2016). ISO 5500x defines asset
management as the coordinated activity to deliver value from assets. Using energy
recovery from water distribution systems for pressure management delivers value from
assets through direct energy cost savings and economic and socio-economic benefits
resulting from leakage reduction. Energy recovery should therefore form part of asset
management plans where viable potential within the water distribution system exists.

Since the late 1970s it has been widely recognised that pressure has a fundamental
influence on average leakage rates within water distribution systems and that leakages
can be reduced by limiting operating pressures. Increasing energy costs has guided
pressure management controls in water networks from using pressure reducing valves
towards incorporating hydro turbines to utilize pressure dissipation as a mechanism for
energy recovery from the system. Tricarico et al. (2014) highlights the potential rev-
enue or cost saving from energy recovery while simultaneously reducing leakages
within the water distribution system.

Each step in the asset management plan development process from Table 1 pro-
vides data that can be leveraged to obtain a model for energy recovery within the water

Table 1. Development of an asset management plan as proposed by the Department of Water
and Sanitation and the Institute of Municipal Engineering of Southern Africa (Van Zyl 2014).

Phase DWS IMESA

Technical assessment 1. Asset register 1. Asset register
2. Condition
Assessment

2. Condition Assessment
3. Remaining Useful Life

Financial assessment 3. Current & future
needs

4. Levels of service & demand

4. Costing analysis 5. Valuation & Life cycle cost
6. Business risk exposure

Asset management
practices

5. Operational plan 7. Operation & Maintenance plans
8. Capital investment validation

6. Maintenance plan 9. Future expenditure model &
Funding
10. Asset Management Plan to suit
budget
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distribution system. The method in which this data is processed to identify potential
pressure management zones suitable for energy recovery; the potential leakage
reduction from pressure management through energy recovery in these zones; and how
energy recovery improves the reliability of the water distribution system, is described
below.

2 Asset Management Data

The concept of leveraging asset management data centres on the utilization of existing,
measured and documented data to add energy recovery and leakage reduction potential
to the asset management plan value chain. The flow of asset management data in the
energy recovery and leakage reduction process is shown in Fig. 1.

Spatial data of linear and point components within the asset register forms the
layout of the hydraulic model for the specific section under investigation. Data from the
asset management plan with regards to customer profiles and levels of service
(LOS) populates the flow requirements within the hydraulic model. The variables that

Fig. 1. The flow of asset management data in the energy recovery and leakage reduction process.
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influences the hydraulic behaviour of the system are derived from data extrapolated
from the condition assessment of the components within the asset register as outlined in
the asset management plan. Asset management data relating to a specific section is thus
consolidated into a hydraulic model, which can calculate potential excess pressure
within a system (or section thereof) and highlight an opportunity for energy recovery as
explained in Sect. 4.

The condition assessment of the section under investigation in terms of unac-
counted for water is used to calibrate a leakage model. Additional information on
system hydraulics such as pressure and flow can be obtained through installed
telemetry used in preventative maintenance regimes described within the asset man-
agement plan. Additional information from telemetry increases the confidence rating of
the leakage model. Pressure and flow output from the hydraulic model relating to
energy recovery potential is used in conjunction with the calibrated leakage model to
calculate the potential for leakage reduction from energy recovery, as discussed in
Sect. 3.

3 Leakage Reduction

The International Water Association and the American Water Works Association
recommend the Infrastructure Leakage Index (ILI) as the most detailed performance
indicator for nonrevenue water and real operational losses. The Infrastructure Leakage
Index is the dimensionless ratio between the current annual real losses (CARL) and the
unavoidable annual real losses (UARL) within a system. The unavoidable annual real
losses are the lowest technically achievable annual real losses and can be calculated
using Eq. 1 (Samir et al. 2017).

UARL ¼ ð18 Lm þ 0:8Nc þ 25 LpÞ � H ð1Þ

Where Lm = mains length (km); Nc = number of service connections; Lp = the
total length of underground pipe between the edge of the street and customer meters
(km); H = average operating pressure (m).

Liemberger (2010) developed a physical losses assessment to classify leakage
levels in both developed and developing countries into 5 categories as shown in
Table 2. Pressure has a fundamental influence on average leakage rates within water
distribution systems as leakage is, to an extent, driven by pressure. Leakage volume
and new leakage frequency is reduced through the reduction and stabilization of
pressure within a water distribution system. Equation 2, known as the FAVAD
equation, is the preferred relationship between leakage and pressure (Kabaasha et al.
2016).

Q ¼ cd
p
2ðA0h

0:5 þ mh1:5 ð2Þ

Where Q = leakage rate (m3/s); Cd = discharge coefficient; g = gravitational
acceleration (m/s2); A0 = initial leak opening without any pressure in the pipe (m2);
h = pressure head (m); m = slope of the pressure area line (m).
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The FAVAD equation is used to estimate the leakage from a water distribution
system for any given pressure within the system. The total leakage reduction in a water
distribution system is the difference between the current leakage (base scenario) and the
estimated leakage after a change in system pressure. The change in pressure for the
purposes of this paper refers to the pressure head associated with the energy recovery
from the water distribution system.

4 Energy Recovery Potential

In both a pumped and a gravity water distribution system, pressure in the system must
be lower than the prescribed limit to prevent water losses through leakages and pipe
bursts (Gaius-obaseki 2010). In addition, too little pressure will cause unsatisfactory
levels of service to consumers and therefor water distribution systems have limitations
for pressure. Leakage volume is reduced though a reduction in pressure within a water
distribution system. The maximum leakage reduction potential therefore exists when
the pressure within a water distribution system is reduced to the minimum acceptable
operating conditions. Any pressure within a water distribution system over and above
the minimum acceptable operating pressure is potentially excess pressure which could
be converted into energy through energy recovery. The residual pressures within South
African water distribution systems should be within the limits shown in Table 3 or
specific local authority requirements.

The typical approaches to pressure control within water distribution systems are to
install pressure reducing valves. Energy dissipated in water distribution systems can be

Table 2. Physical Loss Assessment (Liemberger 2010) (Adapted)

Category ILI Description

A1 <2 Potential for further NRW reductions is small
A2 2–4 Further NRW reduction may be uneconomic unless there are water

shortages or very high water tariffs
B 4–8 Potential for marked improvements
C 8–

16
Poor NRW record

D >16 Highly inefficient; a comprehensive NRW reduction program is
imperative and high-priority

Table 3. Residual pressure in South African water distribution systems (CSIR 2005)

Types of development:
dwelling houses

Minimum head under
instantaneous peak demand (m)

Maximum head under zero
flow conditions (m)

House connections 24 90
Yard taps + yard tanks 10 90
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recovered by replacing pressure reducing valves with hydro turbines. In South Africa
there are 257 municipalities which all own and operate water distribution systems
which can be equipped with hydro turbines for energy recovery and supplement or
reduce the requirements for pressure reducing valves (Van Dijk et al. 2012). Whenever
excess energy is present within a water distribution system, hydro turbines can be
installed for energy recovery.

To calculate the potential energy recovery from a water distribution system, the
available excess pressure head, along with the associated flow is used. The flow and
head available is used in Eq. 3 to calculate the energy recovery capacity in certain
scenarios. Total potential energy recovery is calculated as the product of the energy
recovery capacity and the period over which it occurs.

P ¼ qgQHl ð3Þ

Where P = power output (watt), q = density of fluid (kg/m3), g = gravitational
acceleration (m/s2), Q = flow rate (m3/s), H = available pressure head (m) and
l = turbine system efficiency.

5 Case Study – Ext 47, Ekurhuleni, South Africa

The concept of energy recovery and leakage reduction through leveraging asset
management data was tested through a desktop study conducted on a section within the
Ekurhuleni Metropolitan Municipality in South Africa, called Extension 47. From the
asset register of Ekurhuleni and Ext 47 data was extracted to construct the layout of the
hydraulic model. A combination of data from the condition assessment of assets per-
taining to the water supply at Ext 47 were used in calculating the hydraulic charac-
teristics of the model.

Ext 47 is a residential suburb consisting of a development of 107 retirement units.
The type of development is classified by the Guidelines for Human Settlement Plan-
ning and Design (CSIR 2005), as dwelling houses (residential zone 1), and has a
theoretical annual average daily water demand of between 600 and 1200 l/day based on
an erf size of less than 400 m2. The actual demand of Ext 47 was measured during the
month of June 2107 and extrapolated to estimate an annual average daily water demand
of 518 ‘/day and correlates closely with the standard guidelines for residential zone 1.
Figure 2 shows an extract of the flow measurements recorded at the supply inlet pipe to
Ext 47 during the month of June 2017. These measurements along with billing
information and estimates within the asset management plan were used to set up the
flow conditions within the hydraulic model.

Figure 2 also indicates a minimum night flow of approximately 0.76 m3/h which is
indicative of possible water leakage. This indicative leakage flow along with the non-
revenue water calculations within the asset management data of the asset management
plan, were used to calculate the International Leakage Index of Ext 47 as well as to
calibrate the leakage model. Figure 3 shows the graphical representation of the
hydraulic model for Ext 47 set up in EPANET, using asset management data.
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6 Results

The unavoidable annual real losees and current annual real losses for Ext 47 were
calculated as 79 ‘/day/connection and 122 ‘/day/connection respectively, resulting in
an International Leakage Index of 1.5. According to Table 2 this places Ext 47 in
category A1 and highlights that potential for reduction in non-revenue water is small.

From the hydraulic model it was evident that the minimum pressure in the system
exists at node 43. Reduction in system pressure is therefore limited by node 43. Due to
the small extent of Ext 47 the optimum scenario for energy recovery was modelled
using a singular location at the main inlet pipe to Ext 47 at node 1. In larger sections a

Fig. 2. Ext 47 - Flow measurements - June 2017

Fig. 3. Ext 47 - Hydraulic Model – EPANET
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combination of several locations may have the largest impact. The available flow for
energy recovery was calculated as the total flow at the main inlet pipe to Ext 47 minus
the accumulated leakage rate of 0.76 m3/h. Figure 4 shows the available pressure head
and flow for energy recovery for a 24 h period as per the average demand pattern
calculated from the June 2017 flow data. This graph is an output from the hydraulic
model as was used to calculate the total daily energy recovery potential as 5.2 kWh.

The leakage model was calibrated using the current annual real losses and the flow
and pressure results from the hydraulic model. The leakage model was run using the
pressure both before and after potential energy recovery. Results from the model showed
an average reduction in leakage from 122 ‘/day/connection to 31 ‘/day/connection. This
constitutes a 74% reduction in unaccounted for water within Ext 47 when energy
recovery is used for leakage reduction. The energy recovery and leakage reduction for
Ext 47 as per the study amounts to an average annual saving of R61 650, based on
electricity and water unit tariffs.

7 Conclusions

The following conclusion and recommendations emanated from the study:

• Asset management data can be leveraged to highlight opportunities for energy
recovery and leakage reduction in municipal environments.

• By combining leakage reduction and energy recovery, a more sustainable system
can be obtained, recovering 5 kWh of energy from the water distribution system in
Ext 47 and a 74% reduction in unaccounted for water.

• The energy recovery and leakage reduction are not one directly a product of the
other but linked through the dissipation of excess energy in the system.

Fig. 4. Total available pressure head and flow for energy recovery from Ext 47
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• It is recommended that larger areas be included in the study to investigate the
impact of higher demands on energy recovery and leakage reduction.

• It is recommended that the study be developed into an add-in tool to identify and
spatially report energy recovery and leakage reduction through existing asset
management software.

References

Boshoff, L., Childs, R.: Urban infrastructure asset management: the cities infrastructure delivery
and management system toolkit (CIDMS). SAAMA, Somerset West, Cape Town 2016

CSIR: Guidelines for Human Settlement Panning and Design, vol. 2. Capture Press, Pretoria
(2005)

Gaius-obaseki, T.: Hydropower opportunities in the water industry. Int. J. Environ. Sci. 1(3), 392
(2010)

Kabaasha, A.M., Van Zyl, J.E., Piller, O.: Modelling pressure: leakage response in water
distribution systems considering leak area variation. Computing and Control in Water
Industry, Amasterdam (2016)

Liemberger, R.: Recommendations for initial non-revenue water assessment. International Water
Association, Sau Paolo (2010)

Samir, N., Kansoh, R., Elbarki, W., Fleifle, A.: Pressure control for minimizing leakage in water
distribution systems. Alexandria Eng. J. 56(4), 601–612 (2017)

Tricarico, C.: Optimal water supply system management by leakage reduction and energy
recovery. Procedia Eng. Osa/vuosikerta 89, 573–580 (2014)

Van Dijk, M., Van Vuuren, S.J., Bhagwan, J.N.: Conduit Hydropower Potential in a City’s Water
Distribution System, IMESA, George (2012)

Van Zyl, J.E.: Introduction to operation and maintenance of water distribution systems. Water
Research Commission, Pretoria (2014). 1 toim

Leveraging Asset Management Data for Energy Recovery and Leakage Reduction 317



Part IV: Asset Decisions
and Decision Support



Application of a Value-Based Decision-Making
Process to an Industrial Water Supply System

Manuela Trindade1, Nuno Almeida2(&), Matthias Finger3,
Jaime Gabriel Silva4, Luís Ghira5, and João Vieira6

1 Infraestruturas de Portugal, CERIS, Lisbon, Portugal
manuela.trindade@tecnico.ulisboa.pt

2 IST - University of Lisbon, CERIS, Lisbon, Portugal
nunomarquesalmeida@tecnico.ulisboa.pt

3 EPFL – École Polytechnique Fédérale de Lausanne, Lausanne, Switzerland
matthias.finger@epfl.ch

4 Instituto Superior de Engenharia do Porto, Águas de Santo André,
Santiago do Cacém, Portugal

g.silva@adp.pt
5 Águas de Santo André, S.A., Santiago do Cacém, Portugal

l.ghira@adp.pt
6 IST – University of Lisbon, Lisbon, Portugal

joaopcvieira@outlook.com

Abstract. The quality requirements of industrial water are often not as strict as
those of water for human consumption, but failure to fulfil the needs of
industrial processes may result in extremely high economic impacts. Águas de
Santo André (AdSA) is a Portuguese utility responsible for the industrial water
supply system of the Industrial and Logistics Zone of Sines (IWSS-ILZS). This
paper uses the IWSS-ILZS as a case study to test the application of a proposed
value-based decision-making process for asset intensive organizations. The
proposed process highlights the benefits of competing alternatives for renewing
the infrastructure. It contributes to higher engagement in value-based thinking
over the lifecycle of the asset base of AdSA, enabling the balancing of per-
formance, cost and risk, and an increased alignment with corporate objectives
and stakeholder needs and expectations.

1 Introduction

This paper addresses the complexities of decision-making in an industrial water supply
system of a Portuguese utility. This industrial water infrastructure is used as a case
study to test a prototype value-based decision-making process designed by the authors
(Trindade and Almeida 2016; Trindade et al. 2017). The process includes the following
steps: (i) communications and consultation; (ii) establishing the context; (iii) opportu-
nity assessment (opportunity identification, opportunity analysis and opportunity
evaluation); (iv) opportunity implementation; (v) recording and reporting; and,
(vi) monitoring and review.
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The systematic application of the proposed process is expected to promote
proactive lifecycle thinking and enable the consideration of short and long-term
impacts towards the delivery of the best value for the organization and all stakeholders.

2 Methodology

The methodology adopted in the case of study is as shown in Fig. 1: (i) review of
literature and standards applicable to the water sector; (ii) analysis of documented
information on AdSA and the IWSS; (iii) application of the proposed decision-making
process to upgrade/renewal decisions of a critical gravity pipe installed in 1980;
(iv) multidisciplinary discussion and critical review of results; and v) validation of
results prior to operationalization of the decision.

3 Case Study

Águas de Santo André (AdSA) is a water utility in Portugal whose mission is to
manage and operate water and wastewater systems, including an industrial water
supply system comprising catchment, adduction, treatment, storage and distribution
processes (AdSA 2015). The needs of the industrial clients of the ILZS determine the
service levels of the system. AdSA has to deal with the complexities of the ILZS and
uncertainties about the future situation of this industrial and logistical zone.

Aiming at reducing infrastructure risk, AdSA is planning the upgrade/renewal of
one of its critical assets, a gravity pipe, which is the focus of the case study discussed in
this paper. The case study includes a sensitivity analysis for several demand scenarios
given the uncertainty of growth expectations for ILZS in the short/medium term, taking
also into consideration the effects of demand in the asset deterioration rate, amongst
other parameters affecting the decision-making process.

The period of analysis of the case study is 20 years (2019–2038). The analysis
covers both short-term (5 years) and long-term (15 years) effects.
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Fig. 1. Methodology of the case study
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4 Application of the Proposed Process

4.1 Communication and Consultation

Successful management of opportunities involves sound decisions and informed
choices. This depends on effective communication and consultation with relevant
stakeholders.

In this case study, the authors used engagement sessions and workshops with an ad
hoc asset management group of AdSA, involving the CEO and the head and techni-
cians of Engineering, Maintenance, Operations and Finance. This enabled the gathering
of the documented information needed to assess the competing options or investment
opportunities, plus the multidisciplinary discussion leading to validation before the
operationalization of the decisions made.

4.2 Establishing the Context

Scope of decisions
The context of the decision-making is a renewal or upgrade of a 10 km long gravity
pipe with diameters ranging from 1000 to 1500 mm. This pipe connects the water
treatment plant at an elevation of 70 m to a 50 000 m3 storage tank at 53 m of elevation
that precedes the distribution network. The pipe material is reinforced concrete in
general and steel in the valve chambers. Inspections reported a poor structural condition
of these valve chambers and leaks of treated water.

The gravity pipe, in service since its construction in 1980, presently delivers about
13 000 000 m3/year, with an expected increase in demand up to 20 000 000 m3/year in
the short term. The installed capacity of this pipe is approximately 42 000 000 m3/year
(AdSA 2014).

This gravity pipe is one of the most important and critical assets. There is no
redundancy for this part of the supply system and its failure implies an unacceptable
interruption in the supply to the industrial clients. There is thus a need for an upgrade or
renewal.

Value drivers and impacts
AdSA’s mission states three high-level concerns: economic, social and environmental
efficiency and sustainability. Its vision is to be a national reference in the environmental
sector, in terms of quality of the public service provided and an active partner for the
economic development of the region. These are the guidelines or inputs for establishing
the strategic objectives of the organization, alongside with the customers’ expectations
and needs and the legal and regulatory requirements (LNEC & ERSAR 2017; Alegre
et al. 2014).

Value drivers are essential factors for making asset-management decisions as it
focuses attention on the key elements that need to be considered in the decision-making
process, such as the asset and its functionality as well as the needs and expectations of
different stakeholders (Haddadi et al. 2016). Value drivers help asset managers to focus
on those activities that will have the greatest impact on value for the organizations and
its stakeholders and broadly encompass factors related to cost, risk and performance
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(Parlikad and Srinivasan 2016). For example, in this case study value-drivers include
the impacts on service (quality and capacity), costs (opex and capex) and reputational
risks (e.g. safety and environment).

In the proposed value-based decision-making process the competing renewal and
upgrade options of the gravity pipe are assessed against: i) impacts in the organization
(direct and indirect business impacts of the project on the strategic objectives of
AdSA), and; ii) impacts on stakeholders (impacts of the project on those that are
directly or indirectly affected, taking into account social concerns beyond financial
aspects).

The demand scenario considered is 20 hm3/year, 7 hm3/year higher than present
consumption levels. A sensitivity analysis is carried out to evaluate the impacts of
changes in demand.

4.3 Opportunity Assessment

Opportunity identification
Four options are considered: Option 0 - Status quo (42 hm3/year); Option 1 - Reha-
bilitation of the existing pipe (42 hm3/year); Option 2 - Construction of a new pipe with
higher capacity (50 hm3/year) and disposal of existing pipe; Option 3: Construction of
a new pipe (20 hm3/year) and rehabilitation of the existing pipe (42 hm3/year).

Opportunity analysis
The analysis of the competing options ensures that the selected capital project delivers
value to the stakeholders and meets the objectives set for the project and the organi-
zation (GFMAM 2016).

The analysis is based on nine criteria with corresponding value metrics, four of
which pertain to the performance dimension (Fig. 2), two to the cost dimension (Fig. 3)
and three to the risk dimension (Fig. 4). All risks are monetized and included as
financial costs.

Fig. 2. Performance analysis
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Opportunity evaluation
Evaluating implies a judgement on the value deriving from the competing opportu-
nities and choosing those that are to be implemented (Trindade et al. 2017). This
involves the estimation of the value of each individual opportunity or group of
opportunities.

The value delivered to the organization and the various stakeholders can be esti-
mated by evaluating the impacts (organization and stakeholders) of each competing
option.

In this case study, future cash-flows are considered to worth less than current cash
flows (Parlikad and Srinivasan 2016). A reference discount rate of 3% was considered
following the Guide to Cost-Benefit Analysis of Investment Projects (European
Commission 2014).

The following techniques were used to quantify organization impacts (Fig. 5): Net
Present Value Analysis (Eq. 1), Return On Investment (Eq. 2) and Benefit Cost
Analysis (Eq. 3).

In the equations, the financial costs include OpEx, CapEx and monetized risks, r is
the discount rate, i is the year of the period of analysis, and N is the total period of
analysis (20 years).

ð1Þ

ROI %ð Þ ¼
PN

1¼1 Business revenues� Financial costsð Þ
PN

1¼1 Financial costsð Þ ð2Þ

Fig. 3. Cost analysis

Fig. 4. Risk analysis
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Fig. 5. Cumulative results for NPV, ROI and BCA methods

BCA ¼
PN

i¼1 Business revenuesþ Social benefitsð Þ
PN

i¼1 Financial costsþ Social costsð Þ ð3Þ

Considering the whole-life of the infrastructure and for an average demand of 20
hm3/year, the NPV indicates that option 1, followed by option 2, delivers the best value
for the organization in the long term.

The ROI for the entire period also indicates best value for option 1 followed by the
option 2.

When the positive (benefits) and negative (costs) impacts of various options are
considered and evaluated according the BCA technique, the best option is number 2
followed by option 3 (BCA > 1), options number 0 and 1 having a BCA < 1.

Value is generated by a water utility primarily through meeting the needs of its
stakeholders. These needs will vary between stakeholders (Hughes and Moore 2017).
A preliminary evaluation of the impacts on stakeholders was performed using a
qualitative method of the perceived value of each competing option by the different
stakeholders. A further detailed evaluation can be done using a multi-criteria analysis
(MCA), namely by identifying and evaluating the positive and negative impacts of the
different options in non-monetary terms (IIMM 2015). When evaluated the impacts on
stakeholders considering the respective value drives defined, the best option was
number 2, followed by the option 3. When stakeholders were considered option 1 was
found unacceptable.

4.4 Opportunity Implementation

Opportunity implementation involves a set of feasible projects that could transform
some or all of the relevant opportunities into realized benefits (Trindade et al. 2017).
The deliverables of these projects are expected to demonstrate that value is being
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realized from the asset base in line with the organizational strategy and goals and the
needs of stakeholders.

4.5 Recording and Reporting

The proposed value-based opportunity management process assists decision makers
with documented information about the choices they make (e.g. prioritise actions and
select among alternative options).

In an asset management context, it is likewise relevant to succinctly demonstrate
that the best value is being delivered from the asset base. And that an adequate
balancing of performance, cost and risk was achieved, both in the short and the long
terms.

Different techniques (e.g. NPV, ROI, BCA, MCA) may be applicable to express the
concept of value depending on the value drivers assumed by the organization. These
assumptions should be clearly recorded and reported as part of the decision-making
process. For example, a value record such as the one presented in Fig. 6 can be used in
this regard. It summarizes the information generated throughout the decision-making
process, enabling a quick perception on how the best possible result can be achieved.

4.6 Monitoring and Review

Business environments are constantly changing. Factors affecting the organization and
its stakeholders are likely to change as well. The balancing of performance, costs and
risks in asset management decisions is therefore an iterative process. The efficiency and
effectiveness of the decision making proposed process thus depends on monitoring and
revision activities, so that the opportunity implementation plan remains relevant and
updated.

Because of the uncertainty in the estimated for demand of industrial water, a
sensitivity analysis for five different scenarios was undertaken (13 hm3/year, 14 hm3/
year, 20 hm3/year, 25 hm3/year and 50 hm3/year). Apart from the considerations related
with stakeholders (e.g. when the BCA technique is used), option 1 seems to be the best
solution when demand is under 25 hm3/year and for every interest rate variation
(Fig. 7).

Fig. 6. Extract of a value record of the industrial water supply system
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5 Discussion

A combination of techniques was used to calculate the value delivered by the industrial
water supply system of AdSA, namely the NPV, ROI and BCA. NPV is a basic form of
economic analysis that sums all discounted costs and revenues expected for the asset or
investment alternatives through its lifecycle (IIMM 2015). ROI is the net profits (or
savings) expected from a given investment expressed as a percentage of the return on
investment. BCA is an extension of NPV, but considering organizational and stake-
holders impacts, that involves identifying and evaluating the positive (benefits) and
negative (costs) impacts of various options in monetary terms, over a given period of
analysis.

If NPV and ROI are used to express value, option 1 is preferable, followed by
option 2. However, if the social impacts are also factored in with the BCA analysis, the
option with the highest value is option 2.

The BCA technique was found to be appropriate when decisions involve a bal-
ancing of performance, risk and cost (IIMM 2015; Cruz and Marques 2012), as
required by the ISO 55000 standards on asset management.

In the case study, the stakeholders impact of each competing option was repre-
sented by value drivers. A qualitative assessment of these value drivers indicate option
2 as delivering the highest value.

6 Conclusions

This paper discusses the best option for intervening in a critical asset of the industrial
water supply system of ILZS, considering both short and long-term views. Various
methods were tested to find the best trade-off between performance, risk and cost. Best
value was determined also by analysing the impacts of the competing options on the
stakeholders of the industrial water supply system and the AdSA strategic objectives.

Fig. 7. Sensitivity analysis for water demand and interest rates
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The industrial water supply system was found to be critical because its interruption
due to failure or sudden deterioration can lead to extremely high economic losses for
the industries in the ILZS. Given the criticality of the industrial processes involved, this
would subsequently lead to unacceptable impacts at the national level as well. The
revenues and reputation of AdSA were thus considered of paramount importance.

The main objective of the case study was to test the applicability of a proposed
value-based decision-making process. The process shows potential to be a valuable
asset management tool, but more testing is needed to conclude about the contexts in
which the process valid (e.g. the maturity level of asset management in the organi-
zation) and what kind of improvements or adjustments are needed.
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Abstract. In asset management one key element is the availability of infor-
mation at right time for decision-making. Decision-making processes in orga-
nizations are often multi-actor problems. Studies to train and improve decision-
making with serious games have been previously conducted. The term “serious
game” describes an intention of the player or the developer of the game to
include a purpose other than pure entertainment into the game. Serious games
communicate their purpose to the player through immersive and fun gameplay.
While being engaged in gameplay, the players are knowingly or subconsciously
more receptive to learning and skill acquisition. The number of articles about
serious games in decision-making has increased during recent years. In this
study, a systematic literature review is performed by using the Scopus database.
The purpose of the paper is to categorize and analyse the content of existing
literature of serious games for decision-making processes in organizations. The
paper also raises some points on what the current games lack considering
organizational and technological trends.

Keywords: Serious games � Decision-making � Decision support � Simulation
games

1 Introduction

Physical asset management can be seen as a process of identification, design, con-
struction, operation and maintenance of assets. Management of critical assets requires
reliable information for the decision-making process. (Faiz and Edirisinghe 2009)
Better decision-making can be done by using better and more efficient information
management (Vanier 2001). Serious games and games for learning in general are
mostly used for knowledge acquisition but they have been successfully used also for
example for skill acquisition and behavior change (Boyle et al. 2016).

Serious games are an approach for incorporating learning or training purpose in a
fun and engaging game. Zyda (2005) defines a serious game as a mental contest where
through entertaining gameplay the players’ achieve a learning purpose built into the
game. Playing any kind of a game is based on making series of decisions in the
environment of the game. Abt (1970) mentions that testing different choices of
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decisions is too expensive and risky in many industrial and governmental settings due
to complexity and incomplete information and serious games provide a way to compare
alternatives. With serious games, complex decision-making processes can be simu-
lated, trained and improved.

Conducting a preliminary literature review to support the design of a collaborative
serious game for supporting inter-organizational decision-making processes in business
ecosystems proved to be difficult. This systematic literature review investigates how
serious games are used to support decision-making processes in organizations and aims
to either support further research in the field of serious games in inter-organizational
collaboration between companies or to reveal a gap in academic literature regarding
such games.

In the Scopus database, over 200 papers can be found about supporting decision-
making with a serious game between the years 2003 and 2017. A general conclusion
after reviewing the large number of articles is that serious games are relevant for
educational purposes as well as training decision-making in organizations. Serious
games offer a possibility to learn and test complex decision-making situations in many
different fields by simulating decision processes and studying the data of users’
interactions. This literature review excludes serious game research concentrating purely
on educational purposes because there is previous research on these topics with various
other terms such as educational games or game-based learning.

2 Research Design

Scopus database was used to search with string “TITLE-ABS-KEY ((“serious game”
AND “decision making”) AND NOT (“education” AND NOT “training” ))”. This
produced 197 search results that were screened out down to a final sample for analysis.
As serious game as a term is used to also describe games with a purely educational use,
these articles were excluded from the search but separately processed. Other searches
were conducted in Scopus, Google Scholar and Google search engine to get a wider
understanding to the topic in hand. For example, including other game terms “simu-
lation game”, “video game” and “computer game” in the search increased the amount
of results in Scopus to 926. The other game terms steered the results too far from the
training of decision-making processes and therefore the presented search string was
deemed suitable for the purpose of this research.

The 197 search results were first combed through on abstract level and 82 of them
were excluded from the review due to not presenting a specific game or decision-
making process in organizational context. The remaining 115 papers were skimmed
through and 78 were removed with the same criteria as on abstract level including the
removal of papers with target players being customers or patients of an organization
instead of its employees, or not indicating its target players clearly. For example, a
serious game dedicated to rehabilitating drug addicts might aim to improve the
decision-making of the drug addict but does not directly affect the decision processes
within the organization facilitating the game. Third and final screening removed 14
papers out of the remaining 37 based on the papers introducing a game too early in its
concept phase for the purposes of this paper. The games too early in the concept phase
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would not communicate their target players or the decision-making processes included
in the game and therefore making the categorizing of those papers impossible. Out of
the 39 search results disregarded with the “AND NOT (“education” AND NOT
“training”)” part of the search string, 5 were skimmed through based on abstracts and
one was chosen for the final sample. This search condition excluded papers dedicated
to educational purposes but specifically included educational papers with a training
purpose.

Qualitative content analysis focuses on meaning rather than quantification. Content
analysis is a technique to identify reference models and to estimate parameters from
textual data (Luna-Reyes and Andersen 2003). Content analysis is a systematic
research method (Krippendorff et al. 1980; Downe-Wambolt 1992). Content analysis is
used to analyse data, which is in textual form.

3 Findings

The usage of serious games to train tasks involving decision-making within organi-
zations is gaining traction. Out of the 24 analysed papers, 17 were written during the
past five years (2013–2017) and the rest between the years 2005 and 2012. The 24
papers presented 20 different serious games of which only 2 are non-digital and 18
playable with computers or mobile devices. The papers are numbered in coding by the
games they present. SKYBOARD-game is presented in four papers (4a-d), D-CITE in
three (7a-c) and Muller and van de Boer-Visschedijk (2017) introduces two games,
BrainRun (16) and Casual Tactical Decision Game (17).

13 games have simulation as primary or secondary game genre and 7 have role
play. Most primarily role playing games have simulation as a secondary genre. The
distinction between simulation and role play comes from a player assuming a role, for
example a physician, and playing according to the role. Simulation puts the player in
the game as themselves and puts them through tasks that simulate ones from the real
world. Simulation is a natural choice for training purposes as the player automatically
makes the link between game and the purpose of the training in real life. Role play on
the other hand is a genre that is used to better support the engagement and immersion to
the game play, especially when the player does not practice exactly the presented task
in reality. Other primary or secondary game genres recognized are quiz (3), action (1),
adventure (1) and strategy (1). A quiz presents a series of questions the player answers
and at the same time learns more about the topics included, action game involves fast
paced situations that require swift decision-making, adventure involves different kinds
of events in a game world, and strategy requires decision-making on a strategic level.
All made categorizations are presented in Appendix 1.

The decision-making situations in the analysed serious games were compared with
the four phases of rational decision-making: intelligence, design, choice and imple-
mentation (Turban et al. 2010). Most of the decision-making training in the analysed
games belong to the design and choice phases. The design phase means that the
decision-making processes under training involve inventing, developing and analysing
different courses of action. In the choice phase, the player selects an action from the
alternatives developed in the design phase. This is not surprising as most of the
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processes in the games present some form of vague emergency or critical situation,
which require swift, stable and correct decision-making – for example medical complex
surgery procedures or modelling decisions of a player during critical situation in supply
chain management. In the intelligence phase, the player would search for conditions
that require decision-making and in the implementation phase adapt the made decision.
Occurrence of each phase within the analysed games is presented in Table 1. Most of
the games require the player to act in more than one phase of rational decision-making.

7 of the 20 analysed games are primarily related to healthcare, 4 to military, 3 to
managing a conflict situation and 6 to other including project management, airport
management, infrastructure planning, sports and financial decision-making. The use of
serious games in training of tasks in the design and choice phases of rational decision-
making also reflects in the fact that 14 of the games are single player and 6 multiplayer.
17 of the games are intra-organizational and only 3 involve roles of players inter-
organizationally. All three inter-organizational, two of which are board games, are
collaborative games. Inter-organizational collaboration is key in future. Games rec-
ognized here reflect that poorly, especially since only one game supports inter-
organizational training in digital form, which is much more accessible to play than
physical board game.

The stage of the analysed game in the papers concentrates on prototype level. The
scale is from a concept, a prototype, validated to released. A concept means the paper
does not present any test results, only thoughts on the design of the game. A prototype
includes a proper playable version of the game and a validated game has gone through
tests within its intended target group or otherwise can draw reliable conclusions on
achieving its purpose. A released game means that the game is commercially available.
4 papers present a concept, 13 a prototype, 5 a validated and 2 a released game.

Content analysis visualization was done by creating a word cloud using NVivo
software (see Fig. 1). In the word cloud, word frequency from the 24 analysed papers
was examined. The most used word was game (synonyms included) with 2419 times in
the analysed papers. The size of text in the word cloud tells the frequency of the word, a
bigger font meaning higher frequency. The next frequent words were: learning (1698),
making (1607), training (1591), design (1456), process (1228), work (1170), take
(1061), results (1060), decision (1021), study (993), performance (972), player (899),
control (840), management (830), and serious (801). However, a word of interest,
collaboration, was far from the most frequent (collaborative (307) and cdm (242)). The
last word in list (100th) was interaction.

Table 1. Occurrence of rational decision-making phases in analysed games.

Intelligence Design Choice Implementation

4 16 14 4
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4 Discussion and Conclusions

New and developing digital tools allow for better and more realistic simulations.
Serious games including simulations in this study are still missing some elements, such
as smell and feel. In “Auction Game” (Astor et al. 2013) biofeedback is used to give the
player some of these missing elements but other games do not report similar usage. In
addition, Anon (2010) notes that serious games do not provide stimulation for all
senses using the lack of the smell of a battlefield as an example from their game.

The two most important findings were the lack of presence of the intelligence phase
of the four phases of rational decision-making in the analysed games and the fact that
the games concentrated on decision-making processes within a single organization. The
intelligence phase includes determination of whether a problem requiring decision-
making exists and the explicit definition of the possible problem. In the analysed
papers, almost all of the presented games were already past this phase and the player
knew the situation around which they had to make decisions. The lack of implemen-
tation phase is not as surprising since most of the games simulated this phase for the
player after the player completed the choice phase. A quick glance at simulations used
to optimize risk management procedures (e.g. a nuclear power plant, see Williamson
et al. 2012) show that games to support the intelligence phase exist with other termi-
nology (simulation game, simulation, gamification) than serious games, while fulfilling
Zyda’s (2005) definition of serious games–being entertaining and incorporating a
learning purpose. Further research is required to connect the different terms to get a
better understanding about using games with serious purpose to improve decision-
making processes in organizations.

Inter-organizational decision process increases in complexity compared with one
where the decision influences only a single organization. As Abt (1970) notes, com-
plexity is one reason to use serious games to go through decision-making processes.
However, only 3 out of the 20 analysed games involved inter-organizational decision-
making. Here the further research directs towards designing and using serious games

Fig. 1. Word cloud
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more in inter-organizational setting to test if they are indeed able to answer the issue of
complexity of decision-making processes.

Decision-making in asset management requires relevant information for the basis
for decisions. Serious games offer a tool for increasing the knowledge of the players
about the topics they make decisions about in reality or develop the decision-making
processes through simulation. Therefore, serious games are versatile in the way that
they can both ensure the decision maker has the relevant information and is capable of
making the decisions.
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Appendix 1. Categorization of Serious Games for Decision-Making.

Topic Game platform Amount of

players

Training

content for

Game genre Subject of the game Stage of the game

(at the time of publication)

Digital Non-

digital

Single

player

Multi

player

Single

organi

zation

Inter

-organi

zational

Simulation RPG Quiz Other Health

care

Military Conflict

management

Airport

mana

gement

Other Con

cept

Proto

type

Valid

ated

Rele

ased

1 x x x 1 1 x

2 x x x 1 1 2 x

3 x x x 1 1 x

4a x x x 2 1 1 x

4b x x x 2 1 1 x

4c x x x 2 1 1 x

4d x x x 2 1 1 x

5 x x x 1 1 x

6 x x x 2 1 2 1 x

7a x x x 2 1 1 x

7b x x x 2 1 1 x

7c x x x 2 1 1 x

8 x x x 1 1 x

9 x x x 1 1 x

10 x x x 1 1 x

11 x x x 2 1 1 x

12 x x x 1 1 x

13 x x x 1 1 x

14 x x x 2 1 1 x

15 x x x 2 1 1 x

16 x x x 1 1 x

17 x x x 1 1 x

18 x x x 1 1 x

19 x x x 1 1 x

20 x x x 1 1 x

1 = primary, 2 = secondary
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Abstract. Equipment management is gradually becoming more decentralized,
and, in many cases, the equipment owner, operator, maintainer and inspector are
not the same legal entity. This slows down equipment data transmission between
stakeholders and reduces business and technical process automation. In this
paper, we discuss how the application of distributed ledger concept based on
private blockchain and smart contract technology can resolve these challenges
and create a more automated and surveillance-free equipment life cycle man-
agement process.

1 Introduction

Conventional equipment ledgers are hosted by the equipment owner often as a central
database. It is the owner’s responsibility to maintain the central database so that other
stakeholders can retrieve updated data. However, different stakeholders may use dif-
ferent systems and protocols to store and share equipment data, and the different
systems and protocols cause data transmission lags and inaccuracies between stake-
holders. This would not only reduce business and technical process automation, but
also create challenges for data verification and validation which contract execution and
regulatory auditing largely depend on. A typical example of this deficiency is the
aviation industry: It costs about 1 billion USD annually to transfer aircrafts between
operators, with a large part of the expenses being caused by aircraft records trans-
mission and approval (Canaday 2017).

To resolve these challenges, the use of a distributed equipment ledger can be the
first step. As UK Government Chief Scientific Adviser Mark Walport described in his
report: “A distributed ledger is essentially an asset database that can be shared across a
network of multiple sites, geographies or institutions” (Walport 2016). However, a
distributed ledger alone is not capable of solving the existing challenges; questions
remain, such as: Based on a distributed ledger, how can we enhance business and
technical process automation whilst ensuring stakeholder consensus and data authen-
ticity? One answer is the private blockchain (Chowdhury et al. 2018). With its
advantages, such as decentralization, transparency and anti-tampering, it provides a
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solid foundation for distributed ledger implementation. Moreover, together with the
smart contract, the distributed ledger can be used to automate business and technical
processes without third-party surveillance (Walport 2016).

The rest of the paper is organized as follows: Sect. 2 will explain what the dis-
tributed ledger concept, private blockchain and smart contract are, and how they can be
implemented together for general business scenarios. Section 3 will discuss how
equipment life cycle management can be improved by the blockchain and smart
contract. Section 4 will conclude on the pros and cons of the proposed solution.
However, due to page limitations, we will not discuss the technical details of the private
blockchain and smart contract to a research level; instead, we will only discuss how to
customize and apply them to improve the equipment life cycle management process.

2 Distributed Equipment Ledger, Blockchain and Smart
Contract

2.1 Distributed Equipment Ledger

A distributed equipment ledger is owned by all stakeholders as an auto-convergent
database, in which every stakeholder maintains the part of the database that is relevant
only to themselves, according to certain contract and regulation requirements. Equip-
ment data can be recorded accurately and in a timely way by data generators them-
selves on their own premises; also, because a distributed ledger has to implement a
unified data-storing and sharing protocol for collective usage, the unified protocols will
further enhance data transmission efficiency and accuracy between stakeholders. The
distributed equipment ledger concept is illustrated in Fig. 1, with boxes representing
stakeholders, and arrows representing data flow between stakeholders and the dis-
tributed ledger.

2.2 Private Blockchain

Blockchain: A blockchain is a decentralized ledger with record groups stored
simultaneously on multiple computers. A group of records is called a block. Once a
block is entered into the ledger, it is immutable and linked using cryptography (Yaga
et al. 2018). A basic blockchain structure is illustrated in Fig. 2. Each block has at least

Fig. 1. Distributed equipment ledger
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two core elements: 1) A timestamp; 2) Previous block’s hash value generated by
cryptography function; and 3) Data stored in the block (Conte de Leon et al. 2017).

A sound blockchain has three features which are relevant to our discussion here: 1)
The blockchain is immutable and data stored in the blockchain is not changeable; 2)
Blocks can only be added to the blockchain after passing consensus mechanism; 3)
After a new block is successfully added to the blockchain, the new blockchain will
auto-synchronize itself across the network to ensure the updated blockchain copy
prevails. These three features of the blockchain are the backbone of anti-tampering and
timely convergent distributed ledger system (Conte de Leon et al. 2017).

Decentralized Network: The peer to peer network without central administration,
anyone within the blockchain decentralized network keeps an updated copy of the
blockchain. A blockchain decentralized network is illustrated in Fig. 3.

Consensus Mechanism: A consensus mechanism is a pre-defined protocol to main-
tain the consistency of the blockchain among the computers within the decentralized
network. A proposed block can be added to a blockchain only after passing through the
blockchain’s consensus mechanism (Pilkington 2016).

Public Blockchain: Anyone connected by Internet can download a public blockchain
and to be an “endorsing peer” to add new block to the blockchain. The decentralized
network of a public blockchain is limitless and can be extended to any computer
connected by Internet.

Private Blockchain: Access to the private blockchain network is governed and only
consists of people who are within the same business process or generic endeavours. For

Fig. 2. Basic Structure of a blockchain

Fig. 3. Blockchain decentralized network
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example, nodes with certain rights and obligations bounded by relevant regulations,
contracts and agreements can access a private blockchain (Jayachandran 2017).

2.3 Smart Contract

Smart Contract: A computer program intended to digitally facilitate, verify, or
enforce the negotiation or performance of a contract (Tar 2017), smart contracts
embedded in blockchain serve the same purposes as anywhere else, the only specificity
of them is that they are executed automatically and impartially without needs for
human intervention (Walport 2016). A typical process of private blockchain and smart
contract integration are illustrated in Fig. 4:

• Stakeholder selection and consensus mechanism definition: This step selects
eligible stakeholders to establish private blockchain network according to relevant
regulations, contracts and agreements. It is also practical to define or adjust the
consensus mechanism based on the stakeholders being selected.

• Pack smart contract and data into blocks: Data generated during collaborations
are packed into proposed blocks; automatable business and technical process are
converted to smart contract and embedded into proposed blocks as computer pro-
grams. The proposed block will be added to blockchain only after passing pre-
defined consensus mechanism.

• Smart contract execution: Smart contracts embedded into blocks are auto-
executed based on block data and external inputs. Updated blockchain together with
smart contract executing results is looped back to support stakeholder decision
making and generating new blocks when necessary.

Fig. 4. Private blockchain and smart contract integration process
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3 Equipment Life Cycle Management by Private Blockchain
and Smart Contracts

Because equipment life cycle management is conducted by a limited number of
stakeholders and is subject to confidentiality requirements in general, we follow a
private blockchain and smart contract integration process in Fig. 2 to model the
equipment life cycle management process. There are many blockchain platforms that
can run smart contracts on blockchain, Ethereum Foundation and IBM Block- Chain
Platform are two well-known examples. However, due to page limitations, we will only
discuss major function requirements and the technology roadmap to realize them.

3.1 Stakeholder Selection and Consensus Mechanism Definition

There are in general eight types of stakeholders who participate in equipment life cycle
management, their roles are described below:

1. The original equipment manufacturer (OEM) design and manufacture equipment,
supplies spare parts, provides technical upgrades and overhaul services.

2. The regulator approves equipment’s design, issues equipment market access cer-
tificates, establishes equipment operation, maintenance and scrapping baseline.

3. The dealer sells equipment and provides value-added services under distributor
contract.

4. The owner owns equipment and may operate the equipment with their own per-
sonnel or lease it out. If the equipment is leased out it may be leased out including
operators, or the leaser may have their own operators. The user may also buy the
function of the equipment as in a functional product (Markeset and Kumar 2005).

5. The operator operates equipment under ownership, commission or lease
agreements.

6. The service provider/contractor provides consultation, inspection, maintenance,
repair and scrapping services etc. under service contracts. A service provider may
also own or operate the equipment.

7. The supplier provides equipment consumables and spare parts.
8. Third-party auditor provides auditing services when necessary.

The eight types of stakeholders are selected and collaborate with each other
according to equipment management regulations, contracts and agreements etc. The
decentralized private blockchain network formed by them are illustrated in Fig. 5,
where computer icons represent stakeholders, arrows between computer icon represent
collaborations between stakeholders. Any stakeholder in the network is allowed to
propose new blocks, stakeholders who generate data are generally responsible to
generate the associated blocks. In situations where data and documents are generated
by more than one parties, the associated block can be generated by any party since the
consensus mechanism will ensure the data is accepted by all relevant stakeholders.
When to generate blocks is mainly depending on when data is generated. For example,
equipment condition monitoring data may be posted at some fixed period, then the
associated block can be generated at end of each period when data is available – the
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schedule-based block generation. On the other hand, inspection and maintenance report
is produced only after certain failure detection and repairing job is done, then the report
associated block is generated based on a specific event the event-based block gener-
ation. Actual block generation is a mixture of both situations.

Only blocks passing consensus mechanism can be added into blockchain. In our
case, the consensus mechanism depends on stakeholders’ rights and obligations
bounded by contracts and regulations within the equipment management process. For
example, the equipment operator proposes a block with operation commission charges
data to the blockchain, only equipment owner as commissioner can approve the pro-
posed block rather than anyone else, this type of consensus mechanism is called
“Selective Endorsement” (Lucas 2017). Selective endorsement relationship between
stakeholders within equipment life cycle are illustrated in Table 1:

• N means having no rights for endorsement, for instance, stakeholders for specific
projects usually do not have rights to endorse regulations, standards, statements and
reports generated by regulators, similarly stakeholders have no rights to endorse
their competitors or other stakeholders they have no collaboration with.

• ER means endorsing based on regulations, regulators endorse blocks based on
relevant regulations and standards, auditors usually do the same when commis-
sioned by regulators but also endorse blocks based on contracts as third party.

• EC means endorsing based on conditions such as regulatory, contractual or tech-
nical requirements etc. Contract-based endorse rights are always mutual between
contracting parties.

Block endorsement process can be automated or manually executed. Many of
nowadays business scenarios still need manual endorsement, yet automate endorse-
ments are gradually taking holds because of technology advancement such as IoT and
5G etc. enable it. For example, block with equipment delivery confirmation can be
automatically endorsed by data sent from warehouse’s barcode scammer.

Fig. 5. Equipment lifecycle management private blockchain network
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3.2 Pack Smart Contract into Blocks

Smart contract can largely improve operation efficiency because it can be used to
automate business and technical process without needs for third-party surveillance. For
equipment life cycle management, it is possible to automate the following process by
running a smart contract in combination with a blockchain.

1. Regulatory compliance process: a smart contract can automate regulation
enforcement process such as: equipment market access certification based on third-
party auditing results; equipment operation and service contractor qualification
auditing based on stakeholder’s online profiles; equipment environmental protec-
tion auditing based on IoT data.

2. Business process: a smart contract can automate contracts execution process such
as: equipment operation commission charges approval based on equipment running
parameters; equipment service contract payment approval based on equipment
running parameters; spare parts and consumables procurement and logistic
automation based on warehouse IoT data.

3. Technical process: a smart contract can automate technical process such as:
equipment condition monitoring data processing and storage; activate equipment
inspection, maintenance, repair or scrapping process based on equipment running
parameters; suspense or continue equipment operations based on operating
parameters; issuing equipment reports and notifications.

Smart contracts automating process described above are embedded into proposed
block as relatively simple computer programs, together with other information within
the proposed blocks, embedded smart contracts has to pass through consensus mech-
anism before execution on blockchain network.

3.3 Pack Data into Blocks

Equipment life cycle data is generated with different sizes and formats, to store all data
on blockchain demands tremendous data traffics and storage spaces because blockchain
synchronizing updated copies on all computers in the blockchain network. To over-
come this challenge, an off-chain encrypted storage plus on-blockchain access

Table 1. Block selective endorsement relationship

Selective ensdorsement Block endorsed by

Regulator OEM Dealer Owner Operator Contractor Supplier Auditor

Block
Generated
by

Regulator N N N N N N N N
OEM ER N EC/N EC/N N N N ER/EC/N

Dealer ER EC N C N N N ER/EC/N
Owner ER EC/N EC/N N EC/N EC/N EC/N ER/EC/N

Operator ER N N EC/N N EC/N EC/N ER/EC/N
Contractor ER N N EC/N EC/N N EC/N ER/EC/N
Supplier ER N N EC/N EC/N EC/N N ER/EC/N

Auditor ER EC/N EC/N EC/N EC/N EC/N EC/N N
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management methodology is proposed based on the well-known Inter Planetary File
System (Swan 2015). IPFS is a protocol and network designed to create a content-
addressable, peer-to-peer method of storing and sharing hypermedia in a distributed file
system (Finley 2016). Below are the IPFS features that suit for blockchain
implementation:

1. Decentralized data storage and hash searchable: IPFS do not use central server to
store and share data, instead data is stored on private computers as local copies and
published to IPFS with only a unique hash, the hash is then used to search and
download data from any computers with the published data copy. The decentral-
ization of IPFS provides great storage scalability and do not post any data format
restrictions. Meanwhile because both blockchain and IPFS are decentralized data
storage system, they can collaborate on the same decentralized network seamless
without extra network configuration. Stakeholders only need to pack the data’s
unique hash into blocks rather than the data itself, other stakeholders can download
data based on its hash from IPFS only when they need it. These data hash packed
blocks are coming in a small and similar size which make blockchain synchro-
nization much quicker. It also reduces data traffic and redundant storages within the
blockchain network.

2. Data anti-falsification: Data is published to IPFS with unique hash, any changes
made to a data copy after publication will make the changed data copy unsearchable
by the given hash anymore, this feature makes data falsification impossible after
publication to IPFS. If stakeholder download data based on data hash packed in
blockchain from IPFS, they will get the unchanged data copy associated with the
hash for sure.

3. Data access control: For data which is ought to be open for everyone, its ok to
publish data to IPFS without encrypting it first. However, for technical and business
sensitive data, stakeholders can fully or partially encrypt them before published to
IPFS, then control data assess by broadcasting data hash and decryption key only to
authorized stakeholders through blockchain and smart contract, only those who get
both the data hash and the decryption key can download and review data.

IPFS provides anti-falsification, multi-level access control and decentralized data
storage network that copes well with blockchain implementation in our case. Typical
equipment life cycle data access control is illustrated in Table 2:

• F means full access, for example, equipment related design and operation guidelines
stored on regulators’ premises are generally available to everyone.

• C means condition-based access, for example, OEM has full access to the data
stored on its own premises but may give partially or no access of its data to other
OEMs under specific conditions such as regulations and contractual requirements.
Equipment owner generally gives condition-based access of equipment data stored
on its premises to the equipment operator and verse visa.

• R means regulation-based access, depends on regional and international regulations
and standards, the regulator has certain access to data stored on other stakeholders’
premises.
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• N means no access, for stakeholders do not have any collaboration with each other,
there is generally no access to each other’s on-premises data neither.

3.4 Smart Contract Execution

After a block passing through consensus mechanism, smart contract embedded in the
block will auto-execute desired business and technical process based on block data and
external inputs from authorized stakeholders. Typical outputs of equipment
management-related smart contract execution can be: equipment maintenance notifi-
cations and reports, service payment statements and invoices, taxing and fining state-
ments, payments confirmations, authorizations for suspending or continue further
operations etc., these outputs will be automatically looped back to support management
decision making and generation of new blocks.

4 Conclusion

This paper discussed how to apply private blockchain together with smart contracts and
IPFS to improve equipment life cycle management process. The private blockchain
provides decentralized business management framework, whilst the IPFS provides
decentralized data storage, and the Smart contracts provide business and technical
process automation. We believe the proposed solution would have the following
advantages:

• Distributed equipment ledger enabled by private blockchain not only remove bar-
riers for data transmission between stakeholders, it also provides a transparent and
rigid collaboration framework without needs of third-party arbitration and
surveillance.

• IPFS reduces tremendous data traffic and redundant data storage costs during
equipment management process, IPFS also enable data storage and sharing much
more efficient because it offers great scalability and posts no format restrictions for
equipment data storage.

Table 2. Decentralized data storage access control

Decentralized storage
access control

Data accessed by

Regulator OEM Dealer Owner Operator Contractor Supplier Auditor

Data stored
on

Regulator F F F F F F F F
OEM R F/C C C C C C C

Dealer R C F/C C N N N C
Owner R C C F/C C C C C

Operator R C N C F/C C C C
Contractor R C N C C F/C C C
Supplier R C N C C C F/C C

Auditor R C C C C C C F/C
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• Smart contracts enable highly rigid, transparent and surveillance-free technical and
business process automation, which will increase equipment operation and main-
tenance performance considerably.

However, there are some disadvantages to the proposed solution as well. For
example, IPFS is still at early stage of development, data access control is not a future-
proof functionality of IPFS yet. For example, who gets the hush and download an
encrypted data without decryption key cannot access the encrypted data, but maybe just
for now since future computation power may be able to decrypt the encrypted data file
anyway. This concern would intimidate many early adopters seriously. Moreover,
blockchain and smart contract enable high degree of business and technical process
automation, which is good for some scenarios, but maybe too rigid and robotic for the
other scenarios where inherited deep uncertainties and huge risks require a certain level
of human-interventions. Finally thanks Norwegian Research Council and Chinese
Scholarship Association sponsor this research project.
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Abstract. Building energy plants generate, consume and transfer a large
amount of energy to deliver various services, such as heating, cooling, lighting
and electricity. In large buildings, these energy plants can be complex to manage
optimally. Decision support systems are useful tools for aiding managers,
however, they too can also become overly complex. Participatory approaches
for decision support system development and application are suggested in lit-
erature for overcoming this issue. This paper presents the foundations of a wider
research project that is applying participatory techniques in the development of a
decision support system at a hospital energy plant. A generic integrated building
energy plant optimisation model is formulated and expressed using problem
domain language with the aim of promoting participation from stakeholders,
such as facility managers or maintenance personnel, that do not necessarily have
modelling expertise. While the formulation is targeted towards modelling the
plant’s operational behaviour and decisions, the paper describes how it can be
used in a decision support system for aiding short-, medium and long-term
decisions of facility managers – highlighting again the model’s flexibility to
meet stakeholder requirements elicited using participatory techniques. The
project’s case study site, Lady Cilento Children’s Hospital in Queensland,
Australia, is introduced along with the planned methodology for participatory
development of the decision support system. Finally, future directions are
proposed for both further research and practical applications of the
contributions.

1 Introduction

The high energy consumption of buildings is a well-recognised issue (Doukas et al.
2007; Michailidis et al. 2018). A variety of energy related services are required during a
building’s operation, such as hot water, chilled water, lighting and electricity. In large
buildings, a system of assets delivers these services using one or more input streams,
such as electricity, renewables, gas, or diesel (Chicco and Mancarella 2009). In this
paper, these systems are referred to as building energy plants. Optimally managing the
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operation and lifecycle of the plants from a whole- of-system perspective can be quite
complex.

Decision support systems (DSSs) that make use of operational data and mathe-
matical models are well recognised in literature for aiding managers of complex sys-
tems (Hung et al. 2007; Bennet and Bennet 2008). Though their development is a
popular research field, they often fail to achieve their potential benefits. It is suggested
that this can be due to many factors, such as failing to meet end-user requirements, high
costs, and a lack of flexibility (Valls-Donderis et al. 2014). Participatory techniques,
that involve consultation with stakeholders and end-users throughout the DSS devel-
opment process, have been successful at improving the realised benefits of the
developed DSS (Borenstein 1998; Breuer et al. 2008; Jakku and Thorburn 2010; Van
Meensel et al. 2012; Valls-Donderis et al. 2014).

Several DSSs for building energy plants can be found in literature (Doukas et al.
2007; Lu et al. 2015; Michailidis et al. 2018). These represent significant research
contributions with clear practical applications. However, there appears to be a lack of
participatory techniques in the building energy plant DSS literature or at least a lack of
published discussion if participatory techniques were used in their development. The
apparent gap at the intersection between building energy plant problems, decision
support system solutions and participatory techniques is the motivation for the research
project introduced in this paper, as seen in Fig. 1.

The iterative and participatory validation process for DSS development described
in Borenstein (1998), and used more recently in Van Meensel (2012), shown in Fig. 2,
is used as the overarching research project’s methodology. The term ‘module’ is used
here in place of the Borenstein (1998) term ‘subsystem’ to avoid confusion with the use
of ‘subsystem’ in the modelling framework also used in this paper. The scope of this
paper covers first phase of prototype development, as highlighted in Fig. 2. This has
been conducted in preparation for developing it for a hospital energy plant case study
introduced later in this paper.

Fig. 1. Research project context and focus
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Section 2 describes the high-level architecture being proposed as the Building
Energy Plant DSS prototype. The generic optimisation model used in the prototype is
outlined in Sect. 3 using problem domain language. The case study hospital is intro-
duced in Sect. 4 along with an outline of the initial DSS prototype and plan for the
participatory validation steps. Finally, Sect. 5 summarises the paper’s contributions and
outlines the wider research project’s next steps.

2 Proposed Decision Support System Architecture

As Fig. 2 suggests, the research approach requires an initial prototype to begin the
process of iterative participation and development on a given energy plant. To serve as
a generalised starting point for a prototype, a high-level DSS architecture is proposed in
this section.

By conducting a cursory examination of the plant being studied, a prototype can be
developing by specifying the basic functionality of the modules that are part of this
high-level architecture. This initial system examination and prototype development will
inevitably depend on the information available before the participation begins and so
should be tailored to suit the task at hand. For example, with relatively rudimentary
information about the case study building presented in Sect. 4, a low-fidelity prototype
is developed that simply specifies scope and suggested functionality. This promotes
assumptions that are simple and easy to understand for stakeholders so that they can
engage and contribute effectively in the development process as opposed to bounding
their participation within a predefined solution.

Contributions from the author’s previous work have been used as a basis for the
Building Energy Plant DSS architecture. The integrated modelling framework, first
presented in Patterson et al. (2016) and generalised further in Patterson et al. (2017),
has been used to formulate a flexible model that promotes participation (presented in
Sect. 3). The decision support approach from Patterson et al. (2017), seen in Fig. 3,
describes how the integrated model can be used for aiding short-, medium and long-
term decisions.

These two contributions make up the ‘model-based’ analysis module at the core of
the architecture, as shown in Fig. 4. This ensures that the DSS can be developed to aid

Fig. 2. Proposed participatory approach adapted from Borenstein (1998)
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a wide variety of decisions based on the requirements elicited from the participating
stakeholders.

The other two modules represent the two key interfaces of the DSS. Firstly, the user
interface will allow decision makers to view analysis results and edit configuration. The
primary function of the data module is to collect the relevant input data from a Building
Management System (BMS) and store analysis module results for users to view. It
could also be used for publishing data back to the BMS, for example, if the operational
optimisation module was developed to provide closed-loop set point control, the data
module would be responsible for passing that control signal to the BMS.

3 Integrated Model Formulation

The modelling framework presented by Patterson et al. (2017) has been used to develop
the formulation presented in this section. Language from the problem domain has been
used in place of mathematics for brevity and to highlight how the modelling artefacts
can be documented to be comprehendible for stakeholders without modelling expertise.
This generalised formulation has been designed to be relatively simplistic so that it can

Fig. 3. General decision support approach (Patterson, et al. 2017)

Fig. 4. Proposed building energy plant DSS architecture

352 S. Patterson et al.



apply to a variety of building energy plants with varying data availability; be more
easily understood by participants that have limited modelling expertise; and be tailored
to suit the specific problems that the participants wish to solve.

The framework dictates that continuous flow variables are used as the standard
connections between subsystems. In this case, energy flow (MW) is used. This allows
for several types of energy, for example electricity, water or gas. The forecasted energy
flows between the plant and the building for each time state throughout the optimi-
sation horizon is being proposed as the primary ‘task’ constraint that determines the
demand on the connected subsystem instances in the model. The three types of sub-
systems are outlined below.

Energy Supplier Subsystem – External energy suppliers, such as grid electricity and
natural gas, represent the operating costs of the plant. Contracted energy prices such as
fixed monthly access charges ($/month), consumption costs ($/MWh), peak demand
costs ($/maximum MW), are the key parameters of each supplier. These are used to
calculate a total cost of supply over the optimisation horizon for each energy source to
be included in the objective function.

Energy Junction and Storage Block Subsystem – A simple inventory formulation
with multiple inputs and outputs to allow for storing, aggregating or splitting energy
flows. This is parameterised by minimum, maximum and initial storage levels as well
as minimum and maximum flow rates on each boundary connection.

Energy Transfer Equipment Piece Group Subsystem – A generic bank of assets that
convert one type of input energy into an output energy and a waste stream, for example
the reciprocal gas engines converting gas fuel into electricity and waste heat, or an
absorption chiller converting a heat source into chilled water and waste heat. Capacity
and efficiency of individual equipment pieces inside the group are parameterised to
allow the model to heterogeneously reflect the actual plant.

4 Case Study

The application of these concepts on a real building energy plant and participation from
stakeholders of that plant is paramount. The energy plant of Lady Cilento Children’s
Hospital (LCCH) in South Brisbane, Queensland, Australia has been chosen. The plant
serves as a valuable proving ground due to its relatively large size, complexity, and the
criticality of the services it provides.

The LCCH energy plant delivers four energy services to the hospital, electricity,
chilled water, hot water and steam. The plant includes two reciprocal gas engines that
feed their excess heat to absorption chillers and hot water heaters. It also has banks of
electric chillers, hot water boilers, steam boilers, cooling towers and backup diesel
generators. Electricity, gas and diesel are consumed by the plant to power the plant’s
assets. The process flow diagram presented in Fig. 5 shows the layout of the plant
using the subsystems described in Sect. 3. Note, connections to and from each energy
transfer equipment block and the cooling water (CW) junctions are omitted for
simplicity.

A Participatory Approach for Developing Decision Support Systems 353



4.1 LCCH Energy Plant DSS Prototype

The first prototype is being developed by applying the high-level architecture shown
Fig. 4 to LCCH. As explained in Sect. 2, relatively rudimentary information about the
LCCH plant is being used to make a low-fidelity prototype to start the participatory
process. This demonstrates the ‘low barrier to entry’ for using the participatory
approach. A description of each module is given below.

Building Energy Plant Integrated Model Module – The formulation outlined in
Sect. 3 has been applied to LCCH. A graphical representation of the system, Fig. 5,
will be used alongside the problem domain language model explanations to promote
engagement with participants that do not have prior modelling expertise.

Recalibration Module – The recalibration model transforms the collected data into
the parameters required by the model. For example, given the energy flows provided by
the BMS, the input-output method for efficiency is used to calculate equipment effi-
ciency parameters.

Data Module – This module’s functionality is primarily determined by data
availability in the BMS or other related systems that are used for plant monitoring or
control. In the LCCH prototype, the BACnet protocol has been specified along with a
set of available input tags. A draft mapping between the available tags and the
parameters required for model calibration will be used in the validation process. For
example, the LCCH BMS provides return and supply water energy flow and electricity
consumption of each chiller equipment piece that can be used to recalibrate that
chiller’s coefficient of performance.

Operational Optimisation Module – Running the model on near-real-time data and
expected demand forecasts is being proposed for equipment dispatch decision support
to minimise operating costs. For example, it is expected that this will be able to help the
managers avoiding unnecessary demand charges from suppliers.

Plan Validation Module – Maintenance planning decisions are proposed to be
supported with the model via automated analysis of the most improvement that
refurbishing each equipment piece would have on the operating cost of the plant.

Fig. 5. LCCH model flow diagram
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Scenarios Analysis Module – A scenario with an extra piece of equipment will be
used to demonstrate this module. A chilled water storage tank will be added to the
model to quantitatively assess the potential cost savings.

User Interface Module – Simple wireframe mock-ups that visualise the expected
results of each analysis module will be used to demonstrate potential user interfaces
without expensive development. These are expected to help participants understand the
underlying analysis modules as well.

4.2 Proposed Methods for Participatory Decision Support System
Development

As explained in Sect. 1 and shown in Fig. 2, the DSS will be iterative developed using
participatory validation, based on Borenstein (Borenstein 1998). Given the access to
stakeholders at LCCH, a range of methods can be employed to carry out the approach.
An overview of these validation tests is given below.

Laboratory tests – The face, module, prescriptive, and user validation tests will be
carried out in controlled conditions before the DSS is implemented at LCCH. They will
involve scoping workshops, interviews with stakeholder participants, and include
testing on actual data collected from the BMS.

Face validation – Workshops with a group of stakeholders will be used to ensure
the overall prototype scope suits the specific problems faced in LCCH to inform more
detailed DSS prototype development.

Module verification and validation – Example data-sets of the plant’s operation will
be used to construct tests that verify and validate the modules being proposed. For
example, verification will be conducted to ensure the required data is available for the
model module and recalibration module from the data module and that the analysis
modules produce useful results that can be seen in the user interface modules. Stake-
holder interviews using the results of these tests will then be conducted to validate that
modules produce sensible results.

Predictive validation – Historical data-sets during known periods of interest for the
analysis, such as periods of high service demand, will be selected, ingested and solved
within the prototype. Interviews or independent analysis results will be used to
benchmark the DSS against its expected results for the given conditions.

User validation – In addition to validating the results of the DSS, qualitative
feedback and quantitative usage metrics from stakeholders using the DSS during
interviews will be collected. These will be primarily used to tailor the development of
the user interface module to ensure its effectiveness.

Field tests – Once the development of the DSS has converged on acceptable
laboratory test results, the DSS will be implemented on the running LCCH building
energy plant by installing it in their network, connecting it to the BMS and providing
decision makers access to the user interface. Quantitative and qualitative methods will
be used during a trail period to collect information on how accurate and suitable the
DSS is for the LCCH plant stakeholder’s requirements, respectively.
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5 Conclusions

This paper presents the foundations of a wider research project that is applying par-
ticipatory techniques for DSS development for building energy plants. A highlevel
building energy plant DSS architecture is contributed for use within a participatory
DSS development approach. A generic integrated model formulation is described for
use as the core of the DSS’s analysis module that can be altered and improved upon
based on the stakeholders’ requirements of the plant being studied. A description of an
initial prototype and plans for the participatory development are presented for a case
study on a hospital energy plant.

Aside from aims of this paper’s wider research project to apply the outlined par-
ticipatory approach and DSS prototype to the LCCH building energy plant, several
future directions are suggested. Further work formulating and/or adding additional
model subsystems is suggested to improve accuracy of the models without sacrificing
generalisability. Likewise, the use of new modelling paradigms, solution techniques, or
problem domains are avenues for furthering the modelling framework and DSS
development approach used. As well as this, the contributions are designed for
application to real-world plants and as such further case studies should prove mutually
beneficial to both academia and industry.
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Abstract. This paper examines the application of theoretical models for
practical decisions to replace engineered assets deployed for mining operations.
Although return on investment, net present value, and internal rate of return are
widely acknowledged theoretical approaches towards capital replacement
decisions, however, the respondents mostly rely on the experience of operations
and maintenance personnel in combination with adhoc service life estimates to
decide when and how to replace an asset. Interestingly, the availability of
funding, technical support from the asset manufacturer, supplier or vendor, and
technological advancements were highlighted as having the greatest influence
on replacement decisions. Noting that practical decisions to replace engineered
assets deviate significantly from the theoretical models, the study proposes that
asset replacement decisions should derive from a broader value-driven ethos.

1 Introduction

Globalisation, sustainability, evolutions in technology, and other imperatives are
motivating increased automation and mechanisation in the capital and physical asset
intensive mining sector. In order to extract and process mineral resources, a typical
mining business deploys a wide range of engineered assets in the form of equipment,
facilities, infrastructure and systems. With rapid evolutions in technology influencing
increased automation and mechanisation (Egerton 2004; Lane and Kamp 2013; Valicek
et al. 2012), there is also the need to examine the processes for acquiring, utilising and
retiring engineered (i.e., the man-made) assets deployed in mining operations. When,
and whether to replace an asset remains a continuing challenge confronting any
business organisation that deploys engineered assets to provide goods and services to
its customers and clients.

Depending on the viewpoint (e.g., designer, operator, systems integrator, vendor,
etc.), the life phases or stages of a typical mining dragline may be illustrated as shown
in Fig. 1.

Irrespective of the viewpoint, the duration of each life phase/stage, as well as the
total life of an asset varies; one asset may have a relatively long life whereas another
may have a relatively short life depending on the type and nature of the asset, its
purpose, how it is utilised, the operating environment, et cetera.

There are two primordial tasks, inter alia, that the asset manager must perform
throughout the life of an asset, they are planning and decision-making. The asset
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manager must make necessary decisions during each phase/stage, taking into consid-
eration the respective business cycles confronting each phase/stage and the challenges
encountered throughout the life of an asset. It is worthwhile remarking that decisions
made during the preceding life phase(s)/stage(s) will not only have a profound influ-
ence later but also, the effects can only manifest in the latter phase(s)/stage(s) of the
asset’s life. One of the decisions is to replace the asset when it becomes necessary to do
so. ‘Replacement may be defined as the acquisition of a new asset to fulfil a particular
function, together with the simultaneous scrapping or transference to another use of an
old asset which has hitherto fulfilled more or less the same function’ (Peters 1956).
Despite the existence of formal and normative methods, this raises the question as to
how decisions to replace assets are made in practice. It is in this regard that this paper
examines how practical decisions are made to replace engineered assets deployed in
mining operations.

In Sect. 2 of the paper, we briefly review asset life definitions and capital invest-
ment considerations. A generalised model of factors influencing asset replacement
decisions is presented in Sect. 3. This is followed by a case study examination of how
decisions on asset replacements have been implemented in practice. Some conclusions
are highlighted in Sect. 5.

Fig. 1. Life phases or stages of an engineered asset
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2 Asset Life and Capital Investment Considerations

In general, the life of an engineered asset can be described as depicted in Fig. 2 in
terms of the following; physical life, depreciation life, useful life or service life, and
economic life (Collier and Glagola 1998). The physical life represents the period of
time when an asset is commissioned for use until such time that it is decommissioned
from use (Alchian 1952). In accounting terms, depreciation life represents the period of
time within which tax allowance is made to deduct or offset capital expended to acquire
an asset. An asset will naturally degrade in use and often, the capital tax allowance
depreciation gets confused with the actual loss in the capability value (i.e., degradation
in capability) of an asset.

Useful life or service life is the period of time over which an asset is utilized for a
particular purpose. An asset’s economic life is sometimes also referred to as optimal
life or optimal service life. Economic life can be defined as the interval within an
asset’s service life during which the economic value is maximum (cf: Leung and
Tanchoco 1983; Meyer 1993; Regnier et al. 2004; Yatsenko and Hritonenko 2011;
Hartman and Tan 2014). The economic value is realized before the termination of the
physical life of an asset (Du Plessis 2010; Nurock and Porteous 2008). Jin and Kite-
Powell (2000) defined the optimal life of an asset as the duration of service life until the
asset is replaced for economic reasons. Similar to the asset’s service life, an asset can
have multiple economic lives; that is, as many times as the rights to use the asset in the
same form is transferred from one legal user to another.

There are other terms, for example, remaining life which often refers to estimated
time-to-failure of an asset or its potential failure interval (Si et al. 2011; Okoh et al.

Fig. 2. Asset ‘life’ definitions
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2014). Remaining life is typically applied to determine or predict the lifespan of
components, equipment or systems. Another term is “remaining useful life” which
refers to the difference between the present time and the end of the useful/service life.
An important word here is “usefulness”, which determines whether or not an asset
provides the means for the realisation of value.

On the one hand, much of the theory on asset replacement tends to be based on
quantifiable financial economics underpinned by a cost dogma ex post facto, and such
approach results in suboptimal asset management decisions. On the other hand, an asset
is acquired as a means to provide benefits, and some aspects of the benefits are not
readily quantifiable in financial terms (Amadi-Echendu 2004). Thus, in practice, the
decision maker would also consider non-economic reasons in order to make the final
decision to release funding to replace an asset (Scarf and Hashem 2002, Scarf et al.
2007). In any case, technological, environmental, social and political factors can
influence the actual replacement decision. By definition, an asset is an investment
which involves incurring present expenditure with the aim of accruing future benefits.
Such investment decisions have traditionally involved net-present value (NPV),
internal rate of return (IRR), cost of capital, and pay-back period considerations (Brealy
et al. 2001; Lutchman 2006; Kierulff 2007; Cramer 2008; Gitman et al. 2010; Correia
2012) and latterly, economic-value added (EVA®) approaches.

3 A Model of Replacement Factors

Models for asset replacement decision-making tend to normative, thus, for brevity, we
describe a model derived from the structural analysis and design technique expounded
by other scholars (for example, Carole and Michael 1995; Yusuf and Smith 1996; Roh
et al. 2007; Lakhoua 2013; Diviné and Le Cardinal 2014). A model of factors that may
be considered when making decisions to replace an asset is illustrated in Fig. 3. The
model refers to the retirement and/or replacement of an asset that is not part of a fleet,
and takes into consideration accounting, financial and challenger-defender (re: Perrin
1972; Regnier et al. 2004) factors such as age-dependent physical deterioration,
straight-line depreciation, opportunity costs, technological change (re: Terborgh 1956;
Nair and Hopp 1992; Scarf et al. 2007; Nguyen et al. 2013; des-Bordes and Esra
Büyüktahtakin 2017), and sustainability imperatives (e.g., Ralf 1992; Porter and
Kramer 2006; Al-Abiyad and Handley-Schachler 2010; CGCSA 2016).

4 Case Study

In this section we summarise our investigation into practical asset replacement
decision-making based on a survey of respondents selected from organisations listed in
the chamber of mines whose members represent about 90% of firms involved in mining
businesses in the case study country. To overcome some of the challenges with sample
size and low response rate, the survey was also administered during technical meetings,
seminars, and conferences. Notwithstanding, only 34 respondents fully complied with
the survey requirements, and they represented 71% of mining firms listed in the
chamber of mines.
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The pictures in Fig. 4 provide a summary of the some of the results obtained from
the survey. Figure 4(a) shows that 24 respondents indicated that the general manager
position was mostly responsible for making replacement decisions.

It is remarkable that only 4 respondents indicated that the primary users of
equipment, facilities and systems deployed for mining operations were responsible for
making the final decision on replacement. Figure 4(b) depicts that inadequate pro-
ductivity and reduced reliability/availability of an asset were the top triggers for making
the replacement decision. In fact, the two other triggers mentioned by the respondents
only reiterate the ex post facto conventional cost dogma. Since a capital asset
replacement is usually treated as a project, it is not surprising that the preferred

Fig. 3. A model of factors influencing asset replacement decisions

362 M. H. C. Dakada and J. E. Amadi-Echendu



financial approach depicted in Fig. 4(c) is dominated by the NPV factor. This is
plausible because the future cash flows may be extrapolated from the past, ceteris
paribus!

5 Conclusion

There were two asset replacement decision options investigated during study, i.e., when
or whether to replace an asset. The decision as to when to replace an asset also
determines the economic life or optimum service life of an asset. Based on the feedback
from the respondents, we observe that the majority of mining firms tend to rely on past
experience of maintenance personnel to determine the optimal service life of assets.
The decision as to whether to replace an asset is commonly based on apriori fixed
service life. Whether accurate or not, this means that the historical service live of an
asset essentially determines future replacements. This highly subjective approach
demands caution because it relies on the personal experiences with certain assets. On
one hand, the approach of replacing an asset based on historical service lives of similar
assets could also prevent mining companies from extracting maximum value from a
more reliable and productive asset simply due to reference to poor performance of
previous similar assets. On the other hand, non-performing assets could be kept in
service for far too long while trying to match the service life to similar types of assets.

Fig. 4. Factors influencing asset replacement decisions in practice
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In the mining environment where production throughput is essential and safety
concerns are highly important, reduced reliability and reduced productivity are the
common triggers for asset replacement as these are capability and performance related.
Oddly, we observed from the responses that, once funding for a replacement asset is
secured, the subsequent factors considered in the decision-making process were tech-
nical support from the manufacturer/vendor/supplier, technological capabilities of the
asset, as well as the cost of ownership of an asset. Socio-political and ecological
footprint factors were noted but did not really influence replacement decisions. Thus, in
our view, not only do practical decisions to replace assets deviate significantly from the
theoretical models but also, practitioners do not adopt a broader value-driven ethos
when making asset replacement decisions.
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Abstract. Australia’s warships and submarines are collectively the most
complex, critical and expensive warfighting assets within Defence’s inventory.
Asset managers make decisions where beneficial short-term effects may cause
unforeseen long-term repercussions leading to increased life cycle costs,
decreased (or lost) capability and reduced operational availability that affect the
operations and maintenance profile across each usage and upkeep cycle. Pre-
dictive life cycle forecasting provides an objective and empirical method to
quantify budgetary requirements based on estimated future effects to operational
readiness and seaworthiness. The life cycle forecast is a key component of each
vessel’s asset management plan and records the operations and maintenance
profile across the asset’s service life by establishing requirements for products
and services needed to support the vessel within the prescribed asset manage-
ment system. Predictive life cycle forecasting initially begins with establishing a
baseline life cycle model that amalgamates contiguous operational running
periods and scheduled maintenance activities across multiple usage and upkeep
cycles to provide a time-phased representation that projects expected costs,
operational availability and capability baselines from commissioning to dis-
posal. Variable phases, states & modes provide the means to adjust model
parameters to probabilistically characterise options available to asset managers
when evaluating and assessing various scenario outcomes. An interactive model
can provide asset managers with immediate feedback based on options explored
within the model. Using each vessel’s life cycle model, predictive life cycle
forecasting can provide a consistent and logical method for systematically
updating asset management plans. Robust and comprehensive predictive life
cycle forecasting supports asset management decision-making to more accu-
rately optimise warships’ and submarines’ availability, capability and afford-
ability across the life cycle. As a fully scalable method, it can be applied to a
single vessel, class of assets or to the collective fleet as a fundamental technique
to support Fleet Life Cycle Management.

1 Introduction

Australia’s national naval enterprise is a virtual organisation comprised of government
personnel from the Royal Australian Navy (RAN) and Capability and Acquisition
Sustainment Group (CASG) and commercial industry in the defence maritime sector.
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As a group, it designs, builds, sustains, operates and disposes of RAN vessels. Asset
management has been identified as a core enterprise function. Department of Defence
(Defence) sustainment policy mandates alignment to methods, practices and principles
contained in ISO 55000, ISO 55001 and ISO 550002 (CASG 2017). The Fleet Life
Cycle Management (FLCM) concept applies asset management to Australia’s naval
fleet through a framework that includes high-level Fleet Life Cycle Objectives (FLCOs)
(Lemerande 2018). Enterprise decisions that affect individual RAN assets or the col-
lective fleet should be made with the intention of meeting these high level strategic
objectives, supported by lower-level asset management objectives, that reside at the
forefront of any decision-making process. FLCM optimisation can be achieved through
maximising the concurrent achievement of availability, capability and affordability
across the life cycle of the collective naval fleet (Lemerande 2017). To optimise FLCM,
the naval enterprise needs an objective and quantifiable method to improve decision-
making capability uniformly throughout the enterprise. This paper describes how
predictive life cycle forecasting (PLCF) can support enterprise stakeholders to make
better asset management decisions during a vessel’s service life to improve optimisa-
tion of availability, capability and affordability of the entire Australian fleet. Section 2
provides a brief overview of a ship’s life cycle and highlights the symbiotic nature of
operations and maintenance during its service life and discusses major considerations
and key variables pertinent to PLCF. Section 3 discusses how modelling & simulation
(M&S) techniques can be used to deliver PLCF to the naval enterprise. The conclusion
summarises the benefits and opportunities PLCF can deliver.

2 Life Cycle of a Naval Vessel

Figure 1 graphically depicts the multiple phases of a ship’s life cycle. During its service
life, a naval vessel is either in a Maintenance Availability (MA) or an Operational
Running Period (ORP) when assigned tasking and activities are conducted between
consecutive MAs. A ship’s service life schedule (SLS) is the time-phased plan of
alternating ORPs and MAs between commissioning and decommissioning. MAs are
conducted to ensure the ship can meet successive ORPs’ availability and capability
requirements. The SLS provides the time-phased constraints on which plans for pre-
dicting availability, capability and affordability can be based.

Fig. 1. Life cycle for a royal Australian navy ship
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A Maintenance Availability Work Package (MAWP) contains all the work
scheduled for accomplishment during a specific MA. There are six generic types of
tasks contained in any MAWP, represented in Fig. 2. A correctly scoped, planned and
executed MAWP should deliver a vessel at the end of the MA that can meet its inherent
reliability and performance characteristics as intended throughout the next ORP.

Upgrades and updates are two types of modernisation activities. Updates replace
older equipment or parts with newer versions or components to improve reliability or
prevent future logistical problems due to obsolescence or parts unavailability. Upgrades
are modifications to ships or ship systems that will increase or improve military
capability or functionality. Maintenance, or upkeep, can be either preventive or cor-
rective and seeks to restore equipment to its intended operating condition. Preventive
maintenance is predetermined work that is either time-based or respondent to condi-
tional factors and aims to keep equipment and systems operating at or above designed
performance levels. Corrective maintenance, which can be categorised as either
scheduled or unscheduled, seeks to rectify deficiencies and restore equipment, com-
ponents and systems back to minimum acceptable levels of performance in accordance
with technical specifications. Scheduled corrective maintenance are known deficiencies
that can be properly scoped and planned prior to the MA; unscheduled items are new
deficiencies that were previously unknown or identified as growth from poorly scoped
known deficiencies. Service tasks consist of support provided to the ship’s crew and
maintenance service providers that are necessary to accomplish work during a MA.
Some common examples of services provided during a MA include: temporary elec-
trical power; ventilation; compressed air; air conditioning; potable water; sewage and
waste removal; rigging and lifting & handling; scaffolding; and activities required for
dry docking.

During an ORP, a ship should be able to conduct one of four different types of
activities: trials & material certification; military exercises; unit specific training or
training within a larger task group or force; and missions to achieve operational

Fig. 2. Types of tasks within a maintenance availability work package
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objectives. A commissioned ship exists in one of several different states of material
readiness. Figure 3 identifies generic states & modes a vessel will occupy across its

service life.
States I through IV have been identified through various combinations of a vessel

being available, capable or deployable and paired with the appropriate geographic
location and activity a ship must undertake. “Available” means a ship has the ability to
safely put to sea and get underway under its own power. Not available means a ship is
unsafe to go to sea or requires assistance to get underway and transit to another
location. “Capable” means the ship’s material condition enables it to safely conduct its
assigned mission(s) or tasking. Not capable means the ship cannot fulfil these func-
tions. “Deployable” means the operational commander has designated the ship for
deployment and the vessel can execute the assigned mission. Thus, a naturally esca-
lating hierarchy exists that must be preserved: a capable ship must be available; a
deployable ship must be capable and thus is also deemed available. (A ship that is
capable but not designated for deployment will not be deployable even though the
material condition may support being in the deployable state.)

Modes are best characterised by the ship’s generic location, employment and
activity. Geography is the identified type of physical location; a ship is either at sea,
moored alongside a pier, or docked ashore. A ship at sea is either in the designated
operational area or transiting to or from it. A moored ship is berthed either overseas or
in Australia where it can be in its home port or some other Australian port. The same
applies to dry dock periods, depending on the location of the maintenance service
provider. In each of these modes, a ship will exist in a single state at any given time.
However a ship can be in more than one state for certain modes but can never be in two
states simultaneously, just as it cannot be in two modes simultaneously.

Each combination of states & modes represents a unique condition for the given
ship. States & modes are critical to PLCF because they correlate directly to “state
changes” inside the model discussed in the next section. These unique combinations
make up discrete conditions. Moving from one condition to another is signified by a
change of states or “state change” that will be used in M&S software for PLCF.

S tates
I - Available, Capable, Deployable
II - Available, Capable, Not Deployable 
III - Available, Not Capable, Not Deployable 
IV - Not Available, Not Capable, Not Deployable 

At Sea Alongside Dry Dock
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Fig. 3. States & modes of an in-service naval vessel
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3 Predictive Life Cycle Forecasting

Planning for an economically managed fleet includes forecasting costs associated with
operating, maintaining and modernising shipboard equipment across the life cycle.
Forecasts must be time-phased and specifically identify discrete activities within each
ORP and MA. These activities are dynamic and, thus, are variables that when adjusted,
will alter any future predictive plans. Forecasting should be based on the time-phased
activities expected to occur in alternating ORPs and MAs. When considering optimi-
sation of FLCM, these forecasts must evaluate the effects on availability, capability and
affordability.

Forecasting techniques are classified as two general types: qualitative and quanti-
tative. Quantitative forecasting techniques are objective and based on mathematical and
statistical methods that relies on data (Al-Fares and Duffuaa 2009) and analytics.
Qualitative forecasting methods rely on experts to apply expertise to make judgments
based on intuition and expertise to produce informed estimates about the future
(Goetschalckx et al. 2011). The FLCM concept requires an approach to utilising
quantitative forecasting as much as possible to remove the subjectivity from the
approach to life cycle management. Forecasting should cover the fleet’s perpetual life
cycle and be predictive in nature. Life cycle activities can be evaluated in three distinct
categories – capability, availability, affordability – by amalgamating individual ship’s
data into a larger repository that assesses the entire fleet. This information can be
represented in separate forecasted plans to which actual performance can be compared.
The SLS establishes the time-phased plan for ORPs and MAs and tags specific states &
modes to discrete periods within those activities. It provides the baseline upon which
service life plans can be made.

3.1 Service Life Model

FLCM requires an enterprise architecture that accounts for every ship in the fleet and
other support systems to provide a holistic and inclusive management environment
(Lemerande 2018c). Within this architecture, each ship’s service life model
(SLM) would contain all pertinent information for ORPs and MAs and should be built
using Systems Modeling Language (SysML) because the model can be partitioned into
four distinct categories: structure, behaviour, requirements and parametric relationships
(Grobhstein et al. 2007). SysML will enable a tailored method for focussing limited
time, effort, money and human resources (Lane and Bohn 2012) on the most important
and applicable aspects the SLM. SysML’s functionality supports a hierarchical struc-
ture and facilitates the scalability and commonality needed to consolidate multiple
SLMs into the fleet-wide model.

The model structure can establish a common ontology and define the basic structure
and process architecture as it specifically applies to PLCF. Key parameters within the
model that can be varied should include: dates and durations of each MA; the allocation
of states & modes within each ORP; and the contents of each MAWP across the service
life. These parameters within the SLM’s structure will produce three separate plans that
forecast availability, capability and affordability across the service life. All SLMs
should contain the same basic structure as a way to facilitate scalability and easy
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amalgamation of all SLMs into the complete FLCM portfolio. This will enable fore-
casted plans to be combined into a composite representation of the entire fleet.

3.2 Forecasted Plans

RAN ships must be routinely modernised by installation of updates and upgrades
throughout its service life. These updates and upgrades should be allocated to sched-
uled MAs and included in MAWPs. Figure 4 shows incremental capability increases
resulting from updates and upgrades being installed during scheduled MAs. Capability
increases can be quantified through linkages to a Functional Performance Specification
(FPS) or other capability measurement function within the FLCM architecture. Just as
updates and upgrades are assigned to MAWPs, all types of maintenance in MAWPs
must be allocated to specific MAs to support availability predictions and forecasts.
Cumulative availability increases during ORPs but flatlines during MAs, shown in
Fig. 5, or whenever the required material readiness state cannot be met. Future
availability is heavily dependent on the makeup and composition of each MAWP
because it is highly reliant on the appropriate maintenance being conducted within each
MA. Availability forecasts, collated from individual ship models, provide the data for
incorporation into the consolidated fleetwide model. Cost estimates for discrete ORP
and scheduled MAs can be quantified based on the expected tasking and length of
scheduled sustainment periods. Maintenance, modernisation (i.e. updates and
upgrades) and MA services are crucial elements within life cycle planning; they
undoubtedly affect financial programming and budgeting efforts regardless of the
expected service life. ORPs are often prorated to account for fuel, ammunition, victuals
and other recurring actions required to support maritime operations. For MAs, each
MAWP can be estimated based on the known services, expected maintenance and
planned updates and upgrades. Estimates will yield overall summations that are based
on labour and materiel. Total material costs and labour rates applied to expected (or
allocated) efforts will produce a cost profile across a ship’s service life similar to that
depicted in Fig. 6. Service life plans’ data will provide useful, pertinent and necessary
information for the PLCF concept.

Fig. 4. Forecasted service life capability plan
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3.3 Decision Support from Discrete Event Simulation

Decision support through algorithms or software tools help stakeholders and decision
makers consider implications and consequences of options and courses of action.
Simulation is an effective technical means for system(s) optimisation. Decision support
tools are designed to improve decision-making processes for complex systems and are
widely used to assist decision-makers who must consider wide ranging areas. Discrete
Event Simulation (DES) simulates operations by stepping through time and skipping
periods where no changes occur. This method is desirable in that implementation is
easy, execution time is relatively short and the environment is flexible (Griendling and
Mavris 2011). DES works well when states & modes are clearly defined because these
become “state changes” and can easily be modelled. For a dynamic system charac-
terised by complexity and uncertainty, as would be encountered by dozens of naval
ships across 30 or more years, DES offers a powerful way to gain insight and
knowledge about the system. In DES, abstract system models use a continuous but
bounded time base where only a finite number of relevant events occur. These events
cause state changes within the system which are then evaluated within the model to
determine the effects on the overall system. DES is the method by which stakeholders
and modellers can collaborate to explore different courses of action through “option-
eering” by changing key variables within SLM(s) and executing simulation on the
consolidated fleet model and observing the results for each forecasted plan.

Fig. 5. Forecasted service life availability plan

Fig. 6. Forecasted service life affordability plan
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3.4 Optimisation Through Optioneering

MAs are key drivers for parts, material and services which account for a significant
portion of the Life Cycle Cost (LCC) attributed to a ship’s the service life. Accurately
forecasting MAs and all the elements that contribute to effective maintenance periods
are critical to FLCM. MAWPs are susceptible to significant change and can be the
source of significant disruption to a forecasted plan. ORPs can also be extremely
dynamic. This aspect of the SLM has many states & modes that can be varied within
simulations. Moreover, unexpected state changes due to emergent operational
requirements or unplanned repairs can wreak havoc on a forecasted plan. Costs pre-
dicted for each MA and ORP, when tallied across a ship’s service life, can produce a
cumulative summary. However, when contents of MAWPs change or operational
schedules change, the associated costs will also be affected. The dynamic nature of both
ORPs and MAs necessitates the SLM be flexible, simple in its design and robust to
handle significant changes within the consolidated fleet model. It must also give
modellers the ability to change the environment to allow exploratory simulation that
produces objective and quantitative results that can be easily compared.

In PLCF, optioneering is the method by which this dynamic nature can be man-
aged. Optioneering allows stakeholders and decision-makers to stimulate imagination,
visualise possibilities and quantify the magnitude of change while revealing alterna-
tives and trade-offs associated with different options. It seeks to use highend computing
capability to reduce latency, increase integration amongst contributing factors and
deliver quantifiable evaluation of various alternatives (Gerber and Flager 2011). Fur-
thermore, it also allows stakeholders to explore various and more complex solution
possibilities through simulations and optimisation methods like DES without relegating
this work solely to engineers or designers (Gerber et al. 2012). Using the tools and
models available in the PLCF concept, optioneering allows stakeholders and decision-
makers to use M&S to explore multiple scenarios and observe how the results affect the
fleet’s overall availability, capability and affordability in the short-, medium- and long-
terms.

4 Conclusion

PLCF, as described in this paper, can provide a scalable decision support mechanism
that gives naval enterprise stakeholders an ability to explore numerous scenarios
through dynamic M&S techniques in order to validate or refute different potential
options for a single ship and observe the effect at the consolidated fleet level. PLCF, if
developed and implemented using appropriate M&S, will provide naval enterprise
stakeholders with improved decision-making capabilities that can better support opti-
misation of availability, capability and affordability throughout the naval fleet in the
coming decades.
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Abstract. The critical role of emergency shutdown (ESD) systems is widely
acknowledged in the oil and gas industry. Monitoring the condition and per-
formance of ESD systems is known to have potential benefits in further
improving cost-effective production, while ensuring safety availability. This
paper takes a special perspective on data visualization and analysis for decision
support regarding ESD systems. The paper identifies the needs and expectations
of core stakeholders and explores how to improve the user interface of a con-
dition and performance monitoring system. The proposed solution has a focus
on obtaining the most critical data and information in a visualized and integrated
interface and on accessing automatic trending and failure analyses to assist
decision-making.

1 Introduction

Emergency shutdown (ESD) systems are widely used in the process industry, which
involves large volumes of flow during operations. ESD systems are mainly designed to
shut down production flow in the case of emergencies and to limit the escalation of
hazardous events before and when they occur (NORSOK 2008). A failure of ESD
systems on demand can be a great threat to production safety and availability.

In the oil & gas (O&G) industry on the Norwegian continental shelf (NCS), ESD
systems have been managed, using corrective maintenance strategies in more tradi-
tional terms. However, several critical ESD systems, such as downhole safety valve
systems (DHSV), have recorded an unsatisfactory average failure frequency over the
last 15 years (Petroleum Safety Authority Norway 2017). The application of condition
and performance monitoring systems to ESD systems has been discussed as being
helpful in early failure/degradation detection, automatic data collection, increased
safety failure fraction, decreased probability of failure on demand (PFD), and so on
(Greenlees and Hale 2012; Juvik et al. 2002; Lundteigen and Rausand 2007; Zhu et al.
2019).

However, in general, there has not been a major focus on the advanced use of
condition and performance monitoring applications on ESD systems, as well as on
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J. P. Liyanage et al. (Eds.): Engineering Assets and Public Infrastructures
in the Age of Digitalization, LNME, pp. 376–386, 2020.
https://doi.org/10.1007/978-3-030-48021-9_42

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-48021-9_42&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-48021-9_42&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-48021-9_42&amp;domain=pdf
https://doi.org/10.1007/978-3-030-48021-9_42


other asset-critical on-demand systems, due to specific operational practices. There is a
need to raise the awareness, among both service providers and asset owners, of the
exploration of new practices, especially focusing on collecting and analyzing relevant
data and improving decision support regarding ESD systems.

2 Research Methodology

This paper is a part of a research study, conducted in collaboration with the oil & gas
industry, in relation to operation and maintenance decision support of ESD systems.
Data were collected based on 21 surveys conducted with both current and potential
users of the system, technical service providers, researchers, and safety authorities
during a period of over two years. Data and materials were also collected through
interviews with experts, who had extensive experience and knowledge of the studied
system. A specific condition monitoring application technology for ESD systems,
called ValveWatchTM, provided the basis for this paper to further explore the potential
use of a visualization and analytical interface to improve the current practice.

3 ValveWatchTM Technology to Monitor Condition
and Performance of ESD Systems

ValveWatchTM is an automated online condition and performance monitoring system
for critical valve systems, including ESD systems (Valvewatch 2017). The original
development of the monitoring system dated back to 1997, as a response to the Piper
Alpha disaster (Juvik et al. 2002). The ValveWatchTM system was the first of its kind
for monitoring critical valve systems in the O&G industry. The system collects,
visualizes, and analyzes real-time condition data from multiple sources, to support
decision-making. It allows users from different disciplines and geographical locations
to collaborate seamlessly and simultaneously.

When entering the ValveWatchTM interface, users are shown a visualized real- time
condition and performance overview of all monitored ESD systems, as depicted in
Fig. 1. The conditions of systems are clearly marked and presented with different
colors, representing the health conditions of systems, giving users an insight into the
overall picture.

ESD tagNo.   ESD tagNo.    ESD tagNo. 

ESD tagNo.   ESD tagNo.    ESD tagNo.

Good 
condition 

Degraded Failure 
condition 

ESD tagNo. ESD tagNo. ESD tagNo.

Fig. 1. ValveWatchTM interface for monitoring ESD systems
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A data directory page is also provided, if users want to look into details of a specific
system’s condition. Graph previews of real-time sensor signature curves, such as
actuator pressure readings, are plotted and displayed for diagnosis and prognosis
purposes, as shown in Fig. 2. In practice, pattern recognition analysis and trending
analysis are used to carry out diagnostic and prognostic analyses (Hale 2003; Juvik
et al. 2002; Zhu et al. 2019). The implementation of such analyses, however, largely
depends on experts’ ability to interpret the data. Extensive knowledge and experience
of the mechanical and electronic principles of the ESD system, data analysis, and
operation and maintenance basics of the system are greatly needed for such tasks.

4 Identification of Users’ Needs of ValveWatchTM

In practice, ValveWatchTM users were divided into three main groups: offshore users
(asset owner), onshore users (asset owner), and onshore users (monitoring service
provider). It is important that each group of users has access to the right data and
information, in order to make informed decisions. In addition to condition data,
equipment data, operation & maintenance data, failure history, reliability data (failure
rate), and failure mechanism data are also critical contextual data for all users,
regarding ESD systems (ISO 14224 2016; OREDA 2015). Different users’ roles,
responsibilities, and requirements for data & information were identified, based on a
series of surveys and discussions, as shown in Table 1.

It was noted that, as a common practice, data were stored on different information
management platforms and communicated in inconsistent forms. In addition to this,

5,6 closing of valve

4,9

4,2

3,5

2,8

2,1 opening of valve

0,4

0,7

0,0

-20 0 20 40 60 80 100
Valve travel (%)

B
ar

Fig. 2. Actuator pressure sensor reading during ESD system operation
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users often found it time-consuming and challenging to perform holistic analysis of
available data. There was a need for an improved, insightful data management and
visualization solution, which can provide the relevant basis for in- depth analyses, to
support informed decision-making. Thus, in the next section, a suitable data visual-
ization and analysis solution is proposed, to enhance the decision support capability.

5 Developing a Data Visualization and Analysis Solution

Developing an effective data visualization and analysis solution for ValveWatch was a
key deliverable of the research study. With the extended availability of contextual data
from online condition monitoring programs, this study explored a number of technical
aspects for improved decision support regarding ESD systems.

5.1 Data Modeling

One major purpose of having online condition and performance monitoring systems is
to make early detection of failure/degradations possible and practical, and to eventually
improve the safety levels of ESD systems. The demands of different users for data, as
summarized in Sect. 4, need to be fulfilled. The study investigated the need for such a
logical data model to holistically describe the scope and data interfaces between the
technical system, ValveWatchTM, SAP or computational maintenance management
systems (CMMS), and users. A brief logical data model, built using crow’s foot
notation, is shown in Fig. 3.

Table 1. Roles, responsibilities and data needs of user groups

Users Onshore user
(service provider)

Onshore user (asset
owner)

Offshore user (asset
owner)

Role - Collection &
analysis of
condition data
- On-site service
- Periodic valve
performance report

- Registration of
maintenance
notification
- Maintenance
planning and
optimization

- Registration of
maintenance notification
- Implementation of
inspection, repair and
replacement

Responsibility - Failures are
reported upon
detection
- Identification of
failure causes

- Prioritization of
work orders
- Ensure safety level
is fulfilled

- Failures are reported
upon inspection
- Work orders are carried
out

Data needs - Equipment data
- Condition data
- Failure data
- Reliability data
- Failure mechanism
- Key performance
indicators (KPI)

- Equipment data
- Condition data
- O&M data
- Failure data
- Reliability data
- Failure mechanism
- System KPIs

- Equipment data
- Operation & maintenance
(O&M) data
- Failure data
- System KPIs
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5.2 A Holistic Overview of ESD Systems in the Operating Phase

In practice, the results of most analyses are communicated through technical reports or
offshore visits. The level of understanding of the diagnostic and prognostic analyses
and the complexities of analyses’ reports can easily make it difficult for them to be
integrated and described in the current interface. Based on this study, an intuitive
interface is suggested, as shown in Fig. 4, that embeds concise but holistic data &
information and provides a practical visualization and analysis basis for decision
support.

In practice, various ESD systems are managed, tested and evaluated in groups, such
as riser ESD system and downhole safety valve system (DHSV). It is natural for all
monitored ESD systems to also be displayed in groups in the overview interface. Hauge
and Lundteigen (2008) explained the need for and importance of updating the PFD and
safety integrity level (SIL) of different systems in the operating phase and explained
how function test intervals can be determined, based on failure data and operation
experiences. In the new interface, these key maintenance parameters are displayed
when users click on a certain group of ESD systems. The quantitative values are
calculated using embedded analytic engines, based on failure data that are automati-
cally extracted from SAP or CMMS. Failure histories related to a specific group of
ESD systems are displayed by activating the ‘Failure history’ function. Users can also
click on a specific ESD system node to call up the system synopsis window, which
shows brief information and the condition of the system, as depicted in Fig. 4. Some
advanced analyses, such as safety factor trending and failure analysis, can be accessed
by pressing the respective button shown in the window.

Fig. 4. Enhanced overview of ESD system groups
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5.3 Trending of System Performance

System performance is measured continuously with ValveWatchTM. However, for most
users, data collected at key valve positions, such as valve break-to-close point, are of
the greatest interest. The sampling process is achieved with the use of a position
transmitter. The reduction in data that need to be processed and analyzed is helpful in
reducing both workload and competence requirements. There are several ways to
visualize the data sets, to reveal system condition and performance.

The monitoring of safety factors or function margins of actuated valve systems has
been applied in the nuclear industry since the 1980s (U.S. Nuclear Regulatory Com-
mission 1989; Hale 2003). On the NCS, ValveWatchTM introduced the concept of
measuring safety factor degradations regarding critical valve systems in the O&G
industry (Juvik et al. 2002). For an ESD system, operability is a major concern. The
ratio of actuator force to friction is thus defined as a key safety factor. Readers should
bear in mind that this safety factor needs to be higher than 1 in order to operate an ESD
valve. Instead of plotting detailed sensor readings, as shown in Fig. 2, the trending of
safety factors at the most critical valve positions gives a clear picture of system
operability and performance and is suggested, as depicted in Fig. 5.

A decrease in a safety factor, if still above 1, reveals a developing failure of the
system. It raises the need for further investigation, when the degree of degradation
becomes unacceptable, based on predefined criteria. However, not all degradations can
be revealed by simply trending the safety factor. Increased friction, due, for example, to
debris, may be overcome by an oversized actuator. Detailed performance indicators are
sometimes needed to reveal root causes.

The trending of key performance indicators (KPI) of the ESD systems is suggested,
as it provides extra insight into the detection and analysis of early failures/degradations.
In traditional terms, KPIs regarding ESD systems were often defined to measure the
overall system performance, such as valve travel time and internal valve leakage rate at
closed position (Petroleum Safety Authority Norway et al. 2016; Norwegian Oil & Gas
Association 2017). With the increased detectability, more detailed KPIs can be and
should be defined, such as breakout torque to move a valve. Historical measurements of
these KPIs are trended, and degradations can be revealed that are otherwise hidden by
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Fig. 5. Trending of safety factor of ESD system, an example
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simply trending the safety factor. At the ‘break-to-close’ valve position, for example,
the safety factor of the system remains stable in two tests, according to Fig. 5, but
increases in friction and actuator force are revealed by trending maintenance KPIs, as
shown in Fig. 6. The monitoring and trending of safety factors and KPIs of ESD
systems is a major step forward to predictive maintenance.

5.4 Embedding Failure Analysis Ability

Failure analyses are normally carried out by dedicated diagnosis experts. They pick out
slight variations on sensor signature curves that have been caused by different failure
mechanisms. Various tools such as fault tree analysis (FTA) and failure modes and
effect analysis (FMEA) are also used to assist analyses. The authors believe that such a
process can be largely captured and modeled into a digital interface. The key is to
establish the links between sensor detectability and failure mechanism. The detection of
early degradations/failures of ESD systems has been explained and discussed from a
failure progression perspective (Hale 2003; Juvik et al. 2002; Zhu et al. 2019).
A typical mapping approach is illustrated in Fig. 7.
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Fig. 6. Trending of maintenance KPIs of an ESD system, an example
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Fig. 7. Inter-relationships between sensor readings and failure logic
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Expert judgements are valuable during failure analyses, but the authors aim to
introduce an approach that allows anyone to use the system in an intuitive way. Based
on mapping results, an elimination process is followed so that users can cross off
impossible failure causes and consequences and identify the mostly likely failures,
based on reliability data and failure logic, as shown in Fig. 8, where human-related
failures are marked with ‘(H)’.

The approach aims to find a balance between uncertainty and efficiency. In this
case, uncertainty refers to the identification of the exact failure cause. The suggested
approach provides an extended list instead of a certain failure cause. The list is rec-
ommended according to the failure propagation logic and prioritized based on the
likelihood of occurrence, which is measured by continuously updated failure rate k,
with failure data from SAP/CMMS systems. The list can be used as a checklist for the
maintenance team. The process provides users with a structured guide to localize
failure and identify failure causes. During the process, a ‘real’ reliability database,
based on the corporation’s own practices, will also be established in the long term,
which will improve the precision of prediction, from a statistical perspective.

6 Conclusion

Current practices related to condition and performance monitoring of ESD systems
have been developed, based on operational experience in the O&G industry and
nuclear industry practices. Not all the needs of important users can be fulfilled by
current practices; hence, the study explored how the situation can be improved, through
data, analysis, and visualization.
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Fig. 8. Assistance for failure analysis
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The proposed solution leverages the value of data, especially real-time condition
data, in assisting decision-making processes. The paper tries to avoid suggesting
sophisticated diagnosis and prognosis guidelines or processes that can only be used by
limited user groups. Efforts were made to keep the suggested approach simple and
logical, to view the overall condition and performance of all monitored systems and
access various analyses’ results from the integrated interface for decision support. The
proposed solution can be used to implement routine checks, to carry out retrospective
failure analysis, and to plan preventive and proactive maintenance regarding ESD
systems.

In practical terms, it is not always the case that the most statistically likely failure
cause is the exact failure cause in low-demand systems. In many cases, the use of
expert judgements combined with the suggested solution can be more efficient. A fu-
ture study may explore how to build a machine-learning engine that can complement
experts’ judgements.

References

Greenlees, R., Hale, S.: Optimizing valve maintenance and testing utilizing acoustic emissions
(AE) technology. In: 2012 20th International Conference on Nuclear Engineering and the
ASME 2012 Power Conference (2012)

Hale, S.: ICONE11-36068 Improvements in valve reliability due to implementation of effective
condition monitoring programs. Paper presented at the Proceedings of the International
Conference on Nuclear Engineering (2003)

Hauge, S., Lundteigen, M.A.: Guidelines for follow-up of Safety Instrumented Systems (SIS) in
the operating phase. SINTEF, Trondheim (2008)

ISO 14224: ISO/TC 67, ISO 14224:2016, Petroleum, petrochemical and natural gas industries –
Collection and exchange of reliability and maintenance data for equipment. 3rd edn.,
International Organization for Standardization (2016)

Juvik, T., Hermansen, T., Carr, R., Hale, S.: Online valve monitoring systems used on off-shore
platforms in the North Sea. Paper presented at the ASME 2002 21st International Conference
on Offshore Mechanics and Arctic Engineering (2002)

Lundteigen, M.A., Rausand, M.: The effect of partial stroke testing on the reliability of safety
valves. In: ESREL 2007 (2007)

NORSOK: S-001. Technical safety. Stavanger (2008)
Norwegian Oil & Gas Association: 070-Application of IEC 61508 and IEC 61511 in the

Norwegian Petroleum Industry (2017)
OREDA: OREDA Handbook. Offshore and onshore reliability data, Topside equipment, vol. 1,

SINTEF, NTNU (2015)
Petroleum Safety Authority Norway: Trends in risk level in the petroleum activity (RNNP), Main

report 2017, Stavanger (2017)

Condition and Performance Monitoring of Emergency Shutdown Systems 385



Petroleum Safety Authority Norway, Norwegian Environment Agency, Norwegian Directorate of
Health, Norwegian Food Safety Authority, Guidelines regarding the activities regulations
(2016)

U.S. Nuclear Regulatory Commission: Safety-related motor-operated valve testing and
surveillance. Generic Lett. 89(10), 89 (1989)

Valvewatch: Sensors of valve monitoring system (2017). http://www.mrcglobal.com/Global-
Region/Products/ValveWatch/Sensors

Zhu, P., Liyanage, J.P., Jeeves, S.: Data-driven failure analysis of emergency shutdown systems
in oil and gas industry: Evaluation of detectability from failure progression perspective.
J. Qual. Maint. Eng. 26(1) (2019)

386 P. Zhu et al.

http://www.mrcglobal.com/Global-Region/Products/ValveWatch/Sensors
http://www.mrcglobal.com/Global-Region/Products/ValveWatch/Sensors


Hybrid Modelling for Lifetime Prediction

Fikri Hafid1,3(&), Maxime Gueguin2, Vincent Laurent2,
Mathilde Mougeot4, Nicolas Vayatis3, Christine Yang1,

and Jean-Michel Ghidaglia3

1 R&D Department, Réseaux de Transport d‘Electricité (RTE), Paris, France
fikri.hafid@rte-france.com

2 Scientific Computing Branch, Eurobios, Cachan, France
3 Centre de Mathématiques et de leurs Applications (CMLA), ENS Paris-Saclay,

Cachan, France
4 Laboratoire de Probabilités, Statistiques et Modélisations (LPSM),

Paris Diderot University, Paris, France

Abstract. Asset management is a major challenge for RTE (Réseau de
Transport d’Electricité), the French TSO (Transmission System Operator) since
electrical grid component maintenance and renewal represent important eco-
nomic issues. Thus, improved assessment of their lifetime could lead RTE to
substantial savings while assuring a high quality of service. To tackle this issue,
RTE has gathered large amounts of data (monitoring, material failures, asset
database …) and at the same time has tried to understand the phenomena of
equipment ageing that could eventually lead to failure. RTE has chosen to take
advantage of these two information sources when developing a hybrid model.
This model combines data analysis of the gathered data sets and numerical
simulation applied to the physical modelling of the phenomena involved in the
accelerated ageing of equipment. To illustrate this approach, we are going to
present a complete run of the hybrid computation to estimate lifespan of over-
head line conductors due to aeolian vibrations. Aeolian vibrations, which are a
type of vortex induced vibration, are a well-known phenomenon in the overhead
lines (OHL) community. These vibrations are caused by the interaction between
conductors and low-speed winds (velocities ranging from 1 m/s to 7 m/s). They
induce one of the main causes of conductors damage: fretting fatigue in the
clamp/conductor system. In this hybrid computation, damage due to fretting
fatigue is evaluated using a mechanical multiscale approach where representa-
tive loading and loading scenarios are obtained using machine learning
techniques.

1 Introduction

RTE is charged with maintaining the transmission of high and very high voltage
electricity in France. Overhead line conductors represent an important part of the
technologies employed by RTE, since they total more than 100,000 kilometres in
length. The sound management of these assets, which is mainly the replacement of the
electrical conductors that make up the lines, is therefore a major issue for the company.
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At this point in time, RTE has programmed the replacement of these conductors
when they reach 85 years of service, regardless of their position in France and therefore
also their condition. In order to replace this subjective threshold, RTE has launched
several R&D projects aimed at better understanding the phenomena related to the
ageing of overhead lines.

Conductors are heterogeneous solids, since they are made of stranded steel, alu-
minium or aluminium alloy wires. These conductors initially undergo a mechanical
tension, then they are fixed to pylons by means of suspension systems. They are then
electrically energized and are subject to complex external stresses (wind, snow, solar
radiation) (Fig. 1).

In order to better understand the conditions that the overhead lines have been
subject to, it is necessary to know their context in the French power system. This
information is available from RTE in the form of several databases that can be grouped
into different categories:

• asset data (e.g. type of conductor, distance between pylons),
• operating data (i.e. electric power transmitted),
• meteorological data (e.g. ambient temperature, average wind speed),
• event data (e.g. cut wires, lightning),
• maintenance data (i.e. repair/replacement operations),
• experimental testing data (e.g. mechanical characterization of wires).

2 Hybrid Modelling

2.1 Description of the Approach

A maintenance method that is widely used in all industrial areas consists of auto-
matically and continuously monitoring equipment in operation in order to optimize
strategies that prevent breakdowns and incidents. However, in the case of overhead
lines the means of making these type of measurements are limited. More-over, to the
best of our knowledge, no solution dedicated to the evaluation of conductor damage
exists.

Fig. 1. Overhead line conductor (Adto Group)
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In view of the maturity of existing mechanical models dedicated to overhead line
conductors and the available data describing the environmental conditions and use of
the overhead lines, it is possible to propose an original approach based on a so-called
hybrid model.

The hybridity of this model is based on the use of two distinct components, namely
statistical analysis & mechanical modelling that interact in order to take advantage of
the advances of each of these components (Fig. 2).

2.2 Mechanical Modelling

Aeolian vibrations [1, 2] caused by low speed winds are one of the phenomena that
lead to premature ageing of conductors by inducing fretting fatigue [3, 4]. The damage
caused by this fatigue phenomenon is located in the contact areas between the con-
ductor wires. Thus, it is necessary to evaluate the effect of the wind on these contacts.
This last fact and the high heterogeneity of overhead line conductors have led us to
propose the use of a multi-scale approach to analyse the physical phenomena associated
with this problem. In this context, three modelling scales naturally appear, namely:

• the overhead line span (distance between pylons, hundreds of meters): account for
external solicitations,

• a short section of the conductor (tens of centimetres): including all interactions
between wires,

• contact area between wires (millimetres): zone where the damage usually appears.

Each scale can be associated with one or more numerical models, adapted to the
studied physics (Fig. 3).

Data acquisition
(weather, asset databases,...)

Data cleaning and consolidation

Statistical modelling
Assessment of the mechanical loading 

Classification using Machine Learning algorithms

Mechanical modelling
AssessmentoftheOHLlifetimeregarding 

the mechanical fatigue

Overhead lines ranking software tool
Aggregationrankings obtained by the twoapproaches

Fig. 2. Hybrid approach
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2.2.1 Macroscale Model
The geometric characteristics of the span and the mechanical characteristics of the
conductors induce large displacements (e.g. sag of several metres under dead weight).

The interaction phenomena between the wind and conductor takes several minutes
to fully develop, but vibrations are produced that can be critical in the long term. The
chosen macroscale model is therefore based on beam-type elements for large dis-
placements, where a degree of simplification is made to reduce simulation times. Since
the interactions between the internal wires are not directly taken into account, the
simplified models must integrate a homogenized behaviour that is as close as possible
to experimental observations (Fig. 4).

2.2.2 Mesoscale Model
An overhead line conductor is made up of several tens of stranded wires in several
layers, meaning that there are contacts between the wires. The contacts can be divided
into two categories:

• those within the same layer: line contact,
• those between wires belonging to two successive layers: punctiform contact,

elliptical in shape.

As an illustration, for a conductor composed of 37 wires arranged on 4 layers, a 22
centimetre portion of the conductor has 36 linear contacts and 294 punctiform contacts
(Fig. 5).

Fig. 3. Multi-scale mechanical model

Crosssection
Neutralaxis

Staticequilibrium

Vibration 
response

Fig. 4. Macroscale beam elements based model
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With the current numerical methods, it is not conceivable to deal with complex
solicitations using a fully 3D finite element model that can directly consider all the
contacts. So we built a simplified wired model, where:

• each conductor wire is modelled by a set of beam elements,
• the interactions between wires are represented by discrete contact elements,

arranged at analytically calculated positions.

The simplified wire model induces an improvement in computational performance
(reduction of the number of degrees of freedom, faster convergence), but generates a
loss of local information (e.g. wire’s internal stress field) (Fig. 6).

2.2.3 Microscale Model
A 3D model is necessary to capture the phenomena appearing at the scale of a contact
between two wires. It is indeed at this scale that crack initiation can occur and lead to
breakage of the conductor when a sufficient number of wires are broken. The evalu-
ation of such fatigue damage, which appears after millions of loading cycles, requires
the knowledge of mechanical quantities at a very local level. However, the computa-
tions for such a model can be very time consuming, so it is thus necessary to use a
strategy to evaluate the damage after a large number of loading cycles. A good strategy
is to use an adequate fatigue criterion applied to a calculated stress field [5, 6]. An
example of this strategy applied to our specific case is completely described in [7]
(Fig. 7).

Fig. 5. a) Linear contact, b) punctiform contact (elliptic shape)

Discret contact

Wired model

Beam element

Fig. 6. Mesoscale simplified model
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2.2.4 Interaction Between the Different Scales
In order to be able to deal with a real problem, it is essential that the different scales
exchange information in order to form a complete computation chain. This commu-
nication between models requires bi-lateral dialogues that ensure, as far as possible, the
representativeness of calculations at different scales. Although the models used in the
multi-scale approach involve different physical quantities (e.g. generalized stress vs
local stress), it is necessary to compare results from both the linked models. It is this
comparison that makes it possible to verify that the calculations carried out lead to a
converged solution (Fig. 8).

2.3 Statistical Modelling

Statistical modelling is based on data, so it is essential to ensure the relevance of the
latter. A first step which is very time-consuming is to clean and consolidate the
databases to be used for statistical modelling. This work was carried out for the
databases listed in the first part of this article.

Fig. 7. a) Punctiform contact, b) and c) contact pressure field respectively in the cross and
transverse section

Mesoscale Microscale
Displacement

Force inthediscret contact Stressfieldinthe 
contact area

Comparaison of 
pressure forces

Fig. 8. Comparison of the pressure forces computed by the mesoscale and microscale models
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We then built a training set composed of independent variables (temperature, wind
speed,…) and one dependent binary variable (presence or not of a cut wire in the span).

Several Machine Learning algorithms were then applied to the training set. These
included logistic regression, Naïve Bayes methods [8, 9], which are all parametric, and
the Random Forest method [8, 10], which is non-parametric. Finally, cross validation
methods were used to evaluate the performance of the different methods.

A Receiver Operating Characteristics (ROC, [11]) curve was used as a technique
for visualizing the performance of a classification algorithm. ROC curves represent the
trade-off between true positives and false positives. The y-axis represents the true
positive rate, and the x-axis represents the false-positive rate. In order to be able to
compare the performance of the different methods, a criterion named Area Under Curve
(AUC) is used. This criteria is evaluated by calculating the area under the ROC curve
for each method. In the figure below there is a comparison between several algorithms.
Non-parametric algorithms seem to be more accurate for our example (Fig. 9).

3 First Results

This tool is made up of two parts. The first part includes the databases, the machine
learning algorithms and the mechanical simulations. The second part consists of a
visualisation tool that allows visualization of the results of the hybrid modelling on a
map of France.

In the below figure we present the first results regarding the presence or not of cut
wires for a group of spans. The map on the left represents real observations (low
number in light purple, high number in dark purple) and the plot on the right represents
the risk of cut wires for a span (low risk in green, high risk in orange) obtained using
the hybrid model. The results of the hybrid model and the observations seem to be in
good accordance, but more validation is required (Fig. 10).

Fig. 9. ROC curve comparison for different algorithms
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4 Conclusion and Perspectives

A decision-making tool has been developed in order to help RTE’s engineers optimize
their asset management policies. This tool is based on hybrid modelling and it is still in
its beta version. The first results are promising but they need improvement. Future
research perspectives that will lead to improvement of the results are the following:

• Statistical modelling: the data set needs to be enriched, notably by including new
meteorological data,

• Mechanical modelling: the multi-scale model of an overhead line span is mature,
but we need to improve the evaluation of the wind loading to have a better
assessment of the stress field in the contact area,

• Decision-making tool: a validation process will be set up by in field verification of
the predictions.
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Abstract. The changing nature of manufacturing, in recent years, is evident in
industries willingness to adopt network connected intelligent machines in their
factory development plans. While advances in sensors and sensor fusion tech-
niques have been significant in recent years, the possibilities brought by Internet
of Things create new challenges in the scale of data and its analysis. The
development of audit trail style practice for the collection of data and the pro-
vision of comprehensive framework for its processing, analysis and use should
be an important goal in addressing the new data analytics challenges for
maintenance created by internet connected devices. This paper proposes that
further research should be conducted into audit trail collection of maintenance
data and the provision of a comprehensive framework for its processing analysis
and use. The concept of ‘Human in the loop’ is also reinforced with the use of
audit trails, allowing streamlined access to decision making and providing the
ability to mine decisions.

1 Introduction

Increasingly manufacturing industry is adopting network connected intelligent
machines in their factory development plans. This movement to incorporate new
technology incorporating advances in Artificial Intelligence is described and encour-
aged by a number of international government/industry initiatives. The Industry 4.0
movement is one such initiative, between the German government and national
industries, with a role to envisage and promote the use of new technologies and
organizational methods for manufacturing (German Federal Government 2016). Cyber
Physical Systems (CPS) are a core theme of Industry 4.0 encompassing the further
integration between machines and computing resources. According to Lee and Bagheri
(2015) CPS as the integration of physical assets with intelligent software systems that
will enable a new generation of maintenance practice. In addition, the enhanced
information processing and analysis opportunities provided by the ubiquity of sensor
use in modern machinery to provide data streams and resulting Big Data sets is seen to
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create potential for new products and new types of manufacturing models. A key
challenge for maintenance practice is how the opportunities brought by this expansion
of data can be best realised. The issue of data provenance is key in the formation of
meaningful analytics and, when coupled with an audit trail framework, offers a valu-
able methodology for reliable and secure data driven decision making in the imple-
mentation of maintenance practice.

2 Literature Review

The quality and provenance of data are important factors when engaging in any form of
analytics. Lin et al. (2007) conducted a survey into data quality relating to asset
management information. The survey found that processes and software for asset
related data quality management were missing in a majority of organisations inter-
viewed; in addition organisations did not have a strategy in place regarding data quality
(Lin et al. 2007). Haider (2015) propose a framework for asset lifecycle management
data governance, stating that organisations need policies to ensure data quality is
inherent in their operation. Woodall et al. (2015) define seven information quality
dimensions for organisations to audit their operations by to establish an actual level of
data quality and potentially identify areas for further improvement. The OPC UA (OPC
Unified Architecture) standard for industrial system inter-communication while com-
prehensive in its specification can be complex and expensive for an organisation to
implement. The work of Henßen and Schleipen (2014) examines the role that the
AutomationML mark-up language can play in simplifying the use of OPC UA models
with existing data sets and streams expressed in XML. According to Henßen and
Schleipen (2014) use of OPC UA directly is a complex task, utilising AutomationML
mapping to OPC UA opens up the opportunity of streamlined connectivity with
OPC UA compliant systems and manufacturing systems. Liyanage et al. (2009) detail
the semantic web, ontology and use of XML metadata description use for information
exchange in e-maintenance. Karray et al. (2009) make the point that semantic inter-
operability between systems is key to the successful operation of e-maintenance.
Grangel-Gonzalez et al. (2016) take the semantic communication notion a step further
by producing a metadata software shell for Industry 4.0 components. The approach is
based on RDF (Resource Description Framework) and OWL (Web Ontology Lan-
guage) and aims to allow for new functionality, described by ontological elements, to
be integrated into the communication framework with minimum disruption (Grangel-
Gonzalez et al. 2016). In combination with machine intelligence such a framework
could acts as an enabling protocol for automation efforts in maintenance activities and
factory operations alike.

Vaughn et al. (2005) examine the possibility for automated cyber vulnerability
recognition where sensor data is used to trigger security warnings. The aim of auto-
mated cyber security is also sought by Abreu et al. (2015) with the use of audit trail
data. With this work Abreu et al. (2015) employ machine learning techniques to derive
patterns and insights to, in principle, enable automated actions and decisions to be
made. Duncan and Whittington (2016) advise on the regular analysis of audit trails in
the effective securing of cloud based systems. While useful in countering intrusions
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into maintenance systems it is also the case that such approaches provide much of the
rigor and data management practise required to ensure quality and enforce standards
within an organisation and its supply chain and linked parties. The use of such audit
trail techniques in manufacturing has been much less evident though its use with IoT
has in outline been explored by Lomotey et al. (2018) in research exploring the need
for visualisation of internet connected devices. In addition Lomotey et al. (2018)
propose a provenance methodology to allow for improved traceability and identifica-
tion of routes through a network that specific data points may take. Efforts towards a
unified metadata syntax and model for provenance are embodied in the work of Moreau
et al. (2011) who put forward the Open Provenance Model (OPM), enabling the unified
and secure exchange of such data between networked systems and entities.

3 Maintenance and Retaining ‘Humans in the Loop’

With the use of such audit trail based intelligent data mining there arises the potential
need to explain the reasoning behind automated decisions to humans for the purposes
of evaluating/ensuring provenance of maintenance data. Duncan and Whittington
(2016) make a number of recommendations on how the audit trail for cloud computing
could be improved; the following are an adaptation of a subset of those recommen-
dations with relevance to the maintenance field:

• A strict regime of data log migration to data storage is required
• Further understanding on information flow within manufacturing is required
• Enhanced data security is required to safeguard collected audit trail data and digital

entry points to manufacturing systems from cyber attackers

It is the case that a ‘human in the loop’ is required as their expert knowledge and
overview capability can be leveraged, in particular, to help ensure data and processes
security. A vital step along the road to automation is the inclusion of human expertise
along with standards such as the MIMOSA open system architectures for CBM and
EAI (Enterprise Application Integration) (MIMOSA 2017), which potentially provide a
wider underlying structure for the concept of maintenance audit trails. Furthermore,
“human in the loop” – generated events can be viewed as a crowdsourced timeline of
maintenance linked knowledge, contributing to maintenance and asset management
data quality, if adequately mined (Pistofidis et al. (2016).

4 The Audit Trail for Maintenance

When considering the implementation of audit trail practice within an industrial setting
it is important to consider the data flows currently available. Many enterprise systems
in organisations, such as ERP (Enterprise Resource Planning), possess event logging
capabilities. Such event logs may be mined in order to reconstruct a chain of activities
that have taken place within the organisation and administrated by the system (Turner
et al. 2012). Events, even when not mined as complete process chains, may still be
further augmented by semantic descriptions (attached as metadata tags) to establish
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provenance. Sensors in both production machines and located within the production
line/maintenance environment can provide a wealth of data when systematically con-
nected to data repositories. This data may even be available in the form of a continuous
stream, informing of the live status of the asset in question. Real time or near to real
time evaluation of machine condition data can provide a new level of insight when
combined with prognostic techniques within maintenance decision support and plan-
ning systems. Use has been made of audit type data in industrial applications.

A sensor fusion approach has been used by Payan et al. (2016) in the development
of proactive safety metrics for helicopters. In this research Payan et al. (2016) fuse the
outputs of flight data monitoring to form the basis for predictive safety measures, with
the potential to advise preventative measures. Such an approach may also inform the
development of audit trail compilation and use to enhance the scheduling and per-
formance of maintenance activities. One way of presenting data provenance informa-
tion in a non-technical fashion is through the provision of a text based audit trail
(written in plain language) describing the individual steps taken to arrive at a generated
recommendation (including any calculated weightings or percentages used). In addition
the user should be made aware of the sources of data used in the generation of decisions
and a suitable provenance should be available for each individual source for human
based cross checking and evaluation. The concept of ‘Human in the loop’ is reinforced
within this framework through streamlined access to decision making and the ability to
mine audit trails of decisions (and the reasoning behind decisions) and activities that
have occurred within the Internet connected production line. There will be a necessity
to capture and store data streams from the production line and audit trails of decision
making within the semantic sandwich layer and monitored activities within the system.
A big data repository will be required along with connectivity to other data stores and
streams within the organisation.

Figure 1 illustrates the concept of the audit trail with an example drawn from
railway maintenance activities. In Fig. 1 it can be seen that for a section of track there
are a range of maintenance activities that may involve: maintenance workers, feeding
back reports via mobile devices; rail maintenance vehicles with sensors; passenger
trains fitted with track and infrastructure monitoring sensors. In addition a number of
trackside sensors may also stream back data to a control centre concerning a range of
environment specific parameters. The scenario depicted in Fig. 1 relates to the possi-
bility that sensors have registered faults with a Balise (track based transponder forming
part of an Automatic Train Protection (ATP) system) and trackside signals in a period
of time after the section of track has been tamped (where the ballast bed of the track is
adjusted). In addition a bankside sensor has noted some occasional subsidence in the
past. All these data streams are recorded at a central control centre. The use of data
mining may establish a causal link between these events taking into account the outlier
measurement from the bankside sensor leading to the root cause of the fault.

New forms of data capture are proposed for use in the rail industry that include
RFID for the location of trains, lower cost (and more compact) condition monitoring
sensors built into train components, and sensors on trains monitoring the track and
overhead power lines (Kans et al. 2015); in essence the use of IoT for data point and
stream collection is proposed allowing physical assets to communicate their real time
status and health. Kans et al. (2015) outline an intelligent maintenance approach
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capable of interaction with Rail Traffic Management systems for the dynamic miti-
gation and rerouting of services on identification of infrastructure and or rolling stock
breakdowns. A focus within the work of Kans et al. (2015) is the use of forecasting and
prediction of faults through range of techniques including machine learning. Decision
making within intelligent maintenance systems can be complex due to the sheer variety
of data sources. Through the use of metadata descriptions and timestamps it is possible
to establish a process for the analysis of collected data. The audit trail establishes the
order of events via timestamps and the output from data mining/machine learning. The
metadata descriptions can be used to describe the data collected and its potential use
(along with numerical values) and combined with event logs generated by ERP sys-
tems; such descriptions can be used within the data analysis process and the text
displayed in the form of an annotated process to human operators and managers (and
potentially track side workers). Such audit trails can help reveal the path of the auto-
mated decision making within an intelligent system. Vergidis et al. (2015) propose the
use of an annotated process to describe the intelligent optimised composition of web
services; an extension of such a technique could be employed to compose metadata
trails within analysed data through text extraction and the additional use of semantics,
context based computing and machine learning based data mining approaches.

5 Discussion

It is clear that initiatives such as Industry 4.0 are changing attitudes towards digital
connectivity and automation in manufacturing, though it is the case that there is a need
for a holistic understanding of data being collected and analysed. It is also true that
industry is still missing an overall framework for digital maintenance. Advances in

Fig. 1. An audit trail drawn from rail maintenance activities and sensor streams for a section of
track
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sensors and senor fusion techniques have run-ahead of suitable processes and systems
capable of fully harnessing their outputs. The quality and provenance of data are
important factors in data management. With maintenance rapidly adopting key Industry
4.0 technologies, such issues attain increased importance in the delivery of successful
applications and services. Product and asset lifecycle data are increasingly acknowl-
edged as valuable assets (Kubler et al., 2015). Therefore their own lifecycle needs to be
appropriately managed and this could become a key factor in establishing a credible
audit trail for maintenance activities and data. Imran et al. (2017) provide the following
outline points to take account of when collecting and describing the provenance
(perhaps through metadata tagging) of data products:

• From where a data product was acquired?
• By whom and when the data product was created?
• Who are the authorized stakeholders of the concerned data product?
• In what transformations and computations has it been used?
• What were the inputs for the generated output data item?
• Which criteria were applied in the creation of the data product?

Work in the area of event logging based audit trails that have been utilised in the field
of cyber threat detection within networked software systems, are of direct compli-
mentary use in ensuring that data flows are not compromised by intruders. The
implementation of audit trail methodology could therefore bring inherent additional
security benefits to any implementing organisation.

6 Conclusion

Further work remains to be completed on understanding information flows within
manufacturing and how digitisation of systems and information will impact mainte-
nance activities. Though it is put by the authors that clear processes to support audit
trail style collection of maintenance data and the provision of a comprehensive
framework for its processing, analysis and use should be important goals for the
research that must be completed in the near future for full enablement of digital
maintenance practice. The concept of ‘Human in the loop’ is also reinforced with the
use of audit trails, allowing streamlined access to decision making and the ability to
mine decisions (and the reasoning behind decisions for machine assisted workers and
managers). Security concerns inherent in the connection of live production line assets
to networked systems may well be allayed by the introduction of an audit trail
methodology. Developments in the security arena and their use of audit trail must also
be acknowledged in future research relating this practice to maintenance activities. The
ability to provide procedural structure to data for reuse and communication within an
Industry 4.0 maintenance system will be vital for any future move towards semi or fully
autonomous maintenance activities.
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Abstract. The Mont Blanc tunnel fire March 1999 killed 39 persons, of which
most died within 15 min due to intoxication. In Norway there have been several
fires the recent seven years. No single road-user has died from intoxication in
those fires, in spite of being engulfed with smoke for more than 1.5 h. The
tunnel safety discourse amongst tunnel owners and researchers turns towards
questioning whether current longitudinal ventilation strategies can be used to
design the tunnel system to meet the self-rescue principle. Smoke control would
then be the design criterion. The Norwegian Public Roads Administration could
in this perspective re-duce its effort to invest in safety measures ensuring safe
havens for road users trapped in smoke and other fire preventive measures. We
are very critical to such a development of tunnel fire safety. This paper raises
questions about predictability of smoke dispersions in case of tunnel fires as well
as human tolerability of toxic gases from fires. We conclude with issuing
designs of research studies to reduce the gaps of knowledge revealed in the
literature.

1 Introduction

In Norway there is approximately 1100 road tunnels, and 33 of them are below sea
level. Several new tunnels are being planned and many are under construction. In the
last 10 years there has been an increasing focus in the Norwegian community on fire
safety related to tunnels. This is due to an increase in the number of tunnel fires in
Europe and Norway, but also because the society in general has an increased focus in
risk analyses and safety. Designs are getting more and more complex within several
industries, including the transportation sector, increasing the need for credibility of
acceptance criteria based on human tenability when the possibility to escape is
restricted. This paper is a first step to raise questions about current engineering prac-
tices when it comes to human tenability limits.
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2 Discussing the Norwegian Statistics

A review of Norwegian tunnel fires in the period 2008–2015 (Nævestad et al. 2016)
reveals that larger vehicles are overrepresented in tunnel fires in Norway. Tunnels with
steep incline is overrepresented; 5% of the tunnels in Norway represented 42% of the
fires. 40% of these fires involved heavy goods vehicles, which is a lot taken into
account that they only measure 14% of the traffic load on Norwegian roads (Nævestad
et al. 2016). Tunnel design in Norway has an increasing degree of complexity, resulting
in a need for a performance-based design.

The NPRA has an ambition to develop a model for fire risk that can predict
probability and severity of fires in the Norwegian tunnels. Such modelling work will
hardly reflect all major factors and system characteristics and thus, the use could be
counterproductive. “Though the primary goal of stochastic modelling is to provide
insights and not numbers, numerical answers are often indispensable for gaining sys-
tem knowledge” (Tijms 1994). Tijms’ basic text book concludes in its beginning on
what is important with quantitative analyses. The interpretation of the results of
stochastic models is of no value unless we know the models and data material sup-
porting them. Nævestad et al. (2016) shows that the average occurrence of fires in the
entire Norwegian population of tunnels are 24 per year (min 17 - max 34), which of
rather few occurred in heavy vehicles (>3,5 t). Distributed over the NPRA-regions the
fires that somehow included heavy vehicles were:

Region East – 17 fires in 8 years, of which 5 in the Opera tunnel, 5 in the Oslofjord
tunnel and 2 in the Tåsen tunnel, while the last 5 occurred in five different tunnels.
Region South – 4 fires in 8 years, all in different tunnels.
Region West – 24 fires in 8 years, of which 3 in the Mastrafjord tunnel, 2 in the
Bømlafjord tunnel, 2 in the Gudvanga tunnel, and 17 fires in different tunnels.
Region Mid Norway – 11 fires in 8 years, of which 4 in the Hitra tunnel, 2 in the
Stavsjøfjell tunnel, 2 in the Eiksund tunnel, and 3 in different tunnels.
Region North – 7 in 8 years all in different tunnels.

Major fire loads have been reported in the two fires in the Gudvanga tunnel, the
Brattli tunnel, the Follo tunnel, the Skatestraum tunnel and in two fires in the Oslofjord
tunnel. The fire in the Follo tunnel killed the HGV-driver. No other fires have killed
road-users due to intoxication, but in the same period 5 road-users have been killed in
tunnel-accidents which have also included fires. We scrutinized the major accidents
(major injuries to people) and found:

• In 2009 a person was killed in a head on collision between a private car and a HGV
in the Stavsjø tunnel (mid night before Saturday – the private car came over into the
HGV’s lane). The young male driver (in the 20-ies) was killed. A fire in the private
car was put out immediately.

• In 2010 a head on collision in the Hordvik tunnel also between a HGV and a private
car implied death of the driver of the private car. Both vehicles caught fires but were
immediately extinguished.
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• In 2010 a Lithuanian driver of a HGV died due to mechanical injuries and smoke
inhalation from the collision with the Follo tunnel portal and the tunnel wall in the
entrance zone.

• In 2011 a fire occurred in a Polish HGV in the Oslofjord tunnel, which implied
major smoke inhalation injuries for several road-users (Njå and Kuran 2015). The
data material from Statistics Norway and the study made by Institute of Transport
Economics (Nævestad et al. 2016) described the consequences as minor, which is
an error.

• In 2011 two persons were killed in a head on collision between a bus and a private
car. The accident occurred outside the Vassenda tunnel. Smoke was seen from the
private car, but no fire occurred in any of the vehicles. The event is part of the
official tunnel fire statistics, but this could be questioned.

• In 2012 a fire started in the rear tires of a HGV-trailer in the Mastrafjord tunnel.
Two persons were reported with small injuries from smoke inhalation (ref. a local
newspaper), but the information from Statistics Norway described it as serious
injuries.

• In 2013 a head on collision between a private car and a HGV in the Storesand
tunnel killed the driver of the private car. The HGV caught fire, but was extin-
guished rapidly.

• In 2013 a motorcycle driver was killed in a collision with a lorry in the Naustdal
tunnel. A minor fire was immediately extinguished.

• The fire in the Gudvanga tunnel included many intoxicated patients, of which many
were seriously injured.

• In 2015 the second Gudvanga fire included a bus. It implied five injured persons
from smoke inhalation.

The largest HRRs were observed in two other fires that luckily included no persons
still in those tunnels when the fires developed (Skatestraum and Brattli tunnels). The
fact that no road-users were in the tunnels were not subjected to any system safety
measures, but “pure luck”. In the work with tunnel safety, it is acknowledged that there
are major uncertainties about the consequences of exposing people to fire smoke over a
longer period. Research shows that design of the tunnel will affect the fire growth and
development (Ingason et al. 2014), hence the possibility to ensure safe evacuation.

3 Fire Toxicity in Norwegian Tunnels

Themain cause of injury and death in fires is exposure to toxic fire smoke and gases (Stec
and Hull 2010). In the event of a fire, fire safety depend upon the outcome of two parallel
timelines: the time from ignition of the fire to the development of incapacitating con-
ditions (ASET) and the time required for occupants to reach a place of safety (RSET)
(Hurley 2016, chapter 63, p. 2308–2428). When occupants become immersed in smoke,
behavioural, sensory and physiological effects occur. Toxic fires effluents are responsible
for the majority offire deaths and an increasingly large majority offire injuries (Stec and
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Hull 2010). Fire safety in general has often focused on preventing ignition and reducing
flame spread, and not so much focus have been given to the fire toxicity.

Since no one have been killed by the smoke in a tunnel fires in Norway, a per-
ception seems to emerge amongst tunnel owners that the smoke has been non-toxic. As
of today there is no acceptance criteria or design requirement regarding smoke
obscuration in Norwegian tunnels (SVV 2016). This silently supports the choice of
ventilation strategy, which is longitudinal instead of transverse ventilation (SVV 2016).
Smoke exposure can however delay or prevent escape for an extended period, during
which fire conditions may become life threatening (Stec and Hull 2010). Major acci-
dents worldwide have had devastating consequences. On 24 March 1999 a Belgian
truck with a refrigerated trailer carrying margarine and flour caught fire in the Mount
Blanc tunnel and resulted in 39 deaths, and major complexities in the fire and rescue
work. Those who tried to escape managed to make only 100 * 500 m before col-
lapsing due to lethal smoke compositions (Duffé and Marec 1999). In the St Gotthard
Tunnel, 24 October 2001 two HGVs collided and a fire broke out. The fire spread
rapidly, and even though the fire brigade managed to enter the tunnel in less than
7 min, the fire burned for approximately 24 h. After the fire was brought under control,
the bodies of 11 people were found to the north of the incident location within a
distance of approximately 1250 m. Some were inside their vehicles, other were on the
road way. Ten died as a result of smoke inhalation (Carvel and Beard 2005). In Kaprun
November 2000 155 tourist were killed in a ski train blaze. Several passengers
ascending on foot, as well as the train conductor, were asphyxiated by the smoke and
then burned by the fire (Sempio 2013).

Taken into account the tragedy and lesson learned from these accidents, we
question the design approach used in Norwegian tunnels. Understanding the fire
dynamics in tunnels and how the fire interacts with its surroundings is important factors
when evaluating fire safety design in tunnels (Ingason et al 2014). The components
present in the fire smoke is a result of the goods carried by the HGVs, and how different
components interact with each other when exposed to extreme heat load. Currently
there are very few restrictions. New type of vehicles, technologies and fuels are inte-
grated in fast pace in the transport systems. The tunnel regulator uses performance
based rules, but we questions the design practices. These shortcomings have been
evident in the investigations and national audits. There is a need for design require-
ments to keep up with the technological development, resulting in a more functional
and performance based legislation that challenge existing practices.

There is a need for informed expert decision making for professional management
regarding safety in tunnels, taking into account the uncertainties regarding the fire
smoke toxicity. It is important to understand that the yields present will be scenario
based dependent on the contexts, materials and ventilation conditions. The time-
concentration curves of the toxic products depend on the mass burning of the fuel
(kg/s), dispersal volume (to give kg/m3) and the yields of each toxic product (kg/kg).
The yields at different stages will depend upon fuel substances, fuel/air equivalence
ratio, temperature and oxygen concentration in the flame zone (Stec and Hull 2010).
The main dangers presented by smoke are obscurity (lack of visibility prevents people
from fleeing), toxicity (which incapacitates) and temperature (which also incapacitates)
(Hurley 2016, chapter 63, p. 2308–2428).
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3.1 Regulation

The EU Road Tunnel directive (Directive 2004/54/EC) is prevailing in Norway. The
effect of the Directive is to constitute what is regarded as a minimum European level of
safety in road tunnels. However, the obligation of engineers to exercise professional
care remains even if there are directives in place. The EU directive and the N500 tunnel
code require risk assessment to demonstrate acceptable safety levels during evacuation
in special circumstances. We raise the question; what is acceptable safety level during
evacuation? Why is it possible for a tunnel owner to direct the self-evacuation prin-
ciple, when road-users do not know what it mean?

Further, a comparative analysis of safety standards for road and rail tunnels per-
formed by Arnold Dix (2004) assessed the regulatory frameworks in Germany, Austria
and Switzerland against the EU Road Tunnel directive, and furthermore Japan’s
approach. The comparison demonstrates a vast range of designs and operational con-
ditions when it comes to underground transportation safety. Dix concluded that the
great variation in key safety parameters such as ventilation, lightning, emergency
evacuation, control systems and pedestrian ways, require expert engineering in design
and operation. In the US the NFPA (National Fire Protection Association) standards are
highly recognised and used for fire safety. NFPA 502 is the standard for road tunnels,
bridges, and other limited access highways. When it comes to means of egress from a
road tunnel it is stated that a tenability level shall be provided in the means of egress
during the evacuation phase in accordance with the emergency response plan. A criteria
for tenability and time of tenability should also be established (NFPA 2017, ch. 7.16.2).
Further reference is given to NFPA 101, Life Safety Code, which is the most widely
used source for strategies to protect people from the hazardous exposure from fires
(NFPA 2018). The NFPA codes used in fire safety design are moving away from being
prescriptive to become more performance-based or scenario-based. For instance in
Hong Kong, the fire safety strategies optimize fire protection and fire prevention
measures to attain specified fire-safety objectives. Fire safety systems must be defined
clearly and include at least three parts: detection and alarm system, fire control system
and air and smoke control system (Miclea et al. 2007). Keeping the thermal and toxic
effects under acceptable and tenable limits are considered extremely important and
tenability limits are stated, amongst other on CO2 concentration levels.

Effective dose and concentration levels are more commonly used to provide an
indication of lethality and incapacitation, from the cumulative effect of the most
noxious fire effluents, expressed as fractional effective dose or concentration (FED or
FEC) (Hurley 2016, chapter 63, p. 2308–2428). ISO 13344:2015 states that pyrolysis
or combustion of every combustible material produces a fire effluent atmosphere,
which, in sufficiently high concentration, is toxic (ISO 2015). The standard provides
means for estimating the lethal toxic potency of fire effluent produced during a fire. The
lethal toxic potential are related to the fire model selected, the exposure scenario and
the material evaluated. Lethal toxicity values associated with 30-min exposures of rats
are predicted, using calculations. The intended use of fire safety engineering calcula-
tions is for life-safety prediction for people and is most frequently for time intervals
somewhat shorter than 30 min. It must be kept in mind that the importance of
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considered engineering decision making and evaluation of risk and uncertainties
underlies all standards and guidelines.

3.2 Fire Toxicity

From the 1970s until the early 1990s fire toxicity was recognised as a serious problem
and some high quality research was undertaken (Stec and Hull 2010). It was then
discovered that real fires had a much higher level of toxicity than small-scale laboratory
tests. The difficulties of replicating real fires on a bench scale could be one of the reason
for diminution of research into fire toxicity. The focus of fire safety research changed
towards reducing peak heat release rates. Recent years there have been a resurgence of
interest in fire toxicity, mainly due to performance-based design approaches to fire
safety engineering in several industries.

In forensic investigations fire toxicity has played an important role and blood
samples are routinely analysed for carbon monoxide to ensure whether or not the victim
was alive after the fire started (Stec and Hull 2010). This has however led to the
assumption that because the carbon monoxide levels were easily quantified in the
blood, this is the only important toxicant, which is not the case. Most of the fire models
used today is based on 30–50 years old experiments (Stec and Hull 2010). Studies of
fire effluent toxicity is a multidisciplinary area where both fuel chemistry and condi-
tions of the complex process of fire have significant influences (Stec and Hull 2010). It
requires understanding of the stages of fire growth – from ignition to ventilation
controlled burning, the behaviour of a fire in different scales combined with the effect
of the interactions with the surrounding environment (air supply, walls, ceiling etc.),
the product formation from flaming polymer pyrolysates, the behaviour of the aerosol
particulates and the response from the human body to the components present, the
chemical quantification of those fire effluents and the toxicity of these (Stec and Hull
2010). Proper investigations of fires and victims involved have also been scarce, mostly
directed towards liability investigations.

Assessing the fire safety in a road tunnel, thus, requires application of detailed
knowledge of fire development and smoke toxicity combined with the understanding of
risk management. When introducing the concept of risk assessment to decide upon
acceptable levels of risk in a tunnel, the situation may easily arise where the analyst do
not see the full scope of the choices that are made. We questions the outcomes of risk
management strategies, especially when we take into account the limitations in the
knowledge regarding tenability limits and the large variance of human behaviour in
fires. The effects of fire on occupant’s can be divided into three phases (Hurley 2016,
chapter 63, p. 2308–2428):

• Phase 1: The fire is growing but the occupants are not affected by heat or smoke.
• Phase 2: Occupants are exposed to smoke, heat and toxic products. At this stage

irritancy and asphyxiation will affect their escape capability. At this point in time,
factors such as the toxicity of the fire smoke and the dynamics of their production
become critically important when trying to escape.

• Phase 3: This phase is the terminal phase of victims as a result of the fire.
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The toxic effects of the fire product are important in the second and third phase.
However, most studies of fire toxicity have been regarding lethality, for instance the
Strathclyde study in the United Kingdom. The lethality, in terms of the LC50 on
laboratory animals, have been focused on individual fire products such as carbon
monoxide (CO) or hydrogen chloride (HCL) or a mixture of thermal decomposition
products from materials (Hurley 2016, chapter 63, p. 2308–2428, chapter 63, p. 2308–
2428). The phase with incapacitation in fires can be studied either by animal experi-
mentation or by investigations of the circumstances surrounding real fire casualties,
particularly survivors of serious smoke exposure. This crucial area of toxicity has been
largely neglected. Research performed by TNO (The Netherlands Organisation of
Applied Scientific Research) published in the coloured books; Methods for the deter-
mination of possible damage to people and objects resulting from release of hazardous
materials (CPR 1992), states that the combustion products that theoretically can appear
in a fire are mainly determined by the chemical composition of the substance. If for
instance hetro-atoms are present, such as chlorine and sulphur, in addition to carbon
and hydrogen, then next to CO, CO2 and H20 also CL2, HCL, COCL2, S02 and COS
will appear. This will typically be called primary combustion products. But in addition
to this also secondary combustion products will be generated (CPR 1992), as a result of
mutual reactions between the combustion products that are formed. Generally there are
very little data available with regard to secondary combustion products. However there
are some exceptions, for instance combustion of polychlorinated aromats
polychlorodibenzo-p-dioxins (PCDD), which are products of incomplete combustion
of organic materials.

3.3 Modelling Fire Toxicity

TNO suggests methods to help making it clearer in which manner the formation of
combustion products can be defined (CPR 1992), but the guidelines should be con-
sidered as an indications containing a relatively high degree of uncertainty. The “green
book” establishes a methodology, for a number of substances, acute toxicity data,
which are applicable for the inhalation by human beings. Data available (mostly from
animals), with the help of an extrapolation model, a 30 min LC50 value for human
being was derived. An LC value is the concentration at which a given percentage of
exposed population will die. In this case 50%. The calculation of LC50 for human is
based on the known LC50 for animals. The latter are converted to values corresponding
to a 30 min exposure duration. Thereafter extrapolation is made by the help of an
extrapolation factor. The methodology contains several uncertain factors. The param-
eters used in the method are also only valid for lethal injury. Proper values of the
parameter for other types of injures, for instance lung damage, respiratory system and
alimentary canal disturbance, does not seem to available. TNO recommends for future
research on acute toxicity to try and obtain better definitions for these type of injuries
that could arise as a consequence when exposed to smoke from a fire. They also states
that the probit constants for human beings represent no more than an indication, and
that a lot of research is required to arrive at really reliable dose-effect relationships
(CPR 1992). Newer standards and guidelines are often based on the coloured books,
which are based on old studies and experiments.
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The models present in the “green book” is for use in quantitative risk analysis. The
uncertainty in the models must be considered within the framework of, sometimes,
other relatively large uncertainties, that could be effect models, probability models,
population data, etc. Still, when assessing risk analysis for road tunnels, a risk analysis
containing results from these methods are used when making decisions regarding fire
safety. In order to evaluate toxic conditions for people in fires, one needs to determine
physiological and pathological effects of exposure to toxic smoke and how they impair
escape, cause incapacitation and death. When evaluating the risk of fire toxicity present
in a road tunnel it is necessary to identify the main toxic species responsible for these
effects amongst the hundreds of chemical species known to occur in fire effluents and
combinations that might occur. This is to say at least a rather complex task. In tunnels
transportation of a large variety of non-hazardous and hazardous goods will be present.

4 Recommendation and Conclusions

The design phase for complex tunnel structures with limitations in escape routes
introduces gaps in how to work with risk factors. When looking at the uncertainties
present in models and knowledge regarding tenability of humans exposed to smoke, it
is a big surprise to us that analyses of toxins and human responses are often neglected
in tunnel designs. The fire safety engineering practise moving towards a performance
based approach to fire safety design has not improved this situation.

Incapacitation in tunnel fires, and how these products affect the capability of escape
during fire, is a crucial area containing several uncertainties that has been neglected.
Some of these uncertainties regarding fire risk in tunnels have been reflected on in this
paper. Regulatory variations globally demonstrates the importance of professional
expert engineering decision in the design phase. Lesson learnt from previous tunnel
fires tragedies requires attention. Stronger attention should be given to smoke toxicity
in the design phase. Some questions that needs to be further explored are:

Design phase:

1. What are the experiments and knowledge base for the empirical models used in fire
safety today when it comes to fire smoke toxicity?

2. How manage risk and uncertainties in the design phase regarding exposure to
smoke during evacuating, to continuously strive for an inherently safer tunnel
design?

3. To which degree is the uncertainty regarding fire smoke toxicity reflected when
modelling fire in risk analysis for road tunnels?

Human aspect:

1. Is it possible to develop methods to determine different level of incapacitation when
exposed to fire smoke?

2. Is the use of human tenability limits beneficial, considering that what is adequate
from a safety perspective often is a political and/or industry question?

All questions above (but not limited to), are important aspects to consider in fire
safety engineering. There is a need to increase the understanding of the experiments
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and empirical models used, when introducing human tenability as a risk acceptance
criteria. Empirical models are often used in fire safety engineering, but there is a gap of
knowledge when it comes to incapacitation and long terms effect of being exposed to
fire smoke during evacuation. Especial long tunnels with very limited possibility for
escape introduces challenges. Using human tenability limit in design, knowledge
regarding combustion chemistry and human biological and psychological effects on
people are just as important as the fire development itself. Modelling fires and allowing
development of fire scenarios, introduces a need for tenability limits and risk accep-
tance criteria`s to make decisions. But there is a need to demonstrate that human
tenability limits and risk acceptance criteria’s regarding fire toxicity are beneficial, or if
it only introduces a perceived level of safety for the asset owner making decisions
regarding fire safety in public transportation systems.
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Abstract. A shared workplace, according to Finnish legislation, is a workplace
in which one employer exercises the main authority while additional employers
or self-employed workers operate simultaneously or successively in such a way
that their work may affect the safety or health of other employees. This study
aimed to form a holistic view of the occupational safety and health
(OSH) challenges facing shared workplaces within the construction industry.
The material consisted of randomised OSH inspection reports (N = 79) from the
Regional State Administrative Agency. Reports were analysed to gain infor-
mation about the observed deficiencies. In the analysis, the reports were cate-
gorised based on the holistic work system model (ISO 6385, 2016). The analysis
carried out in this study resulted in the recognition of common challenges at
shared workplaces within the construction industry. Using this method, an
individual observation profile for each industry branch can be formulated. Such
profiles can be used in the planning of industry-specific inspection checklists for
the supervision of OSH as well as in developing the OSH management at shared
workplaces.

1 Introduction

A shared workplace is defined in Finnish legislation as a workplace in which one
employer exercises the main authority while additional employers or self-employed
workers operate simultaneously or successively in such a way that the work may affect
the safety or health of other employees (Occupational Safety and Health Act
738/2002). The European Union (EU) directives on safety and health at work address a
situation similar to that of a shared workplace, but they do not use a specific term for it,
and they present less detail in the OSH Framework directive (Directive 89/391/EEC).
Both the EU and Finnish legislation require that employers and self-employed workers
at such workplaces ensure in adequate cooperation that their activities do not endanger
employees’ safety and health.

Shared workplaces occur in several industries but are most common in the con-
struction, manufacturing and transportation and storage sectors. In the construction
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industry, almost all workplaces can be considered shared workplaces due to the fact
that, at large construction sites, there are always employees of several different
employers working on their specific areas of expertise (Häkkinen and Niemelä 2015).
In process and manufacturing industries, it is also very common that certain tasks, such
as those related to maintenance, are carried out by contractors and their employees.
Within the transportation and storage sector, shared workplaces often occur in the hubs
of transportation routes, such as ports, airports and terminals and storages of ground
transport (Turunen et al. 2015; Teperi 2012; Reiman et al. 2015).

Despite the widespread occurrence of shared workplaces and increased outsourcing
of services and other tasks, which has become more and more common in many
industries over the last few decades, the concept of a shared workplace is not very well
known internationally, and research on the safety of shared workplaces is sparse
(Rantanen et al. 2007; Nenonen 2012). However, the challenges related to safety
management in situations in which cooperation and collaboration among several
employers and their employees are needed are similar in all industrialised countries
(Rantanen et al. 2007). The challenges at shared workplaces often include service
provider selection, safety management resource availability, hazard identification,
communication, working culture, and employee competence and training (Nenonen
2012). Special needs related to shared workplaces in process industry companies’ sites
was a main contributor to the development of the Health, Safety, Environment, Quality
Assessment Procedure (HSEQ AP), which is now widely applied in Finland (Väyrynen
et al. 2012).

The work system model, which can be used to examine work and its elements,
consists, in its basic form, of the following elements: the person or employee, his or her
work task, the tools and technologies he or she uses to accomplish the task, the work
environment and the organisation in which the work takes place (Smith and Sainfort
1989; Carayon and Smith 2000; Carayon 2009). Depending on the input into the work
system and the interplay of its elements, the work that is carried out in various pro-
cesses leads to positive and/or negative outcomes. Examples of positive outcomes
include the productivity, health and wellbeing of the employees, while negative out-
comes include stress, accidents, discomfort, absence from work and loss of time.
Employees can be seen as important assets to an organisation, meaning their safety and
health is essential to the performance of the whole organisation.

In this study, occupational safety and health (OSH) inspection reports were anal-
ysed to gain a holistic view of the OSH situation at shared workplaces within the
construction industry. The challenges, special characteristics, situations and phenom-
ena related to OSH, viewed from the standpoints of different actors within the shared
workplace, were the targets of interest in this study. The work system was used as a
framework to compartmentalise the observations under analysis. The aim was to
answer the following research questions:

1. What kind of OSH challenges exist at shared workplaces within the construction
industry?

2. What special characteristics, situations and phenomena exist at shared workplaces
within the construction industry?
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2 Study Design and Methods

The materials analysed within this study were OSH inspection reports from the
Regional State Administrative Agency of Finland. These inspections were carried out
from 2012 to 2016. The analysed OSH inspection reports (N = 79) were chosen ran-
domly, but selection was done in such a way that all the inspections were targeted at
workplaces in the construction industry and each inspection report included at least one
observed deficiency that led to a written advice or improvement notice by the agency.
The cases were regarded as construction industry cases if the inspection took place at a
construction site, even if the employer who was targeted in the inspection represented
another branch of industry. This decision was made because the branch of the worksite
being inspected was considered a main contributor to the possible hazards and defi-
ciencies observed during the inspection.

Regional State Administrative Agencies’ OSH inspections concentrate on safety
risks, the management of overload and the minimum conditions of employment,
according to the supervision guidelines issued by the Ministry of Social Affairs and
Health. The inspections also aim to help workplaces develop their OSH functions and
work conditions. The situation at a workplace is observed on the basis of both dis-
cussion and documents, as well a visit to the workplace. In cases where the inspector
observes matters that are contrary to OSH legislation, he or she issues written advice
and improvement notices that are recorded in the inspection report.

In this study, observations within OSH inspection reports that led to written advice
or improvement notices were analysed according to different thematic categories. The
categories were formed in a larger analysis spanning 200 inspection reports from
various branches of industries, which resulted in 61 separate observation categories. An
open coding approach was used to form themes arising from the material (Flick 2009).
The categories were further divided according to the elements of the work system
model, namely, organisation, employee, task, tools and technology, and work
environment.

The categorisation was carried out by one researcher (PK), and the final set of
categories was decided upon by the researcher and the expert from the Regional State
Administrative Agency (H-KR). NVivo 11 Pro software, which was designed for
analysing qualitative data, was used in the analysis. Each of the observations could
belong to more than one category, and one inspection report could have more than one
observation that belonged to a certain category. On the basis of this analysis, it was
possible to recognise the categories on which the observations at shared workplaces
within the construction industry were focused.

3 Results

The analysis carried out on the OSH inspection reports aimed to answer the following
research questions: “What kind of OSH challenges exist at shared workplaces within
the construction industry?” and “What special characteristics, situations and phenom-
ena exist at shared workplaces within the construction industry?” The results are
presented in the following sections.
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3.1 Challenges at Shared Workplaces Within the Construction Industry

The observation categories that contain the most observations can be regarded as the
main challenges experienced at shared workplaces within the construction industry.
These are presented as a percentage of the total number of observations in Table 1.
Four categories (i.e., deficiencies in planning, use of personal protective equipment, fall
hazard and access ways) could be clearly separated from the rest of the categories based
on their prominence in the analysed material.

3.2 The Observation Profile

The observation profile that was based on the OSH inspection reports about con-
struction worksites is presented in Fig. 1. The profile presents the percentage rates of
all the observations in each category. The observation categories contained anywhere
from 0 to 55 observations from the workplace inspection reports. For clarity, the
observation categories are divided under the elements of the work system (i.e.,
organisation, employee, task, tools and technology, and work environment). Due to the
large number of categories under the organisation element, these categories are further
divided under the themes of human resources and documentation, safety management,
occupational health and safety, occupational health service, and general practices.

The observation profile offers visual insight, both into the categories in which there
are a lot of observations and into the categories in which there are none or only a small
proportion of observations. To use the information provided by the gaps in the
observation profile, background information is needed about the original checklists
used in the workplace inspections that formed this material. However, observation
profiles, such as the one presented in Fig. 1, can be used to develop checklists that
target the special challenges of the industry branch in question (in this case, the con-
struction industry).

Table 1. Categories with most observations, presented as a percentage of the total number of
observations.

Observation category %

Deficiencies in planning 12.0
Use of personal protective equipment 11.1
Fall hazard 10.5
Access ways 9.4
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4 Discussion

Looking at the results on categories related to organisation, a clear peak in deficiencies
in planning can be seen. This area of safety in the construction industry has previously
been identified as a challenge and a common factor contributing to accidents (Häkkinen
and Niemelä, 2015; Rantanen et al., 2007; Lind-Kohvakka 2015). Observations related
to access ways and fall hazards were also strongly present in the material. These are
also common factors contributing to accidents in the construction industry (Häkkinen
and Niemelä 2015).

Fig. 1. Observation profile presenting the percentage rates of observations in each category. For
clarity, the categories are divided under the elements of the work system, with further
classifications of various themes under the organisation element.
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The material used in this study—namely the workplace inspection reports—con-
tains observations that have been detected as matters contrary to Finnish OSH legis-
lation. Thus, the view represented in these results is based on the minimum level set by
the legislation, and possible challenges and good practices that could be identified at
similar worksites using other methods are not necessarily present in these results. The
inspection reports were written by individual OSH supervisors, causing some variance
in the level of detail in the reports; this variance may also be reflected in the analysis
carried out by the researcher.

The material is also comprised solely of reports of workplace inspections targeted
at shared workplaces. In the case of the construction industry, however, the situation is
different than it is in many other branches of industry, as almost all construction sites
are shared workplaces in which there are employees of several employers working
simultaneously or successively in such a way that their work may affect other
employees’ safety or health. This said, the results can be seen as comparable to the
results of earlier research related to OSH in construction worksites.

5 Conclusions

This study aimed to form a holistic view of the OSH challenges at shared workplaces
within the construction industry. The concept of a shared workplace is not very well
known or widespread internationally, although the situation of having several
employers’ employees working at the same worksite is identified in the EU legislation.
Deeper, human-centred insight into the OSH challenges at shared workplaces could
offer ways in which to tackle OSH issues in today’s complex organisational environ-
ment, where shared workplaces and situations similar to these have become more and
more widespread due to, for example, to outsourcing and networking.

The method presented in this study offers a way to formulate an individual
observation profile for each industry branch. Such profiles can be useful in the planning
of industry-specific inspection checklists for the supervision of OSH. In addition to
OSH authorities, this information could also be utilised by experts of industries in
which shared workplaces occur. In the construction industry - and other industries as
well - identifying the special characteristics and challenges related to shared work-
places could also be beneficial to the companies themselves as they develop their OSH
management.
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Abstract. Supplier management is a key issue for many large industrial
companies from both performance and sustainability viewpoints. In this study, a
supplier audit system in a Finnish industrial cluster is examined. The cluster has
created a supplier assessment procedure, and roughly 200 supplier HSEQ audits
have taken place. The aim of this study is to analyse a sample of these audits to
identify common improvement areas among supplier companies. Improvement
suggestions taken from the audits are classified into five themes and 39 cate-
gories. The results paint a picture of the most common HSEQ improvement
areas for suppliers.

1 Introduction

Large industrial companies face the challenging task of managing a vast network of
suppliers. For example, nurturing a good safety culture for every individual and
organisation working on site requires a great deal of attention on the part of industrial
companies. Adopting an even broader perspective, the challenge is to ensure that
supplier companies act in a responsible way, particularly in the areas of Health and
Safety but also in terms of Environment and Quality (HSEQ). This implies that socially
responsible industrial purchasing companies must extend their management system to
take stock of their suppliers’ HSEQ performance (Kauppila et al. 2015; Koivupalo et al.
2015; Väyrynen et al. 2012). One practical reason for mutual interest in HSEQ per-
formance is that both the purchaser and the supplier work together in shared work-
places. Secondly, industrial companies prefer operating with suppliers who handle their
social-, economic- and environmental affairs in a sustainable manner. Stakeholders also
often require this (Hofmann et al. 2014; Meixell and Luoma 2015; Zink 2014).
Purchaser-supplier HSEQ activity has been shown to create long-term positive results
for both parties (Väyrynen et al. 2012). A well-developed safety management system
has a positive effect on safety, as well as competitiveness (Fernández-Muñiz et al.
2009), especially in certified organisations (Vinodkumar and Bhasi 2011). Thus, HSEQ
management is justified and profitable. Generally, management systems are often
intended to be simple, well-guided and efficient (Dujim et al. 2008). In this article, one
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simple though challenging management tool is introduced, and on the basis of this tool,
the common HSEQ performance improvement areas of industrial suppliers are
analysed.

A group of twelve large Finnish industrial purchasing companies have created a
HSEQ cluster network over a developmental process spanning over a decade.
This HSEQ cluster is open to all interested purchasing companies who meet certain
criteria and accept the terms of membership. The HSEQ assessment procedure (HSEQ
AP) is intended for all suppliers who want to be assessed based on their own initiative
or whose assessment is requested on the purchasers’ initiative. The aim of HSEQ AP is
to provide feedback and thus improve the HSEQ issues and productivity of the com-
panies. In addition, through the HSEQ AP, companies can develop their HSEQ
operations and management systematically (anon 2018). As a concrete tool, an
assessment procedure for auditing supplier HSEQ capabilities has been created. In the
HSEQ AP, the HSEQ performance of suppliers is assessed, audited and scored with
specified criteria covering 41 topics. The assessment criteria are divided into subject
areas following the EFQM Excellence Model structure. To this day, a total of around
200 HSEQ AP audits have taken place.

2 Methods

In this study, the database of HSEQ audits was utilised. In total, 48 audits from 2015 to
2017 were analysed in order to answer the following research question: “What kind of
common improvement areas can be identified from HSEQ AP supplier audit results?”
The research question was answered by collecting, analysing and classifying
improvement suggestions and deviations from the audit database.

3 Results

Altogether, 456 improvement suggestions and deviations (hereafter referred to as
simply improvement suggestions) were gathered from the audit documents. The cat-
egorisation resulted in five main themes and 39 categories. The main themes were as
follows: 1. Operations planning and management (n = 155); 2. Occupational safety
management (n = 113); 3. Customers, stakeholders and suppliers management
(n = 83); 4. Human resource management (n = 64); and 5. Environmental and
chemical safety (n = 41).

3.1 Operations Planning and Management

The “Operations planning and management” theme included the most suggestions
(Table 1). Within it, the largest category was the use of indicators. This included a
large number of shortcomings regarding indicators and follow-up, such as the number
and frequency of incident reports, sickness absences, environmental indicators, deliv-
ery reliability, reclamations and generally proactive indicators: “There was no evidence
of comprehensive follow-up of indicators.” “There were no incident report frequency,
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no LTA, no LTIF indicators.” The management should better monitor and use the
indicators to control their work and communicate the results: “Proactive safety indi-
cators, e.g., safety observations, should be used and followed up on. The company
should activate staff to make observations, and create processes for recording and
follow-up.”

Many kinds of shortcomings related to processes emerged in the “Describing the
processes” category. High-level process mapping and more focus on key processes was
required: “A description of the order-to-deliver process would be necessary.” “It is
recommended to draw up a process map showing key (core) processes.” To sum up the
“Principles and policies” category, more attention to creating and communicating these
was requested, particularly related to safety, environment and quality principles. In
other categories, the improvement suggestions concerned, for example, long-term
planning and more systematic management review practices: “The business plan could
not be verified… With the help of the business plan, there is a good chance of crys-
tallising guidelines that have been jointly defined.” “It is recommended that the
company’s key persons have a shared meeting practice in which they regularly go
through the issues in accordance with the standard agenda that they agreed to together
(personnel, customers, economy, development of operations, etc.)… Memos should be
drawn up from the meetings… The communication of key decisions to staff should also
be agreed upon.” In addition, issues such as developing operations for certification
(mainly quality), attention to ethical values, defining the acquisition of information and
HSEQ responsibilities and creating an organisation chart were also pointed out: “It is
important to draw up an organisation chart in which the most important HSEQ
responsibilities are also presented.”

Table 1. The categories within “Operations planning and management”

Category Number of improvement
suggestions

Use of indicators 45
Describing the processes 23
Principles and policies 22
Business plan and long-term planning 15
Meetings and issues to be dealt with,
management activities

15

Ethics and responsibility 10
Certification and standards 9
Defining responsibilities 8
Organisation chart 5
Planning products and services 3
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3.2 Occupational Safety Management

The “Occupational safety management” theme consisted of 113 improvement sug-
gestions divided into ten categories (Table 2). In the category regarding improvements
to the recording and handling of accidents and incidents and communicating
improvement measures, seventeen suggestions were proposed. In some cases, the
related procedures were completely missing, for example: “They do not have their own
procedure for investigating and handling accidents and incidents…” In the orientation
category, shortcomings in the documentation and the content of the orientation, as well
as in renewing the orientation, emerged: “The documentation of the orientation ➜ the
recording of the orientation into the ERP.” “Based on a new person’s orientation, it is
necessary to draw up a signed document…”

The tools and facilities category included various suggestions relating to work
equipment and facilities: “The individualised instruction signs must be affixed to the
machines, including those regarding the protective equipment.” “The company must
draw up a list of all assets requiring an annual inspection…” “One must ensure the
functionality of the emergency stop devices in equipment.” Occupational safety training
needs were recognised, particularly for superiors and foremen, as well as for staff:
“Superiors and workers have not received safety training, except for occupational
safety card training.” “Superiors must be aware of their responsibilities and powers.
That’s why one must go to a course where these things are gone over.” The
improvement suggestions concerning HSEQ observations applied to the entire process,
from making observations to utilising the results. Above all, the daily but also the
broader identification of work hazards and risk assessment occurred within the cate-
gories related to developing safety and HSEQ risk management: “There was no evi-
dence of the proactive identification of work hazards.” “A risk mapping should be
carried out to assess environmental risks and hazards.” The shortcomings in occu-
pational health and safety policy and in defining the responsibilities of superiors were
emphasised in their respective categories: “Evidence of the occupational health and

Table 2. The categories in “Occupational safety management”

Category Number of improvement suggestions

Procedure for incidents and accidents 17
Induction 17
Tools and facilities 17
Occupational safety training 13
HSEQ observations 11
Development of safety 10
HSEQ risk management 9
Occupational safety and health 7
Occupational safety responsibilities 7
Tidiness and order 5
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safety policy is requested.” “It is also recommended to ensure that all safety
responsibilities are individualised within the job descriptions of superiors.”

3.3 Customer, Stakeholder and Supplier Management

The categories within the “Customer, stakeholder, and supplier management” theme
are shown in Table 3. The most suggestions were found within the customer satis-
faction and feedback category. These suggestions stated that customer satisfaction must
be measured and followed up on and that satisfaction discussions should be organised
with the customer. Customer feedback must be collected, documented, processed, and
analysed; e.g., “There is no systematic way of measuring customer satisfaction.”
“Customer feedback is not collected systematically, and feedback is not documented or
analysed.” Related to the previous category, suggestions regarding reclamations were
recorded as well.

On the basis of the these categories, more systematic supplier selection and man-
agement was required: “Supplier management is memory-dependent and based on
subjective experience. The company must set up a list of suppliers and principles for
supplier selection…” “Suppliers’ acceptance criteria or assessment criteria could not
be verified…” “A procedure should be created for the assessment of suppliers’ envi-
ronmental responsibility.” “A procedure must be specified to ensure supplier safety.”
In the categories related to stakeholders, suggestions regarding mapping stakeholders
and their needs, as well as stakeholder communication, arose: “In addition to stake-
holder analysis, a systematic procedure for communications and feedback collection
must be set up.”

3.4 Human Resource Management

Categories in the “Human resource management” theme are shown in Table 4. The
category that attracted the most improvement suggestions was registry development:
suppliers must create a training register and record workers’ qualifications and orien-
tations as well. The well-being at work category included several mentions of job

Table 3. The categories within “Customer, stakeholder and supplier management”

Category Number of improvement suggestions

Customer satisfaction and feedback 33
Supplier selection 15
Ensuring the responsibility of suppliers 11
Stakeholder management 7
Supplier safety 5
Stakeholder communication 5
Reclamations 5
Monitoring the development of legislation 2
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satisfaction measurement: “There is no evidence of the systematic measurement of job
satisfaction.” The incentives and rewards category, as well as the initiatives, devel-
opment proposals, and development discussions category, included encouragement for
initiatives and the creation of an initiative system. In addition, suppliers must com-
municate reward principles “It is necessary to develop the initiative system and the
handling process. Consider rewards.” The importance of writing down decisions and
communicating them, as well developing a staff backup system, emerged from four last
categories.

3.5 Environmental and Chemical Safety

The “Environmental and chemical safety” theme drew 41 improvement suggestions
divided into three categories (Table 5). The environmental matters category contained
various management issues, the most common being impact mapping: “There was no
evidence of environmental management.” In the Chemicals category, three areas were
highlighted: chemical storage issues, shortcomings in the list of chemicals and short-
comings regarding safety data sheets, for example: “There was no person in charge
appointed. There was no list of chemicals or list of safety data sheets.” The waste
sorting category included various shortcomings, such as a lack of instructions regarding
waste and statistics regarding the volume of waste.

Table 4. The categories in “Human resource management”

Category Number of improvement
suggestions

Registry development 13
Well-being at work 10
Incentives and rewards 9
Initiatives, development proposals and
development discussions

9

Knowledge and data management 8
Internal communication 6
Monitoring and management of working time 5
Training and development 4

Table 5. The categories within “Environmental and chemical safety”

Category Number of improvement suggestions

Environmental matters 20
Chemicals 14
Waste sorting 7
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4 Discussion and Conclusion

In this article, the most common improvement suggestions from HSEQ audits were
considered and categorised. By analysing individual categories in more detail, more
exact targets for development were determined. On the basis of this study, the fol-
lowing targets can be recommended and they should be considered for the development
of supplier companies. Theme 1: developing and following up on indicators and util-
ising them as a management tool; drawing up of a process map describing the most
important processes, especially the order-to-deliver process; describing and commu-
nicating principles, especially safety, environment and quality principles; drawing up a
long-term plan and a business plan; organising meetings of the management and
writing agendas and memos; developing operations for certification; drawing up or
assessing ethical values; defining the acquisition of information and HSEQ responsi-
bilities and drawing up the organisation chart. Theme 2: creating or improving the
recording, handling and utilising accidents, incidents and HSEQ observations and
communicating the appropriate measures to take in response; identifying and assessing
work hazards; reviewing shortcomings in the documentation of the orientation and the
content of the orientation, as well as the renewal of the orientation; enforcing occu-
pational safety training, especially to the superiors, and defining and increasing
awareness of safety responsibilities. Theme 3: measuring and following up on customer
satisfaction; organising satisfaction discussions with the customer; defining, collecting,
documenting, processing and examining customer feedback; paying attention to sup-
plier selection criteria and how they affect selection; mapping stakeholders and their
needs and developing stakeholder communication. Theme 4: creating a training reg-
ister; creating systematic job satisfaction measurements; creating an initiative system
and handling processes; improving incentives and rewards processes and communi-
cating decision-making. Theme 5: performing environmental impact mapping; devel-
oping chemical storage and recognising shortcomings in the list of chemicals and safety
data sheets.

It should be noted that in this classification system, many improvement suggestions
could have been placed within several categories, but each of them was classified
within only one category. The purpose of the research was to identify common
improvement areas, and this was accomplished. The improvement suggestions that
were the most commonly mentioned in the audit reports were represented in this
research. These can be utilised in the management and control of the suppliers and
supplier audits.
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Abstract. Professional truck drivers face various kinds of challenges during
their workday. A high prevalence of work-related musculoskeletal disorders and
high accident rates are associated with the trucking industry. In addition, various
differ- ent psychosocial stressors affect truck drivers’ work ability. Accidents,
disorders, and stressors all affect working careers. There is both a constant need
for a skilled new workforce, but also a need for prolonging working careers.
Some characteristics can be identified on truck drivers’ work; the drivers mainly
work alone and their work contains static work postures while sitting and
physical activities while working outside the cab. While working, the driver
often faces opportunities for unethical and unsafe actions to ease the workload.
This poses challenges to the occupational health and safety (OHS) management.
This article provides a scoping review of the risks and hazards that the pro-
fessional truck drivers face while working. Both driving and non-driving work
activities are covered. Special attention is paid to selected new modes of
transportation and a discussion is held on the possible OHS challenges that they
may bring along. High capacity transports (HCT) are discussed as an emerging
mode of road transportation that enables larger loads to be freighted and
intermodal transportations (IMT) are used increase the efficiency of the trans-
portations by combining different transportation modes. However, very little
attention is being paid in the current OHS literature on the possible adverse OHS
effects concerning the driver.

1 Introduction

Occupational health and safety (OHS) is an ambiguous concept, that can be associated
to various different determinants, depending on the definition. In this article, we use a
holistic definition that includes not only the aspects that are traditionally associated to
OHS, i.e. occupational hygiene, accidents and injuries, and ergonomics and human
factors, but also the concept of well-being at work. All these elements include objective
and subjective aspects and can be considered interlinked and partly overlapping to each
other (e.g. Schulte and Vainio 2010).

OHS can be identified and discussed as an asset and as a strategic element, affecting
companies’ activities and economic performance (Dul et al. 2012; Zweetslot et al.
2013). Improper OHS practices and processes lead to negative consequences like
decreased work performance and quality and accidents and incidents. The costs related
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to these can be substantial, reaching from the employee and employer levels to the
society level (Rikhardsson 2004). Well-being at work on the other hand is often
associated to more complex subjective determinants and adverse effects may include
aspects such as stress, job dissatisfaction, and non-stable work force.

1.1 OHS Challenges at Road Transportations

OHS in road transportations has been studied by various different authors (van der
Beek 2012). Truck drivers have been identified as lone workers who cannot be fully
monitored by their employers (Huang et al. 2013). For that reason, they often face
opportunities for unethical and unsafe actions to ease and quicken their work. Recently
for example Reiman et al. (2015), Reiman et al. (2018), Murphy et al. (2018) and
Anderson et al. (2017) have discussed on OHS challenges related to truck drivers’ work
outside the cab at short haul (SH) delivery transportations and Chandler et al. (2017)
have reached that discussion to long haul (LH) transportations. Research literature
covers traditional LH and SH freight transportation modes, however very little attention
is given on the new modes of transportation.

In this article, we raise two modes of road transportation as examples that have
been given increasingly more attention in the Nordic countries and in Europe. Both of
them are associated with higher efficiency and being a step towards more sustainable
transportations (Ye et al. 2014; Bergqvist and Monios 2016). Firstly, we raise up High
Capacity Transportations (HCT). HCTs – as understood in this context – are performed
by longer and heavier high capacity vehicles (or mega trucks) whose weights and/or
dimensions are outside the permissions and regulations. The EU standard for heavy
vehicles is 18.75 metres and 40 tonnes. In Sweden and in Finland, for instance,
vehicles that reach the maximum length of 25.25 metres and weigh up to 60 tonnes are
in a test use. (Ye et al. 2014; Bergqvist and Monios 2016; Sandin 2016). Secondly, in
intermodal transportation (IMT) more than two modes of transportation are used to
freight transportations. For instance, road transportations may be connected to rail, air
or sea transportations to reach higher efficiency. There are some indications that the
tendency for severe road crashes rises during the wintertime for HCTs (Sandin 2016),
however very little – almost none – research has been conducted about OHS at HCTs
and IMTs.

1.2 Objectives

Our aim here is to conduct a scoping review (Grant and Booth 2009) in order to
facilitate future discussions related to OHS and well-being at work at driving and non-
driving tasks for certain modes of road transportation. Especially we pay attention to
discussing these challenges from the point of view of Nordic work environmental
conditions and social sustainability. We attempt to build new knowledge that reviews
and synthesizes the existing literature on the subject. The objective behind this is to
summarize findings and to determine research gaps and targets for empirical research in
the future.
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2 Methodology

2.1 Analysis Approach

To conduct our survey, we searched for literature in the following research areas. As
search words describing the OHS challenges we used: “occupational safety”, “occu-
pational health”, “well-being at work”, “ergonomics” and “human factors”. As search
words describing the transportation modes we used: “long haul”, “short haul”, “high
capacity transportation” and “intermodal transportation”. Search words were used as
search terms to find scientific literature via the database of Scopus, a large abstract and
citation database of peer-reviewed literature. As we aimed to focus on current and
future trends we concentrated only in research literature that was published within last
ten years, i.e. 2009–2018. The search was confined to the documents published in
English. Additionally, relevant sources found in the previous studies carried out by the
authors and in the reference lists of the existing sources were employed as found
appropriate. The relevance of the literature was assessed based on the subject areas, the
titles and the abstracts. Finally the articles that were deemed the most important were
assessed based on the whole text.

2.2 Search Results

As the areas to be covered were diverse in nature, the search involved several inde-
pendent searches, each of which concentrated on a specific area of interest in this paper.
Table 1 describes the search word combinations and quantitative results of the
searches.

As the results show, the amount of publications in the fields of OS, OH, W-BW, HF
and Ergonomics at road transportations is rather limited. The publications focus on
traditional long haul and short haul transportation modes, and no research literature was
found concerning the two modes of transportation that are in our interest: HCTs and
IMTs. The searches did not produce any results when W-BW was used as a search
word. In the latter part of the analyses, we combine the categories OS and OH as OHS
and HF and Ergonomics as HFE.

Table 1. Search word combinations and the amount of documents found. OS = Occupational
safety, OH = Occupational health, W-BW = Well-Being at Work, HF = Human factors,
LH = Long haul, SH = Short haul, HCT = High capacity transportation, IMT = Intermodal
transportation

OS OH W-BW HF Ergonomics

LH 11 22 0 8 16
SH 2 4 0 2 3
HCT 0 0 0 0 0
IMT 0 0 0 0 0
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3 Results and Discussion

3.1 OHS & HFE Challenges Related to Drivers Work Tasks

OHS & HFE challenges related to truck drivers work tasks at LH and SH trans-
portations are described briefly in Table 2. In general, driving related challenges were
emphasised in LH transportations, whereas in SH transportations the challenges varied
from driving to different actions that are performed outside the cab, i.e. to loading and
unloading tasks at customers’ premises and courtyards and to actions performed at
home terminals, cargo spaces and other parts of the truck bodies.

3.2 OHS & HFE Challenges in the Nordic Context

After identifying the most common OHS & HFE challenges based on the scientific
literature, we categorised the challenges in three groups. The categorisation was formed
inductively by identifying possible connections between the challenges. The categories
selected were formed by the mode of work (driving or non-driving) and environmental
conditions. A simplified categorization is presented in Fig. 1.

Table 2. OHS & HFE challenges related to driving tasks at LH and SH transportation modes.

OHS & HFE
challenges

LH • Long working hours
• Non-compliance with hours-of-service rules
• Tight schedules
• Inadequate sleep duration and quality
• Sleep fragmentation and sleepiness
• Bad weather conditions
• Heavy traffic and possibilities to road accidents/crashes
• Frustration on other road users actions
• Lack of social connections during working hours
• Prolonged sitting and whole body vibration
• Uncomfortable driving postures

SH • Long working hours
• Non-compliance with hours-of-service rules
• Tight delivery schedules
• Accident risks and ergonomic discomforts related to recurrent work
activities outside the cab

• Work environment hazards
• Constantly changing temperatures – from warm cabs to out- door
environments

• Frustration on other road users actions
• Inadequate and/or insufficient tools and devices

434 A. Reiman and S. Väyrynen



Environmental conditions cover not only road conditions during driving but also
different work environments outside the cab, i.e. the truck body structures and cargo
spaces and customers’ work premises, courtyards and public places, such as streets.

The Driving category illustrates the duality of the driving work. The drivers may
face – even during a single work shift – both heavy traffic and lone roads. Driving
requires concentration during the whole work shift. Long distances and lone roads may
arouse ethical decision making situations; for instance whether or not violate working
hours or speed limitations. Long distances are also associated to prolonged sitting.
Prolonged sitting combined with whole-body vibration has been identified causing
adverse health effects, such as low-back pain.

In addition to driving, truck drivers perform various work tasks outside the cab.
In SH transportations these tasks are most often associated to unloading and loading
activities at home terminals, cargo spaces and/or at customers’ premises. As an
opposite of sitting, working outside the cab includes various physical work activities,
such as manual materials handling and movements in and out of the cargo space and
cab. These are all associated with accidents and incidents in the literature.

Nordic environments bring some specialities to OHS management. For example,
the driver may face icy and snowy grounds; from which parts are sanded whilst some
parts are left unsanded. This raises possibilities to slipping and falling. In addition, the
devices and tools used to ease and fasten the delivery work, such as roll cages, are
usually not designed to be used in snow. Temperature changes affect the driver
especially at wintertime. The driver constantly changes from warm cabs to outdoor
environments; requiring continuous thermoregulatory adjustments.

Fig. 1. OHS challenges in three categories.
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3.3 Considerations on Possible OHS&HFE Challenges at IMTs
and HCTs

As our scoping review reveals, no research has been made on the OHS & HFE
challenges related to IMTs and HCTs. Based on our categorisation above, we
emphasise the potential for OHS & HFE research in IMT and HCT contexts by
providing nine new research challenges (see Table 3). We see that there is a need to
study drivers’ actions during driving. Especial interest should be given to cognitive
analyses on driving behaviour and on perceived stress. While working outside the cab
we highlight the need to provide more in-depth knowledge on possible new risks that
the larger and heavier trucks may bring about and whether any new risks could be
identified on the collaboration between different stakeholders while the transportation
mode is changed. Further, we highlight the Nordic conditions and social sustainability
in general as research topics.

While for instance HCTs and IMTs are considered in general as sustainable
transportation solutions, we highlight the social sustainability dimension as a topic for
further research in the future. The third dimension of sustainability; social sustainability
is often disregarded, while environmental and economic dimensions are paid more
attention. Questions such as the drivers’ perceptions on the reductions for drivers
needed and general road safety perceived by other road users may arouse when social
sustainability is discussed.

Table 3. OHS research challenges at IMTs and HCTs.

IMTs HCTs

Driving • Perceived stress; is the driver aware
what s/he is transporting?

• Cognitive and working posture
analyses on driving larger trucks

• Perceived stress on load securing • Perceived stress; does the driver fear
that s/he is causing risk or
discomfort to other road users or risk
to the freight to be damaged

Working
outside
the cab

• OSH & HFE risks during the
change of the transportation mode

• Do larger truck body structures bring
out any new risks for occupational
accidents?

Nordic
conditions

• How are the Nordic special
challenges related to OHS & HFE
managed at long distance IMTs?

• How does the HCT driver perceive
winter conditions at roads?

• How do icy and snowy road
conditions affect HCT drivers
driving behaviour?
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4 Conclusions

Fluent and safe transportations are a basic prerequisite for modern societies. Unsafe
trucking can affect at various levels. In addition to road safety in general, unsafe actions
while trucking can lead to various kinds of hazards to others as well. The drivers as
frontline operators naturally confront different risks for hazards and accidents, but also
other people such as by-passers’ and other road users’ health may be endangered. In
addition to human suffering, unsafe actions and accidents give rise to monetary costs
reaching from the employer and employee levels all the way to the society level. Thus,
a need to improve OHS and HFE at transportations is justified. Truck drivers OHS and
HFE challenges were summarized in this scoping review. Especial interest was given to
two transportation modes, HCTs and IMTs. Nine new research challenges were
identified as future research topics. These research challenges open up a discussion on
possible upcoming future OHS and HFE problems. In addition, to reach the discussion
outside OHS and HFE attention is paid to the social sustainability dimension.
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Abstract. The planned interplay of many assets is needed for production.
Efficient and effective interplay is enabled by human assets, social and technical
skills, communication and leadership within the psychosocial work community,
in addition to formal management. The above issues are herein dealt with in the
context of an industrial case, a Finnish cluster of big companies employing the
Health, Safety, Environment and Quality Assessment Procedure (HSEQ AP,
www.HSEQ.fi). The HSEQ AP provides a comprehensive picture of a supplying
company’s capabilities, consisting of a description of management and systems,
including many alphanumeric or categorised performance indicators and other
information for managers and experts. One leadership approach emphasises the
following drivers of excellence: (1) involving employees in management issues
raises their motivation, competence and confidence; (2) this participation pro-
vides humans with many useful skills; (3) these skills are then available for
employers’ needs. Therefore, more human-centred communication and partici-
pation are needed in work organisations, related to the HSEQ issues and con-
texts as well.

1 Introduction

Production depends on the skills and competences of human assets, and an interplay of
other tangible and intangible assets. This paper deals with the efficient, effective and
responsible contributions of human assets. As far as all assets for production are
concerned, the holistic quality of work life (QWL) (cf. Royuela et al. 2008) is
increasingly seen as one of the most important factors in maintaining high quality
companies and work communities. In the greater business context, entire value net-
works play a key role in companies’ success, as do networks’ QWL and productivity
management. Excellent and consistent management of the network requires consider-
ation of the entire picture: a company purchases services and executes production
alongside many supplier–employer parties operating in a shared workplace. The
management of information and communication, the unity of different employee
communities and the participation of all contributing organisations and all their people
comprise important prerequisites for successful business. Involving all employees in
these issues is seen as an important starting point for excellence. This has been clearly
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emphasised by the following chain of drivers of excellence: (1) involving all employees
in management issues raises their motivation, competence and confidence; (2) this
participation provides humans with all necessary social and technical skills; (3) these
skills are then available for employers’ needs (Wilson and Haines 2000). Total par-
ticipation of all individuals within work places and processes for desired outcomes
requires a great deal of shared information and wise communication, both intra- and
inter-organisationally.

The role of human assets largely depends on human communication. It can be seen
that information (I) and communication (C) act as essential factors and contributors of a
workplace’s organisation, environment and outcomes. (C) enables interaction that
exists and operates between and within work communities, work places and other
components, such as humans, tasks and technology, as for instance the current authors
have described (Väyrynen and Kiema-Junes 2018). The following definition of (C) is
used in this article: ‘a process by which information is exchanged between individuals
through a common system of symbols, signs, or behaviour’ (Merriam-Webster 2018),
and ‘the technology of the transmission of information (as by print or telecommuni-
cation)’ (Merriam-Webster 2018). (I) is typically connected to facts, data, knowledge,
findings, intelligence and news (Merriam-Webster 2018). In intra-organisational con-
texts, and even more so in cross- and inter-organisational contexts, the channels and
flow of (I) and (C) are essential for effective businesses and the individuals within them
(e.g., Kiema et al. 2014). For instance, the practical importance of Health, Safety and
Environment (I) depends significantly on consisting of (C) while reporting and col-
lecting data, storing data, processing information, and distributing information to
decision makers inside the organisation (cf. Kjellén 2000). Saari (1984) emphasised, in
his wide analysis based on empirical findings, that disturbances in the information
processes of a workplace and human communication are an important causal factor
behind accidents at work.

Regarding effective (C), Glendon et al. (2006) conclude that the trainee (herein
employee) is many times more likely to remember presented material if she/he is
looking at pictures or watching a demonstration than if she/he is only hearing words or
reading relevant material. Glendon et al. (2006) further advise that learning can be
significantly boosted by active participation, simulation and performing.

The above key issues of production are dealt with in this paper in the context of an
industrial case. This case considers a Finnish cluster of manufacturing and other big
companies or company units encountering multiple issues of management related to the
Health, Safety, Environment and Quality Assessment Procedure (HSEQ AP; Väyrynen
et al. 2012; www.HSEQ.fi). New approaches that the cluster could attempt are sought.
Proposals presented are based on the authors’ own studies and other researchers’ reports,
and they aim to be useable in workplaces other than HSEQ AP’s companies, as well.

2 Case: HSEQ AP-Related Organisations

Networking is a typical solution for companies of different sizes to combine and
manage their contributions in a competitive way in a contemporary business envi-
ronment. It is typical for employees from several supplying companies or contractors
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and independent workers to work simultaneously for the same production, such as in
the process industry (customer of suppliers). This situation creates new requirements
for managing HSEQ issues and achieving desired results within that framework. These
requirements are often regulation-based, but many of them are voluntary, business-
driven and promotional. Large-scale process industry companies in Finland have
developed alongside Research & Development institutions (Väyrynen et al. 2016) and
have created the collaborative cluster to apply HSEQ AP to measure and evaluate
approximately 200 supplying companies. The objective of the HSEQ AP is to ensure
that outside employees in shared workplaces experience the same conditions as internal
employees, as well as have knowledge and skills that are good and consistent enough
with HSEQ to operate on the principal companies’ (more than 10) premises.

Integrated Management Systems (IMS) (cf. Wilkinson and Dale 2007) are used for
a company’s internal reasons, but also to assure its customers and partners that pro-
duction, products and services satisfy holistic quality requirements. Responsible
organisations also have to be concerned with QWL, such as the work environment and
community issues (HS) and the impact on the environment (E). HSEQ management
comprises the planning, organisation, control, monitoring and review of these mea-
sures; its features as an IMS are described by Kauppila et al. (2015). Diverse facts,
figures, observations, hearing sessions and discussions are needed for an HSEQ
assessment: the list of main topics and questions answered by representatives of the
assessed company is presented by Koivupalo et al. (2015).

HSEQ assessments need to be effectively supported by an Internet-utilising
information and communications technology (ICT) system (Fig. 1). Intranet

Purchasing companies ?How for employees?

-involvement
-experienced well-being

System operator 

Supplying companies 

Head assessor

HSEQ AP SYSTEM IN INTERNET:
– key elements and functions 
– linking outside 

Training organisation 

Individual assessor 

R&D organisation Public

Fig. 1. HSEQ AP is connected to many key stakeholders. The Internet provides the most
important channel for sharing information. Communication is carried out or at least supported by
the Internet. It should be considered how to include more frequent and deep face-to-face
communication about HSEQ AP indicators and issues facing all employees in both the
purchasing and supplying companies.
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communication about HSEQ is utilised mainly by purchasing companies belonging to
the HSEQ AP cluster, the supplying companies, the head assessor and the assessors.
The public section of ICT www pages provides information to the above, but is
primarily for other representatives of the various stakeholders interested in it (Fig. 1).
However, the specific utilisation possibilities of all employees of both the principal
purchasing companies and the supplying companies should be considered, as they are
key stakeholders, as well. They need to be better involved and considered in enriched
and illustrative information regarding HSEQ material collected and in HSEQ AP
communication.

3 Psychosocial Factors and Social Skills

Social skills are a key to success, both in specific work organisations and generally in
working life. The level of social support can be identified by psychosocial factors in a
workplace (Carayon 2009). Social relationships and communication are able to
increase engagement and commitment (Schaufeli and Bakker 2004; King 2005). The
importance of social skills is emphasised in dialogic leadership, which concentrates on
the interactional process of the supervisor and subordinates instead of the individual
characteristics of the leader (Hersey and Blanchard, 1979; Isaacs 1999; Yukl 2002).
This new approach to management highlights the role of communication and inter-
action. Isaacs (1999) regards that ideal leadership and management comprises an
interactive relationship between the leader and her/his employees. The quality of this
relationship has been shown to have a great impact on employee job satisfaction and
well-being, reduced staff turnover and innovativeness (e.g. Erdogan and Enders 2007;
Loi et al. 2013). The previously mentioned authors posit that the relationship between
supervisor and subordinate is an important aspect of employee well-being, as well. We
examined supervisor–subordinate pairs in communication skills training for employees
and managers, in a recent study in which social and communication skills were shown
to increase due to training (Kiema et al. 2014). Communication can support the goals of
a business and help to attain these goals (Greenberg and Baron 2003). To encourage
fluent communication at the team level, emphasis should be given to cooperative skills,
participatory decision-making, wide information and data management and interactive
teamwork (Putman 1993).

4 New Ways for Communication of HSEQ AP

A possible leadership and management approach for enhanced communication and co-
creation within work communities, like those of HSEQ AP, could include more dis-
cussions, meetings, participation, detailed narratives, storytelling and storyboards to
find new solutions for improved QWL, including well-being at work and increased
productivity (cf. Rajala and Väyrynen, 2013; Kiema et al. 2014).

Glendon et al. (2006) presented many examples of successful safety training, and
their key emphases were listed earlier (cf. 1 Introduction). Nowadays, smartphone
features enable pictorial and demonstrative abilities that are more effective learning aids
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than hearing or reading only (Glendon et al. 2006). Tools for technology-mediated
communication have been increasingly utilised, including apps for mobile devices for
all employees, such as ones available from the App Store or corresponding Android
sources. Information and communication by and for all the key stakeholders of the
HSEQ AP could comprise the following new ICT-enabled features:

(1) the remote presence of managers, even from the highest level, allowing dis-
cussion with work community members even if they are located at different sites (e.g.,
remote guidance and feedback); (2) the means for empowering employees and
improving work conditions, both for productivity and a high QWL). There are many
new approaches for operating and communicating better inter-organisationally and
supporting all employers’ people within the network.

5 Discussion and Conclusions

Glendon et al. (2006) suggest considering the following topics while leading industrial
organisations: hierarchy, team structure and performance, degree of centralisation
among teams and networks, attitudes and the quality of communication. This final
point strongly relates to ICT at the company and personal levels, as well. Specifically,
Glendon et al. (2006) encourage us to study top-down communication, bottom-up
communication, ease of worker relations and reduced status distinctions to encourage
communication and idea sharing. Quantitatively and qualitatively enriched information
and frictionless communication about and with the environment and community of
every employee are needed to enable a ‘better’ workplace (cf. Kiema et al. 2014). ICT
must be tailored for multi-site jobs, as these are common within HSEQ AP-related
companies, for remote work and to link with enterprise resource planning (ERP) sys-
tems and social media. New features would make it possible to include the presence of
all managers, even from the highest level, possibly remotely and more frequently;
remote guidance and feedback related to tasks; and “communication allocation”, i.e.,
whether to discuss with individuals, teams, groups, one company, a group of compa-
nies or all employees of the purchasing company and its supplying companies.

We find that (C) at its best promotes ‘transpersonal leadership’ that is characterised
as ‘extending or going beyond the personal or individual, beyond the usual limits of
ego and personality’ (Coyne 2016). Transpersonal leaders are defined as follows
(Coyne 2016):
‘They operate beyond the ego while continuing personal development and learning.
They are radical, ethical, and authentic while emotionally intelligent and caring.
They are able to

• embed authentic, ethical and emotionally intelligent behaviours into the DNA of the
organisation

• build strong, collaborative relationships, and
• create a performance enhancing culture that is ethical, caring and sustainable’.

A great deal of information is available regarding workplace experts, but the above
style of communication is essential for every individual in a workplace. We recom-
mend that HSEQ AP companies, purchasers and suppliers increase HSEQ- related
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human communication, and devote time and wisdom to these efforts. In the future,
(I) related to the strategic and financial effects of work conditions, such as (I) related to
accidents, should be provided to and communicated more at work places (cf., Reiman
et al. 2018). Humans’ social skills and the psychosocial factors of humans and
organisations play a central role in the workplace. Open and fluent interactions increase
functionality at work and enhance employee engagement and commitment, job satis-
faction and well-being as described and reviewed by Kiema et al. (2014) and Väyrynen
and Kiema-Junes (2018).

Additionally, Coyne (2016) discusses ‘transpersonal leadership’ as a mode of a
leader ‘extending or going beyond the personal or individual, beyond the usual limits
of ego and personality’. In an analogical way, we could recommend ‘trans-
organisational leadership’ for company networks. Employees should be enabled to
use their best social and technical skills in their own work tasks and close work
environment, though in many cases, they face strenuous conditions of changing and
mobile tasks.

Other potential approaches suggested in the literature on this theme are as follows:
a fair process (Kim and Mauborgne 2003), the so-called ‘toolbox meeting’ practice
within the construction industry (Levitt and Samelson 1993), mobile ICT- like
smartphones (Bye 2013; Thomas 2018) and the idea to use ICT as well for more
psychosocial purposes, such as praising excellent employees (Horishita et al. 2013).

Generally, we think digitalisation can and should be utilised more. The close onsite
interaction of employees with supervisors can be supported by technology, such as
high-level visualised updated information, direct video discussion and spoken
instruction provided by peers and/or managers and experts on special issues. This could
include direct remote demonstrations of what needs to be done, and how. More
potential can be found to enhance psychosocially enriched leadership through
sophisticated digitalisation. More research is needed in this area. Starting empirical
trials might be considered by purchasing and supplying companies within the
HSEQ AP cluster. We recommend that the focus of the HSEQ AP’s utilisation should
be developed to include more communication to and with all about HSEQ issues. So,
the future solutions should mean information for managers and experts, and commu-
nication with all employees within organisations and networks. In that way a company
utilising HSEQ knowhow is forwarding towards excellence, i.e., well-being at work
and productivity, corporate social responsibility and sustainability.
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Abstract. In addition to strong subject-matter competence in their specific
fields after graduating, students also need the understanding and ability to adapt
to ever-changing working life, e.g., behaviour as a member of a work com-
munity, employer and employee roles, legislation, and good practices. The
project Prepared for working life! aims to develop students’ working life
knowledge and skills at all educational levels, and by doing so, also improve the
quality of working life in Finland once students begin to work with their
knowledge and skills. The project utilises virtual learning tools and has created
nationally usable study modules that prepare young adults for their future
working life. In Oulu, all three educational levels (university, polytechnic, and
vocational college) have collaborated to ensure that the projects succeed
regionally. The Oulu project team has also cooperated with the HSEQ Training
Park, a new and unique concept, in developing occupational health and safety
and well-being at work education.

1 Introduction

In addition to strong subject-matter competence after graduating, students also need the
understanding and ability to adapt to changes in their working lives. Working life skills
and knowledge about well-being at work will help them to participate in and contribute
to their work community and organisation and maintain their own well-being. The
European Union, in its report “Mainstreaming occupational safety and health into
university education”, strongly recommends including and finding the means to teach
occupational health and safety issues within universities (EU-OSHA 2010). Reasons
for learning, while still in education, the safety, health, and well-being issues related to
one’s working lifetime can be enumerated as (1) humanitarianism, (2) the law, and
(3) cost, like Brauer (1994) did.

The Finnish Institute of Occupational Health conducted a national study related to
young people, schools, and the beginning of working life (Nykänen and Klemola
2015). The researchers described the need for occupational health and safety teaching
in this way:
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Young workers have a higher risk of occupational accidents compared with older workers.
Experiencing occupational accidents or developing work-related disease early in the career may
influence young workers’ work participation for the rest of their careers. Young people entering
working life need to be equipped with effective behavioural strategies and skills that support
their occupational safety and well-being.

The University of Oulu conducted a field study in Northern Finland’s workplaces
on the experienced needs of work sciences education. The study’s message was clear:
young experts moving into work from university need to be “prepared for working life”
(Yrjänheikki and Majava 2015); Table 1 presents the opinions of different key groups
in the workplace.

The importance of teaching working life skills has been officially recognised in
Finland; the European Social Fund-funded project Prepared for working life! (in
Finnish, Valmiina työelämään!; VALTE), running from November 2015 to October
2018, aims to develop students’ working life knowledge and skills at all educational
levels by producing nationally usable study modules to prepare young adults for
working life. Educational institutions, led by the University of Turku, have collabo-
rated to ensure that different perspectives are acknowledged. The institutions involved
are the Universities of Turku, Oulu, Jyväskylä, Vaasa, and Lapland; the Universities of
Applied Sciences of Oulu, Jyväskylä, Vaasa, Saimaa, and Turku; and the Oulu
Vocational College.

The VALTE project’s goals are to improve training at educational institutions in
working life skills and well-being at work, and by doing so, also improve the quality of
working life in Finland as the students move in to work. This study aims to explain what
the VALTE project has done nationally in Finland, and especially in Oulu (Northern
Finland) to respond to the need to develop students’ working life knowledge and skills.

2 VALTE Project Nationally

Every educational institution participating in the VALTE project produces one or more
study modules. The study modules aim to improve students’ knowledge and compe-
tence in working life skills to ensure that they know how to act and react at work and

Table 1. Key groups’ opinions of teaching work sciences (N = 96) (Yrjänheikki
and Majava 2015)

Management
(N = 44)

Occupational safety
managers (N = 19)

Occupational safety
representatives (N = 33)

Not necessary 0% 0% 0%
Necessary 29.3% 10.0% 16.7%
Very necessary 31.7% 25.0% 43.3%
Extremely
necessary

39.0% 65.0% 40.0%

Total 100% 100% 100%
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when facing working life issues, and are able to work healthily until retirement. The
study modules give practical methods to develop, control, and manage occupational
well-being at the personal, team, and organisational levels. The themes of the modules
include, for example, health and well-being, occupational safety, transitions from
education to work, equality and diversity, and management and organisation.

The study modules created during the VALTE project will be accessed through
ViLLE, a collaborative education platform developed by a team of researchers at the
Department for Future Technologies of the University of Turku. From ViLLE, edu-
cational institutes can choose the modules they need, which can be taught face-to-face
or with minimal contact between teacher and students as ViLLE allows the modules to
utilise virtual learning, which is independent of time and place. The study modules
exploit gamification, with exercises and animated games. Most of the materials will
also be on the VALTE project’s website to allow workplaces to use them, as well as
students. The materials on the website include participatory exercises to be used for
team and development activities.

The project has organised development days amongst the 11 institutions, held in
Jyväskylä, Turku, Tampere, Helsinki, and Oulu, and five public seminars.
Two VALTE seminars have been held in Turku, two in Oulu, and one in Jyväskylä, on
themes including future working life, working life knowledge and skills, occupational
well-being and safety, and education in working life skills. The participants have
represented companies and other workplaces, students, teaching staff, developers,
authorities, researchers, and research institutions from various parts of society. In
addition to organising the seminars, the project’s researchers have participated in
conferences and other educational events.

The University of Turku has also conducted surveys on working life skills for
students, human resources personnel, and graduates. In the last months of the project,
the study modules will be finalised and shared with institutions for use outside the
project, a closing ceremony held, and the final report written.

3 VALTE Project in Oulu

3.1 University of Oulu

The University of Oulu is an international science university founded in 1958. Its eight
faculties are from the fields of biochemistry and molecular medicine, education,
humanities, information technology and electrical engineering, medicine, science,
technology, and the Oulu Business School. The university has approximately 13,500
students and 2,800 employees (University of Oulu 2018). In the mid-1970s, the uni-
versity began to widen its work science teaching, and research increased in the late
1980s when a professorship was created in the Faculty of Technology. The Well-being
and Productivity research team, from the Industrial Engineering and Management unit
in the Faculty of Technology, participates in the VALTE project.

The five-credit study module created by the University of Oulu for VALTE is
Safety of the working environment – the key to well-being and productivity. Themes
include safety management, law and directives, responsibilities in different roles,
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working conditions and environment, ergonomics, risk assessment, safety measure-
ment, and the benefits of safety. When the study module was piloted, students visited
the Health, Safety, Environment, and Quality (HSEQ) Training Park – a safety inno-
vation where visitors can be trained on a practical level to perform safely at work and
manage and utilise effective and efficient good practices tailored to individual abilities
and limitations.

The HSEQ Training Park is located in Oulu, covers an area of 1.2 ha, and provides
more than 20 training points that are full-scale working demonstrations of building and
infrastructure construction, manufacturing, energy, rail transport, and industrial ser-
vices. The training points consist of full-size representations, work-stations (mock-ups),
and work-task scenarios with tools and equipment (Reiman et al. 2015, 2017).
Regarding the HSEQ Training Park, an escape room game is also under development.
Problems presented at each training point are related to that point’s themes and require
numerical and verbal reasoning.

In addition to these contributions, the University of Oulu piloted the study module
Professional interaction and development of the professional identity, created by the
Oulu University of Applied Sciences. The module was tested with students from the
university, and feedback gathered from the students and the teacher.

3.2 Oulu University of Applied Sciences

Oulu University of Applied Sciences (OUAS) is one of the biggest universities of
applied sciences in Finland. OUAS offers studies in the fields of business, engineering,
health and social care, information and communication technology, media and per-
forming arts, and natural resources. OUAS has 9,000 students and over 600 employees
and offers bachelor’s and master’s degree programmes, professional specialisation
studies, pedagogic studies at the School of Vocational Teacher Education, and Open
University studies, as well as supplementary training.

OUAS has planned and piloted the modules on successful career and professional
interaction and identity for the VALTE project. In the study module For a successful
career (two or three credits), students are taught the demands of working life, learn to
design their careers, develop self-knowledge and readiness as a future applicant,
identify and market their own know-how, prepare to answer job advertisements, and
practice for job interviews. The main approaches of the study module are group work
and peer evaluation.

In the study module Professional interaction and development of the professional
identity (three to five credits), students learn to identify the basic skills of professional
interaction, examine their own interactions, become acquainted with their strengths,
and strengthen their professional identities. The pedagogic background of the study
module is positive learning and pedagogics, and the essential components of the
implementation are interaction and reflection. The study module was planned and
piloted in cooperation with the University of Oulu.

OUAS is also planning a model to support professionals at the beginning of their
careers, in cooperation with managers and young professionals. The model aims to
teach skills to manage and promote well-being at work and will be piloted in spring
2018 by managers in health and social care.
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3.3 Oulu Vocational College

The Oulu Vocational College (OSAO) is one of the biggest vocational schools in
Finland. OSAO is a multidisciplinary vocational college that trains professionals for the
labour market and provides up-to-date education in line with the needs of working life.
OSAO is one of the leading vocational colleges in Finland, with 14,000 students and
935 staff. Cooperation with the business community is routine and includes on-the-job
learning, skills demonstrations, company personnel training, and joint development
projects. All OSAO education sectors and units offer services to the public.

For the VALTE project, a group of teachers developed online studies that prepare
students for working life and which include knowledge and exercises on employment
contracts, working hours, contractual skills, and workplace rules. Project workers also
visit companies and workplaces to identify working life skills; this approach is one
form of the cooperation between the workplaces and education development. OSAO
also collaborates with the University of Oulu and OUAS.

3.4 Collaboration in Oulu

In Oulu, all three educational levels – university, polytechnic, and vocational college –
have collaborated in the VALTE project, with monthly meetings of the key project
teams, two public seminars for different stakeholders of the working life and students,
and collaboration in creating the study modules themselves. The module Safety of the
working environment – the key to well-being and productivity was tested with a small
group of students from the University of Oulu and OUAS. The module Professional
interaction and development of the professional identity was originally developed at
OUAS, and further developed after it was piloted at the University of Oulu.

The Oulu project team also cooperates with the HSEQ Training Park. Students have
visited the HSEQ Training Park in multidisciplinary groups consisting of students from
all three educational levels. Studying in multidisciplinary groups promotes under-
standing of others’ professional knowledge and skills and strengthens cooperative
skills. Most companies employ young adults from all three education levels and the
collaboration of all students is therefore a new, powerful tool in teaching working life
skills.

The first seminar, Prepared for working life? was held at the University of Oulu in
November 2016. The 66 participants represented companies and other workplaces,
labour market organisations, students, teachers, researchers, developers, and other
interested groups, such as authorities and research institutions, from many parts of
society. At this seminar, companies and industrial employers’ associations noted the
strong commitment of the international companies, and practical models and
achievements in safety management were emphasised. It was also stressed that the
work community skills already learned at educational institutions are of significant
importance when seeking employment.

The themes of the afternoon workshops were The attraction of work, Visions of the
collaboration of three educational institution levels in working life studies, Occupa-
tional safety today and tomorrow, What working life skills are expected from recent
graduates? – Industry and services (public and private), and Professional interaction
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at work in the 2020s – frictionless communication. The discussion revealed several
important viewpoints, such as the importance of students forming an affirmative
approach to the workplace to bring out the strengths of their educational institutions
and themselves, and having a good attitude, motivation, and the ability to cope with
changes in working life. A further recommendation was to link VALTE matters to
worldwide sustainable development and corporate responsibility.

The second seminar, Students to a successful career, was held on the OUAS and
OSAO campus in October 2017. The 80 participants were students, experts in working
life, and teachers. The seminar programme consisted of an introduction to the steps to a
successful career, panel discussions, and workshops. A panel discussion featured
participants from different stages of career and working life, including students, an
entrepreneur, a manager and a chief learning officer. Brave choices and actions, net-
working, and the meaning of attitude were emphasised in the panel discussion.

The themes The ABCs of working life skills, The flow of work, Working life skills as
a part of studying and How to create a workplace of our dreams were considered in the
afternoon workshop. Three important working life skills were raised in The ABCs of
working life skills: attitude, such as positivity, reliability, honesty, and kindness;
cooperative skills, such as communication skills and following common rules; and
individual ability to learn and develop. Other viewpoints included the importance of
studying working life skills to cope in the workplace, developing versatile social skills,
and knowledge about responsibilities.

In the final year of the VALTE project, the Oulu project team aims to pilot and
finalise its study modules, strengthen the cooperation between the three educational
levels, organise a seminar for teaching staff, and further develop the use of the HSEQ
Training Park in studies.

4 Discussion

The VALTE project aims to develop students’ working life knowledge and skills at all
educational levels and in all fields. This development is important to ensure long
careers and a good quality of working life through understanding of the employer-
employee roles and rules. With good working life skills, students can become pro-
fessionals who maintain their well-being, promote the well-being of their organisations,
and work safely. They can also provide better leadership for their subordinates and
company as well as fellowship with their peers.

The teaching of working life skills should occur over academic years. Students’
knowledge should mature, and they need to learn to understand different operational
models and recognise the situations in which to apply them. This also helps in engi-
neering asset management, to which safety and managerial skills are related.

Developing education in working life skills is also in the best interests of com-
panies, industries, and other workplaces as good education creates a skilled workforce.
Agreement with this point was seen in the seminars organised by the Oulu project team,
since there were participants from several industries including technology, construc-
tion, trade, municipalities, unions, and white-collar workplaces. Interest in the
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highlighted themes, such as attitude and cooperation skills, showed that the VALTE
project is topical.

The cooperation between 11 educational institutions in the VALTE project ensures
that the main points and different perspectives relating to working life skills are
acknowledged in the study modules. The results of the VALTE project are not yet
measurable; measurement of the effects on students’ development during their studies
and their actions in working life requires longitudinal monitoring. However, the stu-
dents who participated in pilot courses have given positive feedback. Participants in the
Safety of the working environment – the key to well-being and productivity course of
the University of Oulu were clearly satisfied and expressed their understanding of the
holistic view of occupational safety and health and their knowledge of how to
recognise and prevent risks.

The VALTE Oulu project team’s activities, with study modules, seminars, and
strong cooperation between educational institutions at three levels, are developing
students’ working life skills both regionally in Oulu and through the use of study
modules nationally in Finland. Due to the professorship established at the Faculty of
Technology of the University of Oulu, teaching in this field is frequent and expanding.
OUAS and OSAO also have long traditions of collaboration with the professional
world, and the VALTE project has sharpened working life skills education even
further.
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Abstract. Intellectual capital management is a key factor in the transition to the
digital economy. The rapid development of the IoT, cloud computing, Big data
and other technologies leads to the creation of a complex interdisciplinary
environment - industry 4.0. However, at the moment, the role of intellectual
capital is not defined in this context. The purpose of this study is to analyze the
existing work in the field of intellectual capital and the digital economy, to
identify and systematize the main research problems affected by the authors, and
to identify the most promising research problems.

1 Introduction

Currently, the main digital economy resources are the intangible assets, consisting of
information, knowledge, innovation and creativity. The performance of the expenses
on research and development, their results in the form of technologically advanced
products and their application in the production of traditional goods determines the
productivity of the entire economy. The competitive advantage of an enterprise is no
longer connected with the physical capital, such as land, equipment or facilities, but is
based on the value created by the intangible assets and knowledge of the enterprise, its
intellectual capital. Thus, the intellectual capital is one of the most important concepts
of the creation of the competitive advantages in the digital economy. The increasing
role of intellectual capital can be proved by the patent statistics. So, in 1995, 1 million
patent applications were filed worldwide, and since then their number has increased. In
2011, applications exceeded 2 million. In 2016, more than 3.1 million patent appli-
cations were filed worldwide (WIPO 2017). However, the intellectual property rights
market is not the only indicator of the development of the innovation and research
leadership of the country, but the level of its development reflects the degree of
development and transparency of managing the intellectual activity results. The human
capital, as an integral part of the intellectual capital, can also serve as an indicator of the
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change in the IC. Currently, according to the Global Human Capital Report 2017, only
62% of global human capital have been developed by now.

Undoubtedly, in conditions of dynamic innovative development, the intellectual
capital is an integral part of any business, and its importance for many companies –

market leaders exceeds the market capitalization (Korableva et al. 2017). Management
of such an economy requires the development of new strategic approaches and practice-
oriented techniques, both at the macro and micro levels (Korableva and Kalimullina
2016; Kurbanova et al. 2012). In the framework of this field of research, the objective of
great importance is the formation of new conceptual foundations and methodology for
management of the intellectual capital, first of all for the companies focused on inno-
vations. The relevance of the research on the problem of evaluation and management of
the intellectual capital is beyond doubt. However, what areas of research in the field of
IC have been presented at the moment? What issues have not been adequately addressed
or covered at all? To answer these questions, a systematic bibliographic analysis of the
existing works in the field of intellectual capital in the context of the digital economy
was carried out in order to determine the main themes and areas of research in this field,
as well as their subsequent systematization and identification of promising areas of
research not yet covered by modern scientific works.

2 Methodology

The study consists of two stages: 1. Literature search aimed at identification of the
initial set of questions; 2. Structured classification of research questions and problems,
as well as the identification of the fields for further research. At the stage of literature
search, the analytical method is used, as well as the semantic method of text analysis,
which make it possible to determine the semantic core of the article being analyzed. To
carry out a structured classification of the research questions, a whole set of methods of
economic research is used to provide a systematic approach to the study of the problem,
as well as the metaplan approach. The methodological basis of the research includes the
methodological principles, the theoretical provisions and conclusions contained in the
fundamental scientific works on the problems of research of the intellectual capital.

2.1 Literature Search

In the course of the study, a structured literature review is conducted. The expanded
version of the Scopus database, the world’s largest universal abstract database, is used
for this purpose. The search for such word combinations as “intellectual capital”,
“intellectual capital and digital economy”, “IC and digital economy” is performed in
the headings of articles. The search is limited to the documents published during the
last 5 full years, and in 2018 (as of the date of search) (2013–2018). The sources and a
basic set of keywords are expected to provide a good sample of literature. The com-
pleteness of the results can not be guaranteed at this stage, taking into account only the
headings and a limited set of keywords. However, this is considered sufficient for this
stage of the study. Also, the study of the documents found as a result of cross-
referencing and provided by the Scopus database is performed. In the course of the
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study, a headline is studied first and a decision is made on the relevance of the article,
then, if the article is the subject to the header check, the keywords and the abstract are
studied. If the article passes the second check, the full text of the article is loaded into
the semantic text analysis program released by Advego (https://advego.com), which
allows to identify the semantic core of the text and, if the analysis of the semantic core
confirms the compliance with the main keywords, the complete article is studied,
otherwise the article is eliminated.

2.2 Classification

The resulting set of articles is carefully analyzed with the extraction of potential
research problems. Each potential problem is singled out and marked. Since the
problems are singled out from the individual articles, the resulting set could contain the
coincidence of topics formulated at different levels of abstraction and, as a result, be too
large and difficult to analyze. To avoid such a situation, a structured classification of the
research problems is carried out. For the classification, the Metaplan approach, the
sorting method based on the adjustment of the group discussion is chosen (Howard
1994).

3 Results

3.1 Literature Search

The search for the articles by the keywords resulted in the identification of 466 works.
Of these, 13 documents were found by the keywords “intellectual capital AND digital
economy”. 31 documents were found by the keywords “IC and digital economy”. More
than 6000 thousand documents (2013–2017) were found by the keywords “intellectual
capital”, so the search for these keywords was limited to 2017–2018 years. Thus, 422
documents were found by “intellectual capital”. After further study of the headings of
the articles and their abstracts, 58 articles were selected for the semantic core analysis.
The example of the semantic core analysis of the article, written by Asiaei and Jusoh
(2017) is presented in Table 1.

Table 1. The example of the semantic core analysis (the article, written by Asiaei and Jusoh
2017)

Phrase/word Amount Frequency, %

Performance 174 1.72
Measurement 126 1.24
Intellectual capital 119 1.17/2.35
Organization 82 0.81
Diversity 77 0.76
Organizational performance 57 0.56/1.12
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For the semantic core analysis, the text of the article was used without abstract,
keywords and a list of references. The data on words with a frequency of mention
greater than 0.5% is presented in Table 1. As a result of studying the semantic core of
the text, 31 articles were selected for the full text study. The reading of these articles
resulted in the final selection of 11 documents. The search for cross-references resulted
in 8 possible useful articles, of which 4 were useful. The cross-search of these articles
did not lead to further conclusions. The further analysis of the 15 articles obtained
(Agostini and Nosella 2017; Asiaei and Jusoh 2017; Demuner Flores et al. 2017;
Doucek et al. 2017; Gavrilova et al. 2017; Indiran et al. 2017; Kotarba 2017; Labra and
Sánchez 2017; Ramírez et al. 2017; Secundo et al. 2017; Călin et al. 2017; Martins and
Lopes 2015; Erickson and Rothberg 2015; Besley and Peters 2013; Widiatmoko and
Indarti 2017) showed that six of them brightly reflect the problems of research. Of
these, a total of 14 potential problems were identified. The remaining nine articles did
not have such direct evidence, but provided the relevant materials, of which another 3
potential problems were identified. This allowed the authors to compile a list of 17
potential research problems.

Thus, in the sample set, several groups of research problems were identified, as well
as several potential areas of research. The first group of potential problems is related to
the methodology of research and evaluation of the intellectual capital. The totality of
these problems is the least studied in comparison with others. The intellectual capital is
the most important factor determining the economic growth (Korableva and Litun
2014). However, there are very few studies on the assessment of the intellectual capital
at the country level. Therefore, a special interest is the study (Labra and Sánchez 2017)
on the definition, selection and classification of models for the assessment and man-
agement of intangible assets at the country level. The study (Doucek et al. 2017) of new
trends in the transformation of the world economy on the way from the economy of
goods to the knowledge economy also is of great interest.

The second group of problems is related to the generation and formation of human
capital (the basis for the formation of the IC), this includes the problems of transferring
the knowledge from universities to external stakeholders, the access to information and
the distribution of intellectual capital in the digital economy, as well as the assessment
of the intellectual capital of the educational institution (university). This group of
problems is widely reflected in modern studies (Di Berardino and Corsi 2018; Secundo
et al. 2017). The assessment of the intellectual capital directly at a university also seems
very relevant, since the knowledge is the main product, as well as the contribution of
these institutions. The intellectual capital and the university performance in developing
countries are being discussed by the scientists from different countries (Cricelli et al.
2018; Ramírez et al. 2017). Also within the framework of this group of problems, the
problem of loss of the human capital in the system of progress evaluation (Martin-
Sardesai and Guthrie 2018).

The third group of problems is related to the management, analysis and control of
the IC and also includes a wide range of diverse studies (Agostini and Nosella 2017;
Wahyuningtyas et al. 2018). In modern literature, there is a gap associated with the
measurement indicators of each component of the intellectual capital (Indiran et al.
2017; Demuner Flores et al. 2017). The impact of the knowledge-based assets on the
measurable indicators has been extensively studied in the literature on intellectual
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capital, but little is known about the role of the organizational control system in the
facilitation of the intellectual capital management as the most strategic asset for the
enterprises. The study (Asiaei and Jusoh 2017) considers the role played by the per-
formance measurement system (in terms of the diversity of dimensions) in the rela-
tionship between the intellectual capital and the organizational indicators. The next
group of questions is related to the impact of the corporate governance and company
characteristics (profitability, leverage, company size, company age) when disclosing
the intellectual capital (Widiatmoko and Indarti 2017; Kotarba 2017; Wudhikarn
2017).

3.2 Classification

Almost the same problems of research can be considered by various authors, so they
were grouped, which resulted in the identification of 17 unique potential research
questions that were conditionally divided into 3 groups: “Methodology for research and
evaluation of the IC”, “Education and human capital”, “Management, analysis, control
of the IC. “ The resulting structured list is presented in Table 2.

4 Discussion

Despite the wide coverage in the scientific literature of the problem of management of
the intellectual capital, its conceptual framework has not been sufficiently developed
and there is, in fact, no efficient methodology for assessment of the intellectual capital
and making the managerial decisions. Also, the relevant research topics in this context
are the insufficient understanding of the process of generation of the IC, which often
hinders the enforcement of property rights and the generation of the intellectual capital
of the company, as well as the variety of methods for measuring the intellectual capital
of the company, each of which has its advantages and disadvantages. The creation of a
unified methodology for the formation and evaluation of the intellectual capital is of
practical interest on the part of modern companies. Therefore, one of the topical fields
of research is the development of a methodology, based on an integrated approach to
the analysis of the information field, associated with the intellectual capital and its
transformation into a knowledge model. In general, the development of a new approach
and methodology will, on the one hand, theoretically generalize the emerging problems
of the capitalization of intellectual activity and formulate them in scientific terms, and
on the other hand, it will largely contribute to improving the labor productivity and
business competitiveness.
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5 Conclusion

The proprietary knowledge of the company, as well as the application method, are
currently the decisive factor for achieving the optimal potential for the development of
the digital economy and creation of a stable social environment. At first glance, the
digital economy and the intellectual capital are two related concepts, but what studies
describe and research this relationship? The literature analysis revealed 17 main
problems of the study of the intellectual capital, as well as the fact of absence of the
unified methodology for the formation and assessment of the intellectual capital in the
digital economy. Moreover, the problems of improvement of the role played by the
intellectual capital in the digital economy in modern literature have not yet been
considered. Speaking about the fields of further research in this area, it should be noted
that at the moment there are many theories of the IC formation, various scientists

Table 2. Groups of actual research questions

Education and human capital
The problem of access to the information and distribution of the intellectual capital in the digital
economy
The problem of assessment of the intellectual capital of an educational institution (university)
The problem of knowledge transfer from the universities to external stakeholders and society as
a whole
Identification of the key non-material elements and indicators that should be included in the
model of intellectual capital of the universities
Investigation of the impact of human, organizational and relational capital in the digital
economy
Management, analysis, control of the IC
Investigation of the relationship between the level of intellectual capital and profitability of the
companies
The problem of the influence of the corporate governance and the characteristics of the
company when disclosing the intellectual capital
Determination of the relationship between the intellectual capital, strategy, competitive
intelligence
Evaluation of the intellectual capital of the company
Evaluation of the performance of the intellectual capital of small and medium-sized enterprises
(SMEs)
Compliance control and corporate culture as an effective management of the intellectual capital
Methodology for research and evaluation of the IC
Methodology for assessment of the intellectual capital at the micro level
Methodology for assessment of the intellectual capital at the country level
The role of various components of the intellectual capital
Comparison of the three aspects of the intellectual capital
Methodology for comprehensive analysis of the intellectual capital by industry
New trends in the transformation of the world economy on the way from the economy of goods
to the knowledge economy
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distinguish different components of the IC, differently describe the relationship between
them. Also, there are a lot of IC evaluation methodologies, which should be analyzed
and systematized, which will serve as the basis for the formation of a unified
methodology for the assessment of the IC in the digital economy. Moreover, the study
of the structural components of the intellectual capital will contribute to the further
development of the stakeholder theory and the search for the new ways of the inter-
action of all the stakeholders in the formation of a knowledge-based economy.
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Abstract. This paper discusses the need for maintenance related training in
higher education and investigates the maintenance related education offered by
engineering programs in Finland and Sweden. Main study objects are Finnish
and Swedish Mechanical and Industrial engineering programs on both bachelor
and master level. The study covers, for the selected programs, full programs in
maintenance, single courses and parts of courses in which maintenance plays a
role. In Finland there are in total 42 universities and applied science schools
offering 115 programs within Mechanical or Industrial engineering. Of those, 17
programs contain some sort of maintenance related training. The corresponding
figures for Sweden are 23 universities and applied science schools offering 87
programs within Mechanical or Industrial engineering, and 10 of these programs
contains maintenance related education. For reviewing the educational contents,
data was collected from course syllabuses; for each course the content and
expected learning outcomes were analysed and categorised. The maintenance
related education in the studied programs is in general low; less than 15% offer
maintenance courses. The content in the maintenance related courses differs
greatly: concept of maintenance, information systems in maintenance, reliabil-
ity, life-cycle management, condition monitoring and management of mainte-
nance are covered. For increasing the maintenance topics in higher education,
the development of appropriate study material and joint online courses are
suggested.

1 Introduction

Engineers of today require a holistic understanding of products and processes. Con-
sequently, engineering education should provide the possibility to acquire these kind of
competences. The worldwide initiative CDIO (Conceive-Design-Implement-Operate)
was developed in collaboration with academia, industry and students for supporting the
realisation of a modern engineering education, Crawley et al. (2008). According to
CDIO, the engineering students have to understand both engineering fundamentals and
the full product life cycle, from the conceiving of an idea to the operations of the
finished product. A mechanical engineering student for instance needs to understand
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not only how to design and construct products, but also how the products are operated
and maintained. Similarly, an industrial engineering student needs understanding of
how to optimise the whole business, from production and logistics to maintenance and
asset management. This paper will focus on education regarding the operations and
maintenance phase.

The topic of maintenance related education in engineering programs and mainte-
nance training is not well researched: only four publications were found during a
structured review. In Heilman and Heilman (2011) findings from an interview survey
of maintenance training in the Finnish forest industry stress the importance of com-
petence development for current as well as new employees. However, this article does
not address the higher education and how this should be designed for preparing
prospective new employees. Lai (2010) surveyed building-related education in Hong
Kong, and no program was found that focused on operations and maintenance of
buildings. Lai reports on strong interest in such education amongst the respondents.
Knezevic (1997) describes a postgraduate education program within maintenance, and
the master thesis by Nerland (2010) describes a survey conducted on maintenance
vocational training in Norwegian industry in collaboration with the Norwegian
Maintenance Organization. The author concludes that the skills level was satisfying but
with improvement possibilities, and that maintenance education and training should be
developed further on high school, higher education as well as on post-training level.

In this paper, two main research questions will be addressed: What should the
engineering students know about maintenance (knowledge and skills), and What kind
of maintenance related training (what and how) do the mechanical and industrial
engineering students get during their education? For answering question one a literature
addressing engineering education as well as the standard EN15628:2014 Maintenance,
Qualification of maintenance personnel and the European Federation of National
Maintenance Societies (EFNMS) instructions and certificates of requirements for
maintenance professionals will be utilized. For addressing question two, the Finnish
and Swedish education systems are presented, and thereafter studies regarding engi-
neering education that comprises maintenance training conducted in the previously
mentioned countries are accounted for.

2 Maintenance Knowledge and Skills

This section describes the skills and knowledge requirements for the higher education
level as described in literature and standards. EFNMS has developed curricula for
maintenance training for the maintenance technician as well as for the maintenance
manager. According to EFNMS (1998), a maintenance manager should be skilled in
following topics: Management and, Reliability performance of production plants,
Maintenance information systems, and Maintenance methods and techniques. A cur-
riculum is proposed based on the EFNMS requirements in Nerland (2010) for main-
tenance training on high school, higher education and post-training level. The headings
suggested for the higher education level are: Maintenance objectives and strategies,
Maintenance terminology, Addressing failures, Operational safety and reliability,
Condition based maintenance, Health, safety and environment, Modern maintenance
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concepts, Indicators, Maintenance logistics, Maintenance software, Economy, organi-
zation, Teamwork and communication, RCM, and Proactive and predictive mainte-
nance. The postgraduate education program within maintenance denoted the MIRCE
academy described in Knezevic (1997) consisted of following modules: Maintenance in
life cycle engineering, Mathematics of maintenance, Methods and tools of maintenance
analysis, Reliability and safety, Maintainability engineering, Supportability engineer-
ing, Economics of maintenance, Maintenance integration, Design for maintenance, and
Maintenance management. The standard EN 15628 (2014) defines seven competence
areas of a maintenance manager: 1) to define and develop maintenance policies
according to company strategies; 2) to define processes and tools to support mainte-
nance tasks; 3) to define, manage and develop the organizational model of mainte-
nance; 4) to ensure the levels of availability, reliability, maintainability, supportability,
safety and quality required for the entire useful life of assets; 5) to ensure appropriate
management and continuous improvement of maintenance; 6) to ensure and control the
compliance with maintenance and company budget, the respect of the planned main-
tenance tasks and the proper condition of assets; 7) to define strategies, policies and
criteria for performance management of contractors and for the definition of mainte-
nance materials requirements. Table 1 summarises the knowledge and skills of a
maintenance manager according to the literature and standards.

3 The Swedish and Finnish Education System

Both the Swedish and Finnish higher education are structured according to the Bologna
Process. The first cycle covers years 1–3, the second cycle years 4–5, and the third
cycle years 6–9 (PhD level). The workload needed for one full year of studies is
correspondent to 60 credits. In Sweden, all degrees are issued in accordance with the
The Higher Education Ordinance, Swedish Council for Higher Education (2013). The
general qualification for the first cycle is the Degree of Bachelor, which fulfils the
general admission requirements to second-cycle studies, i.e. qualification within the
first cycle of at least 180 credits. The second cycle general qualifications are the Degree
of Master. Both a one-year master (60 credits) and a two-year master degree (120
credits) exists. A Degree of Doctor is normally achieved after four years full-time
studies in Sweden. In addition to the general qualifications, a number of professional

Table 1. Summary of maintenance knowledge and skills of a maintenance manager

Topics EFNMS Nerland Knezevic EN15628

Terms and standards x
Management and organisation x x x
Maintenance systems and planning x x x x
Maintenance engineering x x x
Reliability engineering x x x
Heath, safety and environment x x
Maintenance economics x x x x
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qualifications are awarded, amongst them two within engineering. The Degree of
Bachelor in Engineering is issued after three years of studies. A five year qualification,
Degree of Master in Engineering, is also issued. The latter is a popular engineering
programme in Sweden, and the admission requirements are higher than for the general
qualifications (more advanced maths and science is required). 49 higher education
institutions exist in Sweden. Of these, 16 are full universities and 33 university col-
leges. Main part of the institutions are public, and the education is publicly funded,
with few exceptions. In 2018, 22 of these institutions offer 140 Bachelor of engineering
programs, and 15 institutions offer 145 Master of engineering programs, Swedish
Council for Higher Education (2018). Of the 140 Bachelor of engineering programs, 37
are within the subject area Mechanical engineering, and 13 within Industrial engi-
neering. 18 and 19 are the corresponding figures for the Masters of engineering pro-
grams. In the Sect. 3.1 the maintenance related education in these 87 programs is
described.

The Finnish higher education system is governed and financed by the Ministry of
Education and Culture (Ministry of Education and Culture). The degrees offered at
universities of applied sciences are Bachelor’s degrees (210–270 credits, 3,5–4,5 years)
and Master’s degrees (60–90 credits, 2 years). In universities, the degrees are Bache-
lor’s degrees (180 credits, 3 years), Master’s degrees (120 credits, 2 years), and third-
cycle postgraduate degrees. The calculated timeframe to complete a doctorate is four
years of full-time studies. The Finnish higher education system is composed of 40
universities and universities of applied sciences, most of which operate under the
Ministry of Education and Culture. In total, the administrative branch of the Ministry of
Education and Culture manages 14 universities and 23 universities of applied sciences.
The three exceptions are Åland University of Applied Sciences, the Police University
College and the National Defence University, which operate under the Ministry of the
Interior. In 2018, 30 of these institutions offer 228 Bachelor of engineering programs,
and 19 institutions offer 122 Master of engineering programs. Of the bachelor of
engineering programs 49 are in Mechanical engineering, and 21 in Industrial engi-
neering. Of the master of engineering programs 20 are within the Mechanical engi-
neering and 25 in Industrial engineering. In the Sect. 3.2 the maintenance related
education in these 115 programs is described (Ministry of Education and Culture,
Opintopolku).

3.1 Maintenance Education in Mechanical Engineering and Industrial
Engineering Programs in Sweden

For collecting information regarding Swedish conditions, three types of sources were
used: 1) The web portal www.antagning.se provided by Swedish Council for
Higher Education. Education programs and courses open for admission are
announced here. The search engine was used for finding available engineering pro-
grams with start date 2018. This resulted in a first list of totally 110 programs,
including duplicates. 2) The official University web pages. The main investigation
was made on the university web pages. First, a broad search using keywords main-
tenance and reliability was conducted. All hits indicating programs and courses were
investigated further, and the program and course syllabuses were downloaded or copied
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from the web page. Thereafter, the mechanical and industrial engineering programs
were investigated in detail using the headings, subpages and search engines provided
for that purpose. 3) Phone calls to program responsibles. Programs that have
undergone recent changes or where it is mentioned in the syllabus that maintenance
related skills are acquired but where no maintenance related course was to be found
were investigated further by inquiring the program responsible through phone.

Maintenance related education is found in ten of the 87 programs. The scope of
maintenance related education differs greatly, from being a topic in a course to whole
programs focusing on maintenance management and engineering. Even if few
Mechanical engineering programs on bachelor level contain maintenance related
education, two programs exist which are dedicated to the topic; the Bachelor Pro-
gramme in Maintenance Engineering at Luleå University of Technology and the
Degree Programme in Industrial Technology and Production Maintenance at Royal
Institute of Technology. These programs constitutes of courses in the maintenance area
of 74 credits and 57 credits respectively. The program in Luleå has been offered for
over a decade and covers various aspects of maintenance and its management, but also
reliability engineering and life cycle costing. The program offered by Royal Institute of
Technology starts in 2018 and has a sustainability focus, and covers concepts of
maintenance, reliability and dependability, and in addition courses covering the digital
and automated factory. In addition to these programs, the Manufacturing engineering
program at University of Skövde includes a course in maintenance and operation
reliability. This course covers the concepts of maintenance and reliability, and espe-
cially the economic aspects and improvement work. In the five-year master variants,
two programs offered at Mälardalen University include maintenance related courses.
One covers maintenance and dependability while the other course is regarding Total
quality Management, Risk management and Lean production. In total five Industrial
engineering programs include maintenance related courses, whereas three are in
bachelor programs and two in master programs. Reliability engineering is offered at
Skövde University addressing reliability analysis and design, but also software quality.
Reliability and maintenance are in focus in the course offered for Industrial engineering
students at the bachelor program at Linnaeus University. In the economy and pro-
duction technology program at Chalmers a course covering quality and reliability
control is given, covering Total Quality Management, Total productive Maintenance,
and Reliability Centered Maintenance. In the five year master program at Umeå
University a course in reliability is offered, covering reliability theory and Markov
processes. Luleå University of Technology offers a master program in Industrial and
Management Engineering, and the civil engineering profile includes a course in
operation and maintenance, and their applications for infrastructure. Table 2 summa-
rizes the Swedish findings. Except for the Mechanical and Industrial engineering
programs, maintenance courses are found in programs focusing on Automation engi-
neering, Energy technology and environment, Civil engineering with railway spe-
cialisation, and Production development and management.
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3.2 Maintenance Education in Mechanical Engineering and Industrial
Engineering Programs in Finland

For collecting information about Finnish conditions, following types of sources were
used: 1) The web portal www.minedu.fi provided by Finnish Ministry of Education
and Culture. The portal offer general information about Finnish education system. 2)
The web portal https://opintopolku.fi provided by Finnish National Agency for
Education and Finnish Ministry of Education and Culture. Education programs
and courses open for admission are announced here. 3) The official University web
pages. The main investigation was made on the university web pages. The mechanical
and industrial engineering programs were investigated in detail using the headings,
subpages and search engines provided for that purpose. On other programs the search
was done using keywords maintenance and reliability.

Maintenance related courses are found in 17 of the mechanical engineering and
industrial engineering programs offered by both universities of applied science and
universities. The scope of maintenance is a part of course to a couple of courses in the
same institution. Häme University of Applied Sciences has a maintenance module of
15 credits. The module is a general introduction to the core concepts of maintenance.
Themes are reliability-focused maintenance, production information systems and

Table 2. Maintenance related education in Sweden, Mechanical/industrial engineering

Program and institution Maintenance
related education
(credits)

Mechanical
engineering,
bachelor level

Manufacturing Engineer, University of Skövde 6
Bachelor Programme in Maintenance
Engineering, Luleå University of Technology

75

Degree Programme in Industrial Technology
and Production Maintenance, Royal Institute of
Technology

57

Mechanical
engineering,
master level

Master Program in Engineering – Dependable
Systems, Mälardalen University

About 5 of 10*

Master Program in Production and product
design, Mälardalen University

7.5

Industrial
engineering,
bachelor level

Study Programme in Industrial Engineering
and Management, University of Gävle

7.5

Industrial Engineering and Management,
Linnaeus University

7.5

Economy and production technology,
Chalmers

About 4 of 7.5*

Industrial
engineering,
master level

Master of Science in Industrial Engineering and
Management, Umeå University

7.5

Master Programme in Industrial and
Management Engineering, profile civil
engineering, Luleå University of Technology

7.5

*The number of credits is an assessment based on the course syllabus
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maintenance budgets. In Kajaani University of Applied Sciences the Bachelor Pro-
gramme in Production Technology offers 29 credits of maintenance courses. The
content of courses are introduction to maintenance, project work, maintenance in
mining, vibration and diagnostics. The University of Applied Science of Jyväskylä had
in 2015 a “Service Lifecycle Management” program in master level containing in total
60 credits, but the program is no longer given. That program included 28 credits
maintenance related courses. In other universities of applied science maintenance
education consists of a course or a couple of courses mainly focused to bachelor level.
The themes are basics of maintenance, industrial maintenance, maintenance and safety,
reliability engineering and life-cycle management, preventive maintenance, CMMS,
technical diagnostics, and vibration mechanics. The University of Oulu offers five
maintenance related courses in different areas of industries on both master and bachelor
level, 5 credit/course. The content of the courses is introduction to maintenance,
maintenance of machines, building and infrastructure maintenance. Tampere university
of Technology has four maintenance related courses on both bachelor and master level
about condition monitoring and diagnostics. Lappeenranta University of Technology
has two courses of maintenance in master level about maintenance management and
costs. Other universities have only a single course or part of courses in maintenance.
However, the forestry, paper technology, process technology, marine technology,
mining, energy engineering, technology, communication and transport and building
technologies programs have some maintenance courses in their own area of technol-
ogy. Table 3 summarizes the Finnish findings in Mechanical and industrial engineering
programs.

Table 3. Maintenance related education in Finland, Mechanical/industrial engineering

Program and institution Maintenance
related education
(credits)

Mechanical
engineering,
bachelor level

Bachelor Programme in Mechanical
Engineering, Tampere University of
Technology

6

Bachelor Programme in Mechanical
Engineering, Karelia University of Applied
Sciences

3

Bachelor Programme in Production
Technology, Kajaani University of Applied
Sciences

29

Bachelor Programme in Mechanical
Engineering, University of Oulu

10

Bachelor Programme in Mechanical
Engineering, Metropolia University of Applied
Sciences

5

(continued)
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4 Discussion and Conclusions

For the maintenance related education, engineering students need holistic under-
standing as well as subject specific knowledge. Table 1 is a comprehensive summary of
relevant topics, covering maintenance terminology, system, engineering and manage-
ment (subject specific themes) as well as maintenance with respect to reliability, safety,
health and economy (holistic understanding). In general, maintenance has a small role
in mechanical engineering and industrial engineering education in the studied coun-
tries. Most programs do not contain maintenance at all. In Sweden Luleå University of
Technology and the Royal Institute of Technology and in Finland Häme University of
Applied Sciences offer a larger combination of maintenance education while other
institutions offer a single or a couple of courses of maintenance within the programs.
The content of courses covers the basics of maintenance to advanced topics of main-
tenance. Maintenance skills and knowledge presented in Table 1 can be covered in the
maintenance-focused programs listed above, but in the single courses, maintenance
skills and knowledge are only partly achieved.

The main differences between Finland and Sweden in maintenance education are
the length of programs and the number of universities giving maintenance courses. In
Finland, maintenance related courses are given in more universities than in Sweden.
However, maintenance programs in Sweden have much wider scope and more credits
than in Finland, and more courses for Industrial engineers. In Finland, a few univer-
sities have more than two courses topics about maintenance. For example, Häme
University of Applied Sciences offer maintenance module of 15 credits and university
of Oulu total 25 credits about maintenance topics but not a program of maintenance.
Two basic courses is given in bachelor level and three courses in master level. This
paper focus only mechanical engineering and industrial engineering programs, which is

Table 3. (continued)

Program and institution Maintenance
related education
(credits)

Mechanical
engineering,
master level

Master Programme in Mechanical Engineering,
University of Oulu

15

Master of Science in Mechanical Engineering,
Lappeenranta University of Technology

4

Master Programme in Mechanical Engineering,
Tampere University of Technology

10

Industrial
engineering,
bachelor level

Bachelor Programme in Automation
Engineering & Industrial Management, Häme
University of Applied Sciences

15

Industrial
engineering,
master level

Master of Science in Industrial Engineering and
Management, Lappeenranta University of
Technology

6
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a delimitation. The review shows that maintenance courses are given in other programs
as well – usually a single basic course and maybe some courses in their own tech-
nology e.g. about maintenance of ships, railway infrastructure or electrical systems.

The results are to be seen as a snapshot in time. While talking with colleagues at
other universities, it is evident that changes are made in the programs depending on the
resources and competencies available. If a person leaves the university, the ability to
provide sufficient education within maintenance might be lost, resulting in changes in
the curriculum. The opposite could also be seen; the Royal Institute of Technology in
Sweden is for instance starting up a new program within the area. It was acknowledged
in Nerland (2010) that more support is needed for maintenance related education, for
instance in the form of syllabuses, teaching material and textbooks. The standard EN
15628 provides a good basis for the syllabus for maintenance related education, but
from an asset management perspective, a similar syllabus covering a wider area than
maintenance management and engineering might be a better alternative. As for text-
books, it is important that such are available in the native language, and on the correct
level of education. Moreover, as teachers with the competence and ability to train
maintenance related topics is missing in many universities, textbooks supporting the
general engineering teacher in the introduction of maintenance would be needed. With
sufficient and appropriate material, the probability that maintenance and reliability is
included as a topic in a related course, such as one in quality management or sus-
tainability, would increase. Another option is to provide online courses that could be
incorporated into the education programs without the necessity to acquire the com-
petence in maintenance management and engineering at the individual universities.
Here, the possibilities that lies in MOOCS, Massive Open Online Courses, is
promising. The MOOC could be directed either to the engineering student, or to the
engineering teacher. Collaboration in developing such would be not only of national,
but of international interest.
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Abstract. Defence’s sustainment policy for naval vessels incorporates asset
management principles and methods and recognises the need for experts who
specialise in asset management as essential to delivering and maintaining
maritime capability. For warships and submarines, asset managers constantly
weigh technical challenges and costs of maintenance and modernisation against
operational and functional benefits to meet the Operating and Support Intent, life
cycle management objectives and Seaworthiness requirements. A naval asset
management skills model has been developed that focusses on technical com-
pliance, operational capability, and business-related goals intrinsic to Fleet Life
Cycle Management. Naval enterprise sustainment efforts are a combined
endeavour between Navy, Australian Public Service and defence industry
contractors but has no identified or documented minimum asset management
capabilities for life cycle management of either individual vessels or entire
classes. While Defence acknowledges the need for asset management within the
naval enterprise, it has not established criteria for codifying or formally
recognising required competencies directly related to life cycle management of
naval vessels. National recognition and professional certification formally
credits the learning, development and experiential requirements each warship
and submarine life cycle management professional should have as a means to
become officially sanctioned asset management specialists within Defence’s
maritime sustainment community. Moreover, the nature of naval vessel asset
management necessitates formal recognition within Capability and Acquisition
Sustainment Group’s Sustainment Management Career Pathway as well as
accreditation through the Australian Quality Framework. The US Navy’s Port
Engineer Program provides a solid example on which Australia’s naval enter-
prise can base its own scheme. This paper outlines a method to recognise naval
asset management specialists by codifying experience, education, and training
requirements for inclusion in Defence’s Sustainment Management Profession-
alisation and Certification Framework and provides recommendations for
establishing a valid career path for Warship and Submarine Life Cycle
Managers.
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1 Introduction

After nearly a decade of research investigating ship maintenance practices and con-
tinual improvement activities, Defence’s Capability and Acquisition Sustainment
Group (CASG) formally identified asset management as a core competency for sus-
tainment of Defence materiel. CASG has mandated that sustainment efforts must align
to internationally recognised asset management methods, principles and practices
contained in the ISO 5500X series (CASG 2017). Asset management specialists are
key personnel who should be accountable for delivering capability across a warship’s
life cycle (CoA 2016). Australia’s national naval enterprise needs competent profes-
sionals to specialise in life cycle management of naval ships. The Asset Life Cycle
Manager (ALCM) concept contends that competent maritime professionals should be
assigned as dedicated individuals responsible for managing a specific Royal Australian
Navy (RAN) ship (i.e. surface ship or submarine) on a long-term basis; ALCMs are key
elements in the Fleet Life Cycle Management (FLCM) concept (Lemerande 2018b).
The ALCM competency model, shown in Fig. 1, incorporates best practices from asset
management academia and practitioners, commercial ship management and existing
programs used by the United States Navy (USN) and United States Coast Guard
(USCG) (Lemerande 2018a).

Fig. 1. Competency model for naval enterprise asset life cycle managers
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CASG’s Sustainment Management Professional Competency Framework
(SMPCF) provides an appropriate method for articulating the career path, competencies
and qualifications for asset management generalists within Defence (DMO 2014) but it
fails to provide the necessary constituent components and factors ALCMs require for
life cycle management of a modern naval ship. As a high-level document, the SMPCF
provides guidance and requires nondescript sustainment managers to undertake generic
competency-based asset management training that can be applied to facilities and
infrastructure, land vehicles, utilities, aircraft or any other item categorised as a
Defence asset. Warships and submarines represent arguably the most complex and
expensive assets within the Australian Defence Force (ADF). Each ship is an intricate
and complex system of systems designed to operate in harsh and wide-ranging mar-
itime environments. Each RAN ship is expected to deliver full capability across a 30–
40 year service life. Asset management training, qualifications and certifications listed
in the SMPCF is woefully inadequate for ALCMs charged with life cycle management
of a warship or submarine. A more comprehensive program that addresses competency
requirements is needed within CASG’s framework. Professionalising ALCMs using
elements identified in the competency model could easily be added to the SMPCF. This
will formally identify experience, expertise, training, qualifications and certifications
needed to document competence for such an important position.

Establishing an ALCM program based on the USN Port Engineer Program
(PEP) but tailored to meet naval enterprise needs, would establish an irrefutable world-
class qualification that will absolutely deliver greater value to Australia’s national naval
enterprise. The USN formalised its PEP to establish a rigorous program that is both
objective and demanding. It is a proven and effective model that can be tailored by
Defence and implemented in Australia to meet CASG and RAN asset management
needs. This paper proposes the professionalisation of ALCMs using the competency
model as the foundation and the USN’s highly successful PEP as a proven model that
can be used as the cornerstone for a program in Australia. A brief discussion covering
the competency model is provided to explain ALCMs’ knowledge domains, areas of
expertise and cognitive abilities. Elements covering education, experience, creden-
tialing and qualifications that contribute to the professionalisation of ALCMs is then
discussed for consideration. The paper concludes with recommendations as to how
Defence can incorporate professionalising the ALCM cadre into the SMPCF for asset
management specialists.

2 Competencies

Competencies are a “collection of qualities, abilities, skills and other capacities of the
staff needed for successful performance” (Skorkova 2016) in an associated role.
Competency models are developed from the identified competencies. An asset manager
must have competence in engineering and technical specialties associated with the
assets as well as being a competent business manager that can provide clear direction
through financial awareness and adept communication skills. Persons responsible for
life cycle management require knowledge across technical, business and asset man-
agement related aspects that can meet the enterprise’s asset-related needs (Hastings
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2015). Competence related requirements in ISO 55001 ensure that individual asset
management positions are filled by people who have the knowledge, skills and
behaviours to perform their duties and can actively demonstrate those attributes to fulfil
requirements needed in specific asset management roles (AMC 2014). Strategic asset
managers apply engineering, strategic management and financial skills to develop, plan
and maintain assets in an economically responsible and sustainable manner over the
assets’ life cycles. The ALCM concept aligns closely to stewardship theory for asset
management in that it includes specific aspects of asset governance and oversight. As
front-line technical life cycle management experts, ALCMs could easily fill the
strategic asset manager role for a naval ship. These persons are expected to be highly
trained and skilled and exhibit a wide-range of competencies across various specialty
areas.

Competence is critical to achieving a state of professionalism which is characterised
as specialised expertise and an ideological approach to the work that is “based on clear
principles, including a commitment to the interests of the client” (Mills 2014) with
individuals being paid for full-time work in that specialty. Competence management
requires the appropriate combination of thinking and practical skills accompanied by
knowledge and comprehension of asset-related activities. Competence should be
treated firstly as an official authority (by position) and secondly as a personal authority
that an individual maintains at a particular point in time. The competence may be
‘professional’ meaning it is related to a specific profession (i.e. marine engineer or
naval architect) or ‘managerial’ in that it relates to managerial processes and relations.
Professions have been characterised by the following qualities: specialist knowledge;
required credentials for inclusion; regulated activities; and a common set of values
binding the group together (Susskind and Susskind 2015). A program that profes-
sionalises asset management specialists has been cited as a critical success factor to
asset management implementation in Defence (DSTG 2015).

3 Professionalisation

Professionals are often described as persons with degrees of specialisation in discrete
fields that relate to the development of new knowledge or skills (Lilleker and Negrine
2002). Professionalisation refers to a social process an occupational group takes
regarding one or more elements of an ideal type of profession (Vollmer and Mills
1965). Professionalisation has five constituent components: the work is performed full-
time and the job is considered permanent; an organisation encourages established
training through a scheme, regimen or formal schooling; a professional association
forms around the occupation; the job title is protected by law; and there is a formal and
established code of ethics (Wilensky 1964). Through an appropriate mix of education,
experience and recognised qualifications, ALCMs can attain a recognised pedigree
through a formal certification process that acknowledges competence and profession-
alises the ALCM role in CASG’s SMPCF.

478 T. Lemerande



3.1 Education

ALCMs should have nationally recognised engineering degrees. Education and aca-
demic accomplishment hold a prevailing power in professionalisation in technical
disciplines. University level education provides a level of assurance of minimum
engineering competency, both theoretical and practical. An engineering undergraduate
degree provides the basis for not only sound engineering practice but also meets
requirements necessary for recognition by professional engineering bodies and asso-
ciations like Engineers Australia (EA) or the Institute of Marine Engineering, Science
and Technology (IMarEST). In many countries, post graduate training is a very effi-
cient way of improving the qualifications of maritime professionals because it helps
introduce them to the latest advances and developments in the maritime sector. Formal
education should also include targeted short courses that specialise in specific business,
technical or maritime capability aspects that support the ALCM job description. Sev-
eral Australian universities offer advanced courses in sustainment and engineering asset
management, which would also support attaining or maintaining competency. Indus-
trial management training following undergraduate coursework should not be dis-
counted; it can be a viable option for providing valuable training for maritime
specialists outside of the university setting. Non-resident business-related short courses
are readily available from Australia Institute of Business (AIB) or Australia Institute of
Project Management (AIPM). Basic courses in asset management and ISO 55001 are
available from registered training organisations. (These competency-based training
courses are currently listed within the SMPCF and provide a basic approach to asset
management but are wholly inadequate for ALCMs.) Commercial training providers
like Life Cycle Institute partner with universities to offer a complete range of courses
covering different aspects of life cycle management. Courses directly related to sub-
marine engineering and design, warship capability management and FLCM are also
available from commercial vendors within Australia. Special courses developed
specifically for ALCMs can provide focussed attention to better meet naval enterprise
needs.

3.2 Experience

Experience should be measured qualitatively and quantitatively. Qualitative experience
can be measured by years of working in related fields and other types of jobs performed
while serving in specific maritime asset management roles. Involvement in Australian
naval operations as a member of a ship’s company can provide valuable experience for
an ALCM. Seagoing experience in allied navies provides an appropriate level of naval
operations knowledge with ties close enough to the RAN that would be sufficient. Past
work in seagoing maritime operations, either commercial shipping or deep-water
drilling would also provide a substantial level of applicable maritime experience
directly relatable to the ALCM position. Less applicable, but still noteworthy, would be
life cycle engineering and management experience in commercial port/marine opera-
tions or land-based asset intensive fleet industrial operations in rail & transport,
infrastructure, utilities or commercial aircraft sectors. Past experience serving as either
a Chief Engineer, Port Engineer or Ship Manager in the commercial shipping industry
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would be invaluable and heavily desired in ALCMs. Qualitatively, this would provide a
certain level of assurance that an ALCM has the relevant experience and expertise to
competently perform the assigned duties. Quantitatively, experience can be measured
by the number of years an individual has served in previous roles or by the number of
maintenance periods that have been managed and the total maintenance and operations
budgets for those specific vessels as well as the size and complexity of vessels man-
aged. Previous work with commercial contract management could provide the
appropriate business-related experience ALCMs need.

3.3 Third Party Recognition

Third party credentials provide supporting objective evidence of competence and
compliance against established, recognised and accepted standards. Achieving and
maintaining recognition from established authorities outside of Defence lends greater
credence to claims of education, experience and expertise in areas specifically identi-
fied as critical to ALCMs’ roles and responsibilities. Modern credentialing contributes
to legitimatising professionalised occupational groups based on the possession and
application of unique technical qualifications, knowledge and skills that are crucial and
indispensable to highly skilled professions. Formal credentials, such as licences, can be
used as a method to certify mastery in a specific body of knowledge. Credentials that
address business, technical and maritime/naval operations are needed to support the
tremendous tasks that have been outlined in the ALCM competency model. Such
credentials can be attained through various Australian organisations.

ALCMs are expected to be highly experienced and thus should have an AMSA
issued Engineer Class 1 licence to validate a person’s competence in structural,
mechanical and electrical shipboard systems. A qualification in marine surveying
signifies a person’s competence in understanding and applying established standards to
determine a vessels’ compliance. Each ALCM should be a Chartered Professional
Engineer (CPEng) with EA. Formal credentialing from AIPM signifies experience,
knowledge and competence in high risk, high profile and challenging projects. Formal
certification in asset management from Australia’s Asset Management Council is
recognised nationally and internationally and attests to an individual’s knowledge and
skills and demonstrates a person’s ability to improve asset performance through
application of asset management methods, practices and principles. Certificates of
competency in either Marine Engineering or Weapons Electrical Engineering attained
through active service in the RAN would be highly desirable for an ALCM. Formal
recognition in engineering, business, project management and specific maritime
industry activities will be necessary for the ALCM cadre to be established as a
recognised authority in life cycle management of naval ships.

3.4 Formal Qualification and Recognition by Defence

The USN PEP has four levels of certification. Each stage of certification requires
candidates to satisfactorily complete a demanding program that includes formal course
work, self-study, practical demonstration of activities and successfully passing stan-
dardised written examinations (USN 2014). A similarly tiered qualification program
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could easily be developed for ALCMs. ISO 55001 requires an organisation to ensure
asset management professionals “are competent on the basis of appropriate education,
training, or experience” (SA 2014). Defence policy requires formal asset management
certification for all sustainment management roles. Certification should be based on an
assessment against known competencies in sustainment and from AQF accredited
Asset Management competencies (DMO 2014). The ALCM qualification must go
beyond this and should be developed to cover all competency model elements while
also providing rigour to withstand scrutiny by naval enterprise stakeholders. Estab-
lishing an ALCM Qualification Program inside Defence will provide an objective
qualification that is specific to asset management for naval vessels and will also provide
a career path for the cadre of ALCMs.

4 Conclusion

ALCMs require education and experience, credentials recognised by professional
entities and organisations (outside of Defence) to provide an objective assessment of
knowledge, skills and abilities. Managing ALCM competencies through a formal
program provides assurance that assigned ALCMs not only understand their role but
that they have the fundamental elements required to perform lifecycle management
duties and responsibilities for the assigned ship. They should also have formal quali-
fications specific to the ALCM role inside of Defence. ALCMs can be professionalised
through establishing a formal program that encompasses education, experience, third-
party credentialing and formal qualifications recognised and acknowledged by Defence
as required for the ALCM role. Using the USN PEP as a model, Australia’s naval
enterprise can easily develop and implement its own professionalisation regime to
produce elite professional life cycle managers for some of the most complex naval
assets in the world.
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Abstract. Erasmus plus Strategic partnership are a program for collaboration
between European Universities and companies. The projects Colibri 2014–2017
(Collaboration and Innovation for Better, Personalized and IT-Supported
Teaching) and EPIC 2017–2020 (Improving Employability through Interna-
tionalization and Collaboration) both have goals of testing and improving
teaching methods. The Colibri project goal was to test methods in delivering a
common industrial relevant course for Master students from both a business and
an engineering background. The test course was “Future Internet Opportunities”
that merged internet technologies with internet usage and entrepreneurship. The
industrial cases came from a wide range of industries and organizations. Given
the Colibri results, the project EPIC started in September 2017. The purpose is
to extend the experiences in Problem Based Learning Projects from an inter-
national course into Master (and Bachelor) Thesis work.

1 Introduction

For more than a decade now, there has been a strong increase in the proportions of
students in European Union studying in a foreign country. At the same time, we see a
strong increase in the number of students completing their tertiary education. Thus,
student groups attending higher education are becoming more diverse due to growing
student mobility and due to the growing proportion of the population entering higher
education. The growing diversity combined with a growing proportion of the popu-
lation completing tertiary education leads to greater differences in the students’ aca-
demic background, learning styles and cultural values within academic institutions
across Europe. This diversity challenge the effectiveness of our pedagogical approa-
ches, and suggest that we should adapt courses to the needs and abilities of each
student. This includes a need to improve the industrial relevance of the student work
since the number of students with any previous industrial experience is decreasing.
However, a recent study shows that student diversity in Europe may be a pretext for
boosting academic performances, not only a challenge to overcome: In a survey of 670
international business students and 288 domestic business students, it was found that
students’ efforts to integrate academically1 correlated positively with academic

1 The following efforts to integrate academically correlated with academic performances; Adjusting to
the options at the university, emotional adjustments, and a sense of attachment to the university.
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performances. The scores of foreign and domestic students did not differ significantly
(Rienties et al. 2012).

We also see that recent trends indicate that an increase in student diversity does not
seem to affect collaboration through the Internet negatively. The frequency of internet
use among young people in the European Union is high, and less varied, compared to
the population in general. In 2015 the frequency of daily internet user varied between
37% and 92%, with an average of 67%, among the general population in the 28 EU
member states. The proportion among the young population (16–29 years) varies
between 69% and 98%, with an average of 89% in the 28 member states (Eurostat
2015).

2 Colibri and Blended Learning

Into this context we applied blended learning in the course entitled “Future Internet
Opportunities”, which was developed and run as a deliverable in the Erasmus plus
project “Colibri”2. The overall idea of the Colibri project is to implement new and
innovative teaching methods, and to establish a Living Lab3 of students from different
universities, topics and countries/cultures for a systematic testing and evaluation of
these methods. The course targets a relatively small group of master students from
universities4 in seven countries. There are at least four students per university, and
some of the students also have an origin from other parts of the world. The students
have either an engineering background with different specialization or a business
strategy background. The varied backgrounds of the students, and geographical spread
of their home universities, provided us with valuable experiences regarding impact of
blended learning techniques. Our findings are based on written and oral student
evaluations, grades, and internal evaluation by teachers and other Colibri-participants.

The “blended learning” described cover learning sessions, interactions between
students, and interactions between students and instructors. Much of the literature
recognizes that blended learning is not just about finding the right mix of technologies,
or increasing access to learning, it is about rethinking and redesigning the teaching and
learning relationship. Blended learning offers possibilities to create transformative
environments that effectively facilitate critical and creative thinking skills.

Blended learning requires a coordinated effort from both the teaching faculty and
the leading administrators of the academic institution in policies, planning, scheduling,
and supportive functions for students and teachers. In the Colibri case, we take most of
these institutional requirements for granted as the course is set up by a multinational

2 Colibri was funded by Erasmus+ in the EU. The acronym stands for “Collaboration and Innovation
for Better, Personalized and IT-Supported Teaching”.

3 The concept “living-lab” originates from the MIT Media-Lab applying a user-centered research
methodology for observing, prototyping, validating, and refining solutions in a real life context.

4 Colibri partner universities were located in Aalborg, Stavanger, Istanbul, Barcelona, Bydgoszcz,
Riga, and Hamburg.

484 J. Frick



and specially dedicated teaching staff, supported by staffs of the participating univer-
sities. The goal of Colibri is to support the development, transfer, and implementation
of innovative practices within higher education, and to develop creative and innovative
teaching methods (Lopez et al. 2015). These teaching methods include online modules
that utilize a variation of text, videos, quizzes, peer learning, etc., and Problem Based
Learning in international groups on problems provided from real companies.

2.1 Course Content

“Future Internet Opportunities” was divided into 4 distinct parts (see flowchart Fig. 1).
Each of the ten modules had an introductory level that all student had to follow. These
modules covered topics from Internet technologies like hardware and software for
different types of communication, Internet usage and application, Security, Internet
Architecture, and Entrepreneurship. The introductory level was followed by a basic
level where each student choose five modules, and then an advanced level where
students selected two modules. In a five-day midterm workshop the students presented
one of their advanced modules. In the midterm week students also trained in presen-
tation techniques, and company cases were handed out. The cases address real prob-
lems provided by companies that in 2015, 2016 and 2017 were located in Athens,
Barcelona, and Berlin. The students then solved these cases in groups consisting of
mixed nationalities and educational backgrounds. During this part of the course they
were at home and had to communicate via Internet. The last part of the course was a 5-
day workshop where the students are challenged by teachers on how to interpret and
present their assignment. At the final day of the workshop each group presented their
solution/paper and defended it before the other students and the collegium of teachers.
All students had English as a second language and there was a mix of engineering and
business students, but the majority had an engineering background.

An overlap between the work on the online modules and the projects, was pro-
ductive to:

• explore different learning tools and learning strategies,
• question any assumptions made during the course,
• utilize the module content in problem based learning cases,
• learn how to learn individually, and collectively, face-to-face and mediated through

electronic networks.

This covers what Chris Argyris and Donald A. Schön refer to as single-loop
learning, double-loop learning, and deutero-learning. ((Argyris and Schön 1978);
(Easterby-Smith et al. 2004)). The virtual start-up meeting and the transnational project
groups were important arenas for socializing as well. This was possible because each of
the virtual meetings were preceded by face-to-face meetings at host universities before
the start-up meeting, and in five-day workshops before the network-based work in the
transnational project groups.
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2.2 Colibri Experiences

All students provided feedback after finalizing the course. The general feedback was
quite good as they liked to meet other students from other universities and to have
variation in how modules were taught. The main issues emphasized from this indi-
vidual feedback were the following:

1. the usage of the module content in Problem Based Learning provided a different
understanding than just remembering the module content that learning

2. working together with students from different European and non-European nations
gave them a better foundation for international employment and higher probability
for employment in general.

Experiences for our evaluation are gathered by observations, written feedback,
quality committee meetings (with one student from each country), and feedback in
common evaluation meetings with all students present. We have identified some critical
strengths in this project:

– The course literature covered not only technology or business, but aimed to cover
the range from basic technology via its utilization to the business case. This got a
unanimous approval from the students as their home institutions tends to keep these
issues separate in different courses.

– The course accepted students with both a technical and a business background, and
they select modules depending on their background. This mix of profiles was
regarded an advantage of the students when they worked on the case from real
companies in the last part of the course.

Fig. 1. Flowchart of the Future Internet Opportunities Grad Course. The capital letters refer to
the section on “Elements of blended learning in the course” below. “P” = “personalize”,
“S” = “socialize”, “E” = “explore new pedagogical approaches”, and “C” = “collaborate”.
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– With an exception of Aalborg University, the students are not familiar with complex
cases from real companies in problem based learning. But to investigate these in a
multinational group with a mix of modules was received positively by the students.

The positive feedback from students seemed to be related to the high degree of
diversity in this course: Students commended the diverse background of those par-
ticipating in the course, the cross-disciplinary curriculum, and the realistic case
assignments covering real industrial problems in different countries. These character-
istics are well adapted to meet the more diverse and mobile student population in the
EU.

3 Issues in Higher Education and Team Learning

We see that the experiences in this course relate to well-known mechanisms in the
literature on higher education and team learning:

Communication and trust in global virtual teams: Students seemed to improve
collaboration due to the personalization and socialization activities. This is in line with
Jarvenpaa and Leidner who emphasize the need for social communications that com-
plements, rather than substitutes, task communications in virtual teams (Jarvenpaa and
Leidner 1998). The variation in background might have limited the learning experi-
ences but the coming together with people they have only seen on net meetings seems
to encourage learning.

Realistic approach to entrepreneurial education: Students seemed to get a better
understanding on relation between technology, its use, and business value creation.
This was much due to collaboration on cases for real companies but it also included a
wider scope due to the multinational background. An example of that is that the
companies that provided the problem reported benefits from the presentation made by
the student group. Entrepreneur processes must be allowed to be creative and devote
time to open-ended problems and question conventional wisdom. Kirby points out that
one of the crucial elements in education programs for entrepreneurs is to involve
student teams in problem-solving based on real-world situations (Kirby 2004).

Effective virtual learning environment: Students depended on this to become pre-
pared for the Midway seminar, and to collaborate between the seminars. The students
knew that their work in the advanced modules was to be presented in the midway
seminar, and later that they in the Problem Based Learning had to collaborate to
produce a result at the end of the course, so they needed to use the virtual environment
in a productive way. This dependency on team collaboration is recognized as some-
thing that stimulates the use of virtual meetings. It has been found that virtual teams
that are high on trust, and that are faced with task uncertainty early in the team’s life,
were the best problem solvers (Jarvenpaa and Leidner 1998). This suggests that
dependency on team collaboration is useful in virtual learning environments.

Project based group learning: Most students are not used to this pedagogic
approach, but finds it an improvement as it provides a process oriented learning as a
contrast to an exam oriented approach. Project or problem based learning are more
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oriented on a process approach than actual reproducing knowledge at an exam (Kirby
2004). We provided the students with real world issues that they had to sort out,
analyze, and come up with a solution or opinion about. It was complex cases with no
premade solution available and the students knew that their work would be presented to
the companies.

Individual learning contribute to team learning: The project based learning in
groups have a better learning process as students have to explain their views for the
other students in the groups to achieve a common result. When we observed the
learning process in the course we saw that the students started with a personal learning
as they are used to. But during the personalization and socialization process this
changed. And the case solved in the last part of the course had much more elements
from team learning as they needed to understand and then explain to the other group
members from other countries and backgrounds. The link between individual learning
and team learning, by which individuals influence shared mental models, is described
in the seminal article on how individual learning affects team learning (Kim 1998).

The overall impression from Colibri also included that blending student back-
ground in terms of engineering with business students, and students from different
countries improved the problem-solving in Problem Based Learning Projects. And also
blending the learning methods into this context gave very high scores in student
feedback in terms of employability and international relevance.

4 The EPIC Continuation

Given the Colibri results, the project EPIC (Improving Employability through Inter-
nationalization and Collaboration) started in September 2017. The purpose is to extend
the experiences in Problem Based Learning Projects from an international course into
Master thesis work. We also accept Bachelor thesis and similar project work. In EPIC
we have 8 universities from Aalborg, Riga, Bydgoszcz, Enschede, Barcelona, Kayseri,
Hamburg, and Stavanger, and companies from Barcelona and Berlin. Students are set
up in transnational teams to solve problems stated from real companies. We have 2
companies as project partners, but the problems comes from several other companies
also.

Compared with Colibri we reduce the emphasis on modules for learning as we
assume that students have relevant background or can add on a need to know basis. We
keep emphasis as in Colibri on updating knowledge on group work, problem based
learning projects, and presentation skills. And we increase the tutoring side of the work
which include a main supervisor from the students home university, in some cases an
additional supervisor from the university where the student have a student to collab-
orate with, and a more active contact person in the companies compared with Colibri.

There are some challenges in the EPIC setup that we partly expected. As all
students have to deliver their work according to the rules of their home university, we
get student teams with high variation in requirements. As example, we have one
bachelor student that have to deliver in June working together with a Master student
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that have to deliver in October. A consequence is that only the first part of the master
student work is a collaboration. There are also different expectations about being
located at the company or not, travels, and defense of thesis.

5 Summary

The Colibri project got a letter from the EU commission in June 2018:
“Your project 2014-1-DK01-KA203-000764- “Collaboration and Innovation for

Better, Personalized and IT-Supported Teaching” has been selected as a “success
story” by a panel of experts from the Directorate-General for Education, Youth, Sport
and Culture of the European Commission. “Success stories” are finalized projects that
have distinguished themselves by their impact, contribution to policy-making, inno-
vative results and/or creative approach and can be a source of inspiration for others.
The selection of your project as a success story was made on the basis of rigorous
criteria regarding its quality, relevance and results.… As a consequence of this
selection, visibility and acknowledgement will be given to your project, for instance on
our websites, social media, and when preparing documentation for conferences or other
events with high-ranking attendance.«

The project EPIC ended its first cohort summer 2018. Some of the results are
excellent and some has issues. The positive side includes better integration with
industry and increased effort by the students which we think relates to Master thesis
being more important for both students and companies than a course. What we need to
look into includes communication and socialization across the cohort which relates to
having only one physical workshop (the students does not expect to meet all the others
again,) and the nature of a Master thesis which is regarded much more as an individual
effort by many students than a course. There is also an issue on how to combine
business students and engineering students when they report to and get evaluation by
their different home universities even if they work on the “same” project with the same
company.
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Abstract. Modern manufacturing organizations are designing, building and
operating large, complex and often ‘one of a kind’ assets, which incorporate
many different electrical, electronic, hydraulic and mechanical systems and
components. Due to this complexity and the need to react quickly to changes in
production, there is a need for more advanced strategies to ensure effective and
efficient high maintenance and high availability. Modern maintenance strategies
including Total Productive Maintenance and Reliability Centred Maintenance
(RCM) have proven successful. With the increase in complexity and a large
number of interconnected components, however, the use of one single strategy
may not provide the necessary detailed system to support a maintenance task
selection. The paper will propose that for complex assets with a large number of
systems, a new framework will be proposed utilising RCM, and include addi-
tional supporting systems, including Value Stream Mapping and Cost Benefit
Analysis.

1 Introduction

Manufacturing equipment has become more complex to remain competitive, and to
produce higher quality products quicker and cheaper. The increment in the manufac-
turing process complexity is shown in the high number of processes the product has to
go through to reach high quality and reliability. This will result in an enormous amount
of machines engaged together in the production line to achieve one complete successful
production cycle. The optimal maintenance of modern, complex assets with various
systems and interdependencies requires aligning the maintenance recommendations,
provided by the asset or component manufacturers, with the historical maintenance data
of the system. However, in practice many manufacturing organizations must deviate
from the operating conditions and loads recommended by their component manufac-
turers when operating complex ‘one-of-the-kind’ assets. This leads to unexpected
reliabilities and breakdown times. On the other hand, the availability of historical
maintenance data often causes issues. When available, these data tend to provide
understanding about the asset health, age and reliability over the years and the type of
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maintenance applied in the assets. It can be argued that these complex, unique assets
require tailored maintenance approaches, combining features from various existing
strategies to optimally integrate the management of asset reliability and financial
performance. In this paper the features of the existing maintenance strategies, espe-
cially RCM and TPM, are combined with the principles of Value Stream Mapping
(VSM) and Cost Benefit Analysis (CBA) to introduce a framework for a more com-
prehensive maintenance strategy for complex assets. The research has been conducted
in collaboration with an industrial manufacturing company, which operates and
maintains a large, unique and complex asset.

2 Literature Review

Maintenance strategies developed since 1900 can be categorised into three different
generations (see Table 1).

Corrective Based Maintenance (CBM) is the base strategy for maintenance and the
first been used in the manufacturing sector. CM tends to restore the equipment into
operation condition without any consideration to analysing the failures, which took place.
Preventive Maintenance (PM), on the other hand, is a maintenance scheduling strategy
that tends to apply periodicmaintenance tasks based onfixed periods on assets to lower the
equipment’s breakdown rate. Total Productive Maintenance (TPM) is considered an
effectivemaintenance philosophy, as it tends to improvemachine reliability and employee
morale (Rahman 2015). The main goal of TPM is to eliminate the barrier between oper-
ators and maintenance staff by engaging machine operators in performing simple main-
tenance tasks and ensuring the engagement of all various levels of management (Ng et al.
2011). TPM tends to perform its function by using nine main pillars:

Table 1. Maintenance evolution.

Period Equipment characteristics Maintenance philosophy

1st Generation
(1900–1939)

- Simple and easy to repair Corrective Maintenance

2nd Generation
(1945–1979)

- More complex
- High maintenance cost in
relation to operation cost

- Preventive Maintenance
- Total Productive Maintenance
(TPM)
- Total employees participation
- Team based approach to
maintenance

3rd Generation - High complexity
- Expensive downtime
- Inventory management and Just-
In-Time usage
- High quality products required

- Condition Based Maintenance
(CBM)
- Reliability Centred Maintenance
(RCM)
- Computer aided maintenance
management
- High focus on equipment
availability and reliability
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1. General housekeeping, or 5S
2. Autonomous maintenance,
3. Focused maintenance,
4. Planned maintenance,
5. Quality management,
6. Education and training,
7. Safety, health and environment,
8. Office TPM, and
9. Development management (Rahman 2015).

Each of these pillars tends to engage with the system in a specific way, but in
return, they all tend to affect each other in increasing the whole performance.
According to Baglee et al. (2016), TPM increases equipment’s OEE by eliminating
waste, increasing availability and enhancing the productivity in general by increasing
employees’ discipline and the commitment of different management levels towards
improving the workplace. Chan et al. (2005) presented the impact of TPM imple-
mentation at an electronics manufacturing company with 83% improvement in the
equipment’s productivity. Bon and Lim (2015) applied TPM in the automotive sector
which resulted in decreased downtime and increased machine availability.

Carretero et al. (2003) presented Reliability Centred Maintenance (RCM) as a
method used to identify the required PM plan for a complex system. In 1992, the first
RCM standard (GJB1378) was created and started to be used in practice (Cheng et al.
2008). RCM is commonly used in sectors such as nuclear power, aviation, rail, met-
allurgical industries, shipping and water distribution (Selvik and Aven 2011). With the
continuous development of the strategy, different new updated models for RCM have
been developed, including RCM 2 (Moubray 1991), Stream lined RCM (Bookless
1999). In addition, Vishnu and Regikumar (2016) presented RCM as optimum mixture
of preventive, reactive, proactive, condition based and time-based maintenance, that
tends optimize the optimum PM plan for a complex system with best cost efficiency
(Fig. 1).
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Fig. 1. RCM as a combination of maintenance strategies (Sainz and Sebastian 2013).
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One of the main things to be considered when implementing RCM is that the
design phase of the inspection manual and procedures should be executed by a tech-
nical team that has both field and design experience. This will ensure that the tech-
nicians’ tasks are aligned with the design guidelines. Another key aspect for sufficient
maintenance implementation is the proper assessment of the system design for main-
tainability (Igba et al. 2013). Key factors in RCM implementation include proper
training for the RCM team (Cheng et al. 2010).

According to Moubray (1991), RCM analysis works mainly on finding the suffi-
cient answers for the following seven questions:

1. What are the functions and associated performance standards of the equipment in its
present operating context?

2. In what ways can it fail to fulfil its functions?
3. What is the cause of each functional failure?
4. What happens when each failure occurs?
5. In what way does each failure matter?
6. What actions to prevent each failure?
7. What actions if a suitable preventive task could not be found?

As a Japanese philosophy, Value Stream Mapping (VSM) is defined as a tool that
helps the manufacturer to visualize and have more understanding of the flow of
materials and data in a production line. It also contributes in visualizing time and
materials waste in an entire manufacturing system. VSM is involved in all of the
process steps, both value added, and non-value-added activities are analysed. The goal
of VSM is reorienting the production practices in the work place to align with lean
thinking and establish future improvement plans to eliminate waste in the manufac-
turing system (Black and Phillips 2010). Toivonen and Siitonen (2016) stated that
VSM tends to improve the value stream by focusing on the whole system instead of
individual parts. Patel et al. (2015) presented multiple case studies on the implemen-
tation of VSM in different sectors including railway services and manufacturing
assembly line and more that had high impact on the reduction of work in progress
inventory, processing time, lead-time, and delivery time for the whole system.

Cost Benefit Analysis (CBA) is a method used by decision makers to evaluate the
efficiency of a proposed or currently running policy from an economical perspective.
CBA is dealt with as one of the conventional methodologies in economic analysis for
evaluating project alternatives and proposed changes. CBA is known as a systematic
and rational decision support tool, which makes it one of the most accepted tools in
economic analysis. Furthermore, CBA enables comparing and capturing costs and
benefits of any investment the project might have (Djukic et al. 2016).

3 Proposed Framework

The combination of the mentioned concepts along with considering the condition and
the specification of the case study asset will help in the development of a hybrid
framework that will help to overcome many difficulties that currently face the advanced
maintenance practices. These difficulties will include, increasing the maintenance plan
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efficiency through the perfect maintenance plan optimization, increasing the equipment
availability and better cost optimization (Fig. 2).

The proposed framework tends to mix certain pillars from different maintenance
strategies in a specific order that is believed to have optimum efficiency implication.
The framework starts with identifying the system under study and understanding its
mode of operation as well as all the associated aspects related to production. Expert
opinions are crucial, as they highlight different aspects and issues that are hard to
identify through analysis alone.

By the stage of applying Failure Mode Effect and Criticality Analysis (FMECA), in
depth understanding of all system’s equipment and related machines will be understood
and critically assessed. Specific Education and Training requirements must be identi-
fied and addressed Safety, Health and Environment impact training provided to
increase awareness of all different levels of employees of all the associated implications
related to it for best environment preserving and safety practices. First interaction with
the work place is believed to be through the application of 5S practices, that tends to
target the workplace Order, Organization, Tidiness and maintain high standards for the
whole work place at all times. The followed application is Autonomous Maintenance
(AM), which takes place to engage operators in simple, low-criticality machines with
simple maintenance tasks, adding lubricant for example in order to ease the load of the
maintenance experts and allow them to engage with more complex tasks. VSM will
engage to have better visualisation of the system and identify wastes across the system
related to inventory for instance and help optimizing the system for waste reduction
process. CBA is crucial pillar of the framework as it helps in calibrating and monitoring
the system financially to suitable cost analysis without effecting the equipment and
machines efficiency. The company understudy has one of a kind equipment that is
considered one of the largest manufacturing assets in the modern times. The signifi-
cance of the mentioned strategies was concluded from the analysis of the extensive
Interviews with different employees’ levels and the recorded failures and maintenance
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Fig. 2. Proposed framework
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history. Data analysis highlighted big gap in knowledge regarding the process and the
essential maintenance tasks to overtake on time as well as, the shortage in the available
staff. Work place environment and standards were considered significant issues that
exists across the site.

With the rapid development in the manufacturing sector and the continuous
introduction of advanced technology to the sector, it became harder to rely only on one
maintenance strategy to cover all related aspects to each organisation. Due to that, a
framework combines different maintenance strategies introduced to cover wider
prospective, increase quality and efficiency from machines prospective, human factor
prospective, and cost prospective, in alignment with waste reduction and work place
efficiency improvement using specific pillars of TPM, RCM, VSM and CBA. Future
work on the proposed framework will introduce new technology to its different pillars
for more efficient results.
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Abstract. The cost and profitability related to operation and maintenance phase
is significant for several industrial applications. Thus, the first proactive main-
tenance management action is to design/out the maintenance work by designing
out the critical failure modes and causes. The dependability standards (IEC
60300) provides the framework and methodology to design for maintainability
at project phase. However, the risk that physical asset will fail is always there as
there are changes in the operating and loading conditions, which might initiate
new failure modes. The philosophy of industry 4.0 is to develop smart asset to
enable a real-time monitoring of the dynamic asset behaviour. In this context,
the dependability standards (IEC 60300) need to be updated to consider the
technical requirements that support the intelligent maintenance process. There-
fore, the purpose of this paper is to present a potential reference standard related
to “design for intelligent maintenance” that comply with industry 4.0 require-
ments. This work illustrates the progress toward a unified standard body for
dependability in industry 4.0, which might lead to significant changes in the
current state of the art in designing industrial assets. For example, among the
80,000 sensors that are attached to modern oil and gas platforms, a few ones are
generating data for health monitoring and maintenance purposes, the majority
applied for detecting operational anomalies and control.

Keywords: Industry 4.0 � Intelligent maintenance � Maintenance design �
Systems dependability � Maintenance standards

1 Introduction

The cost and profitability related to operation and maintenance phase is significant for
several industrial applications (Alsyouf 2007). Thus, the first proactive maintenance
management action is to design-out the maintenance work by designing out the critical
failure modes and causes. The dependability standards (IEC 60300) provides the
framework and methodology to design for maintainability at project phase. However,
the risk that physical asset will fail is always existing as there are changes in the
operating and loading conditions which might initiate new failure modes. According to
a study executed by ARC Advisory Group (Rio 2015) only 18% of asset failures are
associated with age, hence, the remaining 82% of failure occurrence is not avoided
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through the application of preventative maintenance. In order to avoid such large
percent of failures, the failure modes and causes should be sufficiently understood.
Based on the 34 projection scenarios of maintenance in digitised manufacturing
(Bokrantz et al. 2017) that the philosophy of maintenance in industry 4.0 is to develop
smart asset to enable a real-time monitoring of the dynamic asset behaviour (process,
health, product and context data). Such maintenance scenario can be considered as
smart learning process where the real/time data will help us to learn how to maintain
our assets. However, such purposes requires a smart design. For example, despite the
fact that an offshore oil rig include around 30,000 sensors monitoring operational
parameters (Manyika et al. 2015), none of the big data generated is integrated in an
intelligent maintenance system, but only applied for detecting operational anomalies
and control (Manyika et al. 2015). Therefore, the standards related to maintenance
engineering shall be updated to support such industrial revolution.

The dependability standards (IEC60706-2 2006) Maintainability of equipment-Part
2-Maintainability requirements and studies during the design and development phase
describes maintainability and maintenance support requirements and allocation process.
This standard has high potential to consider the technical requirements of maintenance
in industry 4.0 context. The basic technical requirement is mainly related to develop a
cyber-physical asset, where the physical behaviour (process, health, product, and
context) will be perceived, transmitted into the cyber space and processed and con-
figured to meet the user expectation (i.e. effective decision making). Answering the
questions of what are the requirements of maintenance in industry 4.0 context and do
we have a unified standard guiding toward how such requirements are allocated in the
design process at the project phase, are main targets of this paper. Therefore, the
purpose of this paper is to explore a potential reference standard related to “design for
intelligent maintenance” that comply with industry 4.0 requirements. The paper starts
with a brief presentation of what are required to develop an intelligent maintenance
system, followed by a critical exploration and review of the related existing standards.

2 Design for Maintenance: Any Update?

To answer the question, “does intelligent maintenance has similar architectures, layers
and standards as industry/manufacturing 4.0?” let us start with industry 4.0 architec-
ture. The standards, patents (Trappey et al. 2016) (Trappey et al. 2017), technologies
and applications (Lu 2017) related to industry 4.0 are reviewed. It is obvious that most
of the literatures describe industry 4.0 as an architecture of several layers. The most
well-known architecture for industry 4.0 is RAMI 4.0 (VDI/VDE 2015), (Zezulka et al.
2016) which consists of six layers. For manufacturing/production 4.0, the purpose of
developing smart asset is to get data related to process and analyse it smartly to support
the decision making process. Maintenance has slightly different purpose where the data
related to health, process, product and context are smartly collected and analysed to
support the maintenance decision making process. Thus, the cyber/physical relation-
ship is similar. However, the type of perception instruments i.e. sensors (numerical
measurements) and controller, descriptive text e.g. reports and analytics type are dif-
ferent. The 5C model (connection, conversion, cyber, cognition, configuration) was
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proposed (Lee et al. 2015) to illustrate the development of intelligent maintenance
architecture and layers. For example, watchdog agent platform has been further
developed to comply with industry 4.0 technologies (Bagheri et al. 2015).

It is easy to observe the inconsistency among the definition of those layers e.g.
conversion layer for some models include the functions of pre/processing the data (big
data analytics) and for other models it includes high-level computation e.g. health
assessment. Therefore, to avoid such confusing definition, we present the intelligent
maintenance as shown in Table 1, based on the process flow and related functionalities.
In summary, in the physical space, the asset layer (e.g. physical machines and human
workers) will generate data related to maintenance (health and performance measure-
ments, descriptive notifications and reports) which will be acquired (perception layer
e.g. sensors, controller) and transmitted (connection layer) into the cyber space.

Table 1. Cyber-physical maintenance

Space Layers Main functions

Physical space Business Production, operations, maintenance,
supply chair, marketing

Asset and maintenance
operations/executions

Platform, Pump, operators, maintenance
staff

info/data perception Data acquisition e.g. Vibration sensor,
reports, notifications

Transmission Data between
physical/cyber spaces

Communications, networks

Cyber space with
interface to physical
space

Cyber space Cloud solution
Conversion (data) Data manipulation
Computation
(information)

State detection, descriptive analytics

Cognition (knowledge) Diagnostic, predictive and prescriptive
analytics, Health and prognostic
assessment

Support decision
making (optimised
solutions)

Maintenance optimisation

Maintenance
management

Maintenance programme planning,
capacity planning, spare part planning,
scheduling

Configuration User interfaces, automatic actions

In the cyber space, several analytical functionalities will be performed: conversion
(data per-processing, big data analytics), computations (state detection analytics, per-
formance analytics), cognition (health diagnosis and prognosis assessment analytics,
maintenance optimisation and decision support analytics, maintenance management
analytics), and configuration (e.g. user interfaces, automatic actions, actuators). The
configuration layer aims to transmit (via the transmission layer again) the required
actions from cyberspace to physical space. The whole process looks like a closed loop
from physical to cyber to physical space again.
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3 Design for Intelligent Maintenance Complies with Industry
4.0 Requirements: The Update

Moving toward new standards of design for intelligent maintenance should help us to
answer the following questions: How healthy asset I have designed e.g. architecture,
machines, interfaces? How smart the existing design is in managing its health over the
lifetime? How smart it should be? How smart the maintenance support is and how
smart it should be? The new/updated standards shall guide the maintenance process to
utilise the potential advantages of having the cyber/physical assets and internet of
things (IoT). Cyber physical asset means that you have smart system which can provide
data about its behaviour (performance, health, and event), where IoT enables us to
acquire/transit/access such data and act remotely. Moreover, it enables the real-time
learning process and past-time learning process (historical data) to support the new
maintenance perception to be predictive and proactive.

Do we have standards that help us to answer those questions? The exploration of
the existing standards related maintenance in industry 4.0 context is summarized in
Table 2. Table 2 illustrates several issues related to design for maintainability of smart
assets, design for smart maintenance support, which both will be discussed
respectively.

Table 2 Existing standards for potential intelligent maintenance standard

Layer title and number - Existing standards

1. Design for intelligent maintenance
during project phase

- Maintainability design (IEC60706-2, 2006)
- Criticality analysis: NORSOK STANDARD Z-
008 (2001)
- Maintenance support: IEC 60300-3-14:2004
- Engineering of system dependability: IEC 60300-
3-15:2009
- Maintenance support services: IEC 60300-3-
16:2008
- The technology roadmap for industry data
dictionary structure, utilization and implementation
(IEC TR 61908)

2. Allocation of intelligent
maintenance during execution project
phase

- IEC 60706-5:2007

3. Maintenance strategic planning and
programmes development

- Dependability management IEC 60300-1 (2014),
IEC 60300-3-4:2007, Lifecycle costing: IEC
60300-3-3:2017
- Integrated logistic support (ILS) management
system IEC 60300-3-12:2011, IEC 60300-3-
14:2004

(continued)
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Table 2 (continued)

Layer title and number - Existing standards

3.1 Reliability centred maintenance
programme

- RCM: IEC 60300-3-11:2009, IEC 60300-3-10
(2001-01)

3.2 Condition/based maintenance
programme

- (IEC60706-2, 2006), ISO 17359:2018
- MIMOSA/OSA-CBM (MIMOSA, 1998–2018)

3.3 Other maintenance pro-grammes
e.g. inspection

- RBI: IEC/ISO 31010:2009, DNV-RP-G101

4. Asset and perception - There are several standards related to several
applications describing the physical system
components e.g. NORSOK STANDARD P-100
- ISO 14224 (2006) Petroleum and natural gas
industries - Collection and exchange of reliability
and maintenance data for equipment
- IEC 60300-3-2 (2004) Dependability management
- Part 3: Application guide - Section 2: Collection of
dependability data from the field
- IEC 60319 (1999) Presentation and specification
of reliability data for electronic components
- Industrial-process measurement and control - Data
structures and elements in process equipment
catalogues (NEK EN 61987)
- Programmable controllers (NEK IEC 61131)
- Automatic identification and data capture
techniques (ISO 15459)
- Smart transducer interface for sensors and
actuators (ISO/IEC/IEEE 21450 and ISO/IEC/IEEE
21451)
- Sensor networks (ISO/IEC 20005, ISO/IEC 29182,
ISO/IEC 30101, ISO/IEC 30128)

5. Connection (physical to cyber) - Industrial communication networks (NEK IEC
61918, IEC 61784)
- Wireless communication networks (NEK EN
62657, IEC 62591, IEC 62601)
- Engineering data exchange format for use in
industrial automation systems engineering (IEC
62714)
- Security techniques (ISO/IEC 27000)
- Network security (ISO/IEC 27033)
- Guidelines for the management of IT Security
(ISO/IEC 13335)

6. Cyber space and analytics - Telecommunications and information exchange
between systems (ISO/IEC 13157)
- Data structure (ISO/IEC 29161)
- Standard data element types with associated
classification scheme (IEC 61360)

(continued)
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It is clear that the most relevant existing standard related to “design for mainte-
nance” is the Maintainability requirements and studies during the design and devel-
opment phase (IEC60706-2 2006). This standard handles two issues: the design for
maintainability (i.e. physical asset e.g. platform) and design for maintenance support
(i.e. maintenance system e.g. onshore, offshore support services). The first issue was
handled in the standard to guide the developers to answer the following question: How
healthy is the asset that I have designed e.g. architecture, machines, and interfaces?
Whereas, the guiding question for the second issue is: how smart is the existing design
in managing its health over the lifetime? The standard guides the answering of those
questions via four main development phases: maintenance concept planning, prelimi-
nary design, detailed design and critical design review.

The maintenance concept planning is the first phase where maintenance is seen as a
supportive function for the production process. Thus, the maintenance design shall first
meet the operational requirements. Therefore, the traditional standard IEC 60706-2
(2006-03-20) starts with determination of operational requirements and environmental

Table 2 (continued)

Layer title and number - Existing standards

6.1 Conversion - Integration of industrial data for exchange, access
and sharing (ISO/TS 18876)
- Exchange of characteristic data (ISO/TS 29002)
- Enhanced communications transport protocol
(ISO/IEC 14476)
- Cloud Data Management Interface (ISO/IEC
17826)
- Function blocks (FB) for process control and
electronic device (NEK EN IEC 61804)

6.2 computation - Cloud computing (ISO/IEC 19944)
6.3 cognition - Statistical methods in process management (ISO

22514 )
- Framework for Artificial Intelligence (AI) Systems
Using Machine Learning (ML) ISO/IEC AWI
23053

6.4 Decision support - Industrial automation systems and integration
ISO/TS 10303-1486:2011

6.5 Maintenance management - Asset management: ISO 55001:2014, ISO
55002:2014
- Digital factory framework
- IEC TR 62832

6.6 Configuration - Enterprise-control system integration (NEK EN
62264)
- Enterprise integration - Framework for enterprise
modelling, ISO 19439:2006
- Batch control (IEC 61512)
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conditions. For example, a desired operational scenario for unmanned platform is a
cycle of three months of uptime operations and two weeks staffed support.

Second phase aims to estimate, using the reliability and maintainability analyses,
how much maintenance is needed for specific physical system e.g. platform, to achieve
the desired operational scenario. Then, the maintenance support analysis and allocation
aims to define which maintenance system support is required for such designed system
to achieve the desired operational scenario. Knowing the desired operating scenarios is
the first step, however, the expected operational scenario should be explored to estimate
the operational use cases (operating and loading conditions of specific site) beside
analysing the historical failure data (if it is available) to estimate ‘time-to-failure’ of
each critical component. Knowing the “time to failure rate” for each critical component
might be utilised using maintenance modelling and simulation tools to estimate the
overall maintenance event timeline for the whole system e.g. platform. This provides a
good indication of how many maintenance events is expected over the lifetime and do
such events disturb the desired operational scenario. If the expected maintenance
scenario is not acceptable, a second iteration of development shall be taken. In this
iteration, the failure modes and causes that generates those critical maintenance events
shall be investigated to determine whether they can be designed-out at this stage or
detected and monitored during the operational phase. Otherwise, the inspection pro-
gramme for the undetected failure modes shall be developed. Those traditional three
ways to handle the undesired maintenance events will influence the expected overall
maintenance event timeline (which was not accepted by designer) and simulation tool
can help to estimate those enhancements and see how far/near they are from the desired
operational scenario. The existing standard needs to include the maintenance modelling
and simulation to guide the developers to estimate the potential maintenance needs for
specific physical design under different scenarios (Virtanen 1998), (Hagmark and
Virtanen 2009), (Virtanen et al. 2014).

Third phase of the standardised analysis is to define the maintenance support
systems e.g. RCM, CBM. The implementation of maintenance programmes is sup-
ported by several standards e.g. IEC 60300-3-11:2009, IEC 60300-3-10 (2001-01) for
RCM. The projections of maintenance in industry 4.0 indicate that several types of data
(process, health, product, and context) will be collected and transmitted into a cyber
space where several analytics are applied to extract knowledge help us to take optimal
decisions. Thus, all maintenance programmes is expected to get data and analyse them
automatically in smart manner that is traceable with the required decisions. However,
the volume and sensitivity of process and health measurements are the most significant
which make CBM programme in the hotspot. In fact, the cognition layer which
involves several different standards related to several monitoring techniques and ana-
lytical procedures, has been summarized in Table 3. We tried to explore, in more
details, the existing standards for the potential analytics that might be used to detect the
present state of the asset behaviour, diagnose and describe the abnormality type,
location and severity, and predict the future state.

In the end, the standard IEC60706-2 2006 guides us to generate two documents
after performed the standardised procedures. First one is the maintainability definition
report where the maintenance needs and physical allocations are determined.
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Second document is the maintenance support definition where all maintenance pro-
grammes that will support the required maintenance needs are determined.

4 Discussions and Conclusion

Therefore, it can be concluded that maintenance 4.0 exist in theory and practice.
However, it has no unified standard for neither its definition nor procedures. Regards
the standardisation, the history and present show us that the German industry is leading
the growth toward industry 4.0 vision. For example, the German government created
the roadmap for implementing the strategic initiative industry 4.0 (Kagermann et al.
2013) and roadmap for standardisation of industry 4.0 (DIN/DKE 2016).

Table 3. Prognostic and health assessment related standards for intelligent maintenance

General/vibration Vibration Lubricant
analysis

Acoustic
emission

Ultrasound Thermography Performance

General guidelines ISO 13372:2012
ISO 17359:2018
ISO2041:2009

Data processing ISO 13374-
1:2003
ISO 13374-2:2007

ISO 13373-
1:2002
ISO 13373-
2:2016
ISO 18431-
1:2009
ISO 18431-
2:2004
ISO 18431-
3:2014
ISO 18431-
4:2007

ISO/CD 14830-
1 [Under
development]

ISO
22096:2007

ISO
29821:2018

ISO 18434-
1:2008
ISO/DIS 18434-
2 [Under
development

ISO
18129:2015

Data
communication

ISO 13374-
3:2012

Data presenta-
tion

ISO 13374-
4:2015

Data interpretation
and diagnostic
techniques

ISO 13379-
1:2012
ISO 13379-2:2015
Part 2: Data-
driven
applications

ISO 13373-
3:2015
ISO 13373-
5:2015 [Under
development

Data interpretation
and
prognostic
techniques

ISO 13381-
1:2015

Qualification and
assessment of
personnel

ISO 18436-
1:2012
ISO 18436-2:2014

ISO 18436-
4:2014
ISO 18436-
5:2012

ISO 18436-
6:2014

ISO 18436-
8:2013

ISO 18436-
7:2014

Mechanical
systems

ISO 13373-
7:2017

ISO 13373-
7:2017

Electrical systems ISO 20958:2013 ISO 13373-
9:2017

Structural systems ISO
16587:2004
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The recommendations of the fedical goverment encouraged the business associations
BITKOM, VDMA and ZVEI to establish the Plattform Industrie 4.0 in 2013. The
Plattform Industrie 4.0, today, has a total of over 300 active players from 159
organisations (European_Commission 2017). These associations are working hard with
the International Standardisation Organization to create a standards for industry 4.0
(mostly will be based on RAMI 4.0). Regarding the standardisation of intelligent
maintenance, the issue is further challenging.

The updated standards for “design for intelligent maintenance” compare to the
tradition standards “design for maintenance” shall consider three evolving issues. First,
it should adopt the new cyber/physical process of sending and processing data and
performing actions. Even thought, the idea of industry 4.0 is to automate and digitalise
the working processes, the manual operations shall be potentially replaced by the
utilisation of smart sensors and actuators. Thus, maintenance will have more physical
inputs (assets) to be allocated into the design architecture as more perception systems
(sensors, controllers), connection systems (intra and inter communication) and con-
figuration systems (actuators, maintenance robots e.g. drones) are installed. Thus,
maintenance asset architecture becomes one important layer of the total design archi-
tecture that will be constructed and installed in the project execution phase. The
‘maintenance asset architecture’ should be included in the maintenance definition
document. This issue might highlight the retrofit solutions as less cost effective solution
compare to the early allocation at project development phase.

Second, there are advance analytics (e.g. maintainability modelling and simulation)
to perform the traditional maintainability and maintenance support techniques. The
maintenance modelling and simulation shall enable the developers to estimate the
potential maintenance needs for specific physical design under different scenarios. It is
usually challenging for maintenance manager to convince the design team to invest in
developing a maintenance programme and to procure the specified items (usually cost
reduction actions at procurement process are targeting the supportive asset e.g. main-
tenance asset). Thus, there is a need to develop simulation models that help the
maintenance managers to estimate the potential benefits (e.g. reduction in cost,
enhancements in revenue) of such investment.

Third, the standardised analytics are lacking, particularly, in the maintenance
cognition layer where the knowledge is extracted from the processed information and
utilised in decision support process. Therefore, the standards ISO 13373 (Vibration
condition monitoring), ISO 13374 (data processing, communication and presentation),
ISO 18431 (signal processing) shall be updated to include advance analytics. It is
worthy to highlight that technical requirements are not only the sensors and data
transmission instruments. In order to get the benefit of such smart data, the technical
requirements related to smart use (analytics and configuration) is highly required.
Therefore, the updated standard of design for intelligent maintenance shall consider the
technical requirements to perceive smart data and facilitate the smart utilisation e.g.
analytics of such data.

The maintenance design process will be more challenging, as we are targeting more
smart systems. Thus, we need to be smart enough in designing what shall work in a
smart manner. For example, scheduling a maintenance event for a critical component
requires an effective prognosis algorithm to predict the future fault severity, which
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requires effective diagnosis algorithm to determine the current state which by itself
relying on how effective fault detection technique is used. The effectiveness of fault
detection process is matter of effective acquisition and connection systems. Selecting
all those algorithms, techniques and systems requires good understanding of how the
fault will be physically initiated and propagated and which symptoms we might be
detected over the time. In this way, the maintenance system can be smart as it collects
what it needs. Some reports highlighted that in some cases the smart systems are
collecting huge amount of data where just 1% is taken into the decision support process
(Manyika et al. 2015). This is very acceptable for exploration purposes and their related
businesses, but not for monitoring purposes. Designing such smart system means also
knowing the specifications of the physical and digital assets, which you are going to
procure, as early as possible. However, this is not always the case in the reality.

Even though, the development in intelligent manufacturing is much rapid compare
to intelligent maintenance within the context of industry 40, but industry 4.0 is in
general lacking a unified standard. Therefore, this work is timely to illustrate the
progress toward a unified standard body for dependability in industry 4.0, which might
lead to significant changes in the current state of the art in designing industrial assets
and support the whole development of industry 4.0.
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Abstract. Asset integrity decisions for (production) critical equipment are
mostly qualitative and experience-driven. Preventive maintenance strategies are
dominating in oil and gas asset management for many years. Record low oil
prices compelled the industry to undergo major organizational and technical
transformations. Companies need to find better and effective ways of improving
preventive maintenance strategies. One of the main challenges include per-
forming minimum maintenance without compromising safety, availability and
reliability requirements. Oil and gas industry is keen in finding innovative
solutions to optimize maintenance strategies. As a result, organizations are
adapting to intelligent life cycle analytical methods for running asset in optimal
and smarter manner. Apply Sørco’s Predict and Prevent (PnP) methodology uses
equipment (As-is) condition, combined with maintenance history data analytics
to precisely predict upcoming maintenance requirements. PnP approach in this
paper refer to Apply Sørco’s life cycle predictive analytics methodology to
retain integrity, reliability and availability of asset. The results of PnP analysis
provide decision basis for in-time asset decisions for repairs, inspections, spares,
overhauling and equipment modifications. This methodology combines engi-
neering expertise with data analytics. Results from business cases provide useful
insights for taking safe, cost-effective and smarter decisions.

Keywords: Life cycle predictive analysis � Historical data � Equipment health
assessment � Reliability and availability forecasting

1 Introduction

High critical, high consequent equipment on any offshore platform is usually equipped
with sophisticated monitoring and diagnostics (hardware and software) capabilities.
High investments are required for establishing such physical and digital infrastructure,
making such solutions infeasible for all “High/Medium critical” equipment groups.
Offshore oil and gas operations are remote, complex and costly therefore efficient
maintenance management is a continuous challenge. Many companies invest in
sophisticated technologies to retain highest levels of integrity, in terms of safety,
availability and productivity. One of the main challenges is to allocate maintenance
budget to the each system/equipment group. The main focus of operation and integrity
management team is to minimize the total expenditure and to maximise availability of
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production resources (Riane, Roux et al. 2009). In addition, equipment age, operation,
maintenance and environment have direct or indirect on efficiency of the equipment.

Predict and Prevent (PnP) methodology in this paper refers to Apply Sørco’s life
cycle predictive analytics approach to retain integrity, reliability and availability of
asset. PnP is suitable for high/medium critical equipment with no or less monitoring,
or, where monitoring is not feasible option due to high investment cost. The approach
aims to extract vital information from historical data combined with status/health of the
equipment (or group of equipment). It uses statistical principles to interpret data and
forecast upcoming failures and maintenance requirements. Integrity management team
can take effective maintenance-related decisions based on such information. This
require engineering skills with experience combined with data sciences.

Predictive analytics in a well-known field of mathematics and statistics. It relies on
factual quantitative data generated by machines in operation. The data when interpreted
into useful information, can lead to smarter and proactive asset decisions. According to
(Mobley 2002), predictive maintenance is a philosophy or attitude that uses the actual
operating condition of plant equipment and systems to optimize total plant operation. It
provides sufficient warning of an impending failure allowing equipment to be main-
tained when there is objective evidence of impeding failure (Liyanage, Lee et al. 2009).
Preventive maintenance strategies are time/calendar-based whereas predictive are
condition-based (Scheffer and Girdhar 2004). Increasing awareness on knowledge
management for improved performance, with help from latest information & com-
munication technology (ICT), preventive maintenance is being replaced with predictive
maintenance (Parida and Kumar 2006).

Life cycle analysis is a methodology used to understand historical failure and repair
data, how to obtain such information, and how to turn historical data into probability
density function (PDF) and reliability function (Calixto 2016). Several analysis tech-
niques, such as RCM (Reliability Centred Maintenance), FMEA (Failure Modes and
Effects Analysis), RBI (Risk-Based Inspections), Failure Tree Analysis (FTA), Safety
Integrity Level (Riane, Roux et al.) etc., are widely in use covering both project and
operational phase of any asset.

Three basic groups of diagnostics can be Model-based, Data-driven and Hybrid
(combination of model-based and data-driven approaches) (Liyanage, Lee et al. 2009).
Predictive analytics can bring large value potentials contributing to continuous
improvement in any organization. Offshore oil and gas industry need to rely more on
predictive technologies to identify smarter ways for improving maintenance perfor-
mance. Predict and Prevent (PnP) empowers life cycle predictive analytics of main-
tenance data, combined with equipment “as-is” condition.

1.1 Cost of Data

Lifeline of all predictive analytics is data. Maintenance management loop introduced
by the Norwegian Petroleum Directorate (Oljedirektoratet 1998), emphasizes on the
use of data. This data comes from reliability databases, generic libraries, experience,
operations and maintenance. It needs to be registered, stored and maintained in large
(online/offline) databases. This require human experts, resources (i.e. software, digital
infrastructure etc.) and investments. The cost associated with management and usage of
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such data can be divided into direct or indirect costs. Direct cost include investments
required for data storage, hardware integration, data maintenance, hosting etc. Whereas
indirect cost include activities related with utilization, interpretation and analysis. These
costs may vary from project to operational phase.

As per today, no published literature is available that provide basis for estimated
figures for Norwegian oil and gas industry. Based on experiences from new build
offshore assets from offshore oil and gas industry, conceptual view of investments cost
and value potential is presented below (Fig. 1).

Figure above presents that the investments for infrastructure (direct cost) are high in
the project start-up, as this is more or less one-time investment. These costs tend to
remain stable (low) when asset is set into operation. Investment at this stage include
hardware, software and data acquisition, hosting facilities and digital infrastructure etc.
On the other hand, in the operation phase, indirect cost are higher. This include costs
associated with usage, interpretation and analyse of collected data.

Simultaneously the potential for extracting valuable information from asset-
generated data shows and exponential growth. There is no data available to confirm this
trend, however based on experience from offshore assets in operation; this trend is not
very far from the reality. Recent focus on digitalization in the oil industry, high digital
ambitions, Internet of Things (IoT) and of big-data analytics are the catalyst for this
growth.

In oil and gas organizations, reliability engineers are responsible for quality, ver-
ification and ownership of the data. Once strategic maintenance plans are developed,
data produced by the asset is to be utilized for continuous improvement and life cycle
management. It is important that the reporting structure is prepared by the reliability
engineer using international reliability standard requirements, refereeing to relevant
ISO and NORSOK standards (ISO 2016). For oil and gas assets, criteria and premises
for reporting should be defined early in the engineering phase. Failure to do so may
kickback in form of re-structuring of the maintenance management system on later
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Fig. 1. Cost vs. value in asset life cycle phases
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stages. This may incur unnecessary cost and challenges for maintenance and reliability
department. Data quality, as seen in the industry lacks structure and refinement. This
data plays vital role in safety, asset performance and control of the asset.

PnP utilized predictive analytics for smarter maintenance. The level of how orga-
nizations benefit from asset data varies from one organization to other. Most organi-
zations have realized the value potential and are using intelligent ways of maintaining
their assets. The potential of predictive analytics in not yet fully realized in the Nor-
wegian oil and gas industry.

1.2 Power of Predictive Analytics

As a general rule of thumb, the nature
of data determines which modelling
method to deploy. A combination of
statistical and mathematical techniques
are used for PnP lifecycle predictive
analytics. In order to fully understand a
system’s performance data is combined
with predictive technologies are anal-
ysed to create additional value (Mobley
2002 #1).

Among a long range of possibilities,
Weibull method is used in PnP for
predictive analysis of maintenance his-
tory. It performs well in situations
where data is lacking or the quality is
questionable (Fig. 2).

Weibull is preferred due to its flex-
ibility and capability to describe many
physical modes. It is easy to carry out
this analysis since time to failure and preventive replacement details for the failure
modes are nearly all that we need (Narayan 2004). This analysis method has many
advantages that include graphical solution, suitable for inadequate data, flexibility of
working with small samples and accuracy of the results (Abernethy, Breneman et al.
1983). For more complex problems, data-driven techniques such as Artificial Neural
Networks (ANN), Fuzzy logics (FLS) and Genetic Algorithm can be more useful.

2 PnP Methodology and Toolbox

Methodology of predict and prevent (PnP) is simple in nature. Basic idea is similar to
diagnostics in medical where two main sources of information are:

• Patient’s current condition by assessing vital signs (blood pressure, temperature,
heartbeat etc.), and

• Patient’s medical history

Fig. 2. Data and predictive analytics method-
ologies choices
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PnP aims to “diagnose” most efficient maintenance strategy based on equipment’s
current condition and its maintenance history. Figure 3 briefly presents the main pro-
cesses in PnP methodology that include collecting data, analysing, validating and
implementation of results.

In cases where condition data is not available, or monitoring is not feasible, a plug-
in Health Assessment & Reliability Toolkit (HART) is used. ADAM (Software)
application performs availability, reliability and cost simulations. Output of the infer-
ence engine suggest best maintenance strategy. A combination of HART and ADAM is
capable of carrying out full PnP analytics.

Fig. 3. PnP methodology

Fig. 4. a. ADAM - the simulation software module. b. HART - as-is health assessment hardware
tool
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HART interprets voltage & current patterns of the motor using model-based fault
detection. Based on the patterns it generates condition assessment report, with warning
levels, highlighting major electrical and mechanical, process & energy failures (with
accuracy > 90%) (Duyar, Albas et al. 2000). The results provide useful input in energy
saving, reduced OPEX, increased productivity and improved process safety (Fig. 4).

ADAM is software application to identify failure distributions, simulate reliability,
availability and predict upcoming failures. Cost simulations are performed to identify
optimum preventive maintenance intervals.

Results are validated by from domain experts, experiences and reliability engineers.
Outcome of the PnP analytics is implemented into maintenance management systems.
This provides useful information for future planning of preventive maintenance, cor-
rective maintenance, overhauling, major repairs, modifications, selecting suitable
operational strategy and spare parts etc.

Results from PnP lifecycle predictive analytics provide decision support for engi-
neers to optimize their asset’s operation and maintenance. It also highlights weaknesses
in current maintenance strategies and suggest safer and cost effective solutions.

PnP helps to:

• Identify optimal (safe and cost effective) maintenance strategies
• Predict upcoming failures and repair needs
• Provide input for more informed decisions regarding repair vs. replace
• Predict need for future spares
• Assess equipment start-mid and late-life/End-life assessments with respect to

maintenance requirements

3 Description of the Model

Asset data is collected from equipment, systems, and processes. Maintenance data is
extracted from maintenance management system whereas condition data is collected
from existing condition monitoring systems or via HART. This data is modelled and

Fig. 5. Generic model PnP analytics
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results are used to make asset decision for reliability assessment and logistic support.
PnP model is shown in Fig. 5.

Data is collected from maintenance management system in different format and
types. This data is pre-processed processed for classification, extracting associations,
relationships and trending. Weibull plots from maintenance records are generated to
identify probabilities. The two-parameter Weibull equation is simple and is suitable for
many applications. Weibull analysis is used for cost simulation, reliability and avail-
ability estimations.

4 PnP Life Cycle Analysis Results

PnP analytics helps to understand failures, how these are distributed and their occur-
rence. Failure modes, causes, down time and repair time are extracted from recorded
maintenance history from maintenance management system. Quality of data vary from
case to case. In most cases, it is a mix of qualitative and abstract information. Statistical
techniques are used to pre-process and clean data. PnP analytics is performed for
failures that are observed in the lifetime of the equipment. Other useful information
from modifications, previous upgrades, repairs etc. provide additional information used
to refine and engineering results.

Below is an example of extracting useful trends from data from an offshore plat-
form. The collected data includes 5 years of operation and maintenance history with 15
failures observed failures.

Starting from qualitative analysis, the
failure histogram highlights that most
failures occur between 16000–24000 run-
hours. Data shows high variance with
95% confidence level that failure occur in
range of 1,5–2,1 years. Mean failure time
is statistically calculated to be 15477 h.
Another important performance indicator
is preventive vs. corrective work. In this
case, the ratio of preventive to corrective
work is 10:1 (Fig. 6).

The Norwegian industry practice ratio
of preventive to corrective work is 3:1
whereas according to world class stan-
dards, this ratio should be 6:1 (Imam, Raza et al. 2013). The ratio simply is an
indication of balance between preventive and corrective work. Weibull Probability
Density Function (PDF) of the historical data represents proportion of cumulative
failures. Weibull PDF and Predicted reliability at time (t) is shown below.

Fig. 6. Histogram of failures from mainte-
nance data
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PDF (Fig. 7a) of failure data shows peak at 5000 h, cumulative failure probability
is 8%. This correspond to chance of only one failure in 5000 h. As a result, predicted
reliability of the system @5000 h is 92%. The reliability gradually reduces with time at
10000 h, the reliability it reduced to about 60%. Decrease in reliability means that
probability of failure is increasing; it does not mean that equipment will fail at 10000 h.
This requires identification of suitable preventive tasks and intervals to keep reliability
to higher levels. Weibull plot Shape parameter, Beta (b), determines which member of
family of Weibull failure distributions best fit or describes the data. Whereas Weibull
characteristic life or scale parameter (a) is percentile of the failure, also denoted as
MTTF. For the case b is calculated to be 2,35 whereas a 14058 h. Beta (b) of 1 is
regarded as useful life with constant failure rate. In the case under observation, high
value of Beta shows that the equipment has passed its useful life period.

These two parameters are used to estimate reliability and availability of the
equipment. In order to do so, preventive and corrective maintenance costs, b, lifecycle
information, MTTF and MTTR are input for ADAM. The real cost figures were not
available for the case; therefore estimated costs are used based on experience.

Fig. 7. a Weibull PDF. b. Predicted reliability

Fig. 8. Graphical representation of PnP results from a case
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Corrective cost are assumed to be twice as preventive cost in this case. In other cases,
corrective cost can be 5 or even 10 times higher than the preventive cost.

Results from PnP analytics in ADAM suggest the best cost-effective preventive
maintenance strategy. Such graphical presentation is easy to explain and shows when
the best time for maintenance intervention is (Fig. 8).

In this scenario, for simulation purpose, the upper reliability limit is set to be 95%
whereas lowest at 70%. The graph above shows availability of the equipment is not an
issue (close to 100%) with very low variation over time. Whereas reliability trend
beyond 12 months drops drastically. The best maintenance intervention interval in this
case is suggest to be between 6–9 months. These results are validated with team of
domain experts. Further is to review the current maintenance strategies and identifying
how to optimize the maintenance intervals in a manner without sacrificing safety and
risk.

In this case, data from HART was not available. The data from HART provide
information about upcoming failures, which are used to suggest the upcoming pre-
ventive maintenance tasks.

5 Conclusions

Optimizing maintenance strategies is a living process. To target the real issues and for
in-time decisions, sophisticated tools and methodologies are required. Prevent and
Predict (PnP) lifecycle Predictive methodology combines equipment health and
maintenance history to suggest future preventive and corrective maintenance decisions.
In many cases from offshore oil and gas industry, asset maintenance history data is not
fully utilized. Outcome of Weibull analysis are reliability, availability and cost pre-
dictions. Work on PnP analytics is ongoing and it’s full implementation is yet to be
explored. The results from the cases so far highlight greater value potential that lies in
asset data. When asset data is combined with equipment health (as-is), the upcoming
failures can be predicted with high accuracy.

The case presented in this paper, captured a potential of more than 40% savings per
annum in preventive maintenance by optimizing existing maintenance strategies. PnP
analytics helps in predictive benchmarks that forms basis for smarter maintenance
decisions. It also fits well with online remote predictive analytics using data from
cloud, which is one of the emerging challenges in the industry.
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Abstract. Fleets of systems are often using common spare components.
Occasionally when the manufacturing of some component will end a sufficient
size of stock of components is needed in advance to cover the remaining life of
the fleet. In this study the computer simulation model was built for making
predictions about the fleet availability and spare part stock development con-
cerning the whole life span of the fleet. The computer algorithm included
algorithmically the corporation fleet running, repair, transport and storage rules.
All event durations have been assumed to be stochastic that is random but
evolving from the specific distribution. Failure probability distribution functions
for the simulation were generated from the historical data of the components of
the systems of the fleet. As a contribution, this study introduces a method of
estimating failure probability density function for each failure count individu-
ally. This approach makes possible to capture the effect of actual repair process
to the probability of the next component failure in simulation.

1 Introduction

Manufacturing of any component will eventually end. Still in some cases it is desired to
continue the use of the system, or even the fleet of systems, that uses the component as
a spare component. If the post-production is excluded from the options, then one
plausible solution is to have a sufficient stock of the specific components as a spare
parts before the end of manufacturing. This approach arises a challenge with selecting
the stock size since too small stock size will terminate the fleet availability too early
and on the other hand too large stock is a wasting of capital.

One efficient way of estimating the stock need in the future is by constructing a
simulation of the component usage in future where all events are stochastics. This
approach arises a challenge when the spare components are repairable. Current
methods of the field do not establish well how to estimate failure probability of the
repairable component and further on how to implement the feature of reparability in
simulation.

In this study the failure time distributions of the spare components are estimated not
only as a function of runtime, that is the general approach, but also as a function of
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failure count. Since the failure times are clearly the most significant time events in the
component life, we are convinced that this approach will improve the simulation
accuracy.

The remainder of this paper is organized as follows. Section 2 introduces the
framework of parametric failure count and non-parametric failure count and describes
the procedure of deriving failure count related failure probability by using failure count
and the concept of mean time to next failure. Section 3 introduces how these methods
are applied to the data of fleet of aircrafts and the summarizes the results. Section 4
concludes this paper.

2 Framework of Deriving Failure Count Related Failure
Probability

2.1 Parametric Failure Count

The failure count is same as the repair count since by default the assumption is that the
component will be repaired after the failure until the discard. The estimation of failure
count is based on the Nelson-Aalen plot, presented in the Fig. 1 (left). In the figure
vertical axis has N tð Þ that is the failure count as a function of time. Horizontal axis is a
component life time. T1 is the running time of the component recorded before the new
component did fail first time, T2 is the running time of the component starting from the
reimplementation of the component after the first repair, till the next failure. The pattern
does repeats itself with T3; T4; . . .Tn. In practise the Nelson-Aalen plot can be con-
structed from the historical failure-repair-failure data of the component.

In this study we denote the analytical form of Nelson-Aalen as K tð Þ and use
equation for it, suggested by (Rausand and Hoyland 2004):

K tð Þ ¼ t
a

� �b
ð1Þ

Fig. 1. The principle of Nelson-Aalen plot (left) (Rausand and Hoyland 2004) and continuous
model for failure count process (right) (Hagmark and Laitinen 2012)
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The Eq. 1 is called as a Power Law model.
In order to derive failure count from incomplete real life failure data the non-

parametric failure count model is needed. The model is introduced next.

2.2 Non-parametric Failure Count

Non-parametric estimate for Nelson-Aalen can be derived from

Kv ¼
Xv

r¼1

Sr
Hr

Dt ð2Þ

where

Sv ¼
X
j

Lap aj; bj; tv�1; tv
� �
bj � aj

kj þ tv�1\bj\tv
� �

c

� �
ð3Þ

and

Hv ¼
X
j

Lapðaj; bj; tv�1; tvÞ ð4Þ

where Lap a; b; t; sð Þ is the length of the joint interval (a, b) \ (t, s) (Hagmark and
Laitinen 2012).

In Eq. 3 and Eq. 4 the parameters a, b, k and c are start of the recorded data period,
end of the recorded data period, number of events in the period, and event type,
respectively. The event type can be either failed (c = 1) or running (c = 0). The interval
tv�1; tv� � is an arbitrary but constant length time interval, that is preferred to be small for
high accuracy.

2.3 Mean Time to Next Failure

In order to derive failure count related failure probability we can use the concept of
mean time to the next failure (MTNF), that is described next.

Let’s consider the continuous failure count function K xð Þ so that K 0ð Þ ¼ 0,
lim
x!1K xð Þ ¼ 1 and K xð Þ is strictly increasing. Now let’s assume that the single failure

count is exponentially distributed with mean 1. Based on the assumption the count step
will be � lnUi, where U 2 0; 1½ � is the random seed and i is the count. The situation is
illustrated in Fig. 1 (right).

In Fig. 1 (right) the counting process Y0; Y1; Y2. . . (failure counts) is a Homoge-
neous Poisson Process (HPP) since the counting steps are exponentially distributed. On
the other hand counting process X0;X1;X2. . . (failure times) is a non-homogeneous
Poisson process when the K xð Þ is non-linear.

Life End Stock Need Estimation for Repairable Spare Components 523



From the Fig. 1 it can be seen that the failure time of the n:th failure is

Xn ¼K�1ðYnÞ
¼K�1ðKðXnÞÞ
¼K�1ðKðXn�1Þ � lnðuÞÞ

ð5Þ

and the time between the two subsequent failures is

Xn � Xn�1 ¼ K�1ðKðXn�1Þ � lnðuÞÞ � Xn�1 ð6Þ

Thus in more generally the duration to the n:th failure time starting from arbitrary
time moment t[ 0 is

Xn � t ¼ K�1ðKðXn�1Þ � lnðuÞÞ � t ð7Þ

from which it can be seen that the mean time to next failure (MTNF) at time moment t
is

MTNFðtÞ ¼
Z 1

0
K�1ðKðtÞ � lnðuÞÞdu� t ð8Þ

By applying the parametric Power-Law Eq. 1 to the MTNF tð Þ of the Eq. 8 we will
get

MTNFðtÞ ¼
Z 1

0
aðð t

a
Þb � lnðuÞÞ1bdu� t ð9Þ

In order to apply the MTNF tð Þ in practical simulation we will use discretized
version of the function above, that is

MTNFðtÞ ¼
X1

u¼0::Du

aðð t
a
Þb � lnðuÞÞ1bDu� t ð10Þ

2.4 Failure Count Related Failure Probability

In this study the cumulative failure probability for the component is estimated by two
parametric Weibull function

F tð Þ ¼ 1� e� ktð Þc ð11Þ

where c is called scale parameter and d is called shape parameter.
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MTNF for Weibull is

MTTF ¼ 1
k
C

1
c
þ 1

� �
ð12Þ

where C is the Gamma function (Rausand and Hoyland 2004).
Practical field data describing failure-repair history can be implemented with the

Eq. 2, further on from which the parametric K tð Þ of the Eq. 1 can be determined by
curve fitting. Additionally Mean Time to Next Failure MTNF tð Þ can be determined by
the Eq. 9 and the Eq. 10. Since now we have runtime dependent measures K tð Þ and
MTNF tð Þ we can trivially combine them to MTNF Kð Þ. Further on from the Eq. 12,
Eq. 11 we can determine k Kð Þ and c Kð Þ for the Eq. 11 since MTNF ¼ R1

0 F tð Þdt must
be always satisfied and thus having F K; tð Þ. The function F K; tð Þ is called here as
failure count related cumulative failure probability.

Now the failure count related cumulative failure probability F K; tð Þ can be used to
simulate failure times of the components in fleet. From these times, and a set of
additional delay times simulated by conventional manners, we can determine the fleet
availability and further on the stock need. This is done next.

3 Availability and Stock Need Simulation Using Aircraft
Fleet Data

The method of the failure count related cumulative failure probability have been
established as a part of larger spare component stock need simulation. In the simulation
the aim was to determine the availability of the fleet and the stock size development for
further analysis of the domain experts.

In the simulation all the events were stochastics, that is random but from specific
distribution. The simulated time events were: component failure recognition, compo-
nent removal, component transport from operation field to repair shop stock, compo-
nent transport to repair shop stock to repair, component maintenance, component
repair, component transfer from repair to repair shop stock, component transfer from
repair shop stock to operation field, component installation to system, and component
runtime before failure. Beside these, the simulation also included algorithmically the
rules concerning the management of the components: when discarded, number of
simultaneously maintainable components, number of simultaneously transportable
components, annual fleet operation time requirement, number of components in sys-
tem, number of systems in fleet, maintenance interval, maintenance margin, fleet size
and so on. Out of the all of the time events, the runtimes before the failure were far the
most significant, and thus having the special attention here.

The simulation model was tested by the field data from past of the fleet of total 63
aircrafts using a total stock of similar 73 components. The components had a history of
total 23 failures. The components were repairable and each component has a record of
its own individual failure-repair-failure history. The most failed component has a
history of 3 failures and repairs
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The failure times of all the components are plotted in the Fig. 2 by red dots. For
illustrative reasons the censored times (the last time a component has been stated as a
running) are also plotted in the same plot by blue dots. If the component has failed once
but not twice the count value of the censored time would be middle between of 1 and 2
that is 1.5. By the same logic the twice failed but currently running components will
have count value of 2.5 and so on. The never failed currently running components have
the count value of 0.5.

In the Fig. 2 the non-parametric estimate of K is by presented green dots generated
by the Eq. 2. The parameters for the parametric estimate have been found by fitting the
non-parametric estimate on the Eq. 1. With the test data, the resulting parameters are
a ¼ 144 and b ¼ 0:64.

Since b\1 the component is called “happy” meaning that it improves by every
count (Rausand and Hoyland 2004). The happy trend can be due to the improving
effect of repair procedure or because the component is still in “running in” stage in the
time span of our data. If the reason is “running in” period, the final results should be
taken with high scepticism since the run in period will end in some point in the future.
If the reason is improving effect of the repair, then the repair has been improved the
component this far but it may not be reasonable to assume that the repair process can
improve the component forever. If in general the component is happy then the results
should be treated with caution. On the other hand if the component happens to be a sad
component, that is when b[ 1, that ensures that the component operates at the wear
out period and the results will be more conservative.

Fig. 2. Nelson-Aalen plot for the components of the study. Red dots are failure times, blue dots
censored times, green dots are non-parametric estimate of K and the parametric estimate is yellow
solid line.
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The cumulative failure probability F tð Þ of the Eq. 11 for the whole component
population have been derived from the data by using Kaplan-Meier estimate described
in (Kaplan and Meier 1958), that includes not only a failure times but also a censored
times. The failure count related cumulative failure probabilities F K; tð Þ have been
derived by the methods described in the Methods section and the result is presented in
the Fig. 3.

Since c Kð Þ and k Kð Þ of F K; tð Þ described in Sect. 2.5 are not independent, they
both cannot be derived from single MTNF Kð Þ. The problem is solved here by having
either shape or scale parameter fixed to the value derived from the entire data. In order
to make decision between the two, one must understand the effect of the parameters to
the distribution. Shape parameter c effects to the trend of the failure; for example, when
c ¼ 1 then the failures are exponentially distributed and failure probability is not the
component runtime related. When c\1 then component is improving over the runtime
and if c[ 1 then component reliability is declaring over the runtime. When one
recognises that the repair process is capable of changing trend then locking k may be
justified. Otherwise c should be locked and k adjusted since scale parameter k just
scales the distribution.

As a result, the simulation did produce fleet availability and stock size development
as a function of calendar time, for further analysis for fleet management. The example
of the results is presented in Fig. 4. The results of the figure are the averaged values of
large number independent fleet lifespan simulations, which guarantees the smoothness
of the curves.

Fig. 3. Failure count related cumulative failure probabilities.
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4 Conclusions

In this study the problem of estimating the future stock need of spare components of
obsolescing feet was solved by computer simulation. The simulation included failure
times, other delay times, and the practice of managing the components in the organi-
sation managing the fleet.

Failure times are the most significant events in terms of timespan and thus having
the greatest effect on the simulation result. For this reason, the underlying failure
probabilities for failure times are estimated here from the real failure history data of the
component. The novelty in our approach is that the failure probability distributions are
not just a function of times F tð Þ, that is the traditional approach, but also as a function
of failure count F K; tð Þ, thus including the effect of the actual repair process related to
the component and in this way mimicking more realistically the actual nature of
component failure. The method captures improving or degenerative effect of repair
process, which is present more or less in all practical repair processes.

The actual simulation result of this study is not directly applicable in general. On
the other hand, the method presented here can be exploited in situations where one
desires to include the actual effect of repair process on failure probability distribution
function and in this way to achieve more specific results. These probability density
functions can be further used for direct parametric analysis or they can be used further
for simulation. The limiting factor of the approach is that during the data collection
besides the failure time also the number of the failure count need to be recorded. The
methods of this study were applied here on one specific fleet and on one specific type of
component. In order to further validate the applicability of the methods more study is
needed with different data from several different configuration setups.

Fig. 4. Availability of the fleet with different amount of initial spare components stock sizes
(left) and stock size involvement (right) as a function of calendar time.
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Abstract. In this paper we consider the situation where the OEM of a repair-
able system wants to estimate the mean time to failure (MTTF) of a given
component of the system and the component’s lifetime distribution so as to
forecast the demand of spare parts and to optimize the maintenance policy of the
component. The OEM does not have exact field failure time data of the com-
ponent but has the installed base information of the systems and the spare parts
consumption information of the component. Due to lack of failure time data, the
failure-time-based approach is no longer applicable. To overcome this difficulty,
a novel approach is proposed to estimate MTTF and lifetime distribution of the
component based on its spare parts consumption data. The proposed approach is
based on the assumption of Weibull renewal process and a modification of the
asymptotic renewal function. It provides a much more accurate estimate of
MTTF than the one obtained from the exponential distribution assumption.
A numerical example is included to illustrate the appropriateness and usefulness
of the proposed approach.

1 Introduction

Generally, it is difficult for the original equipment manufacturer (OEM) of an expen-
sive product (e.g., wind turbine) to collect the exact field failure time data of its
products. However, the OEM may be the unique provider of some spare parts of the
product, and hence has the consumption information of those spare parts. This situation
is generally true for new products sold under warranty. The OEM hopes to estimate the
mean time to failure (MTTF) of a certain component of the system and the compo-
nent’s lifetime distribution so as to forecast the demand of spare parts and to optimize
the preventive maintenance policy of the component.

Due to lack of failure time data, the failure-time-based approach is no longer
applicable and a novel approach is needed. This paper aims to develop such an
approach based on the installed base information of the product and spare parts con-
sumption information of the component.

The traditional method to estimate MTTF is based on the exponential distribution
assumption and requires a long observation history. Sheikh et al. (2000) and Krasich
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(2009) discuss the uses of MTTF and MTBF in a variety of contexts, including
logistics for planning of the spare parts. Ghodrati (2011) classifies the spare parts
demand forecasting models into five categories, including renewal process model and
Bayesian approach. The renewal process model can offer an accurate prediction of the
number of required spare parts but there may not be an adequate amount of recorded
data for analysis. The Bayesian approach is applicable for the situation where a
complete set of data to determine MTTF is not available. This is especially true when a
new system has not operated long enough. The main drawback of Bayesian approach is
that it requires specifying a prior distribution of the unknown distribution parameters
and this is usually not easy. Dekker et al. (2013) deal with the reliability-based spare
part demand forecasting approach, where the installed base information of the product
is used.

In this paper, a novel approach is proposed to accurately estimate MTTF of a
component based on its spare parts consumption information and the assumption of
Weibull renewal process. The proposed approach first estimates the empirical renewal
function (RF), which uses the installed base information. Then, an approximation that
relates MTTF to the empirical RF is developed. The approximation is obtained through
modifying the well-known asymptotic RF. Another approach is also proposed to
estimate the Weibull shape parameter. A numerical example is included to illustrate the
appropriateness and usefulness of the proposed approaches.

2 Proposed Approach

2.1 Empirical Renewal Function

Consider a fleet of n identical systems with the same age, and each system contains
m copies of a certain component. The component is non-repairable and a run-to-failure
policy is implemented. That is, the failure process of the component is a renewal
process. The place of run-to-failure policy will be taken by a preventive replacement
policy once the component’s lifetime distribution becomes known.

Suppose that these systems totally consume k spare parts in time interval (0, t). The
empirical RF can be estimated as

x tð Þ ¼ k
nm

: ð1Þ

If the component lifetime follows the exponential distribution, the estimate of
MTTF is given by

lexp ¼
nmt
k

¼ t
x tð Þ : ð2Þ

If the component lifetime does not follow the exponential distribution and t is
small, Eq. (2) will give a considerable overestimate of MTTF. To illustrate this point,
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we consider the Weibull distribution with shape parameter b and scale parameter η. Let
M(t) denote RF at t. For small t, we have

M tð Þ � F tð Þ � ðt=gÞb; M tð Þ\ðt=gÞb: ð3Þ

For b > 1 and t/η < 1, using Eq. (3) to Eq. (2) we have

lexp ¼
t

M tð Þ �
t

t=gð Þb
¼ g

t=gð Þb�1 � g: ð4Þ

As a result, it is desired to develop a novel approach that can accurately estimate
MTTF based on the observation, (t, x(t)), even when t is not large.

2.2 A Modification to Asymptotic RF

The well-known asymptotic RF for large t is given by

M tð Þ ¼ t=l�M0 ð5Þ

where l is MTTF, M0 = 0.5(1 − q2) and q is the coefficient of variation (CV) of the
component lifetime. To obtain a good estimate of MTTF for small t we modify Eq. (5)
as

M tð Þ � t=l� a tð Þ ð6Þ

where a(t) meets the following relations:

a tð Þ\t=l; lim
t!1 a tð Þ ! M0: ð7Þ

From Eq. (6), MTTF can be estimated as

le ¼ t=½xþ a xð Þ�: ð8Þ

The problem is to specify the expression of a(x) for a given distribution. In this
paper, we confine our attention to the Weibull distribution. The starting point is to
calculate the exact values of a(x) for a given set of b values. This needs to calculate the
exact values of the Weibull RF using a numerical integration method. Table 1 shows
the values of the Weibull RF for b = 1.5(0.5)3.5. From Eq. (8), the exact values of a
(x) can be evaluated as

A xð Þ ¼ t=l� x ð9Þ

where x is the exact RF.
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Figure 1 displays the plot of A(x). As seen, A(x) quickly increases from zero for
small x and tends to a constant for large x. Therefore, as an approximation of A(x), a
(x) should have the following features: a(0) = 0 and lim

t!1 a(x) = M0. The following

function meets these requirements:

a xð Þ ¼ 1
kC 1þ 1=bð Þ 1� e�kx1=b

� �
: ð10Þ

Noting the second relation of Eq. (7), for large x, we have

a xð Þ � 1
kC 1þ 1=bð Þ ¼ M0: ð11Þ

Table 1. Renewal function of the Weibull distribution

t/η\b 1.5 2 2.5 3 3.5

0.05 0.011118 0.002497 0.000559 0.000125 2.8E-05
0.1 0.031312 0.009963 0.003158 0.001 0.000316
0.2 0.087532 0.039457 0.017758 0.007971 0.003572
0.3 0.158449 0.087342 0.048318 0.026675 0.014686
0.4 0.239843 0.151838 0.097154 0.062197 0.039713
0.5 0.329015 0.230694 0.164765 0.118263 0.084801
0.6 0.424024 0.321384 0.249966 0.196487 0.154795
0.7 0.523408 0.421317 0.35013 0.29581 0.251571
0.8 0.626048 0.528023 0.461623 0.412404 0.372613
0.9 0.731078 0.639301 0.580371 0.540241 0.510601
1 0.837835 0.753323 0.702479 0.672329 0.654705
1.1 0.945811 0.868679 0.824758 0.802291 0.793629
1.2 1.054625 0.984374 0.945065 0.92581 0.919346
1.3 1.163995 1.099786 1.062393 1.041403 1.029729
1.4 1.273712 1.2146 1.176729 1.150252 1.128583
1.5 1.383629 1.328724 1.288743 1.255235 1.22307
1.6 1.493645 1.442216 1.399416 1.359591 1.32012
1.7 1.603688 1.555211 1.509707 1.465797 1.423811
1.8 1.713715 1.66787 1.620332 1.575003 1.534708
1.9 1.823699 1.780342 1.731675 1.687079 1.650799
2 1.933623 1.892746 1.843804 1.801075 1.769013
2.1 2.043482 2.005162 1.95657 1.915779 1.88652
2.2 2.153273 2.117635 2.069722 2.030171 2.001519
2.3 2.262998 2.23018 2.183005 2.143659 2.113478
2.4 2.37266 2.342794 2.296229 2.256102 2.22295
2.5 2.48226 2.45546 2.40929 2.3677 2.33112
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This yields

k ¼ 1
M0C 1þ 1=bð Þ : ð12Þ

As such, Eq. (8) is fully specified. Noting x � (t/η)b and the second relation of
Eq. (3), for small x, applying the Tailor’s series expansion to Eq. (10) yields

a xð Þ � x1=b=Cð1þ 1=bÞ � t=l; a xð Þ\t=l: ð13Þ

This implies that the first relation of Eq. (7) can be met and a(x) � A(x) for small
x and hence Eq. (8) can provide a good estimate of MTTF for small x.

2.3 Accuracy of Equation (8)

The relative error is defined as

e ¼ le=l� 1: ð14Þ

Table 2 shows the relative errors of MTTF estimates in the range of t/η � 1
obtained under the exponential distribution assumption. As seen, the relative errors can
be two to three orders of magnitude when t is small.
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Figure 2 shows the plots of relative errors of MTTF estimates obtained from
Eq. (8). As seen, the maximum relative error is smaller than 40%. This implies that the
MTTF estimate obtained from the proposed approach is much more accurate than the
estimates obtained under the exponential distribution assumption. However, Eq. (8)
overestimates MTTF to some extent when RF is much smaller than one and b is large.
An improvement on Eq. (8) is proposed as follows.

Table 2. Relative errors of MTTF estimates obtained from t/M(t)

t/η\b 1.5 2 2.5 3 3.5

0.05 3.98167 21.1823 98.1063 442.121 1980.6
0.1 2.53768 10.1189 34.0763 109.823 349.348
0.2 1.53102 4.61486 11.4758 26.7931 61.029
0.3 1.09733 2.8048 5.87769 11.4581 21.629
0.4 0.84743 1.91819 3.56073 6.12404 10.1575
0.5 0.68341 1.40087 2.36155 3.68336 5.53135
0.6 0.56746 1.06805 1.65892 2.38261 3.29368
0.7 0.48147 0.84045 1.21464 1.62132 2.08229
0.8 0.41552 0.67831 0.91972 1.14883 1.3783
0.9 0.36368 0.55945 0.7178 0.8454 0.95252
1 0.32214 0.47046 0.57689 0.6476 0.69196
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Fig. 2. Plots of relative errors for b = 2.0(0.5)3.5
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2.4 Improvement on Equation (8)

According to Fig. 2, the relative errors can be fitted to the following model

e ¼ ag x; u; vð Þ ð15Þ

where a is a function of b and g(x; u, v) is the gamma pdf with shape parameter u and
scale parameter v, which are also functions of b. For the RF data shown in Table 1 and
associated with t/η � 1, using the least square method we obtained the estimates of the
parameters shown in Table 3.

After a careful analysis for the data shown in Table 3, it is found that the data of a,
v and z = 1/(vup) can be well represented by the following model

y ¼ b0 þ b1=b: ð16Þ

Table 4 shows the regression coefficients. As such, for a given b, we have

a ¼ 0:2820� 0:4238 =b; v ¼ 0:1340þ 0:3844 =b;

z ¼ 4:3874� 4:9139=b; u ¼ 1= vzð Þ0:7331: ð17Þ

From Eqs. (8) and (14), the modified estimate of MTTF is given by

MTTF ¼ le= 1þ eð Þ ¼ t
xþ a xð Þ½ � 1þ eð Þ ð18Þ

where a(x) is given by Eqs. (10) and (12), and e is given by Eq. (15).

Table 3. Parameters of Eq. (15)

b a u v

2 0.0690 1.401 0.3268
2.5 0.1143 1.304 0.2873
3 0.1414 1.278 0.2610
3.5 0.1560 1.257 0.2451

Table 4. Parameters of Eq. (16)

y b0 b1 p

a 0.2820 −0.4238
v 0.1340 0.3844
z 4.3874 −4.9139 1.3640
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Table 5 shows the maximum absolute errors (MAE) and maximum relative errors
(MRE) of Eq. (18). As seen, MRE in the range of t/η � 2.5 is smaller than 2.1% and
MAE in the range of t/η � 1 is smaller than 1.1%. The proposed approach can be
easily implemented using an Excel spreadsheet program.

3 Illustration

The proposed approach can be applied in several different cases, including

(a) There is only one observation of the empirical RF for a fleet of nominally identical
systems,

(b) There are several observations of the empirical RF at different time points for a
fleet, and

(c) There are several fleets and each is only one observation of the empirical RF.

For case (a), we need a prior value of b and MTTF can be estimated using the
proposed approach. For case (b), for a given value of b, we can estimate several
MTTFs using the proposed approach and the value of b can be estimated by mini-
mizing the CV of MTTFs. For case (c), we propose the following approach to estimate
the value of b.

For a set of observations of {t, mn, k}, we can obtain a set of estimates of lexp from
Eq. (2) and a set of estimates of le from Eq. (18). Let d denote the correlation coef-
ficient between {lexp} and {le}, which is a function of b. When b is too small, d is
close to 1, otherwise, d is too small, even negative. As such, the curve of d versus b has
an inflection point, where b is neither too small nor too large. We take the value of b
that corresponds to the inflection point as the estimate of b. To find the inflection point,
we use the least square method to fit the data set (b, d) to the following relation

d ¼ ð1þ aÞWðb� 1; b; cÞ � a: ð19Þ

The estimate of b is given by

b ¼ 1þ cð1� 1=bÞ1=b: ð20Þ

The scale parameter associated with each observation can be estimated as

Table 5. Maximum errors after modification

t/η b 2 2.5 3 3.5

(0.05, 2.5) MAE 0.0023 0.0051 0.0106 0.0188
MRE 0.0026 0.0058 0.0118 0.0209

(0.05, 1.0) MAE 0.0023 0.0051 0.0094 0.0087
MRE 0.0026 0.0058 0.0105 0.0097
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g ¼ le=Cð1þ 1=bÞ: ð21Þ

To illustrate, we consider a certain component of four fleets of systems, which
operate in different environments. Assume that the shape parameter is b = 3 and the
scale parameters are different and shown in the second column of Table 6. The fleet
sizes and observation intervals are shown in the 3rd and 4th columns. Simulation is used
to generate the values of k, which are shown in the 5th column.

For b = 1.25(0.25)4.00, we find the values of d, which are shown in Table 7. The
inflection point of curve of d versus b is at b = 2.926, which is very close to its true
value. The last two columns show the relative errors (RE) of the MTTF estimates
obtained under the exponential distribution assumption and the proposed approach,
respectively. As seen, the exponential assumption leads to huge errors and the proposed
approach gives accurate estimates of MTTF. In the meantime, the Weibull distribution
of each fleet is obtained with the scale parameter being given by Eq. (21).

4 Conclusions

In this paper, we have proposed a novel approach to estimate MTTF of a component
based on the information of spare part consumption. Theoretic analysis and simulation
have illustrated that the proposed approach can provide an accurate estimate of MTTF.
Different from the classic approach to estimate MTTF, the proposed approach does not
need the information of time to failure, and hence it can considerably simplify the data
preparation process for reliability analysis of the components of a complex system.
The MTTF estimate can be dynamically updated as more spare part consumption
information is obtained.

Table 6. Observed RF and estimated MTTF

Fleet η, days mn t, days k l, days lexp, days le, days RE of
lexp, %

RE of
le, %

1 1100 100 720 26 982 2769 1003 181.9 2.1
2 1300 100 920 31 1161 2968 1194 166.6 2.8
3 1175 150 335 4 1049 12563 1105 1097.3 5.3
4 990 200 455 20 884 4550 918 414.7 3.8

Table 7. Observed RF and estimated MTTF

b 1.25 1.5 1.75 2 2.25 2.5

d 0.9976 0.9948 0.9865 0.9601 0.8854 0.7072
b 2.75 3 3.25 3.5 3.75 4
d 0.4016 0.0719 −0.1750 −0.3341 −0.4354 −0.5021
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A main finding of the paper is that MTTF obtained under the exponential distri-
bution assumption is a considerable overestimate when the observed time interval is
short. As such, one must be cautious in using this approach to estimate MTTF since
mechanical parts do not conform to the exponential distribution (Sheikh et al. 2000).

Though the run-to-failure policy is assumed, a preventive replacement policy can
be implemented once the component’s lifetime distribution is obtained.

A topic for future research is to extend the proposed approach to other life distri-
butions such as the lognormal distribution and gamma distribution.
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Abstract. Low demand safety instrumented systems are widely used to help
prevent and mitigate major accidents in the oil & gas (O&G) industry. The paper
studies a special type of failures of such systems called dangerous detected
(DD) failures that are often underestimated with respect to failure effects. The
study aims to address the necessity of classifying and including various DD
failures in risk and reliability analyses of low demand systems, and to suggest
some ways to implement normative evaluations of DD failures to improve
current work practices in the O&G industry. It is argued that there is a con-
siderable potential to make the decision and works practices related to low
demand safety instrumented systems more efficient and cost-effective without
compromising safety risk.

1 Introduction

In the oil & gas (O&G) industry, low demand safety instrumented systems (SIS) are
designated to prevent and mitigate hazardous events during operations. Due to the
special operating characteristics of low demand systems, it is difficult to reveal failures
of such systems during normal operations. With the absence of special measurement
and monitoring tools, most failures of low demand SIS remain hidden and unrevealed.
Among all possible failure types of SIS, the type of failures that can especially affects
the operability and performance of related safety functions are always of great concern,
which are defined as dangerous failures according to IEC 61508/61511 standard series
(IEC 61508 2010; IEC 61511 2016).

Depending on the detectability of different dangerous failures, dangerous failures
are classified as dangerous undetected (DU) and dangerous detected (DD) failures.
According to IEC 61511 (2016), DD failures are those dangerous failures that detected
by various means before they affect functions when needed, and DU failures are
failures that cannot be detected by diagnostic tests. In the O&G industry, DD failures is
a less discussed subject compared to DU failures. In general terms, DDs are considered
relatively ‘safe’ if they are detected right after they occur and effective responsive
actions can be taken (IEC 61508 2010; IEC 61511 2016). However, this is not always
the case in practice. There is a tendency, mostly unintentionally, to underestimate the
impacts of DD failures, which can lead to an incorrect risk perception and a weakened
risk management plan. Hence, even though the IEC 61508/61511 defines the criteria of
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DD failures as ‘safe’, there is an emerging need for a normative approach to classify
and evaluate various DD failures to improve current practices related to low demand
SIS.

2 Methodology

The study follows the basic definitions and interpretations of dangerous failures based
on IEC 61508/61511 standard series. The study was carried out on the Norwegian
continental shelf (NCS) in close collaboration with industry and domain experts. It
specially focuses on emergency shutdown (ESD) systems, which is a typical low
demand SIS. In total 21 in-person meetings and interviews were conducted, involving
experienced experts from operator companies, service providers, academic institutes,
and authorities, to map different DD failures and to develop a practical approach to help
evaluate such failures. The proposed approach thus was revised and verified in an
iterative manner based on failure and maintenance data collected from industrial
sources and expert knowledge.

3 Different Perceptions of Dangerous Detected Failures

The term dangerous detected (DD) failure was used by IEC 61508/61511 standard
series. Different standards have different terms for such failures. IEC 60300-3-11
(2009) uses ‘evident’ to describe revealed or ‘detected’ failures, and uses
‘safe/environmental’ to denote ‘dangerous’ failures that have impacts on human lives
and the environment. Since this paper studies safety instrumented systems, ‘dangerous
detected failures’ from IEC 61508/61511 standard series is used in the following
discussions.

In the IEC 61508/61511 standard series, the definition and evaluation of DD
failures have been explained clearly. The impacts of DD failures are often considered
minimal when diagnostic frequency is high (IEC 61511 2016). However, treatments of
DD failures are not consistent within different parts of this series. IEC 61508 Part 4
(2010) includes DDs during the calculation of safe failure fraction (SFF) and excludes
DDs from the estimation of probability of failure on demand (PFD). In the IEC 61508
Part 6 (2010), both DDs and DUs are taken into account in the calculation of PFD. In
the IEC 61511 Part 1 (2016), both DDs and DUs are considered as contributing factors
in the estimation of failure rate. The Norwegian oil & gas association published a new
version NorOG-070 guideline (Norwegian Oil & Gas Association 2018) to implement
IEC 61508/61511 in the Norwegian petroleum industry. The guideline considers DD
failures safe and does not include such failures in the estimation and updating of PFD
and safety integrity level (SIL).

As it seems, the interpretations and practices involving DD failures lack consis-
tency between different international standards and industry guidelines. DD failures
need to be studied from case to case so that their actual impacts are understood. This is
especially the situation for low demand SIS, creating a timely need to reconsider DD
failures.
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4 Clarifications Related to DD Failures

In the Norwegian petroleum industry, dangerous failures of critical low demand sys-
tems have been recorded in risk level in Norwegian petroleum activities (RNNP)
reports (Petroleum safety authority Norway 2018b). However, only DU failures are
reported in practice. Based on the RNNP data, the observed failures (purely DU fail-
ures) and predicted failures (based on the statistical approach proposed by Hauge and
Lundteigen (2008)) of riser ESD systems are plotted in Fig. 1.

Due to the critical impacts of dangerous failures, conservative predictions are
appreciated by the industry. However, it is seen from Fig. 1 that the prediction is
almost half-time optimistic and half-time conservative. It is argued here that the
exclusion of DD failures have contributed to the underestimation of failures.

The correct understanding and treatments of DD failures is important for planning
corrective and preventive maintenance and performing quantitative risk & reliability
analyses. It is argued here that the accuracy of predictions can be enhanced in com-
parison to current practice, by including DD failure data in the assessment process. As
discussed in Sect. 3, current industry standards and guidelines do not provide a clear
and normative guideline to achieve the goal. This section aims to clarify some most
important aspects of DD failures related to low demand SIS.

4.1 Detection of DD Failures

According to IEC 61511 (2016), DD failures are related to dangerous failures that are
revealed by diagnostic tests. However, based on practices in the Norwegian petroleum
industry, detections of DD failures have occurred in other occasions. The paper
summarizes the most common situations that DD failures are revealed, the frequency of
occurrence, and the detectability of DD failures under different situations, as shown in
Table 1.

The frequencies of different situations are different, as seen in Table 1. Depending
on detection approaches and the availability of relevant data, the detectability of DD
failures (i.e. detection coverage) under different situations varies from low to very high.
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Fig. 1. Observed and predicted DU failures of riser ESD systems on the NCS
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On occasions when safety functions are actually activated, such as full-scale and partial
stroke tests of ESD valves, the detectability of DD failures is normally higher compared
to occasions when the systems are not activated, as seen in Table 1.

In practice, few DD failures can be revealed with visual inspections, traditional
function tests, or real demands due to the technical limitations of traditional testing
programs. Most DD failures are revealed by diagnostic testing, with an detection
coverage of up to 60% with online condition monitoring (IEC 61508 2010). As implied
by IEC 61511 (2016), high testing frequency is often assumed for diagnostic testing
with online condition monitoring. However, Zhu and Liyanage (2019) pointed out that
the window to collect truly valuable data is very limited due to the special operating
mode of such systems in spite of the high sampling frequency of online diagnostic
testing. It is suggested to specify if SIF is initiated during a diagnostic test. For low
demand systems, the actual frequency of collecting valuable data sets largely depends
on the frequency that the systems are fully or partially operated. Detectability of DD
failures under those conditions is higher compared to other situations, as marked in
Table 1. Most data that are collected during normal operations, when SIF is not ini-
tiated, do not reflect the real condition and performance of the system, and thus the
detection coverage is low.

4.2 Actual Effects of DD Failures

In this paper, failure effects are discussed within the scope of safety to human lives and
the environment, and the production interference is not discussed. In traditional terms,
dangerous and safe are used to describe the effects or potential effects of failures
without consideration of in-time detection and repair. When timely detections and
effective repairs can be applied, dangerous failures are no longer considered dangerous
in terms of actual effect (IEC 61511 2016). This paper uses ‘safe’ and ‘dangerous’ to
describe the actual failure effects of various DD failures, considering detection and
maintenance aspects.

Dangerous detected (DD) failures may occur as degraded or disabled failures (IEC
61511 2016). According to IEC 61511 (2016) definition, degraded failures do not
deactivate safety instrumented functions (SIF) immediately but decrease reliabilities of
SIFs; disabled failures mean completely deactivations of SIFs. According to the IEC
standards, degraded failures only occur when fault tolerance design is implemented

Table 1. Detection coverage of DD failures under different situations

Failure
type

Detection situations Frequency of
occurrence

Detection
coverage

DD Visual inspection High Very low
Traditional function test (incl. leak
test)

Low Low-medium

Diagnostic test (SIF initiated) Low High-very high
Diagnostic test (SIF not-initiated) Very high Low
Real demands Very low Very low
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(IEC 61511 2016). However, in practice, a dangerous degradation of a low demand
system without fault tolerance can still occur without disabling the SIF, for example, a
slow valve operation caused by increased valve surface friction. The definition of
degraded failure is hereby extended to cover both reduced fault tolerance and degraded
system performance. The terms ‘degraded’ and ‘disabled’ are thus used in this paper to
avoid misunderstandings regarding definitions from IEC standards.

Depending on the time efficiency of failure detection and the effectiveness of repair,
the actual effects of ‘degraded’ and ‘disabled’ DD failures vary. The actual effects of
various DD failures were studied, and the results are shown in Table 2.

‘Degraded’ DD failures, if repaired in time, will not greatly threat safety, and are
thus considered ‘safe’. However, degradations can become unacceptable if the
repair/restoration is not done effectively and in time. This kind of ‘degraded’ DD
failures are thus considered ‘dangerous’ failures. When a detected DD failure is defined
as ‘disabled’, the failure has already fully developed, which means that a SIF failure
could have occurred if a real demand was presented. In another word, for ‘disabled’
DD failures, the ‘dangerous’ situation has already been developed regardless of whe-
ther the failures can be effectively repaired or not.

4.3 Inclusion of DD Failures in RNNP Reports

The risk level in Norwegian petroleum activities (RNNP) report is used by the authority
to help operators identify challenges and manage risks in case of major accidents
(Petroleum Safety Authority Norway 2018a). In practice, the requirements of RNNP
largely affect how companies collect and understand various failures. It is thus very
important that the RNNP report is setting up a practical and holistic scheme for
companies to follow.

In the RNNP method, both degraded and safety critical (disabled) failures are
reported, but it does not specify whether and how dangerous detected (DD) should be
handled (ISO 14224 2016; Petroleum Safety Authority Norway 2018a). Since part of
DD failures are as dangerous as DU failures, as seen in Table 2, ‘dangerous’ DD
failures are here suggested to be included in the RNNP reports in addition to DU
failures.

Related to low demand SIS, detections of dangerous failures are not limited to
functional tests and internal leakage tests, as indicated by RNNP method (Petroleum
safety authority Norway 2017). Based on industry practices, dangerous failures can be

Table 2. Actual effects of DD failures, w.r.t. condition of SIF and repair.

Failure type Availability of SIF Effective repair after detection Actual effects

DD ‘Degraded’ Yes ‘Safe’
No ‘Dangerous’

‘Disabled’ Yes ‘Dangerous’
No ‘Dangerous’
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revealed by all situations that are identified in Table 1, and all detected ‘dangerous’
failures, including DUs and DDs, are suggested to be reported. A new data collection
template is suggested, as shown in Table 3.

It should be noted that the observed failures are predictably to increase as a result of
the inclusion of ‘dangerous’ DD failures with the suggested practice. Nevertheless, the
possibly increased reported failures and reduced reliability should not be considered as
negative, as it contributes to a more enhanced failure analysis approach, and it helps
operators as well as authorities to understand their systems better and gain more control
during the management of these critical systems.

4.4 Inclusion of ‘Dangerous’ DD Failure in PFD Estimation

Probability of failure on demand (PFD) is used to measure the safety unreliability of a
low-demand safety instrumented system. As explained in Sect. 3, the role of DD
failures is ambiguous in the estimation of PFD. Based on the discussions in Sect. 4.2
and Sect. 4.3, the inclusion of part of DD failures is recommended, but evaluations of
failures need to be done from case to case, as shown in Table 4.

Table 3. Data collection form for RNNP report, using Riser ESD systems as an example

System Failure detection methods Total number of
tests

Number of failures
DUs ‘Dangerous’

DDs

Riser ESD
system

Visual inspection
Traditional function tests (incl.
leak test)
Diagnostic testing
Real demand

Table 4. Inclusion of DD failures in PFD estimation

Failure
classification

Detection method
estimation

DD failures included in PFD

‘Dangerous’
DD

Visual inspection Degraded DD failures without effective repairs;
All disabled DD failures

Traditional function test
(incl. leak test)

Degraded DD failures without effective repairs

Diagnostic test (SIF
initiated)

Degraded DD failures without effective repairs;
All disabled DD failures

Diagnostic test
(SIF not-initiated)

Degraded DD failures without effective repairs

Real demands –
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In general, two types of DD failures are suggested to be included in PFD calcu-
lation, including degraded DD failures that are not repaired in time, and all disabled DD
failures, as explained in Sect. 4.2.

It should be noted that, during a traditional function test or a real demand, ‘dis-
abled’ dangerous failures can also be detected, but such failures are defined as DU
failures instead of DD failures. For DD failures that can be detected by diagnostic test
during normal operations (SIF not-initiated), such as leakage through valve seat (Juvik
et al. 2002), degradation process is monitored so that a ‘disabled’ situation can be
prevented. However, the detection coverage is low, as seen in Table 1. In this situation,
those detected degraded failures that are not repaired in time will become ‘dangerous’,
and thus are suggested to be included in PFD estimation. For the revealed ‘degraded’
DD failures during real demands, the operability of SIFs will not be affected, and are
thus considered ‘safe’. This part of ‘degraded’ failures are thus not included in the PFD
estimation.

5 Conclusions

In the Norwegian petroleum industry, IEC 61508/61511 standard series and the
NorOG-070 guideline are used to manage low demand safety instrumented systems.
The study challenges some of the current practices on evaluating dangerous failures
and estimating PFD. The paper addresses the importance and proposes some practices
to understand, classify, and treat various DD failures, taking into account of the time
efficiency of detection and repairs upon detections. The suggested classification of
‘dangerous’ DD failure in this paper also helps clarify the ambiguity that exists during
the estimation of PFD in the current approach.

Low demand SIS are commonly used as technical barrier elements or independent
protection layers in the O&G industry. The paper rethinks the foundations of several
commonly adopted approaches related to such systems. The re-evaluation of DD
failures, in many cases, is believed to contribute to an improved understanding of safety
and reliability of low demand SIS and a conservative risk management culture. The
arguments are also supported by the operating experiences and data from diagnostic
testing implementations with online condition monitoring on the NCS.

It should be noted that the ‘dangerous’ failure rate is likely to arise in the short-to
mid-term as a result of the inclusion of DD failures. The paper interprets this effect as
an improved understanding of real risk picture. The paper also underlines the timely
need to improve the current auditing and supervisory practice, for instance using the
suggested approach as an additional process to have better confidence related to
unwanted safety events. Further studies within this domain can focus on digital tech-
nologies, as well as different roles and interfaces between the operators, domain
experts, and authorities.
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Abstract. In recent years, the concept of asset life extension has become
popular in lieu of other end-of-life management strategies, such as replacement
or decommissioning of assets. This paper identifies a health index as key con-
tributor during life extension decisions and discusses the application of health
indices in various industries. It further discusses the building blocks that need to
be considered in the development of a health index, and demonstrates the
development of a conceptual health index for rail rolling stock for the Passenger
Rail Agency of South Africa. It concludes with a discussion how the conceptual
health index can be applied, and the future work which can performed to
improve the health index.

1 Introduction

There is an increased demand for improved technical and financial performance of
railway operators, and it has subsequently resulted in pressure to control costs while
maintaining or improving system performance (Nomad Digital 2015). Capital intensive
industries are likely to adopt the asset management framework, as described by the ISO
55000 (2014) standard. The standard requires asset management objectives, which are
the link between the organisational objectives and the asset management plans.
Amongst these, asset management objectives, asset condition (performance or health
score), life cycle costs and life expectancy should be considered.

The concept of asset life extension has become increasingly important in the rail
industry, specifically for passenger rail rolling stock (RRS). Globally, the rail industry
experiences many challenges, from underinvestment, ageing assets, the unlocking of
the capacity of the assets, integration of digitisation into rail, passenger satisfaction and
the integration of rail with other modes of transport (Partners 2016). In particular, the
underinvestment in rail transport necessitates the rethinking of asset management
strategies, in order to slow down the ageing of the assets.

2 Theoretical Background

The concept of asset life extension has become increasingly important in recent years,
in particular in safety-critical industries. Life extension can offer a broad range of
benefits ranging from technical, economic and social, to environmental benefits.
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However there must be a balance between extending the life of an asset and managing
cost, maintenance, technology and being fit for service. The scholarship about health
indices (HIs) and life extension is growing, which is an indication that HIs are
becoming popular for life extension decision-making. In the absence of HIs, life
extension decisions are often made using a selection of indicators which could lead to
distorted conclusions.

HIs for non-living entities are undefined. The approach of social sciences is to
associate an HI with the conformity to well-being and role performance. The HI of an
asset is therefore an integrated indicator which is designed, to reflect or characterise
asset condition and consequential asset performance in terms of the asset’s functional
context (Heywood and McGrail 2015). Jahromi et al. (2009) describe the HI as a
practical tool that combines the results of field inspections, operating observations and
site and laboratory testing into an objective and quantitative index, which provides an
indication of the overall health of the asset. From these definitions, it is clear that an HI
not only refers to the condition of an asset, but it takes into consideration more aspects
of the asset.

According to Heywood and McGrail (2015), two main characteristics of an HI are
that it must have a purpose and it must be auditable. Therefore, during the development
of an HI, special care must be given to ensure that the HI solve a specific problem, and
that the calculation of the HI is repeatable. Deloitte and the Canadian Electricity
Association (2014) define three steps in building an HI:

Step 1: Define the asset hierarchy and identify critical asset classes within the
hierarchy.
Step 2: For each asset class, define the determining factors, the relative importance
for each factor, and determine the evaluation methodology.
Step 3: Conduct asset condition assessments, refine the evaluation methodology
with stakeholders, and integrate the methodology within the asset management
process.

The second step is arguably the most important in the development of an HI (Islam
et al. 2017). Azmi et al. (2017) provide a more scientific view on this step, by
redefining the step into the identification of the input parameters, and the development
of an algorithm or aggregation method (mathematical equation) for calculating the HI.

It is however clear that the relationships between indicators need to be identified
and quantified, for it to be successfully integrated into a single index. Basic HIs use the
weighted average method (also referred to as the “scoring and ranking” method) to
aggregate indicators, and more complex HIs use advanced aggregation methods. Lit-
erature about the use of HIs for life extension decisions are available for many
industries, and a short description will follow for the most prominent industries.

HIs are widely used in power transformers and is a combination of expert obser-
vations, various test results, and field inspection data in a single quantitative index.
These HIs consider the integration between different routine and diagnostic tests that
are not considered by classical condition monitoring techniques (Islam et al. 2017). The
calculated HI can identify transformers that have a higher probability of failure and are
close to the end of their life, which can help to identify transformers that need more
attention or major capital expenditure. HIs are based on aggregation methods such as
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the linear weighted average (Islam et al. 2017), fuzzy logic (Abu-Elanien et al. 2012),
binary logistic regression (Zuo et al. 2016), general regression neural network (Islam
et al. 2017), binary cat swarm optimisation (Mohamadeen et al. 2014) and orthogonal
wavelet-networks (Ahmed et al. 2015). The oil and gas industry relies on condition
assessments to monitor different components. In the literature, reference is made to case
studies where different techniques are used to model the condition of different equip-
ment, ranging from risk-based integrity management techniques (Jansen and Van
2005), to an integrated technical and economic technique (Copello and Castelli 2013).
A process was established for the technical health assessment of subsea oil and gas
systems, and the relationship between technical health, remaining useful life and life
extension decision-making was established (Vaidya and Rausand 2011). The built
environment and fixed transit assets are two main groups where life extension and
condition ratings are applied successfully in industry. In both industries, indicators are
integrated into a single condition index, which is similar to the HI discussed previously.
The health indicators are either based on the weighted average of measures (Lavy et al.
2010) or the sum of deferred maintenance (in monetary terms) (Uzarski and Grussing
2011). The application of HIs in different industries and the variety of aggregation
methods used for developing HIs are noteworthy. It illustrates how most industries use
the linear weighted average method to aggregate indicators, and it illustrates the variety
of approaches that can be adopted in pursuit of the extension of asset life.

In the rail context, the condition and performance of RRS can be affected by many
factors such as maintenance strategies, driver behaviour, environmental conditions,
load conditions, commuter behaviour and the effects from the wheel-rail interface and
the pantograph-contact wire interface. The problem is however how to measure con-
dition and performance based on the combined effect of these factors. This necessitates
a decision support system for understanding which of these factors are important, and
what the impact of these factors are on the asset life for deciding on corrective
strategies.

From a literature review of leading research databases, no integrated HI could be
found for RRS. Some on-board systems are commercially available for the continuous
monitoring of RRS, which can measure the condition and performance of selected
systems. In addition, these systems can monitor some of the factors influencing the life
of RRS (such as driver controls and passenger load), however only limited factors are
taken into account (Galar et al. 2013). Although some commercial on-board systems
are labelled as “health systems”, these systems do not have the capability to convert the
measures into an integrated HI for the RRS.

3 Development of a Conceptual Health Index for Rail Rolling
Stock

In this section, an investigative study for the development of an HI for RRS is pro-
posed. The development of the framework is done according to the process of Deloitte
and the Canadian Electricity Association (2014). For the purpose of this paper, step one
is not elaborated on and RRS is identified as the critical asset class for the development
of the conceptual model.
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From a comprehensive literature review, 46 indicators are identified in relation to
the condition or performance of RRS. These indicators are diverse and from different
perspectives, and although some researchers combined some of these measures, no
single quantitative HI is proposed. It is acknowledged that there may be more factors
that could influence the condition and performance of RRS however for this research
paper, only the 46 indicators are consider for exploratory purposes. These 46 indicators
consists of leading and lagging indicators. A foundation of leading indicators is implied
for HIs, while a basis of lagging indicators implies more of an “asset value” or “asset
satisfaction” index. To remain consistent with scholarship terminology reference to HIs
is maintained, although the study results and proposed HI may include lagging
indicators.

The 46 indicators can broadly be classified into categories such as reliability,
availability, maintainability and safety (the classical RAMS indicators), as well as
categories for performance, logistic support and general indicators. To identify the most
significant indicators with their associated weightings from this list, a two-step
approach is followed:

1. Consensus voting is done by a five participant focus group who were purposively
selected from the engineering division of PRASA. These participants are subject
matter experts in the asset management of PRASA’s RRS. During the consensus
voting, the list of 46 indicators was reduced to a list containing the 20 most
significant indicators (listed in no particular order in Table 1).

2. A questionnaire is completed by an expanded group of 12 participants who was
purposively selected to refine the list to the five most significant indicators. Similar
to the consensus voting, these participants are subject matter experts knowledgeable
in the PRASA RRS fleet. The best-worst scaling (BWS) method is used because of
its simplicity, accuracy and unbiasedness. The method necessitates that respondents
make trade-offs between items and their benefits, which overcomes the issue of
many items having similar importance weights (Rezaei 2015; Cohen 2009).

During the BWS method, respondents were required to complete a questionnaire
containing 20 choice sets of six indicators each, with each indicator appearing six times
in the questionnaire. It is not possible to have a fully balanced choice set design using
20 indicators, and it is unavoidable that some indicators will appear more than once in
combinations. However, the effect of this will be regarded as marginal with no influ-
ence on the end result. From each choice set, the respondents chooses one indicator
which contributes the most to an HI for RRS (labelled best), and choose one indicator
which contributes the least to an HI (labelled worst). Best-worst (B-W) scores and
average B-W scores are calculated for each indicator, and the results are summarised in
Table 1.
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The average B-W scores are calculated by dividing the B-W score by the number of
times the indicator appears in the choice sets, and dividing by the number of respon-
dents (which were 12) (Cohen 2009). By ranking the average B-W scores, the most
important indicators can be identified. In Fig. 1, the ranked average B-W scores are
displayed, and it can be seen that the most important indicator is “train availability”
(#10), and the least important indicator is “train age” (#18). For the remainder of the
discussion, reference will only be made to the indicator number.

Table 1. Importance of RRS indicators as prioritised by the PRASA focus group

No Indicator Total
best

Total
worst

B-W
score

Average B-W
score

1 Mean time to failure 13 5 8 0.1111
2 Maintenance skills pool

availability
17 12 5 0.0694

3 Number of temporary equipment
cut-outs

11 16 −5 −0.0694

4 Performance of a critical system 23 0 23 0.3194
5 Time to return to safety 13 12 1 0.0139
6 Mean time between ‘safety

system failure’
5 1 4 0.0556

7 Fault correction time 7 4 3 0.0417
8 Deferred maintenance 4 23 −19 −0.2639
9 Maintenance support

performance
13 12 1 0.0139

10 Train availability 42 6 36 0.5000
11 Fault/repair coverage 3 25 −22 −0.3056
12 Mean time to restore 12 7 5 0.0694
13 Repair time 14 10 4 0.0556
14 Mean time to maintain 6 14 −8 −0.1111
15 Failure probability or probability

of success
14 13 1 0.0139

16 Mean down time 9 7 2 0.0278
17 Indicators from on-board

monitoring systems
9 13 −4 −0.0556

18 Train age 5 46 −41 −0.5694
19 Mean time between hazardous

failure
9 7 2 0.0278

20 Spare parts in stock when needed 11 7 4 0.0556
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The linear weighted average method is used as aggregation method, on the basis of
its wide application in industry. A generic HI is presented in Eq. 1:

HI ¼
Pn

i¼1 aiwi
Pn

i¼1 wi
ð1Þ

where n represents the number of health indicators, ai - represents the i
th indicator and

wi - the associated weight of the indicator. A combination of least square means and
Pareto analysis is used to arrive at the selection of five indicators to be included in the
HI. Statistically, according to the least square means method, indicators 10 and 4
contribute the most significantly to the HI. However, a Pareto analysis shows that five
indicators contribute the majority towards the final HI. Consequently, these five indi-
cators are included for further analysis to account for the overall combined effect of the
indicators in the HI, despite the fact that three of the five indicators contribute less
significantly, than the other two indicators. These indicators are 1, 2, 4, 10 and 12. By
using the B-W scores of these indicators as relative weights in Eq. 1, the conceptual HI
is represented in Eq. 2:

HI ¼ 0:111:a1 þ 0:069:a2 þ 0:319:a4 þ 0:500:a10 þ 0:069:a12
0:111þ 0:069þ 0:319þ 0:500þ 0:069

ð2Þ

To compare the HI indicators (ai), the value of each indicator is normalised. Nor-
malisation is done by dividing the actual value of the indicator by the theoretical maxi-
mum or ideal value which such an indicator can achieve. The consequence is that ai - is
represented by proportional values between 0 and 1, with a higher HI value indicating an
improved HI. Themaximum theoretical value for the HI is therefore 1. The normalisation
of the indicators and the application of the HI is described in the next section.
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4 Discussion and Conclusion

The application and use of the developed conceptual HI is discussed in this section.
The diversity of the indicators contributing to the HI and the inclusion and absence of
some indicators are of interest.

Table 2 illustrates the application of the conceptual HI on the fleet of train sets for
PRASA in the Western Cape, South Africa. To illustrate normalisation, the actual
values and the theoretical maximums or ideal values for each indicator are listed, as
well as the unit and the source of data. The indicators in Table 2 are characterised as
follows:

1. The maximum value for any indicator is unity.
2. The values of indicators 1, 2, 4 and 10 are expressed as fractions, while the value of

indicator 12 is defined as: 1� MTTR
MTTRmax

.
3. The traction motors were chosen as critical system for indicator 4, and a collective

mean time to failure (MTTF) was obtained for all the traction motors in the fleet.

Using these values in Eq. 2 produces an HI of 0.517. This means that the fleet is
only half as healthy as its potential. It is evident that train availability (#10) has an
adverse effect on the HI, and by merely having the required number of train sets in
service, an HI of at least 0.468 can be achieved. This reflects the importance of train set
availability in the South African context, where operational conditions and unsocial
behaviour severely influence the train set availability within the PRASA fleet.

In the illustrative application, the HI is applied to a fleet of train sets. It can
similarly be applied to individual train sets. The purpose thereof will be to rank train
sets by their HI score, and train sets with a low HI (poor health) can then be identified
for further investigation and analysis. Similar to the application of HIs for transformers,
the calculated HI can identify train sets that have a higher probability of failure and are
close to the end of their life, which can help to identify train sets that need more
attention or major capital expenditure.

In recent times, the rail industry is transformed by information technology and the
increased use of digital technology. Digitisation and big data is changing how rail
operators collect, analyse and use data (Peterhans and Price 2017). Rail operators will
find the most value in an HI when it is calculated using real time data, therefore it is

Table 2. Application of the conceptual HI on a fleet of train sets for PRASA

No Value Max value ai Unit Note

1 8.83 14 0.631 Day MTTF for fleet
2 304 418 0.508 %skill Actual vs required skills
4 766.2 1826 0.420 Day MTTF for traction motors
10 49 88 0.557 #sets Actual vs required sets
12 5 10 0.500 Min MTTRestore failures
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critical to integrate the real time RRS and operational data into the HI. By using
algorithms, the continuous monitoring of the HI of each train set can be useful, and any
sudden deviation in the HI can be identified for immediate investigation. Similarly the
future HI of a train set can be predicted based on the current HI, maintenance practices
and operating conditions.

It is concluded that the research provides insights as to how HI can be used in
support of RRS decision-making that is purposeful and auditable. The HI is developed
using focus groups from the Engineering division of PRASA, and applied to a fleet of
train sets. The linear average method allows for the practical aggregation of indicators
from readily available historical data. This research sets an exploratory research basis
and provides a framework for the development of an HI for RRS and other assets. It
further creates the platform for dialog and discussion, and the opportunity for
improving the conceptual HI. Future work is proposed to refine the aggregation
methods, by considering machine learning and data mining techniques, as well as
taking into account the possibility of dependencies between indicators, and applying
the HI to individual train sets.
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Abstract. With more complex production environments maintenance must be
viewed as a value-adding service, and this in turn require new business models
and new ways to design service agreements. Many companies have not yet
understood the business opportunities that could be achieved by providing
maintenance services, and efficient strategies for enabling these opportunities are
lacking. Moreover, many believe that you have to choose either or, thus either
one provides product-oriented maintenance or value-oriented maintenance. This
paper proposes an integrated, dynamic and modular approach to maintenance
business model development. Modular-based maintenance offerings classify
maintenance services with increasing integration of the offering, and increasing
focus on utility for the customer and the customer’s customer. Continuing,
modular-based maintenance offerings allow for flexibility; one does not have to
choose between the product-centred or utility-centred business models. Instead,
the offering is packaged based on the available internal resources and key
capabilities of the service provider which are matched against specific customer
needs. The dynamics of the maintenance offerings are the time and scope
dimensions describing the boundaries in which maintenance execution could
take place at the customer.

1 Introduction

Changes in the economy forces enterprises to change the business behaviour and
business models, focusing on value to the customers rather than selling products.
Customer offerings have therefore become more knowledge intensive. Visnjic Kastalli
and Van Looy (2013) state that business models based on combined offers, i.e.
products combined with services, such as maintenance, have a positive effect on the
business, and the extension of products with service offerings show up the highest
economical benefits. The key to success is to view the services as a strategic com-
plement, a new business model, and not an add-on product. Digitalisation creates new
opportunities within the maintenance area, such as selling value in form of performance
or output instead of repair hours and spare parts. In order to succeed, a shift of focus
from what is offered to which value the offer gives for the customer is required (from
necessary evil to something that enables value creation), and to adopt a holistic view of
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the value creation process (Kans and Ingwald 2016). Moreover, the maintenance ser-
vices must be aligned and integrated with the customers’ business strategy as well as
the service providers’ (Barbera et al. 2012). This mental shift is required both for the
supplier of maintenance and for the customer. In fact, it is not about maintenance
management; it is about managing the physical assets throughout their live time, i.e.
Asset management. Moreover, it is not a question to choose; i.e. either to provide
traditional maintenance or value-based maintenance. Instead, the offering should be
based on the customer needs and maturity (Osterwalder and Pigneur 2010). The pur-
pose of this paper is to propose an integrated, dynamic and modular approach to
maintenance business model development. Modular-based maintenance offerings
classify maintenance services with increasing integration of the offering, and increasing
focus on utility for the customer. The dynamics of the maintenance offerings in form of
time and scope dimensions describes the boundaries in which maintenance execution
could take place at the customer.

2 Maintenance Dynamics and Maintenance Offerings

The dynamics in maintenance could refer to dynamic maintenance planning with
respect to when to act and what to perform (planning issue), or prioritising of activities
to be performed (scheduling issue). The relative dynamics in scope, i.e. which activities
to be carried out during a maintenance related stoppage, differs depending on the
strategy that is applied. Opportunistic maintenance (OM) for instance combines cor-
rective, preventive and condition-based maintenance strategies for optimal outcomes
by replacing components in the same system during a shutdown, or replacing com-
ponents in other machines if the whole production line is shut down due to mainte-
nance (Zhou et al. 2015). The dynamics in the time dimension is affected by factors
such as degradation rate (see Sun et al. 2012), and level (echelon, subsystem, system or
production level) in which maintenance planning takes (Mollaverdi and Mirabadi
2015). Machines might experience different degradation rates for similar components
due to environmental factors. This result in problems with creating optimal mainte-
nance plans both on echelon level and on the production system level. Moreover, the
traditional approach of applying different maintenance strategies for single machines
affects the possibility to apply an optimised production wide maintenance strategy
(Mollaverdi and Mirabadi 2015). The dynamics could also be affected by operational
and environmental contexts, e.g. systems situated outdoors such as wind power mills,
where weather conditions have to be taken into account when planning the mainte-
nance (Erguido et al. 2017).

The term customer offering refers to the value proposition of a business in order to
satisfy a customer (Osterwalder and Pigneur 2010). The maintenance offerings could be
categorized into three types, see Ingwald and Kans (2018). 1) Resource-based
offerings: The simplest business agreement is the single purchase characterized by
clear boundaries; often there is a fixed price that the buyer and seller agree upon, and
the purchase is a one-time isolated occurrence. In resource-based maintenance con-
tracts, the seller (supplier) pays for actual expenses, such as labour costs and spare
parts, as well as a profit margin. 2) Performance-based offerings: Performance-based
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contracts are regulated based on a predefined performance. The supplier guarantees a
certain level of performance and the customer pays for direct and indirect expenses and
the increased risk the supplier takes. Performance-based contracts are often in the form
of the holistic contracts covering the maintenance needs of a system to ensure uptime or
function. 3) Utility-based offerings: Utility-based contracts guarantee not only the
uptime of a product or system, but the customer’s total operation. In these contract
forms, the supplier takes a greater risk, in that it ensures the business and not a specific
system or product’s operation, and this risk must be carefully priced and regulated in
the contract. Shohet and Straub (2013) show that performance-based contracts are more
cost effective than traditional maintenance contracts. According to Bakshi et al. (2015)
the customer preference for contract type is affected by the perceived reliability.
Customers are often willing to enter into performance-based contracts for mature
products, but choose a resource-based contract for new products because there is no
reliability data for the new product. Lieckens et al. (2015) note that the optimal pricing
of performance-based contracts depends on the price sensitivity of the customer and the
sensitivity to stoppages in the production. Sinkkonen et al. (2013) argues that both the
customer and supplier reach advantages in so-called partnering based contracts char-
acterised by common goals and transparency. This is because maintenance is the core
competence of the supplier; the customer does not have the financial and/or technical
premise to carry out effective maintenance, while the supplier is able to invest in for
instance condition-monitoring technology to improve their performance, has accumu-
lated expertise in maintenance, and can also achieve economies of scale.

Customers can be divided into different groups, so called customer segments,
(Osterwalder and Pigneur 2010). Segmentation could be made based on geographical
or product-specific characteristics, or based on type of customer-supplier relation-
ship. Osterwalder and Pigneur suggest that a customer group constitutes a separate
entity when:

• they require different types of relationships
• they are accessed through different distribution channels
• their needs require and justify a distinct offering
• they are willing to pay for different aspects of the offer
• they are profitable in substantially different ways

Customer relationships could be in form of self-services or automated services or
personal, i.e. the customer is served by a physical person, or as co-creation (Oster-
walder and Pigneur 2010). If the person is associated with specific customers, the
service is dedicated. Co-creation occurs when the customer is invited to participate in
the product development process. The distribution of the offering could be through own
channels, third parties, or a mix of both (Osterwalder and Pigneur 2010). The offerings
could be in form of products, services, or a mix of both (Kans and Ingwald 2016).
A product is a physical entity that is a value-enhancing resource for the customer,
where production and delivery are often separated. The service is an intangible offering
that is created and delivered simultaneously. Integrated offerings are a mix of products
and services, and could be distributed in form of leasing contracts or life cycle solu-
tions. Companies act in a business environment with ever-increasing complexity (Olve
et al. 2013). Traditional chains of value creation are replaced with networks of actors,
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or business ecosystems, where the same actor could possess different roles, such as
producer, distributor, service provider or supplier, depending on the context.

3 Modular-Based Maintenance Offerings

In order to meet customer demands, the offerings have to be apprehended as different
by the customer. This could be reached by customer specific contracts with detailed
specifications on row level, or by combining a basic package with optional add-ons.
The result is often complex and administration heavy aftersales business. Modular
maintenance offerings is a way to meet customer demands in form of choices and
customization while reducing the variation, and thereby reduce internal administration,
as well as resource utilization. Figure 1a describes three dimensions to consider when
developing modular maintenance offerings: time, scope and maturity of the seller as
well as the buyer. Time and scope are described according to their dynamic behavior,
see Fig. 1b. Time rigidness occurs when the maintenance plan must be fixed and
cannot change, for instance when maintenance has to be coordinated with external
resources or require heavy administration, such as major revisions. Scope rigidity
occurs when the tasks to be made during the maintenance cannot be changed, while
dynamics in scope allows for changes in the tasks to be performed during the main-
tenance intervention. A highly dynamic maintenance plan allows for late decisions
regarding the maintenance intervention. Often, the planning is based on condition
monitoring and real life events. The maturity dimension describes the customers’
maturity in several aspects: procurement maturity, i.e. the ability to handle procurement
and the availability of internal processes for handling procurement, maintenance
maturity, i.e. existing skills and maintenance organization, and technology maturity, i.e.
the current automation and digitalization of the company (Kujala et al. 2011).

Fig. 1. a Modular-based maintenance offerings. b Dynamics in the maintenance offering.
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The core value proposition, see Fig. 1a, is maintenance as a resource. The supplier
provides maintenance planning and execution according to a basic contract, with a
pricing based on the fixed maintenance plan. Core in-house maintenance knowledge
and skills of the supplier forms the basis for these types of contracts. The next level
considers maintenance from a performance perspective, which is connected to the
functionality of a specific system. Key competencies for these types of contracts are, in
addition to the ones for resource-based contracts, condition monitoring and diagnosis
skills and technologies. The supplier might extend the core in-house competencies with
external capabilities, such as expertise in oil analysis or spare parts logistics. Utility-
based contracts stress the benefits of the maintenance offering from the customer’s
perspective. The benefits are found in the core business of the customer, expressed e.g.
as productivity or production efficiency, rather than on the system performance. In
addition to key competencies described above, the ability to coordinate the production
and maintenance planning is required (an asset management perspective is adapted
rather than a maintenance perspective). Long term and close relationships with the
customer is needed and could also be seen as a key resource: without willingness to
share operational data and production plans, the optimized planning could not be
achieved (Ng et al. 2013). Financial incentives for all partners is important, and profit-
sharing mechanisms is one way to achieve this (Sinkkonen et al. 2013). Modular
maintenance offerings provide an integrated classification of maintenance services. The
one and same maintenance service provider can therefore offer contracts on all three
levels to different customer segments. Even if the different offerings are perceived as
separate business propositions by the customer, the different contracts are logically
based on one of three levels (modules) of the utility-based offering; from the outside the
offerings seems quite different, but internally they are all parts of the utility-based
offering. A customer segment could be based on aspects such as the customers’ needs
to require and justify a distinct offer, the distribution channel, the need of different
types of relationships, different ways to gain a, or willingness to pay for different
aspects of the offer (Osterwalder and Pigneur 2010). For maintenance services, the
segmentation could be based on the customer requirements and demands (connected to
dynamics in time and scope), as well as the ability to handle a certain type of contract
(the maturity). The maturity dimension also takes into account the suppliers’ maturity,
such as marketing approach and maturity of the product that maintenance services are
intended for (Kujala et al., 2011; Bakshi et al., 2015). Three generic customer segments
are proposed for the modular maintenance offerings taking into account the above
mentioned factors, see Table 1.
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3.1 Application Example, the Power Generation Industry

The concept of modular maintenance offerings is in this section illustrated with a real
case example. The case company, here called TechComp, is an original equipment
manufacturer for the power generating industry. The product is technically advanced
with a long lifetime. Customers are located globally and spans from small publicly
owned plants to large sites. Traditional customer segmentation based on industry, size
and geographical location is used. The maintenance is mainly performed as overhauls
with long intervals, but a number of additional maintenance services are offered, such
as condition monitoring, expert support and spare parts management.

TechComp is a traditional engineering company where the product and mainte-
nance is sold separately; the latter in form of medium term contracts, and the different
maintenance services offered can be flexibly combined. The maintenance contracts are

Table 1. Generic customer segments and their characteristics.

562 M. Kans and A. Ingwald



individually agreed upon for every customer – the number of contract variants is about
as many as customers. TechComp has a reputation of providing high quality and
reliable products, but as competitors slowly reach the same technical level, TechComp
has to find other means for surviving on the market. On the positive side, TechComp is
well-known, highly reputed and major actor in this sector. They possess deep technical
know-how as well as knowledge regarding the product, its usage and health (condition
monitoring technology is already implemented on the product). Thus, TechComp has
the ability to develop their maintenance services into combined utility-based offerings.
However, the view on service has to change, both internally at TechComp and amongst
the customers. Internally, service is today seen as a byproduct of sales of products.
Instead, products and services should be seen as parts of a value-generating customer
offering. Externally, this is also a challenge, as it means changes in customer behavior.
Customers must allow an external part to increase their responsibility of the production
and performance, and give them access to business sensitive information. Utility-based
business models imply that TechComp exposes themselves to greater business-related
risks than today, and this requires mechanisms for risk sharing. Today, cost-plus
models are used, which do not involve any sharing of risk (or benefits) between the
seller and the customer. Rules and regulations in different countries also represent a
challenge. The aftersales administration is today huge. Consequently, the number of
customer contract should therefore decrease. Instead, a few offerings are preferred, such
as one basic service agreement (resource based) and two holistic agreements (perfor-
mance or utility based), with few variants, see Table 2.

Service outside of these contracts could be offered, but since it will be a customized
solution, pricing will be thereafter. The new offerings are mainly developed for new
sales (see Bakshi et al. 2015), but existing service customers can gradually be offered to
switch to these new service contracts. The basic service agreement is a low-risk
offering because TechComp is in control of and highly knowable in these maintenance
activities. The holistic agreements requires repackaging of already available services
and clearly selling operating support instead of maintenance. Operating support is
proactive (dynamic), while maintenance is preventive or reactive (rigid)! The goal is to
ensure continuous and safe operation with as few disturbances as possible. The real
technical risk is not as dominant as the business risk; Tech-Comp already has access to
certain operating data as well as data about system health. For new systems, data access
could be agreed upon, or managed by Tech-Comp taking overall responsibility for the
product and its surrounding systems. Profit-sharing mechanisms could be considered,
see e.g. Sinkkonen et al. (2013).
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4 Conclusions

Great business potential exists in offering products combined with services, and in
offering maintenance based on the customer’s real needs. One obstacle is to find
suitable ways to package the maintenance offering in a smart way, i.e. that the customer
perceive uniqueness and value in the offering while the administration of contracts
remains unchanged or becomes more efficient, and without large additional input of
resources. Instead, the suppliers’ internal resources should be utilized in a more effi-
cient way. The concept of modular-based and dynamic maintenance offerings proposed
in this paper is a promising approach to address these problems. Modular maintenance
offerings classify maintenance services with increasing integration of the offering, and
increasing focus on utility for the customer and the customers’ customer while the
value proposition is based on the core competencies of the service provider in form of
key activities and resources. Future work will include the further development of the

Table 2. Proposed modular-based maintenance offerings for TechComp.
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modular-based business model to include aspects of contract forms, key performance
indicators and follow-up mechanisms. The distribution channels and customer seg-
mentation are also areas of further development. In addition, the sustainability per-
spective, such as circular economy and environmental impact, should be addressed.
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Abstract. Different methodologies are nowadays employed to identify failure
events in industrial process, allowing the decision makers to choose appropriate
technical and organizational safety measures. The treatment of data in order to
prevent dangerous events may affect significantly the diverse analyses and is
reflected in the results. Quantification risk analysis is therefore one of the most
critical areas in asset management (AM) as stated in the ISO 55000. In the same
way, intelligent risk management should be one critical challenge of the Industry
4.0, since nowadays and by using new technologies, it is possible to gather large
amounts of data extrapolated from the physical assets.
With all the above, this paper is intended to understand uncertainty, trying to

reduce the risk of dangerous events by the treatment of big data. Particularly, a
time window is obtained showing minimum and maximum thresholds for the
best time to apply a preventive maintenance task, together with other interesting
statistics.

1 Introduction

In reliability assessments, uncertainty reduces the results’ validity as it increases the
probability of obtaining inaccurate calculations, making consequently wrong decisions.
Among other reasons, risk analysis is concerned with uncertainty related to the out-
comes of carrying out some activity that are considered important in a decision-making
setting [1]. Therefore, risk becomes relevant for both the system reliability evaluation
[2] and the selection of the appropriate maintenance policy [3].
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According to the Society for Risk Analysis (SRA) [4], risk analysis is built on two
main pillars: (i) risk knowledge related to an activity in the real world and (ii) risk
knowledge on concepts, theories, frameworks, approaches, principles, methods and
models to understand, assess, characterize, communicate, manage and govern risk. This
paper is mainly focused in the second pillar, intended to characterize risk under the new
concepts arrived from Industry 4.0. More in particular, the goal here is to understand
uncertainty in the risk assessment by using approaches provided by technologies like
the big data. As a prerequisite, a proper treatment of uncertainty will be mandatory in
order to achieve a broad, informative and balanced picture of risk [5].

The common definition of risk (associated with failure) is the probability that a
failure will occur and the consequences of that failure. It is not intended to deal with
risk as an expected value, but as a probability of undesirable consequences [1].
According to [6], Risk is basically expressed as follows (i referred to event i):

R ¼ P

Pfi� Cfi
i ¼ 1

ð1Þ

Where:

• R is the risk,
• Pfi is the probability of failure
• Cfi is the consequences of the undesired event.

Thus, the goal of this paper is to review risk assessment under the new scope of
technologies from the concept of Industry 4.0. These technologies will be a support to
improve the knowledge about uncertainty [7].

2 Risk Indicator in Asset Management

Risk is one of the main aspects in the Asset Management (AM) approach. Reference
[8] introduces how the organizations should determine the actions needed for
addressing risks for its AM system. An asset’s risk is a useful indicator for determining
optimal time of repair/replacement for assets in order to yield minimal operational cost
of maintenance. For a successful asset management practice, asset intensive organi-
zations must understand the risk profile associated with their asset portfolio and how
this will change over time [9]. Unfortunately, in many risk-based asset management
approaches, the only thing that is known to change in the risk profile of the asset is the
likelihood (or probability) of failure.

The criticality (or failure consequences) of asset is assumed to be fixed and has
been considered as, more or less, a static quantity that is not updated with sufficient
frequency as the operating environment changes. While addressing risks, the organi-
zation should determine the risk assessment criteria within the asset management
decision making process.
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As seen in Fig. 1, risk is defined as the combination of failure probability and the
consequences of failure (criticality). The scenarios below describe what an asset risk
profile (incorporating maintenance interventions) will look like when criticality is
considered to be static versus when it is considered to be dynamic. Scenario 1 shows
the intervention time when change in criticality is not taken into consideration. But
from scenario 2, increase in criticality would result in corresponding increase in risk.
Therefore, in order to maintain a maximum risk of r2(£), a new intervention time tn has
to be adopted instead of the original time t2 in the initial asset management plan. This
will result in savings of (rn – r2) £ in the event that the asset fails before t2.

It is important to highlight that a true picture of the risk profile of an organization’s
asset portfolio is required to enhance value, generated from the asset, to the organi-
zation. As seen in the scenarios above, there are considerable cost savings to be made
by making informed choices on the timing of repairs/replacements that strikes the right
balance between value-versus-cost. Another immediate benefit is better risk manage-
ment, as the organization now have a better picture of the risk and can determine a
maximum tolerable risk they can cope with.

Taking this discussion further (considering the oil and gas industry and studying the
OREDA data more closely [10]) a rising trend in the subsea infrastructure can be
noticed. This is applicable for both Greenfield and Brownfield developments. Main-
tenance in the subsea sector is very unique and different from an onshore or offshore
topside facility. Very expensive ships/rigs are required for installation, inspection,
maintenance and pigging activities. However these costs are incurred occasionally and
the daily operation cost is relatively low as the daily manning requirements for a subsea
installation are limited and could be located in a remote location of more convenience
and safety.

The remote locations are able to meet both the control and operational require-
ments. On close evaluation the OPEX cost for subsea oil and gas facilities reveal huge
spikes from their normal low OPEX costs. This is a reflection of the high ship/rig cost
associated with subsea maintenance and repair works. However it is critical to know
that the cost of the rigs on the spot market varies substantially based on the weather and
seasons of operation along with the future operations coming up in the geographical
location.

Fig. 1. Scenario 1 with a constant criticality/Scenario 2 with an increase in criticality
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Parameter changes along the asset life cycle impacts directly on its reliability and
failure probability and, consequently, in the risk assumed for such a failure [9]. A risk
indicator will be needed in maintenance management processes with the objective of
preserving the asset operation, maximizing operational performance and economic
profitability. With this purpose, references [11] and [12] present a Preventive
Replacement by Time model with the objective to quantify the period of maintenance
execution time in which the lowest cost is generated (minimum cost per unit of time).
The following are the mathematical expressions that allow the calculation of the time
period that generates the minimum cost of maintenance of preventive replacement by
time (2):

C tið Þ ¼ ðCf � F tið ÞÞþ ðCp� ð1� F tið ÞÞÞ
tið1� F tið ÞÞþ R ti

0
ti�f ðtÞ
FðtiÞ dt

¼ monetary � unit
time ð2Þ

Where:

• ti: time until the Time To Failure i (TTFi)
• C(ti): average cost of the maintenance task per unit of time (see Fig. 2)

• F(ti): probability of failure occurrence (%)
• f(ti): failure probability density function
• Cf: costs for corrective maintenance due to failure (materials, labor, lost profits,

safety, environment, etc.)
• Cp: costs for preventive/planned maintenance (materials, labor, lost profits, safety,

environment, etc.)

Fig. 2. Minimum expected cost per unit of time for MP at constant age
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The risk indicator (with the above mentioned notation: C(ti)) quantifies the influ-
ence of both magnitudes: failure probability and failure consequence, which is useful
for maintenance optimization [13]. This indicator is useful to quantify the time for a
preventive replacement at a lowest cost per unit of time [14].

3 Connection to Industry 4.0

Due to the current state of scientific and technological development, the transformation
of the industry is facing a new challenge: The transition from discrete technological
solutions to a global conception where assets, plant, processes and engineering systems
are conceived, designed and operated as an integrated complex unit. Reference [7]
proposes to develop the transition from current isolated production assets, to a Smart
Factory adapting a consolidated Asset Management Framework [15] (integrated into
ISO 55000) to the complexity of a “System of Systems” by stages like: identification,
prioritization, risk management, planning, scheduling, execution, control, and
improvement, supported by system engineering techniques and agile/concurrent project
management.

One of these stages refers to the resources optimization where a basic tool is the
Risk-Cost Optimization considering also the new opportunities that Cyber-physical
Systems bring. The use of self-compare behavior and the machine to machine data
exchange will allow taking advantage of dynamic planning and scheduling forecasting
with optimal allocation of resources for maintenance and operation. The capacity of
Cyber-physical Systems to identify misuse or unbalanced workloads will also affect the
production plans or operators training plans. In addition to this, health prognosis and
dynamic planning will be possible because of data from new systems. This imple-
mentation should embrace the Agile philosophy as an iterative, incremental and evo-
lutionary process, where risk and uncertainty are reducing in each iteration.

Consequently, the appropriate use of available data together with statistics and
simulation tools as well as the conjunction of new technologies from Industry 4.0, may
provide more valid forecasts. The addition of Big Data and Artificial Intelligent
(AI) can go beyond changing decision-making processes to changing entire business
models and assets management with winner take-all dynamics and organizations that
wait for the Industry 4.0 technologies to settle risk being left behind [13]. The
implementation of technologies like Big Data and AI, may establish when necessary,
inspections to be automatically scheduled with machine learning algorithms, making a
judgment call on whether the deployment of smart devices (e.g. drones or robots) could
be sufficient at first, or whether human intervention is needed right away. A key
challenge is planning maintenance at system level and addressing groups of compo-
nents. In fact, smart-based surveillance can replace the time-intensive and risky manual
inspection of industrial assets. This reduces assets downtime because inspections by
smart devices can happen while assets remain running, helping keep costs down [13].

Nowadays, and regarding the a.m. consolidated Asset Management Framework
[15], the use of tools like Life-Cycle Cost analysis for decision making regarding long-
term renewal and replacement of assets is quite extended. The disadvantage in many
cases is the large amount of variables that must be handled generating scenarios of high
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uncertainty. This eventuality can be reduced as indicated by the use of Big Data and
Data Analytics technologies, improving the estimation accuracy. At that moment, it is
where, for instance, a proper definition of the Assets Health and its measure by an
index or a risk indicator comes into play as a support tool [16]. This example is also a
simple application that justifies the proposed arguments regarding risk and how
industry 4.0 may help enhancing the quality of any asset function along its life cycle.

4 Results Discussion and Alternative Modelling Approaches

The authors recognise that in high production systems availability can be of much
higher concern as the value of lost production can surpass the maintenance cost.
However, in order to adhere to the definition of asset risk, one can overcome this
difficulty by adding lost production cost to the breakdown cost. Alternatively, an
approach to minimise downtime can be used. In order to illustrate the goal of
expressing risk in terms of cost (consequences) linked to system reliability (probabil-
ities), an example has been used considering a Weibull distribution for modelling
system reliability and, by assuming different values for its failure rate, it is possible to
obtain a better knowledge of the subsequent risk, achieving a greater sensitivity of risk
assessment in order to obtain relevant information about the potential costs to maintain
the system at a specific time [17]. This risk assessment can also be enhanced with real-
time information flows, since machine learning and the treatment of large amounts of
data improve the predictive accuracy of defaults, assets degradation, production
interruptions connected with maintenance of cost information.

However the authors are aware of alternative approaches that can help in risk
modelling though they were mainly developed for preventive maintenance modelling
and optimization. Such approaches which have sound mathematical underpinnings
make specific assumptions about the nature of the system in hand. Obviously both the
numerical and analytical approaches have their pros and cons. As shown here there is
mix of analytical and numerical methods in these approaches.

To overcome the shortcomings of the NHPP to model deteriorating repairable
systems subject to preventive maintenance, [18] a Proportional Hazards Model
(PHM) was developed for preventive maintenance scheduling. A heuristic approach for
implementing the semi-parametric PHM to schedule the next preventive maintenance
interval on the basis of the equipment full condition history is developed. Two PHMs
are fitted for the life following corrective and preventive maintenance using relevant
explanatory variables. These models are then used within a simulation framework to
schedule the next preventive maintenance interval. Example for applying the model on
pumps used in continuous process industry was presented with selected explanatory
variables such as age of equipment, average preventive maintenance interval and times
since last preventive and corrective work. The major underlying assumption for using
PHM is that lives following preventive and corrective maintenance are statistically
independent, conditional upon the explanatory variables. While the authors claim that
this is a reasonable assumption nonetheless they acknowledged that this assumption
requires justification.
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Reference [19] uses Cox’s Proportional Intensities Model, PIM, (1972) to further
develop the model presented by [20]. They modelled the system’s failure pattern using
a NHPP, linking the corresponding intensity function to a linear predictor which is a
function of observable explanatory variables and of the history of the failure pattern.
The advantage of this model is its flexibility and it doesn’t require the assumption of
system renewal following preventive maintenance. However, [19] raised the concern
that in their model the optimal preventive maintenance interval is based on a variable
planning horizon and hence not necessarily valid for fixed or infinite horizons.

5 Conclusions

Industry 4.0 provides advances in technologies like Big Data treatment or Artificial
Intelligent that will enable organizations to leverage rapid growth in the volume of data
in order to optimize decision making processes in real time as well as the risk man-
agement among other fields. Besides considering a methodology to better decide the
scheduling of a replacement activity, taking into account a minimization in mainte-
nance costs for an assumed system, this paper suggests how advanced technologies can
improve engineering efficiency, prevent faults, increase safety, etc. by automating risky
activities, reducing maintenance costs with better spares supply, demand planning, task
scheduling together with many other benefits. The implementation of such technologies
becomes an important tool for the success of the maintenance function and, in some
cases, it complements methodologies for auditing the resources allocation of critical
maintenance and risk prevention activities.

Following the example, alternative modelling approaches to decide on optimal
preventive maintenance policy for such deteriorating repairable systems have been
discussed. It is concluded that, while the approach presented in this paper has no
theoretical underpinning, it also has no restriction on untested assumptions that are
usually required in the analytical modelling approaches. Nevertheless, industry
decision-makers may apply Big Data and AI tools in order to update and increase the
accuracy in the prediction of assets behaviour, with visibility on component availability
and risk management.
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Abstract. Our society-increased dependence on utilities performance fosters
the need for this infrastructures resilience. Especially in networks utilities, costs
of incidents can enormously propagate throughout the network, affecting
numerous customers and impacting business results, image and reputation. At
present, measures of resilience or survivability are crucial within utilities. In this
work, we first present a review about existing approaches to tackle network
utilities survivability from a holistic point of view; focusing on graph theory
principles, a new model is proposed to evaluate this feature. The model allows
the comparison of different networks’ survivability and may serve as a valuable
tool to support networks services management along their life cycle.

1 Introduction

The dependence of humans on the proper functioning of networks has been increasing
over the centuries. At the same time as this dependence has been growing, so has the
risk and the consequences of the failures. Given the dependence on the networks and
the costs related to network failures it is essential the survivability, which is the
capability of a system to fulfil its mission, in a timely manner, in the presence of threats
such as attacks or large-scale natural disasters. Design of survivable networks is a
complex task because current models are simulation models which carry great cost and
time. Mainly because of the dependencies that exist inside the networks, which are the
ones that have the most effect on cascading failures (Zhou et al. 2015). To tackle this,
simple models are required in order to help in the decision making of an organization.

The objective of the paper is to find a simple mathematical model that locates the
weakest points of the network. Therefore, those that we should reinforce more. The aim
of protect these points is to avoid all kinds of threats, and in case of failures, that the
network is restructured to continue fulfilling its objective.

© Springer Nature Switzerland AG 2020
J. P. Liyanage et al. (Eds.): Engineering Assets and Public Infrastructures
in the Age of Digitalization, LNME, pp. 574–582, 2020.
https://doi.org/10.1007/978-3-030-48021-9_64

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-48021-9_64&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-48021-9_64&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-48021-9_64&amp;domain=pdf
https://doi.org/10.1007/978-3-030-48021-9_64


2 State of the Art

The network survivability is one of the disciplines, which is related to challenge
tolerance, which make a network resilient and it has become important over the years.
The first articles on network resilience appeared in the mid-1900s (Rohrer and Sterbenz
2011) and are based on fault tolerance, another of the network resilience disciplines.
The techniques used to deal with fault tolerance were based on redundancy. Later, with
the emergence of new technologies and strong dependencies in the networks, it
appeared the necessity to design new techniques that would avoid cascading failures
due to dependencies. The first articles on network survivability were written in 1970s.
To build a survivable network, diversity is required in addition to the redundancy
required by fault tolerance.

Keeping in mind that we want a simple and practical model that does not take much
time, we will see through the revised survivability literature the characteristics of the
models that most closely match our requirements. Figure 1 shows the path that we have
followed to build our model.

1. The survivability models can be divided into physical and logical models (Soni
et al. 1999). Referring first to the faults that occur physically in the nodes or links of
the networks and the second to the capacity they have to carry. In our case we want
a model that considers the physical faults of the network. Therefore, we choose a
physical survivability model in which we will take into account both the external
threats and the degradation of the network components.

2. Secondly, we can divide the survivability models into analytical and approximation
models. In the analytical models the time required, and the number of constraints
grows astronomically with the size of the network. As an example in (Dharmaraja
et al. 2016) the survivability of the network, with respect to reliable hardware and

Fig. 1. Different models in survivability networks literature
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channel availability is explored using Markov chains and Markov reward model. In
contrast, the heuristic and approximation models of recent years have proved to be
promising, with good approximations, low cost and fast computational times. In
(Feng et al. 2018) they have used Monte Carlo Simulation to enhance the easy
propagation of Common-Cause Failures across the complex system, instead of an
analytical approach, which currently is impossible.

3. In (Azni et al. 2015) another interesting classification is made. They divide the
survivability models in quantitative and qualitative. It is also questioned what
parameters can measure the survivability networks and what are the limitations of
current models. These issues are fundamental when developing our model. We want
to build a quantitative model that gives us information of the state of the network.
The fact that there are no direct measures for the survivability network implies that
we have to find an effective measure to quantify the survivability.

4. In (Rohrer et al. 2009) the path diversification is introduced, a concept closely
linked to the survivability network. Based on this concept in (Rohrer and Sterbenz
2011) the authors analyse the measurement of the path diversity as a measure of
survivability. The results show that it is a good measure of survivability, above any
other property based on topology. We can calculate the diversity in the network
using the graph theory (Habibi and Viet 2012). We developed our own algorithm in
order to calculate the number of independent paths between a pair of nodes.

5. Once we have the measure of survivability, we will calculate the impact of one node
on another to evaluate the survivability of a node depending on the state of the
others. The Input-Output Inoperability Model (IIM), calculates the impact between
nodes according to the degradation of one node when the other is out of service
(Haimes and Jiang 2001). We propose to calculate the impact of one node on
another based on the reduction of diversity that one node causes in another.

3 Bases of the Model

We propose a Model based on the Input-Output Inoperability Model (IIM) (Haimes
and Jiang 2001) and the Path Diversity (Rohrer et al. 2009).

3.1 IIM Model

The IIM is an evolution of the original Nobel Prize Leontief input-output model
(Leontief 1951). It focuses on the spread of inoperability among the network. They
introduce the term of ‘inoperability’ as degradation of the normal production. The IIM
is oriented towards undesired failures. Instead, we want to build a model that not only
considers undesired events, but also the risk of failure of each node. The inoperability
corresponding to a perturbation c is given by (Setola et al. 2009):

x ¼ ðI � AÞ�1 � c ¼ S � c ð1Þ
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Where x and c are vectors representing, respectively, the inoperability level and the
reduction in the operability associated to the n examined nodes. A is a n � n matrix
called influence matrix. It models the direct effects due to first-order dependencies
between the nodes. The coefficients a01 represent the inoperability of node i when node
j is completely inoperable. Matrix S also takes into account, the amplifications intro-
duced by second-order and higher-order dependencies.

In (Setola and De Porcellinis 2008) the influence matrix is calculated using the
knowledge provided by the experts and technicians. We tried to find a numerical
influence matrix based on the network properties to use the IIM, but this matrix is very
restrictive and only worked in small networks. In addition, as the size increased, it
caused more problems. For all cases to converge the IIM model, it is necessary that the
sum of the columns is less than 1, that is:

Xn

i¼1
aij\1 ð2Þ

When dealing with small networks (<5–10 nodes) this is not strictly necessary, but
for larger network sizes (>10 nodes), it becomes an essential requirement for the model
to work. After that, we focused on finding the matrix S, in which the consequences of
second and higher dependencies were included. We found a good solution based on
topology. We propose a matrix S based on the Path diversity.

3.2 Path Diversity

We propose to use the Path Diversity to calculate the number of independent paths
between a node-pair. The more independent paths arriving at a node, the more secure it
will be. A path P is a vector containing all links and intermediate nodes traversed by the
path. The length of this path P is the combined total number of elements. The Path
Diversity for two arbitrary paths Pa and Pb is defined as:

DðPa;PbÞ ¼ 1� Pb \Paj j
Paj j ð3Þ

where |Pa| � |Pb|. Notice that as consequence D(Pa, Pb) = D(Pb, Pa). The Path
Diversity has a value of 1 if the paths are completely disjoint and a value of 0 if they are
the same path.

3.3 Proposed Model

Once we have seen the bases on which the model is based and the result we want to
reach, we show the steps of the model. The programming of the model has been carried
out in Wolfram Mathematica. Starting from all the existing paths between two nodes,
the first step is to calculate the number of independent paths between each pair of
nodes, based on the path diversity explained above. Next, we show the process:

1. Create the Path Diversity Matrix (PD), in which we represent the number of
independent paths between each pair of nodes. It is a symmetric matrix because the
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number of independent paths from node A to B is equal to the number of inde-
pendent paths from node B to node A. As we said before this is because we work
with undirected graphs. we calculate the number of independent paths between
node i and j as:

PDij ¼ IPþ
XIP

k¼1

Dk
max

IP
ð4Þ

where IP is the integer number of independent paths between nodes i and j and
Dk

max which is a plus of diversity due to the paths dependent on the aforementioned.
2. After calculating the Path Diversity Matrix (PD) we have a matrix that indicates the

level of connectivity between nodes, but we have no information on the impact that
each node causes on the others.

3. For the calculation of the impact that a node provokes on the others we remove one
node and we look at the effect that it causes in the network. We measure the impact
as the reduction in the number of independent paths in each node. We can calculate
the percentage in which independent paths has been reduced as:

IMij ¼ PDi � PDj
i

PDi
ð5Þ

Where PDi is the total number of independent paths arriving at a node i. It is
calculated as the sum of the rows or columns of the PD matrix. PDj

i is the total
number of independent paths arriving at node i when node j is completely
inoperable. IMij means the percentage of independent paths lost by the node i when
the node j is totally inoperable.
Doing this for each node, we get the percentage in which the number of independent
paths that reaches each node is reduced when node j is completely inoperable.
Therefore, we have the j-th column of the n � n impact matrix denoted by IMij. We
perform the same process with the rest of nodes and complete the impact matrix.
The impact matrix has a high redundancy in its rows because independent paths are
composed of many nodes. In the case of working only with the impact that one node
produces in the rest of the network, the matrix could be included in the model and
there would be no redundancy. In contrast, if we eliminate two or more nodes from
the same independent path, we are eliminating the independent path several times
and therefore increasing the impact. In this second case we would have to normalize
the matrix by rows as shown in Eq. 6. Based on the number of degraded nodes and
their degradation Fi t, we will combine both matrices to calculate the impact of one
node i on another j.

IM0
ij ¼ IMijPj¼n

j¼1 IMij
ð6Þ

We have calculated the coefficients of the impact matrix as shown in (8) and (9).
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If FiðtÞ�FðtÞ; IM00
ij ¼ IM0

ij ð7Þ

If FiðtÞ[FðtÞ; IM00
ij ¼ FiðtÞ � FðtÞ

� �
� IMij � FCþFðtÞ � IM0

ij ð8Þ

4. The model can be expressed as:

xðtÞ ¼ IM00 � ðFðtÞþ eðtÞÞ ð9Þ

where F(t) represents the cumulative density function, which indicates the
degradation of each node and e represents the impact on each node due to external
failures or perturbations.

5. Finally, we calculate the risk as the number independent paths remaining (PR):

PRiðtÞ ¼ PDi � ð1� xiÞ ð10Þ

After calculating the PR of all nodes, the most critical node will be the one with the
lowest value.

3.4 Study Case

Once the model has been explained, it is applied to the network of Fig. 2 to calculate
the impact matrix. It is a network with 17 nodes distributed differently. There are more
centralized nodes such as 6, other intermediate nodes such as 5, 11 or 7 and others in
the periphery such as 9 or 17. It is assumed that in the initial moment the degradation of
the nodes is zero. In the successive points the different stages of the model are applied.

1. The first step of the model is to calculate the Path Diversity Matrix (PD). As an
example, the number of independent paths between node 6 and 16 will be calcu-
lated, and for the rest of the pair of nodes it will be done in the same way.

Fig. 2. Study case and all existing paths between nodes 6 and 16.
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First, we calculate the path diversity between all the existing paths between nodes 6
and 16 through Eq. 3. Second, we calculate the shorter independent paths, in this
case P), P[ and \ of Fig. 3.
After obtaining this set of paths, the rest of the paths will be grouped with the
independent paths with which their diversity is lower, that is, with those that have
more elements in common. The paths are grouped as follows, P) and P] the first
group, P[ and P^ the second group and the rest of the paths form the third
group. The maximum diversity existing between one path and the shortest path of
group k is taken as DI

J9K. Logically, the number of groups is equal to the number of
independent paths. Finally, calculate the number of independent paths between 6
and 16 as:

PD6�16 ¼ IPþ
Xk¼IP

k¼1

Dk
max

IP
¼ 3þ 0:33

3
þ 0:2

3
þ 0:28

3
¼ 3:27

Doing the same with the rest of pairs of nodes we obtain the path diversity matrix,
from which we will calculate the impact matrix.

2. To obtain the impact matrix, we eliminate one node and calculate the Path Diversity
matrix again. Once we have done this we apply the Eq. 6 and we calculate the
coefficients of one column of the impact matrix. We do the same with all nodes of
the network and we obtain the complete impact matrix. In Table 1 a part of the
impact matrix is shown. Each coefficient represents the reduction of path diversity
in node i when node j is completely inoperable.

Table 1. Impact matrix (%)

N 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 
1 100 5 21 21 97 38 10 14 6 5 9 7 11 13 11 11 6
2 8 100 100 8 22 41 12 17 6 6 10 7 14 14 12 12 6
3 6 3 100 6 21 57 29 28 5 4 17 15 26 13 19 21 5
4 21 5 21 100 97 38 10 14 6 5 9 7 11 13 11 11 6
5 8 4 39 8 100 54 26 27 5 4 16 13 24 12 19 22 5
6 6 4 23 6 19 100 25 24 5 3 21 18 25 13 25 28 4
7 6 4 23 6 19 57 100 30 4 5 18 15 30 13 18 20 5
8 6 5 20 6 19 54 37 100 3 5 19 16 39 13 18 21 5
9 7 6 18 7 21 41 21 100 100 6 13 9 24 13 12 13 6

10 8 6 20 8 21 100 15 19 6 100 12 8 16 14 16 17 6
11 6 5 18 6 18 45 20 24 5 4 100 16 23 15 41 37 4
12 5 5 18 5 17 51 27 28 4 5 26 100 30 14 25 30 4
13 5 4 18 5 18 54 28 28 4 5 26 23 100 13 23 29 5
14 6 5 18 6 18 45 19 22 5 5 43 14 22 100 44 33 3
15 6 5 17 6 18 51 20 23 5 5 40 15 22 15 100 34 4
16 5 5 17 5 17 53 25 27 4 5 27 22 28 13 24 100 4
17 7 6 16 7 21 33 11 16 6 6 25 7 11 100 28 20 100 

ρj 116 76 408 116 462 811 334 440 79 76 331 210 356 299 345 357 77 
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The sum by columns of the impact matrix, which represents the overall impact of
node j on the network, is shown at the bottom of the Table 1. The impact matrix
allows us to know those nodes whose degradation will provoke a greater impact on
the network (node 6) and those whose impact on the network is almost irrelevant
(nodes 2, 9, 10, 17). Therefore is a very valuable information for the study of the
network survivability.

4 Conclusions

This section presents the main conclusions obtained, as well as the possible future
research lines that arise as a result of the work carried out. The presented model is
applicable to any type and size of network.

1. The model faces the lack of heuristic models for the calculation of network sur-
vivability. These models allow you to quickly and easily calculate the points with
the greatest risk in the network.

2. Although holistic models generally work with economic or empirical data, such as
historical data or expert opinions, this model uses topology properties. In this way,
subjectivity is avoided, creating a model with good approximation and with the
greatest possible objectivity.

In addition to the model presented, with which a good approximation is achieved in
any type of network, several lines of research are still open:

1. A new model in which not only the degradation of the nodes is taken into account,
but also the degradation of the links.

2. Obtaining impact matrices not only based on the topology of the network, but also
on the capacity that nodes and links can accommodate.

3. Adaptation of the model to the different case studies in an experimental manner.
Due to the great casuistry that exists in networks, the possibility of generating an
experimental model that is a function of several properties of the network is being
studied.
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Abstract. Maintenance at nuclear power plants, and in many other industries,
is usually performed by time-based schedules or after specifications from
equipment manufacturers and by monitoring the condition of equipment.
Research at IFE addresses condition-based maintenance with prognostic esti-
mation of the degradation of process components and calculation of remaining
useful life (RUL) based on measurements and selection of health indicators for
the components. Prognostic models have been developed at IFE through case
studies for air and sea filters at nuclear power plants and choke valves from off-
shore industry. Currently many of the nuclear power plant worldwide are
reaching the lifetime they were designed and licensed for and many of them
have started a process to extend the operational lifetime of these plants. In this
research equipment health indicators from many various sources will be com-
bined to analyse the condition of components to estimate the future condition of
the plant using a combination of machine learning and physical prognostic
models.

1 Introduction

In condition-based maintenance (CBM), the health condition of equipment decides
when to carry out maintenance, as opposed to time-based maintenance carried out at
regular intervals. A proactive maintenance approach helps in eliminating failures of
equipment.

CBM is a decision-making strategy based on real-time diagnosis of failures and
prognosis of future equipment health (Peng et al. 2010). Prognostic methodologies
have entered the literature later, but it has become more and more as a focus field as
well. A step towards prognostic maintenance has been taken (Peng et al. 2010).
Prognostic models can be classified into such categories such as physical model,
knowledge-based model, data-driven model and combinational model including fea-
tures of both physical and data-driven models.

Large amounts of data stored over many years can be used to estimate the longterm
degradation development of a plant. To handle the large, and sometimes diverse and
complex data sets, new methods like distributed computing and machine learning is
used. Our approach is to collect health indicators, like maintenance logs, technical
reports, measurement, and to calculate the frequency of process conditions, transients
and incidents from process data using machine learning. This report summarizes
methods earlier used for prognostics that will be combined with methods based on
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machine learning to detect failures and transients at a plant. It is not always easy to get
data from real plant with transients and failures, and we have therefore used a simulator
to produce some of the failure data.

2 Related Work

We have collected some literature about machine learning methods to classify events in
nuclear power plants component degradation management. CBM recommends main-
tenance decisions based on information collected in condition monitoring (Jardine et al.
2006). The three main steps are data acquisition, data processing and maintenance
decision making. There are two important aspects in a maintenance program: diag-
nostics and prognostics. The literature in diagnostics is much larger than the literature
in prognostics, which is much smaller area (Jardine et al. 2006).

Fault detection and diagnosis methods in nuclear power plants have been reviewed
in (Ma and Jiang 2011). An elder review of artificial intelligence methods in detection
and identification of component faults in nuclear power plants (Reifman 1997) collects
methodologies in this field including knowledge, reasoning, inference mechanisms and
diagnostic approach.

Nuclear component degradation is identified by time-frequency ridge pattern in
(Park 2006). Time-frequency analysis (TFA) is applied for identification of operational
status of various nuclear power plant components. TFA is used especially in analysis of
vibration signals in pipes where some chemical corrosion may occur.

Artificial intelligence and machine learning has been used a lot in the transient
analysis of nuclear power plants, see e.g. (Na 2004), (Medeiros and Schirru 2008),
(Santosh et al. 2007), (Roverso 2000a; b), also on earlier times (Bartal et al. 1995),
(Cheon and Chang 1993). Reference (Bartal et al. 1995) discuss about proximity
measure and Multilayer perceptron (MLP) classifier. In (Cheon and Chang 1993)
backpropagation network (BPN) is applied in connectionist expert system to identify
transients in nuclear power plants.

In (Na 2004) probabilistic neural network (PNN) has been used in classification of
severe accident progression scenarios, where the initiating event can be such as loss of
coolant accident (LOCA), total loss of feedwater (TLOSFW), station blackout (SBO) or
steam generator tube rupture (SGTR). Also, a fuzzy neural network (FNN) is used in
this study.

Particle swarm optimization algorithm (PSO) is used in (Medeiros and Schirru
2008) for optimizing a distance-based discrimination transient classification method.
Also, such artificial intelligence techniques such as expert systems, neuro-fuzzy and
genetic algorithms are commonly used. Four presented approaches in (Roverso 2000a,
b) are radial basis function (RFB) neural networks and cascade-RBF, self-organizing
map neural networks and recurrent neural networks.

Machine learning algorithms have been used in data classification in nuclear power
plants e.g. in (Rocco and Zio 2007) and (Roverso 2000a, b). In (Rocco and Zio 2007)
support vector machine (SVM) approach to classification of transients in nuclear power
plants is used. In (Roverso 2000a, b) combined use of wavelets and recurrent neural
networks improves solution to transient classification problem. Reference (Dietterich
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1998) reviews approximate statistical tests and in (MacKay 1992) Bayesian ideas for
supervised adaptive classifiers are presented. Regression models are used as well.

Machine learning has also been used in accident scenario analysis, see (Na 2008),
and in risk analysis (Guikema 2009) (Rasmussen 1997). Support vector machines
(SVM) are used to identify the break location in LOCA and predict the break size using
support vector classification (SVC) and support vector regression (SVR). A genetic
algorithm is used in optimization.

3 Prognostic Methods and Models for Degradation
Managements

A paper from 2014 (Saarela et al. 2014) describes methods to create prognostic models
for air filters for the exhaust ventilation air from nuclear power plants. The data
contains measurements of the differential pressure over the air filters for air originating
at two different locations in the reactor building. One of the locations is the reactor hall,
and the other is a laboratory for radiation experiments. The remaining of this chapter
describes analysis from the laboratory data.

The differential pressure dP(t) is modelled as an aggregation of three phenomena,
each occurring at different time scales. The modelled phenomena are:

1. Gradual accumulation of aerosols. This is the normal behaviour due to normal
operation conditions.

2. Sporadic aerosol emissions due to, e.g., some maintenance operations are modelled
as stepwise increments in the differential pressure.

3. Seasonal variation caused by changes in relative air humidity. This was applied to
only the data for differential pressure for air from the laboratory, since the labo-
ratory had an unsealed door where unfiltered humid air could enter into the room.

The data were quite noisy due to measurement uncertainties and where filtered
using a median filter. The increasing differential pressures over the air filters were
modelled as a gamma process (van Noortwijk 2009). The threshold for when to change
filters was set to the date where the filters were actually replaced. Figure 1 shows the
estimated differential pressure development v(t) and where the estimation crosses the
threshold for when the filters should be replaced.

The models predicts that air filters should be changed *400 days in advance.

4 Machine Learning Methods to Classify Events at NPPs

There is a comprehensive set of methodologies available in statistical learning (Hastie
et al. 2008) that can be utilized in the classification of data. The basic elements of
supervised learning, linear methods for regression, linear methods for classification,
and model assessment and selection are to be studied first.
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4.1 Methods Used in Case Examples

In our test and case examples we have used the following methodologies. In clustering
the data without any prior knowledge about it we have used K-means clustering
(Hartigan and Wong 1979). It seems to work nicely in two-dimensional and three-
dimensional scatter plots in almost all our examples. The number of clusters in each
case is defined by selecting a suitable number according to the data shape in the scatter
plots, so that the classification looks as natural as possible. It is also possible to use e.g.
“elbow method” is selecting the number of clusters (Ketchen and Shook 1996).

In classification of the data by using prior knowledge of a training set we have used
several classification methods. First the training set has been classified with various
criteria, for example by using K-means clustering. Then according to a fit produced by
the training set we have predicted the corresponding classification of the test set by
using Nearest-neighbourhood (KNN) classification (Altman 1992) (Cover and Hart
1967), Support vector machine (SVM) classification (Cortes and Vapnik 1995), or
Multilayer perceptron (MLP) classification (Rosenblatt 1961). Also, Self-organizing
map (SOM) classification (Kohonen 1984) has been tried out.

In dimensionality reduction we have used Principal component analysis
(PCA) method (Jolliffe 2002) (Abdi and Williams 2010). The PCA methods makes a
projection to desired amount of fewer dimensions by using biggest variance as a
criterion. We have also made some visualizations from basic statistical properties
(Croxton et al. 1968).

In realization we have used the Jupyter tool as programming environment. All code
is written in Python 3 programming language. The data is from Loviisa nuclear power
plant and HAMBO simulator (simulating Forsmark nuclear power plant) of OECD
Halden reactor project. We have also degradation data including water chemistry
variables from the Halden reactor, but we have not analysed it yet.
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Fig. 1. Estimated deterioration function, v(t), for the differential pressure over the air filters at
the laboratory.
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4.2 Examples of Identifying Failure Data

One goal in data analysis is to detect anomalies in the data. We try to classify the data
so that the anomalies are clearly separating from the normal data. Here we call the part
of data including anomalies failure data.

We have done clustering and classification of data and tried to identify failure data
from normal data. Here are some examples with Loviisa nuclear power plant data and
HAMBO simulator data. In the HAMBO simulator the failure is a simulated air leak in
the turbine section. In Loviisa power plant there is no real failure, but in the end of data
set there is beginning of a slow shutdown for the next outage period where the elec-
trical power is decreasing, which we have used as a ‘simulated failure’ in our analysis
for this example. We have used also PCA analysis in differentiating the normal data
and failure data.

In Fig. 2 a scatter plot of two variables, a temperature and a flow in the main
condensate system of the Loviisa plant (Unit 1), is presented. The data is normalized
and shuffled before dividing it into a training set and a test set. 100 samples from the
total 392 have been taken to the test set and the rest of the data is left to the training set.
The data representing the failure mode is clearly separated to one cluster pointed with
an arrow in the figure.

In the HAMBO simulator an air leak scenario is analysed, see Fig. 3. A scatter plot
of three variables, a pump mass flow, a pipe mass flow and a temperature in the turbine
section of Forsmark plant (Unit 3), is presented. The data is shuffled and normalized
before dividing it into training set and test set. About 18% of the data is used as the test
data in the analysis and the rest is left to the training data. As the normal data is much
more stable than the transient data, it is clearly clustered to a rather small area in the
three-dimensional space pointed with an arrow in the figure.

Clustering data gives information and illustrates the data structure of the data set.
PCA analysis is also a good method expressing information about the data structure,
but it has not been used in this example. In Fig. 2 the failure data is clearly separable
into an own cluster, which is an interesting result. In Fig. 3 the simulator air leak

Fig. 2. K-means clustering of the training set and multilayer perceptron classification of the test
set. The data is divided in six clusters in both cases. The cluster representing the failure mode is
coloured with light green colour.
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constitutes most of the whole data structure and the data is clustered into different
phases of the scenario. As there is not much happening in the normal data before the
leak, this part clearly constitutes one cluster of dense data in a small range.

We have presented two cases to detect anomalies in the data by clustering and
classification. These anomalies are identified as transients in some critical physical
variables. Next step is to dig into the long-term degradation issue and try to find out
how the aging of nuclear power plant components can be identified as anomalies in the
data. What kind of variables are interesting in this respect and how the behaviour of the
process changes when certain components are approaching their end of the remaining
useful lifetime? We are looking for answers in for instance this kind of questions.

5 Conclusion

Long term degradation management in nuclear power plants project aims in
improvements in condition-based maintenance and better estimations of remaining
useful lifetime of the plant components. We have shortly summarized in a literature
review the current state-of-the-art. We have presented some earlier developed prog-
nostic methods and models for degradation management, and reviewed machine
learning methods and tools to classify events in nuclear power plants.

Examples of separating failure data from normal data with data analysis methods
have been presented. Our goal here is to link the theoretical and analytical framework
and the practical data mining to find specific decision settings including suitable criteria
and characteristics. By following frequency of failures and faults we aim to constitute a
‘health-index’ that could be used to predict the development of the component security
and reliability, as well as in estimations of replacement needs.

Fig. 3. Nearest neighbourhood classification of the test set, where the training set is clustered
into five clusters with K-means clustering algorithm. The test set has the same number of classes.
The non-transient data cluster is here quite clearly separated and coloured with blue colour. All
the other clusters represent different phases in the transient caused by the failure.
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Abstract. Asset operation and maintenance has over the last few years become
a dynamic and a continuous optimization process in offshore oil & gas industry.
It has always been challenging in visualizing availability risks associated with
some equipment in such a dynamic environment within finite time horizon due
to various practical reasons. An application was therefore developed to model
and simulate the lifetime of single-unit repairable systems subjected to age-
related failures. The basis of the application, the Dynamic Risk Simulator
(DRS), comes from proven statistical methods as well as practical input from
maintenance engineers and from engineering processes at Apply Sørco AS. The
application enables visualizing equipment availability risks dynamically when
varying parameters within selected preventive maintenance strategies by simu-
lating the life of the asset in finite time horizon taking into account its age,
preventive maintenance strategy and other factors which reduce/extend its useful
life. The application also provides quantitative estimates on the cost of main-
tenance, optimum maintenance interval and equipment availability in finite time
horizon. Two principal maintenance strategies were considered in the modelling
namely, the minimal-repair periodic-overhaul strategy and the run-to-failure
strategy. The purpose of such an application is to support decisions in a rela-
tively non-complicated manner in appraising opportunities related to reviewing
and updating existing maintenance strategies. The application was partially
validated with data from an offshore asset. The limitation of DRS is that it
cannot replace human judgement with regards to taking the final call on whether
or not to postpone maintenance. DRS provides quantitative and qualitative
results and is reliant on the experience and insight of industry experts to take the
most appropriate course of action based on the provided input.
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1 Introduction

For repairable systems, there are several maintenance strategies developed over the
years to cater to a wide variety of boundary conditions from budget to equipment
availability to reducing down time and maintenance costs. These are included in the
works of Barlow and Hunter (1960), Malik (1979), Wang (2002) and Pham (2003)
among others. In this paper, the lifetime of a single-unit repairable system is modelled,
simulated and partially validated for two types of rotating equipment – a pump and a
motor, subjected to age-related failures. A generic simulation tool, the Dynamic Risk
Simulator, is described and has been used to qualitatively visualise the financial, safety
and environmental risks associated with varying periodic preventive maintenance
intervals for the pump and the motor for variants of two maintenance strategies - the
minimal-repair-periodic-overhaul strategy and the run-to-failure strategy. The purpose
of the Dynamic Risk Simulator tool is to serve as decision-support to help the decision
maker to value his/her options on proceeding with or delaying planned preventive
maintenance.

2 The Dynamic Risk Simulator

A screenshot of the Dynamic Risk Simulator tool is included in Fig. 1 Screenshot of
the Dynamic Risk Simulator tool. The tool provides estimates on equipment avail-
ability over finite time-horizon and total cost of maintenance for two maintenance
strategies, a variant of the minimal-repair-periodic-overhaul maintenance strategy and
the run-to-failure maintenance strategy.

A brief explanation on the two maintenance strategies modelled in the Dynamic
Risk Simulator. Minimal repair is defined as restoring the system to the state it was
immediately prior to its failure (Rausand and Høyland 2004). Minimal-repair-periodic-
overhaul maintenance strategy is a combination of minimal repair, restoring the
equipment to its functioning state immediately prior to failure in the shortest time
possible towards minimising interruptions to operations and periodically over-hauling
the equipment to an as-good-as-new state at each preventive maintenance interval. This
strategy has been described in detail in Pham (2003). Other research conducted on this
strategy can be found in the works of Tahara and Nishida (1975), Nakagawa (1984)
and Block et al. (1985). The Dynamic Risk Simulator builds on this model assuming
non-negligible repair times at each periodic preventive maintenance interval. Although
the equipment is restored to as-good-as-new state at each periodic preventive main-
tenance interval, the Dynamic Risk Simulator simulates equipment aging/wear by
modelling the time until the first failure of the equipment as a Weibull distribution.
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Equation 2.1 is based on the equations for the expected cost per maintenance
interval for the minimal-repair-periodic-replacement maintenance strategy included in
Pham (2003). The mathematical function in Eq. 2.1 in layman terms is the expected
number of failures in a given time interval multiplied by the expected cost of CM,
added to the expected cost of each PM within the same time interval, the time interval
being the PM interval for the minimal-repair-periodic-overhaul maintenance strategy.
Minimising this function yields a mathematical optimum PM interval for an equipment
for this model (Fig. 2).

Fig. 1. Screenshot of the dynamic risk simulator tool
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Expected total cost of PM and CM, per PM interval u ¼ ðlCMÞ
R ðkðtÞdtÞþ lPM

lCMau:=0þ lPMu=0

ð2:1Þ

The optimal PM interval for the this maintenance strategy is given in Eq. 2.2

uoptimal ¼ lPM
lCMabð�1Þ

� �0�
ð2:2Þ

Where uoptimal is the optimal PM interval, µPM is the expected cost of preventive
repair and µCM is the expected cost of minimal-repair in-between preventive repair
intervals (i.e. corrective repair), a and b are the scale and shape parameters respectively
of the two-parameter Weibull distribution which models the time to first failure of the
equipment. k(t) is the rate of occurrence of failures (or failure-rate or hazard-rate
function) for the two-parameter Weibull distribution.

In the Dynamic Risk Simulator the failure times are modelled as Weibull distri-
bution, the repair times are modelled as lognormal distribution and the corrective and
preventive maintenance costs are each modelled by Normal distributions with expected
costs µCM and µPM respectively with their respective standard deviations rCM and rPM.
Between 10,000 and 100,000 data-points belonging to each of these distributions are
generated using the Mersenne Twister algorithm in the Dynamic Risk Simulator and

Fig. 2. PDF of the simulated times between failures and simulated times to perform repairs for
the variant of the minimal-repair-periodic-overhaul maintenance strategy with non-negligible PM
repair times as implemented in the Dynamic Risk Simulator. Figure for illustrative purposes only.
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are used to run dynamic simulation scenarios on the total cost of maintenance,
equipment availability and optimum preventive maintenance interval.

The Weibull distribution (Weibull 1951) was chosen since it can emulate a wide
variety of failure time distributions by varying its shape (b) and scale parameters (a),
Fig. 3 Left: Probability Distribution Function of Weibull distribution for the same
value for a and various values of b. Right: Failure-rate (hazard-rate) of Weibull dis-
tribution for the same value for a and various values of b. Decreasing failure-rate for
b < 1; constant failure-rate for b = 1; increasing failure-rates for b > 1. In particular, a
Weibull distribution with shape parameter b > 1 simulates equipment degradation with
time (or aging or wear with time). This in turn allows longer periodic preventive
maintenance intervals for newer equipment and dictates shorter periodic preventive
maintenance intervals for older equipment. Preventive maintenance interval for an
equipment is hence not a constant in this model but varies depending on equipment
age, cost of corrective maintenance (CM), cost of preventive maintenance (PM) and
other factors. Details on the two-parameter Weibull distribution, goodness-of-fit tests,
Weibull plot and others can be referenced in Rinne (2009).

Other factors considered in the development of the Dynamic Risk Simulator
include single-unit repairable system, homogeneous data-type (mean time between
failures, mean time to repair), finite time horizon, optimum preventive maintenance
interval based on minimising the sum of preventive and corrective maintenance costs in
a given time period. Factors excluded from the Dynamic Risk Simulator model –
modes of equipment failure, imperfect repair (Malik 1979; Nakagawa 1979a, b;
Nakagawa and Yasui 1987), multi-unit systems (series, parallel, k-out-of-n systems,
Markov chains, petri-nets), other optimisation criteria (maximise equipment avail-
ability, minimise operations downtime).

Fig. 3. Left: Probability Distribution Function of Weibull distribution for the same value for a
and various values of b. Right: Failure-rate (hazard-rate) of Weibull distribution for the same
value for a and various values of b. Decreasing failure-rate for b < 1; constant failure-rate for
b = 1; increasing failure-rates for b > 1.
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3 Partial Validation Results

3.1 Water Injection Booster Pump

The lifetime data for a water injection booster pump on-board an offshore platform
located in the Norwegian Sea was made available by Apply Sørco (Table 1).

Through backward simulation of the known maintenance strategy, age, PM and
CM costs for another pump of the same model working in the same plant under same
operating loads, the Weibull b parameter for the pump model was estimated to be 1.24
using the Dynamic Risk Simulator. Using this value for the Weibull b parameter, the
Dynamic Risk Simulator estimated the availability of the given pump at 98% for the
minimal-repair-periodic-overhaul maintenance strategy and at 85% for the run-to-
failure strategy. The Dynamic Risk Simulator estimated maintenance cost for pump per
year as 55976 ± 4629 NOK (Eq. 2.1) for the minimal-repair-periodic-overhaul strat-
egy and this lies between the PM and CM costs data provided for the analysis and
seems to be within expected values for an initial estimate.

The Dynamic Risk Simulator estimated maintenance cost for pump per year as
44085 ± 20574 NOK for the run-to-failure strategy which has a very large uncertainty
associated with the costs. One plausible explanation could be the difference between
the MTBF which is 1.38 years and the age of the equipment which is 13 years. Under

Table 1. Data for a water injection booster pump

Mean Time Between
Failures (MTBF)

12112 Hours

Mean Time To Repair
(MTTR)

163 Hours

Maximum Time To
Repair

286 Hours

Preventive Maintenance
(PM)

September 2007 1422 NOK
Cost of Condition Monitoring per
week for 23 pumps

4555 NOK

Cost of Condition Monitoring per
week per pump

198 NOK

Cost of Condition Monitoring per
PM interval

20597 NOK

Total Cost of PM per PM interval 22020 NOK per 2
years

PM interval 2 Years
Corrective Maintenance
(CM)

June 2003 80455 NOK
August 2005 43551 NOK
Average Cost of CM per PM interval 62003 NOK per 2

years
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the run-to-failure strategy, no preventive maintenance is assumed to have been done on
the pump and the pump is repaired at failure, hence simulating the life of the pump over
13 years with its MTBF 1.38 years and a Weibull beta of 1.24 could result in fewer or
more failures and hence lower or higher corrective repair costs resulting in large
uncertainty in overall maintenance costs per year.

3.2 Motor Driving a Water Injection Booster Pump

The lifetime data for the motor driving the water injection booster pump mentioned in
the previous section, on-board an offshore platform located in the Norwegian Sea was
made available by Apply Sørco (Table 2 – Data for a motor driving a water injection
booster pump).

As with the pump, the Weibull b parameter for the motor model was estimated to
be 1.08. The Dynamic Risk Simulator estimated availability of the motor at 89% for the
minimal-repair-periodic-overhaul and at 86% for the run-to-failure strategy. The
Dynamic Risk Simulator estimated maintenance cost for the motor per year as
86168 ± 7971 NOK (Eq. 2.1) for the minimal-repair periodic-overhaul strategy, which
is considerably higher than the costs data provided. The Dynamic Risk Simulator
estimated maintenance cost for the motor per year as 49967 ± 24984 NOK for the run-
to-failure strategy which has a very large uncertainty associated with the costs. As with
the pump, one plausible explanation could be the difference between the MTBF which
is 0.47 years and the age of the equipment which is 13 years.

Table 2. Data for a motor driving a water injection booster pump

Mean Time Between Failures
(MTBF)

4126 Hours

Mean Time To Repair
(MTTR)

93 Hours

Maximum Time To Repair 730 Hours
Preventive Maintenance (PM) 2013 11726 NOK

2015 15250 NOK
Average cost of PM per PM
interval

13488 NOK

PM interval 2 Years
Corrective Maintenance (CM) June 2003 5060 NOK

October 2003 12144 NOK
Total amount for 2003 17204 NOK
Estimated Cost of CM per PM
interval

34408 NOK per 2
years
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3.3 Discussion

Reviewing results from the simulator, different strategies are found to be optimal for
each type of equipment. From the total cost estimate, the minimal-repair-periodic-
overhaul strategy is best suited for equipment class pumps over the selected time
horizon. While for equipment class motors, the simulator predicts that run-to-failure is
the preferred strategy over the selected time horizon. For both equipment, based on
availability, between the two maintenance strategies, the minimal-repair-periodic-
overhaul strategy seems preferable. While, for both equipment, based on the costs
(including uncertainty), between the two maintenance strategies, the run-to-failure
maintenance strategy seems preferable.

4 End Applications and Conclusion

From a commercial standpoint, the Dynamic Risk Simulator reduces the redundancy of
condition monitoring by leveraging on reverse-engineered Weibull shape and scale
parameters from one equipment and providing customised preventive maintenance
intervals for all equipment of the same type subjected to the same operating conditions.
This eliminates the need for capital intensive sensors and monitoring systems and the
constant monitoring by maintenance engineering teams.

The Dynamic Risk Simulator could minimise total maintenance costs by providing
customised optimum preventive maintenance interval taking into account the equip-
ment’s age and other factors. For equipment which experience wear due to age, newer
equipment could work well with longer periodic preventive maintenance intervals
while older equipment would require shorter periodic preventive maintenance intervals.
Taking into account the equipment’s age, the Dynamic Risk Simulator could make do
with repair teams on standby which periodically perform preventive maintenance at too
frequent or too long intervals, both being non-optimal to equipment. Depending on the
distribution of equipment age in a given plant, decisions could be arrived at using the
Dynamic Risk Simulator on whether repair teams could be shared resources or whether
it makes commercial sense to have one on permanent standby.

The decision of whether to proceed with or to delay planned maintenance arises
both when activity levels are high and when activity levels are low, but for different
reasons. When activity levels are high, the downtime due to maintenance translates to
lost revenue which could justify decisions on delaying planned maintenance. When
activity levels are low, the fixed costs associated with planned maintenance might not
outweigh the benefit of an operational ready equipment which need not be necessarily
put into operation. By simulating the maintenance strategies and comparing the
equipment availability in a finite time-horizon, maintenance managers can simulate the
cost impact and marginal improvement/detriment to equipment availability should
he/she decide to delay/advance planned maintenance or increase/decrease preventive
maintenance interval.

The Dynamic Risk Simulator provides qualitative and quantitative estimates on the
cost of maintenance, optimal PM interval and equipment availability for finite time
horizon for two maintenance strategies. The Dynamic Risk Simulator cannot replace
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human judgement with regards to taking the final call on whether or not to postpone
maintenance. The simulation tool is reliant on the experience and insight of industry
experts to take the most appropriate course of action. Given the limited partial vali-
dation test results, further validation of the Dynamic Risk Simulator is required with
equipment data before it can be considered for integration into existing maintenance
management systems.
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Abstract. Industry 4.0 is an industrial era where several disruptive technolo-
gies e.g. Internet of Things, cloud technology, 3D printed, advanced robotics
and materials have merged or integrated to enables a new level of organising and
controlling the entire valve chain with the product lifecycle by creating dynamic
and real-time understanding of cross-company behaviours. Such collaboration
between physical and cyber spaces is rapidly growing and the benefits becoming
more feasible. However, the interaction of human (in case automation is not
applicable) at physical space with digital contents requires special facilitation
where argumentation is the key. Predictive maintenance which is based on real-
time measurements e.g. health/process parameters requires high level of
expertise to understand and diagnose the present status of machine health.
Therefore, the purpose of this paper is to explore, through a pilot project, how
could augmented reality technology be utilised to assist novice learners to gain
deep understanding of predictive maintenance process and practical skills as
well. The case study is developed to assist the student of industrial asset man-
agement programme to learn the machine fault simulator and the analysed
content of vibration measurements. Such contribution aims to enhance the
training technology and accelerate the learning process of novice
technician/engineers to be expert.

Keywords: Augmented reality � Predictive maintenance � Engineering
education � Training technology � Industry 4.0

1 Introduction

Augmented reality gain gradually a real footing in the industrial applications in early
1990s, after almost three decades of Ivan Sutherland’s experiments (Navab 2004). The
idea of augmented reality is to enhance the user’s understanding and learning by
bringing a visualised additional information as seamlessly as possible into the user’s
view (Bernd Schwald and De-Laval 2003). The application of augmented reality
illustrated in several industrial field, plant life cycle management (design, construction,
operation and maintenance) (Siltanen et al. 2007), design process (Dunston et al. 2003),
facility management (Gheisari and Irizarry 2016), operation process (Träskbäack and
Haller 2004).
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In summary, augmented reality technology offers a wide range of benefits over the
whole life cycle phases for any asset. It is extensively utilised in education to assist the
students to understand the basics of several topics. Moreover, it helps the industrial
stakeholders to design, install, operate and maintain their assets using both training and
in field learning (Bernd Schwald and De-Laval 2003). Augmented reality was also
applied to help the maintenance personnel to repair the equipment by overlaying
several graphs, information and expert suggestions with the actual equipment in real
time situation (Henderson and Feiner 2007). Such adaptive augmented reality systems
have significant enhancements on the productivity of maintenance personnel (Hen-
derson and Feiner 2007). However, maintenance operations are not limited to only
repair/replace operations of specific physical assets. Specially, the new generation of
maintenance, which should comply with industry 4.0 vision, is a combination of
physical and cyber assets. Thus, the industrial worker might need augmented
features/objects that illustrate both physical asset and digital content e.g. spectrum plot
in more simplified and/or visualised manner.

Therefore, the purpose of this paper is to explore, through a pilot project, how could
augmented reality technology be utilised to assist novice learners to gain deep
understanding of predictive maintenance process and practical skills as well. The case
study is developed to assist the student of industrial asset management programme to
learn the machine fault simulator and the analysed content of vibration measurements.
Consequentially, the experimental set up and learning outcomes are described in the
following section. Later, the developed augmented reality application is described.
Finally, several issues are discussed to draw up clear conclusion of the current maturity
level of the developed application and future roadmap.

2 Exploration of AR in Predictive Maintenance:
A Case Study

Basically, predictive maintenance is based on using real-time measurements to detect
and diagnose the asset health and predict the remaining useful lifetime in case a fault is
detected. It means that the maintenance engineer/technician needs to learn how to
measure, detect a fault (using time and/or frequency domain) and diagnose the fault
features e.g. type, location and severity. Measuring the asset health can be acquired
using several type of sensors and can be transmitted via cable to desktop or cloud
server, or Wi-Fi and Bluetooth. Detecting the fault or health abnormality can be done
using several signal analysis techniques e.g. spectrum analysis. However, diagnosis is
quite demanding since a good understanding of the physical asset and its dynamics is
required in order to determine the fault type, location and severity. Therefore, the first
consideration in designing this case study is the smooth learning process by starting
with providing augmented learning content of the machine fault simulator (as the
selected asset within the project, shown in Fig. 1), whereas measuring, detection and
diagnosis modules are sequentially provided after that module.

The second consideration is related to teaching/learning process where 5E’s model
is implemented (Bybee et al. 2006). The 5 E’s is an instructional model based on the
constructivist approach to learning that describes learning in 5 phases: Engage (connect
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with past experience or link to required concept/skill), Explore (explore the environ-
ment or manipulate materials), Explain (to verbalize their conceptual understanding or
to demonstrate new skills or behaviours), Elaborate (to practice/obtain more skills and
behaviours), and Evaluate (to assess students’ understanding of key concepts and skill
development and teaching effectiveness). As mentioned, the digital worksheet is
designed to achieve the learning objectives using 5 E’s model as illustrated and
described in Table 1.

We have developed a digital worksheet for the students to facilitate their lab
exercise toward learning predictive maintenance process. The digital worksheet con-
sists of 29 questions/steps that covers the 5 E’s phases. The digital worksheet (as
shown in Fig. 2) provides guidelines for the student about what to do and links to
supplementary materials. Moreover, it provides space for them to upload pictures,
record voice and video from the experimental environment, document their under-
standing and observations.

Top side

Front side

Rolling
BearingShaftElectric motor

Fig. 1. Machine fault simulator and the experimental set up
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Table 1. The 5 E’s model and learning objectives

5E’s
phases

Learning objectives Methods

To
engage

To engage the student to explore/learn about
condition monitoring and predictive
maintenance

- industrial video of the ap-
plication
- running the machine fault
simulator with defective
bearing

To
explore

To explore the machine components e.g.
motor, rotor, bearing (outer, inner, rolling
elements)
To explore machine physics and dynamics - equation of motion

- component frequencies
equations

To explore the monitoring life cycle from data
to decision

- 7 layers of Industry 4.0

To explore the sensing technology
To explore speed effect on machine dynamics

- Arduino kit for
accelerometer measurements

To explore signal analysis tool
To explore speed effect on machine dynamics in
terms of spectrum plot

- Quick collector SkF

To explore professional monitoring systems
e.g. channels, cloud solution, data sets, plots

- SKF IMx8 and @ptitude

To
explain

To explain the collected data e.g. axis, values,
value changes due to speed changes

Data from Bluetooth and
Arduino

To explain the mechanism of wireless
accelerometer technology
To explain the spectrum plot e.g. axis, peals and
their values, value changes due to speed
changes
To explain the time plot and waveform of
healthy data set e.g. shape of the signals
To explain the time plot and waveform of
faulty data set
e.g. the impact signals (physical meaning of the
impacts), numbers of impact per second, shape
of the signals
To explain the spectrum plot and waveform of
healthy data set e.g. peaks at fundamental
frequency
To explain the spectrum plot and waveform of
faulty data set e.g. peaks at 1x, fault
frequencies, natural frequency zone,
amplitudes

(continued)
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Table 1. (continued)

5E’s
phases

Learning objectives Methods

To
elaborate

To compare between measure and estimated
frequencies e.g. machine frequency, natural
frequency, and fault frequencies
To compare between time plot of both healthy
and faulty cases
To compare between spectrum plot of both
healthy and faulty cases
To compare between waterfall spectrum plot of
both healthy and faulty cases
To compare between the spectrum plot of the
faulty case extracted by quick collector and
IMx8

To
evaluate

To assess the student understanding of machine
functionality, faults and corresponding
dynamic behaviour, measurement techniques,
transmission techniques, diagnostic techniques

Fig. 2. Snapshot of the digital worksheet for predictive maintenance lab exercise.
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3 Development of the AR Application and the Pilot Use

Within the experimental exercise that has been developed in the previous section, there
are couple of steps where AR technology can be useful to facilitate the student learning
by providing augmented objects e.g. 3D objects, texts, arrows. The authors determined
three steps within the experimental exercise that AR can be used: (module 1) provide
virtual 3D drawing of the physical machine, (module 2) virtual guiding arrows pro-
jected on the spectrum plot (that generated by SKF @ptitude software), (module 3)
virtual 3-axes projected beside the transmitted data (acceleration measurements of x, y,
and z axis). Modules 1, 2 and 3 are respectively named as “Learn module”, “Basic
module” and “Expert module”, as shown in Fig. 3.

3.1 Learn Module

A simplified 3D drawing of the machine fault simulator is projected into the physical
world (the machine by itself). The 3D drawing consists of three main components, as
shown in Fig. 4: electric motor, shaft/rotor and bearing. In this case, the machine fault
simulator has a class cover where the student see the basic components and don’t really
need an augmented objects. However, all machines in industry are almost covered with
metallic cover and very rarely they have transparent view. In fact, this is one of the
most significant advantage of augmented technology where hidden objects e.g. com-
ponents, pipelines can be virtually visualised. One good example of how AR tech-
nology could help to visualise hidden physical items is the bearing item that is used in
the experiment. The physical picture (Fig. 5) of the bearing and its housing show
nothing about the bearing elements. Moreover, the virtual representation facilitates the
student with several features, for example, to zoon-in and rotate the axis, as shown in
Fig. 5.

Fig. 3. Interface of AR application for predictive maintenance education.
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3.2 Basic Module

After the physical machine was augmented with virtual 3D drawing, the machine
simulator was operated and measurements were taken using accelerometers and
transmitted via internet into SKF cloud server. Then, the student is able to log/in into
SKF could server and get the signal analysed by SKF @ptitude software. Therefore, the

Fig. 4. Augmented 3D drawing of the machine fault simulator

Physical 
bearing

Fig. 5. Augmented bearing: rotated and enlarged.
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purpose of this AR module is to facilitate the student to read/understand the spectrum
plot, which is automatically generated by SKF @ptitude software, as shown in Fig. 6.
Moreover, there are three augmented objects that are projected on the spectrum plot to
facilitate the student to determine what are the critical frequencies that s/he need to look
at. Arrow No. 1 indicates the machine frequency, where arrow No. 2 indicates fault
frequencies. Finally, arrow No. 3 indicates the natural frequency range of the machine.

3.3 Expert Module

The expect module is linked to the student activity of building their own sensor and
transmission set up. Arduino kit is used where an accelerometer is connected into

Fig. 6. Augmented spectrum plot

Fig. 7. Augmented acceleration measurements
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Arduino Uno microcontroller and then data is transmitted via Bluetooth to student
tablet or mobile. The accelerometer is three axial sensor where AR application is used
to visualise the three axes directions (Fig. 7).

4 Discussion and Conclusion

It clear that AR technology can facilitate the education and training of predictive
maintenance. It can be used to visualise physical content, but it can also be used to
visualise digital content e.g. spectrum plot. For sure, the augmented features that
simplified the digital content can be later embedded into the digital content. However,
this pilot project is clearly showing that the effectiveness of AR application is highly
dependent on several issues: (1) user interface and integrity (2) availability and veracity
of required visualised information (text, static picture, video, audio, haptic), (3) envi-
ronmental compatibility e.g. position/space constraints, vibration, weather, tempera-
ture, light, noise and humidity), inaccessible (4) system complexity e.g.
flexible/movable parts, geometrical dependencies, scale of the “field of view” (5) task
cognitive effort level, complexity and ergonomics e.g. requires gloves, glass, helmet,
fast and live data, local/remote assistance connectivity, ability to update/report. The aim
of this pilot project is to explore the opportunities, challenges and dependence of AR
technology for industrial training and education sector. Thus, even though, the pilot
application required comprehensive enhancements, this stage of development was
useful to technical explore such enhancements.
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Abstract. The balance between maintenance and production activities plays a
pivotal role for any asset in an organisation. Maintenance activities can require
that the asset must be unavailable for production during maintenance and hence
reduce the production volume. However, if the asset is not maintained the
technical condition will degrade and can result in unexpected breakdowns and
reduced plant capacity. An important question will then be: How can an
organisation ensure the right balance of maintenance during the lifetime of the
asset? To approach this question, a fundamental understanding in asset man-
agement and strategic approach in an organisation is indeed necessary. The
standard EN16646 gives further detail of the interrelationship between main-
tenance and other processes at asset and asset system level. Although a list is
provided, it remains to investigate how the relationship between operation and
maintenance processes can contribute to an asset management strategy. The
objective of this article is therefore to propose an approach in asset management
strategy that will ensure a right balance between plant capacity and maintenance
activities during the life cycle of an asset.

1 Introduction

The role of asset management can be considered to be the meeting point between the
technical and business fields (Hastings 2015). The asset manager must bring to bear the
skills of technical knowledge and business knowledge which require a capability to
communicate both to the technicians as well as the board members in the organisation.

In asset management, value is one fundamental requirement, whereby assets exist
to provide value to the organisation (ISO 2014). For strategic asset management, it is
vital to ensure that value is created and kept throughout the life cycle of the asset. When
further evaluating the strategic dimensions for the physical asset, the standard EN
16646 is of relevance where important interrelationships between operating and
maintaining the asset are presented (CEN 2014).

To ensure high value creation in the asset all the disciplines that affect the technical
condition must be integrated and planned for in integrated planning (IPL). To
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understand this process, IPL can be understood according Rødseth (2017) to be
“multidisciplinary decision making process that manages technical condition and
results in increased production, reduced costs, improved safety. This process is per-
formed in a manner that optimises across multiple planning disciplines through
updating of objectives and attended by the power and intention to commit resources
and to act as necessary to implement the chosen plan.”

IPL should foster the asset management strategy (Bai and Liyanage 2012). This has
been demonstrated in an earlier study where the maintenance programme for a gas
turbine has been evaluated (Rødseth et al. 2016). In this case study, the balance of
maintenance activities and plant capacity is of importance where the indicator profit
loss indicator (PLI) has been proposed.

Several proposed asset management strategies exist today (Volkova and Kornienko
2014, Wang et al. 2016). Although these strategies comprise vital elements such as
performance measures and technology aspects, it remains to investigate more in detail
how the balance between plant capacity and maintenance activities is ensured in the
strategy.

The objective of this article is to propose an approach for asset management
strategy that will improve balance between plant capacity and maintenance activities
during the life cycle of an asset.

The further structure in this article is as follows: Sect. 2 presents relevant asset
management strategies based on existing literature. Section 3 proposes an asset man-
agement strategy for improving the balance between plant capacity and maintenance
activities and discussed based on a relevant example of asset management strategy.
Finally, concluding remarks are made in Sect. 4.

2 Relevant Asset Management Strategy Concepts

2.1 Balanced Scorecard and Physical Asset Management

Asset management strategy can be denoted as strategic asset management plan (SAMP)
and defined as follows: “Documented information that specifies how organizational
objectives are to be converted into asset management objectives, the approach for
developing asset management plans, and the role of the asset management system in
supporting achievement of the asset management objectives.” (ISO 2014) From this
definition, strategy should not only be understood as a plan, but also establishing
objectives and using a system for achieving the objectives.

Inspiration from balanced scorecard could provide valuable contribution to the
asset management strategy. An argument that supports this view is that performance is
one of the key components in a strategy (Guerras-Martín et al. 2014). The value of a
balanced scorecard for measuring performance in a strategy has also been discussed
thoroughly (Atkinson 2006, De Geuser et al. 2009). Balanced scorecards measure
several aspects for an enterprise and form the causality between the measurements
within four perspectives (Atkinson 2006):

• Financial: To ensure shareholder satisfaction, measures here generally involve
profitability and other financial measures such as sales growth.
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• Customer: This perspective is focusing on “real” customer satisfaction such as
delivery time.

• Internal processes: Important measures for this perspective should highlight, for
example, critical processes in the organisation.

• Learning: This perspective underpins the three perspectives with indicators for
improving flexibility and investing for future improvements.

Although balanced scorecard has been criticised, e.g. for challenges in “combining”
it with other established systems in the organisation, it is still claimed that balanced
scorecard can play a role in an organisation (Atkinson 2006).

In existing asset management strategies, the balanced scorecard seems to be of
inspiration when establishing the asset management strategy (Wang et al. 2016).
Furthermore, hierarchies for KPIs are also applied where production KPIs are at a
corporate level whereas maintenance KPIs are at an operational level (Volkova and
Kornienko 2014).

When further considering the asset management strategy, the standard EN 16646
for maintenance within physical asset management can be of relevance (CEN 2014).
This standard clearly points out that the organisations strategies have a great influence
on physical asset management. It details this further by presenting the interaction
between the strategic analysis and requirements for physical asset management. This
standard describes the interrelation between maintenance and other processes at the
asset level. Figure 1 presents the relationship between operation and maintenance
processes at the asset. Furthermore, the standard lists different issues that are necessary
to consider when evaluating this relationship. For example, observations made by
maintenance personnel that can reveal degradation levels higher than expected should
be a contribution from maintenance and therefore as an output to the operation for
determine appropriate operating profiles. When establishing an asset management
strategy, such relationship during the operation phase of the asset should be supported
by the asset management strategy.

Fig. 1. Relationship between operation and maintenance processes, adapted from (CEN 2014).
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2.2 World Class Maintenance as a Strategy

Maintenance has become a significant contributor towards achieving the strategic
objectives of organizations in today’s competitive markets. The best way for companies
to compete in the future is to have an integrated aim and plan for maintenance, to have
the most cost-effective products and to have the best integrated supply chain. This can
be achieved through adapted processes.

Maintenance processes for serving the production facilities can guarantee high
productivity, capacity, availability, safety and profit. The companies must aim to
deliver world class maintenance (WCM). WCM is now a term which is often used.

A WCM organisation consistently demonstrates the best practice in maintenance
and therefore achieves a competitive advantage over its competitors within mainte-
nance and bottom-line results. Although it is challenging to find a uniform definition of
WCM (Mueller), a sound understanding of WCM seems to be the function in a
company that follows the maintenance practice that enables a competitive advantage in
the organisation (Wireman 1990).

To be at world class, the companies must introduce and implement the correct
maintenance processes. The processes must be comprised of planned and unplanned
actions carried out to retain a physical asset to the acceptable operating condition. The
process is a set of interrelated activities that use input to deliver an intended result (to
be world class). It consists of many maintenance processes, which can be grouped in
process families according to EN 17007 (CEN 2017):

• Management processes: These processes comprise setting the objectivities and the
policy to be implemented in order to achieve them, and allocating the necessary
resources.

• Realization processes: These affect directly the expected result and will ensure the
needs expressed by the customer are satisfied.

• Support processes: These are important to the other process since they will provide
the necessary resources:
• human resources;
• financial resources;
• material resources and their maintenance; and
• information processing.

2.3 Asset Management Indicators and Digital Twin

One recommended indicator for strategic decisions in asset management is the indicator
PLI. This indicator has been demonstrated earlier for a gas turbine (Rødseth et al.
2016). In this case study, the frequency of preventive maintenance activities was
considered to be reduced and thus increasing production efficiency and reducing
maintenance costs. Figure 2 presents the expected improvements when based on
strategic decisions from this case study. The decision support in the case study was to
evaluate the opportunities of updating the maintenance programme from four main-
tenance activities down to three maintenance activities each year for the gas turbine. To
justify this investment of updating the maintenance programme it was of interest to
calculate the reduced PLI value using net present value (NPV) for 6 years. Due to
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increased production efficiency it would be expected that the reduced turnover loss
would be 10.9 million USD over 6 years due to having three instead of four mainte-
nance activities each year. If the extra costs were included as well such as maintenance
costs for this “extra” maintenance activity, the profit loss would be reduced even more.

An opportunity with today’s focus in digitalization is to include PLI in a digital
twin of the asset. The concept of digital twin seems to stem from both NASA and U.S.
Airforce, and concerns mirroring the life cycle of a physical asset with a integrated
multiphysics, multiscale and probabilistic simulation technologies where the best
available models, sensors, and fleet history, are included (Glaessgen and Stragel 2012).
The digital twin will in this context for instance forecast the health of the physical asset
and the probability of mission success. The digital twin also seems to be useful for
other industry branches such as power plants. For instance, General Electric (GE) has
proposed a digital twin framework, see Fig. 3 which is adapted from (General Electric
2016). The digital twin will require specific customer needs in terms of reliability,
capacity and emissions specified as KPIs. The digital twin will then have different data
inputs, both real-time data in terms of operational data as well as historic maintenance
and inspection data. The output from the digital twin will then be an asset performance
management where data is transformed into robust analytics with domain expertise.
With predictive analytics downtime is reduced and operational life is extended.

Fig. 2. Expected improvements based on earlier PLI calculations and adapted from (Rødseth
et al. 2016).

Fig. 3. Digital Twin at GE, adapted from (General Electric 2016).

614 H. Rødseth et al.



3 Proposed Asset Management Strategy

3.1 Development of the Asset Management Strategy

In general, an asset management strategy should include an approach where the
maintenance process is more balanced with the production process in order to maxi-
mize the value creation from the asset. Inspired by the presented the relevant literature
in Sect. 2, the authors would propose an approach for asset management strategy that
improves the balance between plant capacity and maintenance activities. This approach
is divided into four main steps:

• Step 1: Map the maintenance processes. To improve the maintenance processes so
that they can be more balanced with plant capacity, a structured approach for
mapping them is recommended. The standard EN 17007 should be applied by the
organisation in this step.

• Step 2: Map the relationship between operating and maintaining the asset. When
the maintenance processes have been mapped, it can be possible to map more in the
details about the relationship of the maintenance processes and the production
processes based on EN 16646. As an example in EN 16646 it is pointed out that
production plans will affect the maintenance plans when maintenance should be
performed. Based on this contribution to the maintenance process it is then nec-
essary to have analytical models of technical condition to understand the risk pic-
ture of postponing future maintenance activities.

• Step 3: Develop relevant KPIs and guidelines for decision support. In EN 16646 it
is further emphasized the importance of performance monitoring in order to control
the relationship between operating and maintain the asset. In particular this standard
points out “silo” behaviour as one risk that can be avoided by using the KPIs. An
example of a relevant KPI could be internal criticality of equipment such as bot-
tlenecks. In addition to the KPIs outlined in EN 16646 the monetary indicator PLI
should also be developed in order to understand the financial perspective to have a
transparency between the technical effect of changing the maintenance programme
in terms of reduced downtime and an indication of future savings for the company.
Also, the KPIs should be balanced where e.g. quality of work processes are
measured.

• Step 4: Develop a digital twin for smart analytics. To ensure an asset performance
management system that includes sensor data and maintenance history to perform
advanced analytics, it is recommended that the company develop a digital twin.
With the customer needs communicated with KPIs such as reliability, the expected
result would be faster strategic decision making with less “silo” behaviour in the
organisation with more analytical models of e.g. the indicator PLI.

3.2 Example of the Asset Management Strategy

A relevant example of an asset management strategy is presented based on the authors
experience. A chemicals and oil company in Europe developed six workstreams for
implementation within a site transformation towards asset management and cost
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reduction. All site functions and KPIs were to be aligned with the new strategic
objectives centred on reliability, cost, output, quality, and of course compliance.
Inclusive demand and supply forums and improvement ideas meetings invited com-
ment from functional heads to technicians, union representatives, and contractors.
Auditable reasons for actions were based on the costs and benefits, implementation
duration, and risks.

The organization of operations and maintenance was changed to one unit and the
operations manager became the accountable asset manager. A single asset management
plan was developed for the O&M, Projects and Shutdown activities, and software
developed for integrated work scheduling and control planning system, including more
focused risk based inspections. All the relevant management, realization and support
processes on the site were renewed by the Technical Authorities, and additional
training commenced. The result after two years included control of projects and pro-
curement brought inhouse, achievement of the targeted cost per asset replacement
value, and 20% reduction in contractor utilisation.

Based on this example it should be possible to relate it to the proposed approach for
asset management strategy from Sect. 3.1. If the company has implemented the three
first steps, the development of the digital twin should be of highly relevance in their
strategic decision making in asset management. Figure 4 shows how the digital twin
could have contributed to this asset management strategy based on the example for the
chemicals and oil company. With a virtual access to the relevant data this could in
future result in faster and better strategic decision making.

4 Concluding Remarks

The main objective in this article is to propose an approach for asset management
strategy that will ensure a right balance between plant capacity and maintenance
activities during the life cycle of an asset. Based on relevant literature and own
experiences in asset management strategy, as well as existing European standards in
physical asset management and maintenance processes, an approach for asset

Fig. 4. Digital Twin at GE, adapted from (2016, General Electric).
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management strategy divided into four main stages has been recommended. Further
research will investigate how this strategy can be related to a detailed roadmap for
implementation.
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Abstract. This paper introduces a dynamic Maintenance Work Order
(MWO) schedule model for offshore facilities’ daily maintenance management.
The objective of the MWO schedule model is to improve maintenance perfor-
mance by reducing MWO overall delay and suspension time and the related
costs. More facilities now are equipped with predictive maintenance systems to
generate MWOs in short time periods, which means periodical maintenance
forecasting and planning strategies are now challenged by a more dynamic
context. We examine these challenges and design a model to generate an
optimal MWO schedule instantly based on cost analysis and real-time data
processed by customized heuristic algorithms.

1 Introduction

Offshore facilities’ maintenance activities are often constrained by operation time
windows and weather conditions, resources’ allocation and spare parts’ logistics etc. To
obtain efficient maintenance schedules, one should take all constraints into consider-
ation even they are dynamic and interrelated. For offshore facilities equipped with
predictive maintenance systems, more MWOs will be generated in shorter time periods
based on condition monitoring data, which means periodical maintenance forecasting
and planning strategies are now challenged by an even more dynamic context. MWOs
thus are subjected to possible delays and suspensions due to service capacity and
environmental constraints. These delays and suspensions will increase costs due to
extended equipment downtime, higher labor cost, longer time logistics etc. To improve
maintenance performance, one should reduce overall delay and suspension of MWO
execution by proper prioritizing of MWOs under such scenarios, and it is a typical
multistage discrete optimization problem which can only be practically solved by a
heuristic algorithm in combination with industry domain knowledge. The rest of the
paper will be organized as follows: Sect. 2 will analyze offshore facilities’ MWO
delays and suspensions and their cost impact as domain knowledge input, then present
them mathematically for modeling. Section 3 will introduce the customized heuristic
algorithm and the way in which MWO delays and suspensions can be modeled based
on it. Section 4 will test the model’s performance with a specifically designed dataset.
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2 MWO Delay and Suspension Analysis

Regarding maintenance services for critical equipment on offshore facilities, the fol-
lowing two constraints are often the norm:

• MWO execution sequential constraint: A rigid working process has to be followed
to achieve a high level of service integrity.

• Work center occupation constraint: Often, onsite maintenance services for critical
equipment are executed one at a time, and the service will not be suspended by
technicians working on shifts until the service is done. The MWO is suspendable
between different work centers, but the work center’s ongoing job is unlikely to be
suspendable. This is mostly because technical complexity requires operation con-
tinuality, moreover, logistic will be easier if services are completed in a single
offshore trip.

The above two constraints fit well into the manufacturing industry’s well-studied
Flow Shop Schedule (FSS) problem, where n jobs have to be processed by j machines
in identical order; each machine can only process one job at a time and will not be
stopped until it is done (Werner 2011). In the following section, we will apply these
two constraints, together with FSS methodology, to model the MWO delays and
suspensions.

2.1 MWO Delay and Suspension Calculation

To start with a simple example: At the time of scheduling, we assume that we have 3
MWOs (ID: 1, 2, 3) for 3 equipment within the foreseeable future. All 3 MWOs have
due dates as of now and need to be processed by 3 work centers in identical order as:
(1) MWOs’ planning and registration (planning), (2) resources’ allocation and spare
parts’ logistic (logistic), (3) MWO execution and verification (execution). Given that
the available man-hours at each work center are one man-hour at a time, the standard
man-hours required by each MWO at each work center are given below (Table 1):

According to the MWO execution sequential constraints and work center occu-
pation constraints, we only need to decide the maintenance schedule at work center 1,
then the schedule for the following work center will be auto-formulated by following
the two constraints. For example, if we decide that the execution sequence at work
center 1 is MWO ID 3-1-2, the entire maintenance schedule is shown below (Table 2):

Table 1. Required man-hours for each work order at each work center

MWO ID Standard man-hours needed for each MWO at each
work center (hr)
Work center 1 Work center 2 Work center 3 Total

1 3 5 6 14
2 4 8 6 18
3 1 2 3 6

Dynamic Maintenance Scheduling 619



The total timespan for the execution of all MWOs is 23 h: MWO 3 has no delay or
suspension; MWO 1 is delayed for 1 h at work center 1 but there is no suspension until
it is complete; MWO 2 is delayed for 4 h at work center 1 and suspended for 1 h at
work center 2, respectively work center 2 has 1 h idle time and work center 3 has 5 h
idle time. If we decide that the execution sequence should be MWO ID 1, 2, 3 instead
of 3, 1, 2, all the delays and suspensions will change accordingly.

Moreover, the operational efficiency at each work center is not constant due to
seasonal environmental changes and geological impact on equipment maintainability,
labor availability, resources’ allocation and logistics, etc. For example at remote facility
during wintertime, more time and resources may be needed to prepare for the repair
following sudden equipment breakdown. The actual required man-hours at each work
center may then be higher and may cause lower levels of operational efficiency (Faccio
et al. 2014).

To generalize the calculation, given a maintenance schedule consisting of I MWOs
to be executed on J work centers with identical order, we use the denotation shown in
Table 3 and give the following calculation, according to the two constraints:

Table 2. MWO execution timespan at each work center

Table 3. Denotations and explanations

MWOi The ith of the I MWOs
WOCj The jth of the J work centers

MWOj
i

MWOi on WOCj

MOCRj
i Maintenance operation cost rate of MWOj

i

MOC j
i Maintenance operation cost of MWOj

i

MOCi Maintenance operation cost of MWOi

MFLCRi Maintenance function lost cost rate of MWOi

MFLCi Maintenance function lost cost of MWOi

R j
i Expected start time (moment) of the MWOj

i

D j
i Delay time (period) of the MWOj

i

S j
i Actual start time (moment) of the MWOj

i

C j
i Actual complete time (moment) of the MWOj

i

E j
i Operation efficiency of the MWOj

i

(continued)
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According to the two MWO schedule constraints established previously and above
denotations, the following functions are established:

• S j
i is the later (larger in man-hour sense) one between C j

i�1 and Cj�1
i :

S j
i ¼ max Cj�1

i ;C j
i�1

� �
ð1Þ

• ET j
i is the MTTR j

i multiplied by the operation efficiency E j
i :

AET j
i ¼ MTTR j

i � E j
i ð2Þ

• C j
i is the moment S j

i add the actual execution time ET j
i :

C j
i ¼ S j

i þE j
i �MTTR j

i ð3Þ

• When j = 1, Sus1i on WOC1 is the delay/ahead period based on R1
i

Sus1i ¼ C1
i�1 � R1

i ð4Þ

• When j > 1, Sus ji is equal to C j
i�1 subtract Cj�1

i

Sus ji ¼ C j
i�1 � Cj�1

i ð5Þ

Table 3. (continued)

MTTRj
i Mean Time (period) To Repair of the MWOj

i

AET j
i Actual execution time (period) of the MWOj

i

Sus ji Suspension time (period) of the MWOj
i

Ti Total time span (period) of MWOi from expected to start to actual complete
Idlej Total idle time (period) of the WOCj

Note:
On WOC1; Sus1i is the delay (or ahead) period of the expected start time Rj

i . On the

subsequent work centers, when j > 1, Sus ji is the period of suspension of execution of
MWOj

i due to different reasons. For example, MWOi has completed planning on WOC1,
but cannot perform logistic immediately on WOC2 due to occupation by other MWOs.
MWO delay and suspension represent different scheduling focuses. For instance, for one
MWO, scheduler want it start as soon as possible, then the delay time should be
minimized; in other case, scheduler want a MWO to be complete as soon as possible after
it start, then the suspension time should be minimized.
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• Ti is the total time span of MWOi from expected to start to actual complete, which is
the sum of the actual execution and suspension time on all WOCs.

Ti ¼
X
j2J

AET j
i þ Sus ji

� � ð6Þ

• Idlej is the sum of (Cj�1
i � C j

i�1Þ when C j
i�1 is earlier than Cj�1

i for all MWOs on
WOCj. Ideally the scheduler will not let WOC1 be idle. Then j > 1.

Idlej ¼
X
i2N

Cj�1
i � C j

i�1

� �
; j[ 1 ð7Þ

The above Functions can be solved recursively given MWO permutations on the
initial work center WOC1.

2.2 Cost Analysis for MWO with Delays and Suspension

As defined by Lyonnet (2013), maintenance costs are grouped into two categories:
(1) Maintenance operation costs, which include labor costs, maintenance equipment
costs, spare parts’ costs and total intervention costs, and (2) Loss due to a stoppage,
which includes production losses, failed equipment amortization, energy consumption,
etc. We will alter the second category from “production loss” to “function loss” to
cover a wider range of maintenance activities. Moreover, since our goal here is to
reduce delays and suspensions and the related cost, the static costs, regardless of delay
and suspension, such as material and spare parts’ costs, will be excluded from our
calculation. For cost category (2), we only take function lost cost into consideration:

1. Maintenance operation cost (MOC): different MWOs have different operation cost
rates (MOCR) at different WOCs, and the cost rate fluctuates with time. Thus, we
define MOCR tð Þ ji as the maintenance operation cost rate distribution function by
time for the MWOj

i . Then we have:

• The maintenance operation cost distribution function of MWOj
i

MOCR j
i ¼ MOCR tð Þ ji ð8Þ

• The maintenance operation cost of MWOj
i

MOC j
i ¼

Z C j
i

S j
i

MOC tð Þ ji dt ð9Þ
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• The Maintenance operation cost of MWOi is:

MOCi ¼
X
j2J

Z C j
i

S j
i

MOC tð Þ ji dt ð10Þ

Note: refer to Function 1 and 3, the integration of the maintenance cost rate function
from S j

i to C j
i do not include the suspension time Sus ji .

2. Maintenance Function Lost Cost (MFLC) due to maintenance delay, suspension
and execution: different MWO causes different level of function lost. Longer delay
and suspension of a MWO at a period with higher function lost rate will cause a
higher function lost cost. If we convert the function lost (whether the function is
production or safety and environmental protection) to money terms, and we define
MFLCR tð Þi as MWOi’s function lost cost rate distribution function by time. and we
assume that the function lost start at the moment when the MWO execution is
expected to start, which is Ri; and recover to normal at the moment when the MWO
is actually complete, which is Ri þ Ti. Then we have:

• The maintenance function lost cost rate distribution function of MWOi

MFLCRi ¼ MFLCR tð Þi ð11Þ

• The Maintenance function lost cost of MWOi is:

MFCi ¼
Z Ri þ Ti

Ri

MFLCR tð Þidt ð12Þ

Given the MWOs’ permutation on the initial WOC1, MOCR tð Þ ji and MFLCR tð Þi,
based on the Function 1–12, we can calculate all and each MWO’s delay and sus-
pension time and related costs. Based on these calculations we can optimize MWOs
permutation on WOC1 towards the following typical MWO schedule objectives (Razali
and Geraghty 2010):

• Obtain the shortest total work span to complete all MWOs in the backlog.
• Obtain the lowest function loss cost during intense production seasons.
• Obtain the shortest idle time for a particular work center if that work center is a

costly outsourcing contractor.
• Obtain the shortest delay and suspension time for a MWO if it critically impacts

production and safety functions.
• Obtain the lowest maintenance backlog to complete all MWOs in time.

The MWO scheduling optimization then become the optimization of the MWOs
permutation on WOC1 based on different schedule objectives. And it can be executed
based on the above calculations by real-time data processing recursively and iteratively,
the real-time data includes, but not limit to MWO backlog, maintenance operation cost
rate distribution (MOCR tð Þ ji ), maintenance function lost cost rate distribution
(MFLCR tð Þi), operation efficiency rate (E j

i ), etc. The MWO scheduling optimization
process is illustrated in Fig. 1 below:
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The above optimization process can be executed daily or even hourly automatically
or semi-automatically, and will be used as a framework for modeling in the next
section.

3 Maintenance Work Order Schedule Modeling

MWO schedule optimizations are multistage discrete optimization problems, which can
be practically solved only by heuristic algorithms with industry domain knowledge. For
example, Muise (2016) used a neighborhood search with a hill-climbing algorithm to
find the optimal schedule for a typical flow shop schedule problem. Wang and
Handschin (2000) used a genetic algorithm to find the optimal schedule for a pre-
ventive maintenance problem. In our case, we use a genetic algorithm, together with an
enhanced local search, to model a MWO schedule for both preventive and corrective
maintenance scenarios.

3.1 Genetic Algorithm and MWO Schedule Modeling

The genetic algorithm (GA) was originally developed by Holland (Goldberg and
Holland 1988). In short, the idea is to mimic the efficient selection process of natural
evolution, where the environmentally fittest chromosomes will survive from the mas-
sive chromosome populations, in which individual chromosome randomly cross over
with each other and mutate to generate new chromosomes to update the population for
iterative fitness selection, until convergence criteria are achieved; the process is illus-
trated in Fig. 2.

Fig. 1. MWO scheduling optimization based on real-time data
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By analogy, a maintenance schedule can be seen as a chromosome, and each MWO
within the maintenance schedule as a gene of the chromosome. The gene (MWO) can
be sequentially altered or replaced by another gene (MWO). By applying a genetic
algorithm iteratively to our schedule problem, we aim to select the fittest maintenance
schedule, according to our objectives, as listed in Sect. 2.2. We use MWO ID as the
gene and a MWO ID permutation as a chromosome for fitness calculation against the
predefined schedule objectives. Once the fittest chromosome is selected, the mainte-
nance schedule (execution sequence at work center 1) can be decoded immediately, as
shown in Table 4.

Fig. 2. Genetic algorithm procedure

Table 4. Maintenance scheduling problem representation

Chromosome population Genes (MWO ID)

Chromosome 1 1 2 3 5 4 6 … n
Chromosome 2 2 5 1 3 6 4 … n
Chromosome 3 n 2 3 4 5 6 … 1
…… …….
Chromosome X 1 2 3 5 6 4 … n
MWO schedule population
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4 MWO Model Test and Demonstration

We programmed the model by Python script, based on the GA and the MWO schedule
process illustrated in Fig. 1. Note that we will not elaborate on the programming and
algorithm setting details, since this paper is concerned with maintenance scheduling
conceptual modeling rather than computer programming. We used Microsoft Azure
Machine Learning Workbench (Microsoft 2018) as the computation environment to
deploy and run our model. Model input and output data were stored in the cloud. The
results were demonstrated through Microsoft Power BI online visualization. The pur-
pose of running the model and demonstrating the results on the cloud is to test the
model’s ability for real-time information processing and presenting. For conceptual
testing, we created a test data set of 10 MWOs executed through 3 work centers. The
available man-hours at each work center are 1 man-hour at a time. The data set includes
the following segments (Table 5):

We ran the model according to the objectives listed in Sect. 2.2. Through 1000
iterations within eight minutes, we obtained the results as shown in Fig. 3:

Table 5. Model test data set properties

Name Property

MWO registration list Given expected start date Ri and MTTRi for each
MWO at each work center

Operation efficiency factor E j
i

A given number range between 0 to 4 for each
MWO at each work center

Maintenance operation cost rate
distribution by time MOCR tð Þ ji

A given number range between 10 to 100 for each
MWO at each work center which varied from month
to month through the year

Maintenance function lost cost rate
distribution by time MFLCR tð Þi

A given number range between 1 to 700 for each
MWO which varied from month to month through
the year

Fig. 3. MWO schedule simulation results based on genetic algorithm
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• Each circle is a MWO schedule, generated by the model after one iteration; the
center location of the circle represents the schedule’s total maintenance operational
cost and functional lost cost, as indicated on the X and Y axes respectively.

• The radius of the circle is positively correlated to the total work span of the
maintenance schedule.

• The darkness of the circle is positively correlated to the total maintenance backlog
of the maintenance schedule.

According to our objectives, the circle at the left most, lowest part of the chart with
the smallest radius and lowest level of darkness is the favorable maintenance schedule
we are looking for, since it has the lowest function lost cost and maintenance operation
cost, with the smallest work span and backlog of man-hours. We can also easily choose
the schedule by ranging the selection criteria from Fig. 3.

5 Conclusion

The paper presents how offshore facility maintenance performance can be improved by
reducing delay and suspension times and the related cost in a dynamic environment.
Two important constraints of offshore maintenance service have been introduced to
build a schedule model. Based on these, we are able to generate a reasonable schedule
recommendation to resolve the challenges. However, the two constraints are not uni-
versally applicable; particularly, the work center occupation constraint can be altered
when the work center ongoing maintenance activities are not critical, more than one
MWO can be proceed simultaneously at that work center. We will examine more
complicated scenario in our further research. Finally Thank China Scholarship Council
and Norwegian Research Council for supporting this research project.
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Integrating Maintenance into Long Term
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Abstract. Asset management can be regarded as managing the degradation of
assets by means of timing of interventions. Basically two types of interventions
exist, maintaining or replacing the asset. In practice, maintenance and replace-
ment are often optimized independently, as the timeframes and costs involved
are often very different. Only at the end of asset life the disciplines connect in
the choice between maintaining and replacing the asset. However, as mainte-
nance impacts asset life, in long term planning of the asset base both should be
considered in coherence. In this paper we present our simplified marginal
approach for integrating maintenance in long term replacement planning con-
siderations. The results are compared with numerical optimization by means of
life cycle costing. Although the results align in general, there may be cases that a
marginal approach does not provide the right result. The conditions under which
this happens will require further research.

1 Introduction

Asset management can be regarded as managing the degradation of assets (Gorjian
et al. 2009). Any asset will lose performance over time, and it is up to the asset
manager to decide when and how to intervene. Interventions may range from main-
tenance fundamentals like Aligning, Balancing, Cleaning, Coating and Lubricating to
end of life interventions like repairs, replacement and abandonment. Decision making
on interventions is aided by inspections, monitoring, diagnostics and decision support
systems. In designing the maintenance program asset managers have to make several
choices, taking into account the characteristics of the assets and preferences of the asset
owner:

• Maintenance regime: Preventive of corrective, and in case of preventive use based
or condition based

• Maintenance tasks: which activities to perform
• Intervention timing: either time, usage or condition

Optimization of the maintenance program can be very complicated, even if only a
single asset is considered. This is because the three dimensions are both internally path
dependent as they are mutually interdependent. For example, if the decision is made to
run an asset to its failure, it is impossible to change towards a preventive maintenance
regime near the end of life because of the accumulated damages. Change of regime
then requires a restoration of the asset or perhaps even a full replacement.
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The complexity increases further if end of life considerations are included. Basi-
cally every asset (even those properly maintained) has an end of life. Maintenance costs
typically rise near this end of life. At a certain moment it may be wiser to replace the
asset instead of maintaining it. But given that the asset will be replaced at a certain
moment, some planned preventive maintenance may not be very valuable.

In this paper we explore the potential for integral optimization of maintenance and
replacement. First we develop a simplified view on optimizing maintenance or
replacement separately. This will be followed by an integration of those perspectives.
These perspectives will be applied on several assets of a drinking water company. In
reviewing the results we will establish whether it is feasible and valuable to integrate
the perspectives, or whether organizations are better off treating maintenance and
replacement separately.

2 Basic Optimization Model

Optimization is in this paper defined as finding the best possible intervention. Even
though true mathematical optimization may not exist in real life, optimization can be
used in a pragmatic approach to identify a range of good options (Wijnia 2016)
especially for timing decisions.

In the marginal approach of such a timing decision (Frenk et al. 1997), the benefit
of postponing the intervention is compared with the risk the postponement generates.
The benefit roughly equals one year of depreciation given the replacement age plus
interest, scaled by the probability the asset will survive the coming year. The risk of
postponement is the additional cost of corrective replacement multiplied by the
probability of failure. Below are the equations, with tA is the replacement age of the
asset, CA,I as the cost of a preventive replacement, CA,C as the cost of a corrective
replacement and r(T) the conditional survival rate for the next year.

Benefit tAð Þ ¼ 1
tA

þ interest

� �

� CA;I � r Tð Þ ð1Þ

Risk tAð Þ ¼ ðCA;C � CA;IÞ � 1� r Tð Þð Þ ð2Þ

Because the benefit is a continuously decreasing function towards zero and risk a
continuously increasing function from zero there is precisely one point where these
functions are equal, this is the optimal age. Because the derivative at the optimum is
zero, values around the optimum are almost as good (within 10%) as the optimum
itself, indicated in Fig. 1 below by the vertical blue lines.
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The risk model behind this optimization is a (Weibull like) continuously growing
hazard rate, estimated by two parameters: the undisturbed lifetime (Tund) which 95% of
the assets will reach (the depreciation period typically is a good first estimate) and the
maximum age for the asset (Tmax) (Wijnia and Croon, 2017) (Fig. 2).

h tð Þ ¼ h0e
c1t;R tð Þ ¼ e�

h0
c1
� ec1�t�1ð Þ

; h Tmaxð Þ ¼ 1; R Tundð Þ ¼ 0; 95 ð3Þ

3 The Relation Between Maintenance and Ageing

The diagrams above apply to maintenance as well as they do to replacement. Both
consider a deteriorating condition resulting in an increase of the risk, to be restored by
an intervention (Jardine et al. 1997). The decision to intervene is an investment
decision, comparing costs with benefits. However, there is a difference. Failure of (a
component of) the asset will have immediate impacts, but failure of the conservation of
that asset will only result in accelerated ageing of the asset. Think about a piece of steel
without coating in a hostile environment, bearings without lubrication, badly aligned
gearboxes, dirty and unbalanced turbines. Properly maintained life may be measured in
years, unprotected it may only be days.

Fig. 1. Finding the optimal interval

Fig. 2. Failure model based on undisturbed and maximum life
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This can be demonstrated in the development of the conditional failure rate h(t) of
an initially well conserved asset. The blue boxed line in Fig. 3 shows the failure rate
over time for the conservation of the asset (= fraction of asset unprotected). The red
line shows the impact on the asset failure rate. Once a significant fraction of the
conservation has failed (after about 10 years), the asset ageing will increase (in the
graph twice as fast). If maintenance is conducted, asset ageing will resume its normal
rate, though the lifetime lost due to the accelerated ageing will not be recovered. This is
shown by the stepped blue line. The green line finally shows what happens if the asset
is maintained perfectly, i.e. the conservation is kept in the as new condition. Maximum
asset life is defined (in a pragmatic approximation) as when the conditional failure rate
reaches 1 (the orange line). Depending on the risk of failure, asset managers typically
will not run the asset to failure, but will replace at a certain failure rate, indicated (for
simplicity) by the purple line.

4 Combined Optimization

Now that the combined failure rate has been established it is possible to optimize on
both maintenance interval and replacement interval to arrive at the lowest annual
equivalent cost for the asset. First this optimization will be approached marginally
(comparing the benefit of postponing the intervention with the risk this generates),
similar as in optimizing the asset without considering maintenance. The second
approach will be numerically, calculating the equivalent lifecycle costs for a range of
combinations of maintenance and replacement intervals. The parameters for the asset
and conservation are given by the Table 1 below.

Fig. 3. Failure rate development for an asset for several conservation regimes
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4.1 Analytical Resolution by Marginal Approach

Including maintenance in this marginal approach requires a twofold optimization, both
of the maintenance and the replacement interval. As the replacement interval is
influenced by the maintenance regime (it is roughly when the hazard rate reaches the
allowed limit for replacements) but not vice versa (except for excluding maintenance
intervals longer than replacement intervals) maintenance should be optimized first.

The marginal approach to maintenance optimization would be comparing the
benefit of postponing maintenance with the risk is generates. The benefit of postponing
1 year can be formulated similarly to that of postponing investments, though the
survival rate of the conservation is no part of the optimization (maintenance can be
applied as long as the asset exists)

Benefit tCð Þ ¼ 1
tC

þ interest

� �

� CC;I ð4Þ

The risk of postponement however is conceptually completely different. It is not
about the additional cost of corrective maintenance (for this exercise they are assumed
to be zero) but in the lost life expectancy of the asset. This extra aging will mean that at
the end of asset life, some book value is left to be disinvested: the lost years multiplied
by the “normal” depreciation per year. As the ageing of the asset depends on the
amount of conservation that has failed (F(t)), the risk can be formulated as follows:

Risk tCð Þ ¼ CA;I

TA;max
� F tCð Þcons�LTL ð5Þ

As the benefit decreases over time and risk increases, there is one point where they
are equal. Solving for tC gives the optimal maintenance interval. Using this interval the
combined failure rate can be calculated (see Fig. 3) and the associated optimal asset
replacement age. For the parameters used it results in a maintenance interval of 15

Table 1. Parameters for the optimization model

Item Asset Conservation

Interest = 0% Symbol Value Symbol Value
Preventive cost CA,I 1000 CC,I 125
Corrective cost CA,CR 1500 CC,CR n.a.
T undisturbed TA,U 60 TC,U 10
T max TA,max 90 TC,max 15
Lifetime-loss per year unprotecteda LTL 1
aThis is the additional lifetime loss. If an unprotected asset ages twice as
fast (lifetime 45 instead of 90 years) the lifetime-loss is 1 year per year.
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years and a replacement interval of 61 years. It is thus optimal to wait until the
conservation is gone. This can be explained by the relatively high costs of conservation
compared to asset value and the limited impact on asset life1.

4.2 Numerical Resolution by Life Cycle Costing

A different approach is numerical, calculating the equivalent lifecycle costs for a
limited number of combinations of maintenance and replacement intervals. Comparing
the value per combination with the best possible combination reveals a relative score
that can be colour coded to form an optimization map, as shown in Fig. 4.

The optimal values are boxed and in bold typeface, corresponding to a maintenance
interval of 15 years and a replacement interval of 62 years. As expected the optimum
(indicated by the bold typeface) is not very sharp. Replacing 2 years early or late results
in the same rounded score (i.e. less than 0,5% deviation), indicated by the boxed
values. With regard to maintenance the sensitivity is larger, but even then a deviation of
one year still results in near-optimal scores. The diagram also shows the inverse
relation between maintenance and replacements, visible in the slightly tilted green
band. Shortening the maintenance interval allows for lengthening the replacement
interval and vice versa. The results of this numerical optimization align very well with
the results from the marginal approach, as they fall within the optimal region (boxed
area).

4.3 Considerations

The two proposed methods align in their results. However, given the ratio of cost of
optimal conservation (125/15 years = 8.3/yr) versus the cost difference between two
extremes in asset replacement (1000/42 years and 1000/68 years respec-
tively => maximum gain 9.1/yr) it can be discussed whether it is not better to skip
maintenance altogether. The numerical approach is therefore expanded to a full scan for
all combinations. This is shown in Fig. 5 (please note the axis have been reversed):

Repl_55 Repl_56 Repl_57 Repl_58 Repl_59 Repl_60 Repl_61 Repl_62 Repl_63 Repl_64 Repl_65 Repl_66 Repl_67 Repl_68 Repl_69 Repl_70 Repl_71 Repl_72 
Main_10     118%      117%      116%     115% 
Main_11     114%      113%      112%     111% 
Main_12     110%      109%      108%     107% 
Main_13     107%      106%      105%     105% 
Main_14     105%      104%      103%     103% 
Main_15     103%      103%      102%     101% 
Main_16     102%      102%      101%     101% 
Main_17     102%      102%      101%     101% 
Main_18     102%      102%      102%     102% 
Main_19     101%      101%      102%     103% 
Main_20     101%      101%      102%     103% 

114% 
110% 
107% 
104% 
102% 
101% 
100% 
101% 
103% 
105% 
105% 

113%    113% 
109%    108% 
106%    105% 
103%    102% 
101%    101% 
100%    100% 
100%    100% 
101%    102% 
104%    105% 
106%    108% 
107% 110% 

112%      111%      111%      110%      110%      110%      110%      110%      110%      110%   111% 
108%      107%      107%      106%      106%      106%      106%      106%      106%      106%   107% 
104%      104%      104%      103%      103%      103%      103%      103%      103%      104%   105% 
102%      101%      101%      101%      101%      101%      101%      102%      102%      103%   104% 
100%      100%      100%      100%      100%      101%      101%      102%      103%      104%   105% 
100%      100%      100%      101%      102%      102%      103%      104%      106%      107%   108% 
100%      101%      102%      103%      104%      106%      108%      109%      111%      113%   114% 
102%      103%      104%      106%      107%      109%      111%      114%      115%      117%   118% 
106%      107%      109%      110%      112%      114%      115%      117%      118%      119%   120% 
110%      112%      113%      115%      117%      118%      119%      120%      121%      121%   121% 
113%      115%      117%      119%      120%      121%      121%      122%      122%      122%   122% 

Fig. 4. Optimization map of maintenance and replacement interval

1 Omitting interest results in the following relation: tC � F tCð Þ ¼ CC;I

CA;I
� TA;max

LTL . A high value on the right
hand side implies a relatively long maintenance interval.
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This figure shows the optimal combinations of maintenance and replacement
indeed include an area without any maintenance (dark blue), which is as good as the
found values in the marginal optimization and the limited numerical approach (light
blue). Both are local optima, and neither can be approached from the other point by
marginal improvement. Starting a marginal approach from the perspective of a per-
fectly conserved asset will find an optimal combination, but starting from a no-
maintenance policy will not. Maintaining right before replacement only adds cost and
thus the marginal approach will stop.

5 Discussion and Conclusion

In this paper it was shown that maintenance can be optimized by means of a marginal
approach that takes the influence on asset life into account. The resulting degradation
curve then can be used to optimize asset replacement. This approach provides basically
the same results as calculating the lifecycle costs for a number of combinations of
maintenance and replacement intervals. Because of its analytical nature the optimiza-
tion effort is much less, which allows maintenance to be included in long term asset
replacement plans. However, for certain combinations of parameters, the optimum by
the marginal approach is not necessarily the best; it may be wiser not to maintain the
asset and replace it in a higher rate. At this moment it is not entirely clear under what
conditions the marginal approach gives an adequate answer, nor whether the region in
which it does not is common in practice. Further research will be needed to clarify
these points.
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32   614% 368% 287% 246% 221%  205% 193% 184% 177% 172% 167% 164% 161% 158% 156% 154% 152%  150% 149% 147% 146% 145% 144% 143% 143% 142% 141% 141% 140%  139% 139% 123% 123% 123% 123% 123% 123% 123% 123% 123% 123% 123% 123% 123% 123% 123% 123%  123% 123% 123%
33   610% 365% 283% 242% 217%  201% 189% 180% 174% 168% 164% 160% 157% 154% 152% 150% 148%  146% 145% 144% 143% 142% 141% 140% 139% 138% 138% 137% 136%  136% 135% 135% 120% 120% 120% 120% 120% 120% 120% 120% 120% 120% 120% 120% 120% 120% 120%  120% 120% 120%
34   607% 361% 279% 238% 214%  197% 186% 177% 170% 165% 160% 157% 153% 151% 148% 146% 145%  143% 142% 140% 139% 138% 137% 136% 136% 135% 134% 134% 133%  132% 132% 131% 131% 116% 116% 116% 116% 116% 116% 116% 116% 116% 116% 116% 116% 116% 116%  116% 116% 116%
35   603% 358% 276% 235% 211%  194% 182% 174% 167% 161% 157% 153% 150% 147% 145% 143% 141%  140% 138% 137% 136% 135% 134% 133% 132% 132% 131% 130% 130%  129% 129% 128% 128% 127% 113% 113% 113% 113% 113% 113% 113% 113% 113% 113% 113% 113% 113%  113% 113% 113%
36   600% 355% 273% 232% 207%  191% 179% 171% 164% 158% 154% 150% 147% 144% 142% 140% 138%  137% 135% 134% 133% 132% 131% 130% 129% 129% 128% 127% 127%  126% 126% 125% 125% 125% 124% 110% 110% 110% 110% 110% 110% 110% 110% 110% 110% 110% 110%  110% 110% 110%
37   597% 352% 270% 229% 204%  188% 176% 168% 161% 155% 151% 147% 144% 141% 139% 137% 135%  134% 132% 131% 130% 129% 128% 127% 126% 126% 125% 124% 124%  123% 123% 123% 122% 122% 122% 121% 108% 108% 108% 108% 108% 108% 108% 108% 108% 108% 108%  108% 108% 108%
38   595% 349% 267% 226% 202%  185% 174% 165% 158% 153% 148% 144% 141% 139% 136% 134% 133%  131% 130% 128% 127% 126% 125% 124% 124% 123% 122% 122% 121%  121% 120% 120% 120% 119% 119% 119% 118% 106% 106% 106% 106% 106% 106% 106% 106% 106% 106%  106% 106% 106%
39   592% 346% 265% 224% 199% 183% 171% 162% 155%  150% 145% 142% 139% 136% 134% 132% 130% 128%  127% 126% 125% 124% 123% 122%  121% 120% 120% 119% 119% 118% 118% 118% 117% 117% 117% 117% 116% 116% 104% 104% 104%  104% 104% 104% 104% 104% 104%  104% 104% 104%
40   589% 344% 262% 221% 197%  180% 168% 160% 153% 147% 143% 139% 136% 133% 131% 129% 127%  126% 125% 123% 122% 121% 120% 119% 119% 118% 117% 117% 117%  116% 116% 116% 115% 115% 115% 115% 115% 114% 114% 102% 102% 102% 102% 102% 102% 102% 102%  102% 102% 102%
41   587% 342% 260% 219% 194%  178% 166% 157% 151% 145% 141% 137% 134% 131% 129% 127% 125%  124% 122% 121% 120% 119% 118% 117% 116% 116% 115% 115% 114%  114% 114% 113% 113% 113% 113% 113% 113% 113% 113% 112% 101% 101% 101% 101% 101% 101% 101%  101% 101% 101%
42   585% 339% 257% 216% 192%  176% 164% 155% 148% 143% 138% 135% 132% 129% 127% 125% 123%  121% 120% 119% 118% 117% 116% 115% 114% 114% 113% 113% 112%  112% 112% 112% 112% 111% 111% 111% 112% 112% 112% 111% 111% 100% 100% 100% 100% 100% 100%  100% 100% 100%
43   583% 337% 255% 214% 190%  173% 162% 153% 146% 141% 136% 133% 129% 127% 124% 122% 121%  119% 118% 117% 116% 115% 114% 113% 112% 112% 111% 111% 110%  110% 110% 110% 110% 110% 110% 110% 110% 111% 111% 111% 111% 110% 100% 100% 100% 100% 100%  100% 100% 100%
44   581% 335% 253% 212% 188%  171% 160% 151% 144% 139% 134% 130% 127% 125% 122% 120% 119%  117% 116% 115% 114% 113% 112% 112% 111% 110% 110% 109% 109%  109% 108% 108% 108% 109% 109% 109% 109% 110% 110% 110% 111% 111% 110% 101% 101% 101% 101%  101% 101% 101%
45   579% 333% 251% 210% 186%  169% 158% 149% 142% 137% 132% 129% 125% 123% 121% 119% 117%  116% 114% 113% 113% 112% 111% 110% 109% 109% 108% 108% 107%  107% 107% 107% 107% 107% 108% 108% 109% 109% 110% 110% 111% 111% 111% 111% 102% 102% 102%  102% 102% 102%
46   577% 331% 249% 208% 184%  168% 156% 147% 140% 135% 130% 127% 124% 121% 119% 117% 115%  114% 113% 112% 111% 110% 110% 109% 108% 107% 107% 106% 106%  106% 106% 106% 106% 106% 107% 107% 108% 109% 110% 111% 111% 112% 112% 112% 112% 104% 104%  104% 104% 104%
47   575% 329% 248% 207% 182% 166% 154% 145% 138% 133% 129% 125%  122% 119% 117% 115% 114% 112%  111% 110% 110% 109% 109% 108%  107% 107% 106% 106% 105% 105% 105% 105% 105% 106% 106% 107% 108% 109% 110% 111% 112%  113% 114% 114% 115% 114% 107%  107% 107% 107%
48   573% 328% 246% 205% 180%  164% 152% 144% 137% 131% 127% 123% 120% 118% 115% 114% 112%  111% 110% 109% 109% 108% 108% 107% 107% 106% 105% 105% 105%  104% 104% 104% 105% 105% 106% 107% 108% 109% 110% 112% 113% 115% 116% 117% 117% 117% 117%  111% 111% 111%
49   572% 326% 244% 203% 179%  162% 151% 142% 135% 130% 125% 122% 119% 116% 114% 112% 111%  109% 108% 108% 108% 108% 107% 107% 106% 106% 105% 105% 104%  104% 104% 104% 105% 105% 106% 107% 108% 110% 111% 113% 115% 116% 118% 119% 120% 120% 120%  120% 115% 115%
50   570% 325% 243% 202% 177%  161% 149% 140% 134% 128% 124% 120% 117% 114% 112% 111% 109%  108% 107% 107% 107% 107% 107% 107% 107% 106% 106% 105% 105%  105% 105% 105% 105% 105% 106% 107% 109% 111% 112% 114% 116% 118% 120% 121% 123% 123% 124%  123% 123% 120%
51   569% 323% 241% 200% 176%  159% 148% 139% 132% 127% 122% 119% 116% 113% 111% 109% 108%  107% 106% 106% 106% 106% 107% 108% 108% 107% 107% 106% 106%  106% 106% 106% 106% 106% 107% 108% 110% 112% 114% 116% 118% 120% 122% 124% 125% 126% 126%  126% 126% 125%
52   567% 322% 240% 199% 174%  158% 146% 138% 131% 125% 121% 117% 114% 112% 110% 108% 107%  106% 105% 105% 105% 106% 107% 108% 109% 109% 108% 108% 108%  107% 107% 107% 107% 108% 109% 110% 111% 113% 115% 118% 120% 122% 124% 126% 127% 128% 128%  128% 128% 127%
53   566% 320% 239% 198% 173%  157% 145% 136% 129% 124% 120% 116% 113% 110% 109% 107% 106%  105% 105% 105% 105% 106% 108% 109% 111% 111% 111% 110% 110%  110% 110% 110% 110% 110% 111% 112% 113% 115% 117% 120% 122% 124% 126% 128% 129% 130% 130%  130% 129% 129%
54   565% 319% 237% 196% 172% 155% 144% 135% 128% 123%  118% 115% 112% 109% 107% 106%  105% 105% 104% 104% 105% 106%  108% 110% 112% 114% 114% 113%  113% 113% 113% 113% 113% 113% 114% 115% 116% 117% 119% 122% 124% 126% 128% 130%  131% 131% 131% 131% 130% 129%
55   563% 318% 236% 195% 171%  154% 143% 134% 127% 122% 117% 114% 111% 108% 106% 105% 105%  105% 104% 104% 105% 107% 109% 112% 114% 117% 118% 117% 117%  116% 116% 116% 116% 117% 117% 118% 119% 120% 122% 124% 126% 128% 130% 131% 132% 132% 132%  131% 130% 129%
56   562% 317% 235% 194% 169%  153% 141% 133% 126% 120% 116% 112% 109% 107% 106% 105% 104%  105% 104% 104% 105% 107% 110% 113% 116% 119% 121% 121% 121%  120% 120% 120% 120% 120% 120% 121% 122% 123% 125% 126% 128% 130% 131% 132% 133% 133% 132%  131% 130% 129%
57   561% 316% 234% 193% 168%  152% 140% 132% 125% 119% 115% 111% 109% 106% 105% 104% 104%  105% 105% 105% 106% 108% 111% 115% 119% 122% 124% 124% 124%  124% 123% 123% 123% 123% 124% 124% 125% 126% 127% 128% 130% 131% 132% 133% 133% 133% 132%  132% 130% 129%
58   560% 315% 233% 192% 167%  151% 139% 131% 124% 118% 114% 110% 108% 105% 104% 104% 104%  105% 106% 106% 107% 109% 113% 117% 121% 124% 126% 127% 127%  126% 126% 126% 126% 126% 126% 127% 127% 128% 129% 130% 131% 132% 133% 133% 133% 133% 132%  132% 131% 129%
59   559% 314% 232% 191% 166%  150% 138% 130% 123% 117% 113% 110% 107% 105% 103% 103% 104%  106% 108% 108% 109% 111% 114% 119% 122% 126% 127% 128% 128%  128% 128% 128% 127% 127% 128% 128% 128% 129% 130% 131% 132% 132% 133% 133% 133% 133% 132%  132% 131% 129%
60   558% 313% 231% 190% 166%  149% 138% 129% 122% 117% 112% 109% 106% 104% 103% 103% 104%  107% 109% 110% 111% 113% 116% 120% 124% 127% 129% 129% 129%  129% 128% 128% 128% 128% 128% 129% 129% 130% 130% 131% 132% 133% 133% 133% 133% 133% 132%  132% 131% 129%
61   558% 312% 230% 189% 165%  148% 137% 128% 121% 116% 112% 108% 105% 104% 103% 103% 105%  108% 111% 113% 114% 115% 118% 122% 126% 128% 129% 130% 129%  129% 129% 128% 128% 128% 129% 129% 129% 130% 131% 131% 132% 133% 133% 134% 133% 133% 132%  132% 131% 129%
62   557% 311% 230% 189% 164% 148% 136% 127% 120% 115%  111% 107% 105% 103% 103% 103%  105% 109% 113% 116% 117% 118%  121% 124% 127% 129% 130% 130%  129% 129% 129% 129% 128% 128% 129% 129% 129% 130% 131% 131% 132% 133% 133% 134% 134% 133% 132%  132% 131% 129%
63   556% 311% 229% 188% 163%  147% 135% 127% 120% 115% 110% 107% 104% 103% 103% 104% 106%  110% 115% 118% 120% 121% 123% 125% 128% 129% 130% 130% 129%  129% 129% 129% 128% 128% 129% 129% 129% 130% 131% 131% 132% 133% 133% 134% 134% 133% 132%  132% 131% 129%
64   556% 310% 228% 187% 163%  146% 135% 126% 119% 114% 110% 106% 104% 103% 103% 105% 107%  112% 117% 120% 122% 123% 124% 126% 128% 130% 130% 130% 129%  129% 129% 129% 128% 128% 129% 129% 129% 130% 131% 131% 132% 133% 133% 134% 134% 133% 132%  132% 131% 129%
65   555% 310% 228% 187% 162%  146% 134% 126% 119% 114% 109% 106% 104% 103% 104% 106% 109%  113% 119% 122% 124% 125% 126% 127% 129% 130% 130% 130% 129%  129% 129% 129% 128% 128% 129% 129% 129% 130% 131% 131% 132% 133% 133% 134% 134% 133% 132%  132% 131% 129%
66   555% 309% 227% 187% 162%  146% 134% 125% 119% 113% 109% 106% 104% 103% 104% 107% 110%  115% 120% 123% 125% 125% 126% 128% 129% 130% 130% 130% 129%  129% 129% 129% 128% 128% 129% 129% 129% 130% 131% 131% 132% 133% 133% 134% 134% 133% 132%  132% 131% 129%
67   555% 309% 227% 186% 162%  145% 134% 125% 118% 113% 109% 106% 104% 103% 105% 109% 112%  117% 121% 124% 125% 126% 127% 128% 129% 130% 130% 130% 129%  129% 129% 129% 128% 128% 129% 129% 129% 130% 131% 131% 132% 133% 133% 134% 134% 133% 132%  132% 131% 129%
68   554% 309% 227% 186% 162%  145% 134% 125% 118% 113% 109% 106% 104% 104% 106% 111% 114%  118% 123% 125% 125% 126% 127% 128% 129% 130% 130% 130% 129%  129% 129% 129% 128% 128% 129% 129% 129% 130% 131% 131% 132% 133% 133% 134% 134% 133% 132%  132% 131% 129%
69   554% 309% 227% 186% 162%  145% 134% 125% 118% 113% 109% 106% 105% 105% 107% 113% 117%  120% 123% 125% 125% 126% 127% 128% 129% 130% 130% 130% 129%  129% 129% 129% 128% 128% 129% 129% 129% 130% 131% 131% 132% 133% 133% 134% 134% 133% 132%  132% 131% 129%
70   554% 309% 227% 186% 162% 145% 134% 125% 118% 113%  109% 106% 105% 105% 109% 114%  119% 121% 124% 125% 125% 126%  127% 128% 129% 130% 130% 130%  129% 129% 129% 129% 128% 128% 129% 129% 129% 130% 131% 131% 132% 133% 133% 134% 134% 133% 132%  132% 131% 129%
71   555% 309% 227% 186% 162%  145% 134% 125% 119% 113% 110% 107% 106% 107% 110% 116% 120%  122% 124% 125% 125% 126% 127% 128% 129% 130% 130% 130% 129%  129% 129% 129% 128% 128% 129% 129% 129% 130% 131% 131% 132% 133% 133% 134% 134% 133% 132%  132% 131% 129%
72   555% 309% 228% 187% 162%  146% 134% 126% 119% 114% 110% 107% 107% 108% 112% 117% 121%  123% 124% 125% 125% 126% 127% 128% 129% 130% 130% 130% 129%  129% 129% 129% 128% 128% 129% 129% 129% 130% 131% 131% 132% 133% 133% 134% 134% 133% 132%  132% 131% 129%
73   555% 310% 228% 187% 163%  146% 135% 126% 119% 114% 111% 108% 108% 110% 113% 118% 122%  123% 125% 125% 125% 126% 127% 128% 129% 130% 130% 130% 129%  129% 129% 129% 128% 128% 129% 129% 129% 130% 131% 131% 132% 133% 133% 134% 134% 133% 132%  132% 131% 129%
74   556% 311% 229% 188% 163%  147% 135% 127% 120% 115% 111% 109% 109% 111% 115% 119% 122%  123% 125% 125% 125% 126% 127% 128% 129% 130% 130% 130% 129%  129% 129% 129% 128% 128% 129% 129% 129% 130% 131% 131% 132% 133% 133% 134% 134% 133% 132%  132% 131% 129%
75   557% 311% 229% 189% 164%  148% 136% 127% 121% 116% 112% 110% 110% 112% 116% 120% 122%  123% 125% 125% 125% 126% 127% 128% 129% 130% 130% 130% 129%  129% 129% 129% 128% 128% 129% 129% 129% 130% 131% 131% 132% 133% 133% 134% 134% 133% 132%  132% 131% 129%
76   558% 312% 230% 189% 165%  149% 137% 128% 122% 117% 114% 112% 111% 114% 118% 121% 122%  123% 125% 125% 125% 126% 127% 128% 129% 130% 130% 130% 129%  129% 129% 129% 128% 128% 129% 129% 129% 130% 131% 131% 132% 133% 133% 134% 134% 133% 132%  132% 131% 129%
77   559% 313% 231% 190% 166%  150% 138% 129% 123% 118% 115% 113% 113% 115% 119% 121% 122%  123% 125% 125% 125% 126% 127% 128% 129% 130% 130% 130% 129%  129% 129% 129% 128% 128% 129% 129% 129% 130% 131% 131% 132% 133% 133% 134% 134% 133% 132%  132% 131% 129%
78   560% 314% 233% 192% 167% 151% 139% 131% 124% 119%  116% 114% 114% 116% 119% 121%  122% 123% 125% 125%  125% 126% 127% 128% 129% 130% 130% 130% 129% 129% 129% 129% 128% 128% 129% 129% 129% 130% 131% 131% 132%  133% 133% 134% 134% 133% 132%  132% 131% 129%
79   561% 316% 234% 193% 168%  152% 140% 132% 125% 121% 117% 116% 116% 117% 120% 121% 122%  123% 125% 125% 125% 126% 127% 128% 129% 130% 130% 130% 129%  129% 129% 129% 128% 128% 129% 129% 129% 130% 131% 131% 132% 133% 133% 134% 134% 133% 132%  132% 131% 129%
80   562% 317% 235% 194% 170%  153% 142% 133% 127% 122% 119% 117% 117% 118% 120% 121% 122%  123% 125% 125% 125% 126% 127% 128% 129% 130% 130% 130% 129%  129% 129% 129% 128% 128% 129% 129% 129% 130% 131% 131% 132% 133% 133% 134% 134% 133% 132%  132% 131% 129%

140% 140% 140% 140% 140% 140% 140% 140% 140% 140% 140% 140% 140% 140% 140% 140% 140% 140% 140% 140% 140% 140% 140%
153% 136% 136% 136% 136% 136% 136% 136% 136% 136% 136% 136% 136% 136% 136% 136% 136% 136% 136% 136% 136% 136% 136%

171% 151% 151% 151% 151% 151% 151% 151% 151% 151% 151% 151% 151% 151% 151% 151% 151% 151% 151% 151% 151% 151% 151% 151% 151% 151%
165% 164% 146% 146% 146% 146% 146% 146% 146% 146% 146% 146% 146% 146% 146% 146% 146% 146% 146% 146% 146% 146% 146% 146% 146% 146%

164% 164% 164% 164% 164% 164% 164% 164% 164% 164% 164% 164% 164% 164% 164% 164% 164% 164% 164% 164% 164% 164% 164% 164% 164% 164% 164%
178% 157% 157% 157% 157% 157% 157% 157% 157% 157% 157% 157% 157% 157% 157% 157% 157% 157% 157% 157% 157% 157% 157% 157% 157% 157% 157%

24 655%  409%  327%  286%  262%  246%  234%  225%  218%  213%  208%  205%  201%  199%  196%  194%  193%  191%  190%  188%  187% 186%  185%
25 648%  403%  321%  280%  255%  239%  227%  219%  212%  206%  202%  198%  195%  192%  190%  188%  186%  184%  183%  182%  181%  180%  179%

Fig. 5. Full calculation of costs
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Abstract. Industry 4.0 is the future scenario of industrial production since it
enables a new level of organising and controlling the entire value chain with the
product lifecycle by creating dynamic and real-time understanding of cross-
company behaviours. Therefore, most of the oil and gas (O&G) companies at
the Norwegian continental shelf (NCS) are looking forward to digitalise and
automatize their asset and operations in order to get the promising benefit of
industry 4.0. There are recommendations from the ministry of industry toward
the industrial digitalisation, together with commercial incentives taken by large-
scale oil and gas operating companies. The holistic picture of the status of
industry 4.0 at the Norwegian industrial sector is still missing. Industrial man-
agers at the NCS, who are either ready for industry 4.0 or already progressing
toward this industrial transition, are still lacking answers to several significant
questions. Industry 4.0 originated in manufacturing sector and most of the
current experiences are related to that specific sector, thus, can industry 4.0
technologies be useful for companies of operation and maintenance service
providers? What would be the specific requirements to revolutionise current
maintenance into more intelligent maintenance? Consequentially, the paper tries
to present whether complete solutions (i.e. product availability and business
models) of intelligent maintenance are available and how mature they are.

Keywords: Industry 4.0 � Cyber-Physical-Systems (CPS) � Intelligent
maintenance, oil and gas industry � Norwegian industry

1 Introduction

The core concept of Industry 4.0 is the cyber-physical-system (CPS), which conver-
gence the cyber space with the physical space (Lee et al. 2015). One of its main enabler
is the technology concerning Internet-of-things (IoT) and successively the opportunities
within the concepts of big data, data mining, and Internet-of-service (IoS). The ini-
tiative of British Petroleum (BP) toward digitalised operation and maintenance oper-
ations was illustrated in (World_Economic_Forum 2017) where the digitalisation
efforts could reduce the upstream operations’ finding and development costs by 5%,
maintenance costs by 20%, overtime cost by 20%, downtime by 5% (mainly due to
predictive maintenance), inventory levels for spare parts by 20% and boost production
by a conservative 3% (conventional land operations).
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In the Norwegian context, there are recommendations from the Norwegian ministry
of industry (Det_Kongelige_Nærings-og_fiskeridepartementet 2017; Norsk_industri
2017) toward the industrial digitalisation, together with commercial incentives taken by
large-scale oil and gas operating companies. The real applications show that design for
intelligent production/operation is rapidly growing in the Norwegian industry, partic-
ularly, the oil and gas sector is pioneering the technological development e.g.
unmanned platform, automate drilling rigs, remotely operated vehicle (ROV), and
automated substation. However, the maintenance as a supportive function for the
production and operation activities are not having the same developmental growth.
This is a general observation in other industrial sectors that have progressed toward
industry 4.0 vision. Bokrantz et al. (2017) highlighted that in both scientific and
business literature on digitalised manufacturing, maintenance is barely even mentioned,
or is perceived rather narrowly. Bokrantz et al. (2017) studied around 34 future pro-
jections of maintenance in digital industry. In Norway, some of those projections are
already in the research and development phase (Marhaug and Schjølberg 2016;
Rødseth et al. 2017).

However, the experts of industry 4.0 listed several challenges that is facing the
implementation of industry 4.0 in general. Kagermann et al. (2013) highlighted the lack
of a unified standard and reference architecture design, lack of models for
processes/work organization, lack of new business models, and lack of product
availability. On other hand, several other smart factory technologies, modelling and
simulation techniques (Oesterreich and Teuteberg 2016) are not fully adopted with
present progress. Moreover, predictive maintenance and operation optimization are the
main technologies that will have the highest industrial and societal impacts
(World_Economic_Forum 2017). Probably these are the opportunities and challenges
that are also related to intelligent maintenance, thus, this paper provides a brief over-
view for each challenge and opportunity respectively.

2 Challenge 1: Standards and Reference Architecture Design
for Intelligent Maintenance Systems

The standards, patents (Trappey et al. 2016, 2017), technologies and applications (Lu
2017) related to industry 4.0 are reviewed. It is obvious that most of the literatures
describe industry 4.0 as an architecture of several layers. The most well-known
architecture for industry 4.0 is RAMI 4.0 (VDI/VDE 2015; Zezulka et al. 2016) which
consists of six layers. These associations behind RAMI 4.0 model are working hard
with the International Standardisation Organization to create a standard for industry
4.0. Regards maintenance, there are some architectures that are active and leading the
intelligent maintenance development in industry 4.0 context. For example, Watchdog
Agent platform has been further developed to compile with industry 4.0 technologies
(Bagheri et al. 2015), where 5C model (connection, conversion, cyber, cognition,
configuration) was proposed (Lee et al. 2015) to illustrate the development of
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intelligent maintenance architecture and layers. Since the 5C’s model excluded the
business layer (the sixth layer in RAMI 4.0), a 8C’s model has been proposed as an
update to the 5C’s model to cover customers, content, and coalition (Jiang 2017).
However, the history of intelligent maintenance is far back.

The first ‘obstacle’ that in most cases is to be highlighted in both an academic and
industrial context, is to agree upon a common terminology that reflects maintenance in
the era of Industry 4.0, to facilitate interoperability and collaboration. Such common
terminology is currently lacking and is in different papers referred to as e.g. intelligent
maintenance, maintenance 4.0, smart maintenance, digital maintenance, emaintenance
and deep learning maintenance etc. However, this paper is referring to maintenance
executed in the era of Industry 4.0 as intelligent maintenance, reflecting a concept
whereas proactivity is central. Ideally, this strategy means that the maintenance allo-
cation is mainly based on an analytical approach, whereas corrective- and preventative
maintenance is either minimized or neglected. Even though, the terminology “main-
tenance 4.0” is rarely used, the development toward smart or intelligent maintenance
has long history. Perhaps, the most representative terminology for maintenance 4.0 is e-
Maintenance (Han and Yang 2006; Muller et al. 2008; Adgar et al. 2008; Iung et al.
2009; Candell et al. 2009; Mascolo et al. 2010; Guillén et al. 2013; Holgado et al. 2016;
Ferreiro et al. 2016; Jantunen et al. 2017). The e-Maintenance covers the functions
from data to decision, which covers only the digital functions. However, the disruptive
technologies (e.g. advanced robots, drones, and wearables) of industry 4.0 might enable
maintenance to physically act in a smarter manner. Therefore, it expands the scope of
maintenance intelligence to cover the physical functions. It is worthy to mention that
even thought of the literature trace the development of e-Maintenance to 2006, the
development was based on several incremental contributions (illustrated perfectly in
Muller et al. (2008)). The process from data acquisition into decision has rapidly
developed due to sensor technologies, signal-processing techniques, diagnostics and
prognostic approaches, maintenance optimisation and decision making models. Several
well-known techniques and algorithms have been standardised in six blocks of func-
tionality in “condition monitoring and diagnostics of machines” standard (ISO_3374-
1). In fact, MIMOSA (MIMOSA 1998–2018) created the open system architecture for
condition-based maintenance (OSA-CBM) as implementation of the ISO 13374
(Thurston 2001). The six blocks of functionality are data acquisition, data manipula-
tion, state detection, health assessment, prognostic assessment, and advisory genera-
tion. This open source standard and platform with other contributions have leaded
several customised platforms for smart maintenance to be developed in the period
between 2000–2008. For example, Watchdog Agent (Djurdjanovic et al. 2003; Lee
et al. 2006), PROTEUS (Bangemann et al. 2006), SIMAP (Garcia et al. 2006), Siemens
SIMATIC/S7 SPS (Groba et al. 2007) were among the most popular platforms for
CBM. Some of these platforms are still active and leading the intelligent maintenance
development in industry 4.0 context.

In summary, in the physical space, the asset layer (e.g. physical machines and
human workers) will generate data related to maintenance (health and performance
measurements, descriptive notifications and reports) which will be acquired (perception
layer e.g. sensors, controller) and transmitted into the cyber space, as shown in Table 1.
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In the cyber space, several analytical functionalities will be performed: conversion
(data per-processing, big data analytics), computations (state detection analytics, per-
formance analytics), cognition (health diagnosis and prognosis assessment analytics,
maintenance optimisation and decision support analytics, maintenance management
analytics), and configuration (e.g. user interfaces, automatic actions, actuators). The
configuration layer shall enable to transmit (via the transmission layer again) the
required actions from cyberspace to physical space. The whole process looks like a
loop from physical to cyber to physical space again.

However, in order to gain the expected benefits contributed by the employment of
intelligent maintenance, a rigid common standardized reference architecture design,
which is currently lacking, must be developed.

3 Challenge 2: Product Availability

Intelligent maintenance in industry 4.0 context requires several products at each pre-
viously described layers (illustrated in Table 1). First, the asset shall be smart to
provide data (asset and perception layers) about its behaviour in terms of performance,
health, context and cost effectiveness indicator. Second, the intelligent maintenance

Table 1. Cyber-physical maintenance system

Space Layers Main functions

Physical space Business Production, operations, maintenance,
supply chair, marketing

Asset and maintenance
operations/executions

Platform, Pump, operators, maintenance
staff

Info/data perception Data acquisition e.g. Vibration sensor,
reports, notifications

Transmission Data between
physical/cyber spaces

Communications, networks

Cyber space with
interface to physical
space

Cyber space Cloud solution
Conversion (data) Data manipulation
Computation
(information)

State detection, descriptive analytics

Cognition (knowledge) Diagnostic, predictive and prescriptive
analytics, Health and prognostic
assessment,

Support decision
making (optimised
solutions)

Maintenance optimisation

Maintenance
management

Maintenance programme planning,
capacity planning, spare part planning,
scheduling

Configuration User interfaces, automatic actions
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system shall be smart to process and utilise (cyber analytic layers) the collected data to
support the decision making process. Third, the asset shall be smart in receiving/acting
(configuration- and asset-layer) according to the recommended actions extracted based
on the collected data. Respectively, there exist huge amount of industrial
solutions/products providing cost effective perception which mainly include the con-
trollers e.g. SCADA and sensors.

The O&G sector, as other sectors, comprises a large amount of systems and
components, both old and new. This has urged for correspondingly many products, in
order to facilitate the employment of intelligent maintenance system. For example, an
offshore oil rig includes approximately 30 000 sensors (Manyika et al. 2015) and
modern platforms approximately 80 000 sensors (World Economic Forum 2017),
including several product suppliers providing industrial perception and control system
e.g. Emerson, Siemens, and ABB. However, the vast majority of those sensors are
related to detecting the operational anomalies and control (Manyika et al. 2015), and
not for the health parameters. For sure, some of those operational parameters can be
used for detecting faults and failures, but the utilisation is limited and indirect. For
health monitoring purposes, there are several specialised product and service providers
providing products related to health perception e.g. SKF, B&K, and National instru-
ments with several techniques e.g. vibration, acoustic emission, ultrasound, thermal,
and oil-debris. It is worthy to mention that the industrial experiences of those com-
panies lead them to utilise the internet of things to move toward service-dominant logic
and sell cyber-analytical service instead of only physical products e.g. measurements
kits and control system. It is clear that companies are moving to cover the whole layers
of industry 4.0 and intelligent maintenance. However, the coverage of all required
layers of analytics might vary from one company-solution to another. Basically, taking
a maintenance decision requires a managerial analytics that utilize technical
recommendations/analytics (diagnostic and predictive analytics). Some companies
provide the perception and connection layers for the operators where they can receive
and access the collected data in the cloud. The operator might need to outsource
multiple monitoring solutions since several monitoring companies provide solution
specific to the asset type e.g. rotating, structural, electrical, and chemical and rarely to
find one solution fits all.

However, the operators need to analyse the data by other specialised analytical
products to determine the present status (diagnostic) and predict the future status
(prognostics). Therefore, the diagnostic analytics shall provide good assessment of the
process performance and asset health (healthy, and if faulty the fault type, severity,
location are diagnosed). Such technical analytics helps the managers to take decision
whether to act or not. However, if the maintenance manager wants to look if there is
any opportunity to find a future optimal solution by waiting until next opportunistic
production stop e.g. low production season to perform the required maintenance, then
predictive analytics is needed. Predictive analytics shall estimate the useful remaining
life for the faulty asset, which might provide sufficient time in hand to plan and
optimize the maintenance action. Even though, the predictive analytics products and
services are rapidly popping up, especially the open sources where data-driven
approach are enabled e.g. data clustering, data classification and pattern recognition,
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the health parameters are still hard to be predicted, specifically, when the fault
symptoms and loading conditions are changing over the time.

In summary, the companies might vary in their technical coverage for the state
detection, diagnostic and predictive analytics, which also depends on the operator’s
need, desired operational scenario and the managerial analytics e.g. maintenance
optimization, that are in use. The maintenance optimization are usually performed in
locally-develop products e.g. software and excel sheets. Assume the maintenance
action is optimized, then it should be planned, scheduled and ordered via enterprise
resource planning system (ERP) or more specifically computerised maintenance
management system (CMMS). This process has several available products e.g. SAP,
IFS and Infor, to link the operations with the planning and management team in a
closed loop.

Last type of products that intelligent maintenance requires is the products related to
connection, cyber space and conversion analytics. These products might be part of the
perception and cyber analytical solution (e.g. SKF IMX8 and @ptitude). However,
largescale companies have several requirements related to these products: (1) they want
to develop their own data-pool or -lake, (2) they want to determine their way of sharing
the data and defining the data ownership and (3) they want to secure the data within the
local or global clouds and related physical asset. Such requirements are clearly related
to industrial internet of things (IIoT) where large scale and high-secure solution are
required. However, the industrial practices tend toward centralised solutions e.g. one
data lake, which might not be the cost effective solutions since it requires high
investment and probably high operating cost.

Even though, all products listed are quite smart in performing their specific func-
tions, the higher level of smartness is to use what you have smartly collected and
progressed. Among the data which is collected from 30,000 sensors in an offshore oil
and gas platform, one percentage was used to support decision-making process
(Manyika et al. 2015; Lee et al. 2014). For example, (Rio et al. 2015) highlighted that
time based maintenance strategy is not satisfying enough to avoid occurrence of the
majority, 82%, of asset failures (as only 18% of asset failures are associated with age).
That can define what smartness in the maintenance world could be. It is one of the great
expected underlying business drivers associated with the implementation of an intel-
ligent maintenance system.

4 Challenge 3 & 4: Processes/Work Organization and New
Business Models

The above description of how intelligent maintenance and required products work,
clearly illustrates the challenge of managing such complex and interconnected process.
Thus, implementation of intelligent maintenance is expected to change the traditional
process of work. Instead of operators executing preventative maintenance based on
schedule in terms of time in operation or numbers of cycles and corrective maintenance
whenever a fault has occurred, they are expected to contribute more prior to the
maintenance execution phase. This includes activities in terms of analyzing health
parameters and maintenance optimization, referring to the activity whereas existing
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maintenance schedule is optimized based on the findings from the big data monitored
(Boman 2017). Moreover, the decision-making related to maintenance is thus expected
to be made at operator level.

The decision-support generated by the health parameters monitored is expected to
play an essential part in documentation associated with contractual and regulatory
agreements. This will improve insight all down to component level and the tracking of
the organizational processes and work, successively enhance the capabilities of
supervision control (Kagermann et al. 2013).

Moreover, is the change in current work process/organization expected to stimulate
to new business models. These aspects contribute to the need of a more horizontal
integrated business model, whereas the decision making is becoming decentralized,
relying on operational health parameters monitored and consecutively the results from
the diagnostic and prognostic. It is clear that operators need to manage the business
interactions with manufacturer of the control system, condition monitoring providers (it
could be multiple providers related to rotating, structural and electrical systems), cyber-
system service providers, diagnostic and prognostic service providers, maintenance
optimization providers, CMMS providers, and maintenance support service providers.
The interoperability is a significant issue in such complex business model, however, the
cyber-interoperability is a new issue that still is on the discussion table for many
companies in terms of security and data ownership.

5 Opportunistic Technologies for Intelligent Maintenance

Oesterreich and Teuteberg (2016) highlighted three groups of technologies that have
higher impact on industry 4.0 vision: smart factory technology, data science and big
data technologies, and modelling and simulation technologies. In more detail, relating
respectively to technologies such as the application of robotics in which might lead to
cut the maintenance fixed cost e.g. drone to inspect wind turbine blade, big data and
cloud computing facilitating for e.g. accurate diagnosis and prognosis of equipment,
and e.g. augmented reality enabling remote supervision.

The enhanced skills needed to convert the big data generated by the monitored
health parameters into useful information will, most likely, increase the opportunities of
current supplier’s value chain in the O&G sector. Moreover, are the future suppliers
expected to deliver products with value-added services instead of just the product itself
– hence, continuous profit generation compared to the traditional onetime CAPEX (Lee
et al. 2014). For instance, it is expected that a supplier of a gas-compressor to an
offshore facility, which designs and manufactures the equipment, also monitors its
future operational health parameters, and conducts diagnostics, prognostics, and
maintenance optimization of equipment (Hannovermesse 2017).
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6 Conclusion

In this paper, we have given a brief overview of the expected challenges and oppor-
tunities related to intelligent maintenance, respectively. We have discussed the main
challenge regarding current lack of a common standardized reference architecture
design for deployment of an intelligent maintenance system. Future architecture able to
fulfil the requirements of Industry 4.0 is expected to become either the presented
RAMI4.0-model or MIMOSA’s OSA/CBM (especially after MIMOSA announced
collaboration with SAP) (Johnston 2016).

Moreover, are the other challenges associated with current product availability,
process/work organization and future business models discussed. Unfortunately, are
current products related to intelligent maintenance at the NCS not, solely, capable of
fulfilling the requirements of Industry 4.0. This has urged for final solutions comprising
several suppliers and products. Additionally, are the companies operating at the NCS
not applying one single solution for specific single equipment, thus having several
various solutions for the same equipment, whereas only their geographical location is
different. This arises additional challenges with regards to e.g. stake-holder’s acces-
sibility and ownership of data lakes, along with its required security. The practice of an
intelligent maintenance system is expected to change current work process/organization
and stimulate for new business models. Firstly, the maintenance-personnel is expected
to contribute more prior to the execution-phase, which include activities in terms of
analysing health parameters (diagnostics and prognostics) and maintenance optimiza-
tion. Hence, changing the business models to become more horizontal integrated,
whereas the decision-making is either made at a decentralized location or at operator-
level onsite. Moreover, play an essential part in documentation and improve insight all
the way down to component-level. The associated opportunistic technologies for
intelligent maintenance are considered to be smart factory technology, data science and
big data technologies, and modelling and simulation technologies. In more detail,
relating respectively to technologies such as the application of robotics in which might
lead to cut the maintenance fixed cost e.g. drone to inspect wind turbine blade, big data
and cloud computing facilitating for e.g. accurate diagnosis and prognosis of equip-
ment, and e.g. augmented reality enabling remote supervision.

Additionally, the deployment of an intelligent maintenance system is expected to
stimulate to improved operational availability and safety, along with maintenance
optimization and thus cost savings. However, a survey of state-of-practice of intelligent
maintenance at the NCS is recommended executed in order to study the smartness of
current maintenance management.
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Abstract. Since the cycle of development of new products gets shorter and
shorter, managing Product Life Cycle becomes more important and complex.
The new generation products have more functionalities and sub-assemblies
compared to the previous ones on applying enabling technologies. However,
machine learning techniques have limitations in the initial phases of the
development of new generation products as Middle-Of-Life (MOL) data is
insufficient. Guided by this challenge, the study addresses predictive mainte-
nance issues of new generation products and presents a conceptual model
providing the main elements of a data sampling approach to overcome the lack
of MOL data at the initial phases of predictive maintenance applications. Doing
this, we aim at facilitating the information search relevant to the maintenance
recommendation and providing an optimized maintenance management con-
sidering insufficient data of further functionalities of new generation products. In
that regard, the implementation of the proposed approach could help manu-
facturing companies (i) address knowledge representation, exploitation, open-
ness and diffusion in the maintenance domain, (ii) overcome insufficient MOL
data using manufacturing intelligence, (iii) enable predictive maintenance
strategies at the initial phase of application, and (iv) improve innovative
maintenance plan using enabling technologies. Accordingly, the study paves the
way for predictive manufacturing to early-predict equipment condition and
make optimized recommendations for adjustments and maintenance to ensure
normal operations.

Keywords: Predictive maintenance � Industry 4.0 � Machine learning � Big
data � Ontology

1 Background

Currently, due to the development of emerging enabling technologies such as Radio
Frequency Identification (RFID), Micro-Electro-Mechanical Systems (MEMS), Pro-
duct Embedded Information Devices (PEID) and various types of sensors, it is
becoming more convenient and also efficient to monitor the status of systems and
products. On that vein, the recent trend of implementing predictive maintenance opens
an efficient way to management of industrial production systems using applied sensor
technologies, and such maintenance would contribute to the improvement of the
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reliability of manufacturing systems and the reduction of unnecessary subsequent
maintenance.

In this context, product maintenance is defined as all the technical and managerial
actions taken during MOL phase to maintain or restore the required functionality of a
product [1]. Toward this aim, predictive maintenance is performed based on the actual
condition and trends, acting as one of the most effective proactive maintenance policies
to carry out maintenance tasks before the occurrence of faults or problems, whereas the
other proactive maintenance policy called preventive maintenance is time-oriented
maintenance in which tasks are performed at predetermined intervals. As a result,
implementing predictive maintenance enables the system to have high reliability with
low cost, leading to industrial benefits such as more return on investment, reduction in
maintenance costs, elimination of breakdowns, reduction in downtime and increase in
production, because of minimized inventory, spare parts and overtime costs [2].

Enabling machine learning techniques support optimization of maintenance tasks in
terms fault detection, diagnostics, and prognostics. Furthermore, machine learning
involves algorithms based on statistical parameters to find data patterns automatically
and for enhanced computational statistics. Nevertheless, it is challenging to find such
patterns and thus computational statistics have limitations for new generation products
as there are no available data for further functionalities or subassemblies. To overcome
this problem, the approach proposed in this study suggests that not only sensor data
from the previous generation products but also Beginning-of-Life (BOL) data such as
design data, manufacturing data and test data should be exploited for data instance to
have contextual meaning.

2 Problem Statement

Nowadays, adoption of new technologies and diversifying Voice of Customer
(VOC) have encouraged competition between manufacturing companies. Therefore, to
overcome competition, most of the companies reduce cycle time of the product design
phase and the entire Product Life Cycle (PLC). Moreover, new generation products
have more functionalities and complicated subassemblies, and therefore maintenance
of these products is much more complex. For further functionalities and subassemblies,
sensor data from the previous generation product can be exploited. However, even if
this data has high data availability, it has low data relevance (See Fig. 1). On the
contrary, the sensor data from the new generation product has high data relevance but
low data availability. Therefore, this study deals with the problem as to how we could
exploit the data coming from previous generation products for better maintenance of
the new generation of these assets. For this purpose, we focus on generation of virtual
data which are available in the initial phase of product instead of real data using Gibbs
sampling. Hence, main objectives of this research are to facilitate the information
search relevant to the maintenance recommendation and to provide an optimized
maintenance recommendation to overcome data insufficiency.
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3 Proposed Approach

The proposed approach is a part of a predictive maintenance framework for new
generation products (See Fig. 2). To facilitate the information search, the entire
structure applies an ontology based semantic technology to provide contextual meaning
for each data instance. In addition, as useful method for prediction or pattern recog-
nition through rules that machine finds itself instead of the explicit rules created by a
human, machine learning algorithms is used.

The individual modules included within the proposed predictive maintenance
system is as follows:

• Data sources - i.e. BOL data sources including design data, production data and test
data etc.

Fig. 1. Data relevance and availability of this study

Fig. 2. The entire structure of the predictive maintenance system for new generation products
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• Ontology - to merge and wrap data from various data sources for supporting data
retrieval

• Probabilistic Soft Logic - as a set of the first order logic to define relevance between
further functionalities/components and previous

• Training part - to extract significant meaning from massive data and to automati-
cally learn the model which represents product states and probability

• Runtime part - to analyse a product state and a risk of potential failure using the
model created by training part

4 Sampling Method with a Case Study

This chapter describes a sampling method with a case study as illustrated in Fig. 3.

Accordingly, Fig. 4 depicts the procedures of the proposed sampling method,
following the entire structure presented in Chapter 3.

First, through the Probabilistic Soft Logic module which can provide a set of rules
to figure out component relevance, all the possible data is collected with its relevance.
For the case study with target component A, here is an example of a set of first order
logics:

• If two components have similar component types, they are probably same (Com-
ponent_Type(Component A, Component_Type A) & Component_Type (Compo-
nent B, Component_Type B) & Similar(Component_Type A, Component_Type
B) ! SameComponent(A,B))

Fig. 3. Ontology for case study
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• If two components have similar sensors, they are probably same (Sensor(Compo-
nent A, Sensor A) & Sensor(Component B, Sensor B) & Similar(Sensor A, Sensor
B) ! SameComponent(A,B))

• Component relevance is aggregates of above logics (Average[SameComponent (A,
B)]).

According to these logics, component relevance could be estimated as follows;
Average[SameComponent (A,B)]) = 1, Average[SameComponent (A,C)]) = 0.5, and
Average[SameComponent (A,C)]) = 0.

Second, reference data among all the possible data which can be represented in
Markov model is selected based on its relevance. In this case study, only in the case
that component relevance is 1, component data can be selected, so only Component B
data is reference data.

Third, transaction rates of a Markov model (Fig. 5) for a further component are
adjusted considering data relevance. For this case study, an assumption is that trans-
action rates and component specification values are in direct proportion.

Therefore, transaction rates for a further component are adjusted to 3 l, where
transaction rates for Component B is l.

Last, virtual data is generated through a data sampling method. Sampling is defined
as the selection of a subset of individuals within a population to estimate the charac-
teristics of whole population, and it is widely used for gathering information about a
population [3]. Gibbs sampling is a useful method to approximate in the various
dimension spaces and it is a Markov Chain Monte Carlo (MCMC) algorithm to obtain
a sequence of observations. Gibbs sampling is a special case of Metropolis-Hastings
algorithm where Metroplois-Hastings algorithms are a Markov Chain Monte Carlo
(MCMC) method, and where from a joint distribution p(x1,…, xn) of n-th random
variables (X1,…, Xn), implementation of Gibbs sampling to obtain k samples of X is as
follows [4]:

Fig. 4. Procedures of the proposed sampling method
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• Begin with some initial value X(0)
• To get the next sample (call it the (i + 1)-th sample for generality), sample each

component variable xðiþ 1Þ
k from the distribution of that variable conditioned on all

other variables, making use of the most recent values and updating the variable with
its new value as soon as it has been sampled. This requires updating each of the
component variables in turn, up to the j-th component, it is updated according to the
distribution specified by:

pðxðiþ 1Þ
j jxðiþ 1Þ

1 ; . . .; x
ðiþ 1Þ
j�1 ; x

i
jþ 1; . . .; x

i
nÞ. Note that the value that the (j + 1)-th com-

ponent had in the i-th sample not the (i + 1)-th is used.
• Repeat the above step k times.

This study will apply Gibbs sampling for generating data of the new generation
product instead of insufficient data.

5 Conclusion

In this research, we presented a conceptual model providing the main elements of a
data sampling approach to apply machine learning techniques addressing the issue of
insufficient data of new generation products. The proposed approach would foster
predictive maintenance of new generation products in the context of sustainable
manufacturing, and will contribute to the knowledge-based prediction modelling using
machine learning techniques. Accordingly, the study paves the way for predictive
manufacturing mechanism to early-predict equipment condition and make optimized
recommendations for adjustments and maintenance to ensure normal operations. Fur-
ther research on the subject should test and validate the proposed approach, demon-
strating its applicability in several use cases of different industries, acting as a facilitator
of effective implementation of advanced machine learning techniques for predictive
maintenance with the expectation of massive data in the future.

Fig. 5. Markov models for the case study
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Abstract. The world economic forum in 2017 highlighted that Predictive
maintenance in O&G is expected to have a total benefit impact in 160 USD
billions until 2025 reducing inspection and maintenance cost. This expected
impact is based on the digital transformation initiatives in the era of industry 4.0.
Several companies have started the progress toward revolutionise their assets
and operations to be smarter. Therefore, several assessment models for the
readiness and maturity of the digital transformation are existing e.g. IMPULS.
These maturity models assess the level of implementing Industry 4.0 philosophy
with respect to several dimension i.e. strategy, leadership, customers, products,
operations, culture, people, governance. It is worthy to note that these models
are oriented to assess the manufacturing companies, as it is the origin of industry
4.0. Thus, using such models to assess the maturity of operation and mainte-
nance systems for O&G platform requires more customised maturity model. The
purpose of this paper is to present the developed maturity model, which assess
the practices in eight dimensions (Asset, perception, transmission, conversion,
computation, cognition, configuration and business) and generate advisory for
further development e.g. roadmap, strategic plan. The eight dimensions are
categorised into three main categories (Physical space, Cyber space and Busi-
ness) which allow to assess specific details in the assets, IT and management
configuration.

Keywords: Industry 4.0 � Intelligent maintenance � Maturity model, oil & gas
platform � Norwegian continental shelf

1 Introduction

The world economic forum in 2017 highlighted that Predictive maintenance in O&G is
expected to have a total benefit impact in 160 USD billions until 2025, unlocking value
for the industry (World Economic Forum 2017). This expected impact is based on the
digital transformation initiatives in the era of industry 4.0. The digital transformation is
targeting to reduce inspection and maintenance cost. Several million dollars’ worth of
inspections and maintenance-related activities each year to ensure that each of these
offshore platforms have not been seriously damaged by a variety of potential problems
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(Perrons and Richards 2013) requires to be reduced. The key enabling technologies of
the digital transformation such as autonomous operations and robots, remote operations
centre, predictive maintenance, cognitive computing and wearables will be used to
predict performance degradation, autonomously manage and optimize operation.

Internet of things (IoT), cloud computing, big data, Prognostics and Health Man-
agement (PHM), and cyber-physical systems (CPS) have contributed to develop the
paradigm of preventive maintenance function according to Lee et al. (2014a), evolving
from a reactive, traditional, problem solving approach towards a proactive, innovative,
performance enhancement approach. Lee et al. (2011) has reported that machines have
been given certain intelligence on maintenance to perform “predict and prevent”
practice instead of “fail and fix” operation by using instruments such as sensors, meters,
controllers and computational devices, and smart algorithms such as Bayesian net-
works, neural network, fuzzy logic, match matrix, and hidden Markov model. Intel-
ligence or smart maintenance is part of these new revolution developed to obtain
transparency of current state of the equipment, failure analysis for diagnosis purposes,
and an estimate of the machine’s remaining useful life achieving advantages for
“worry-free uptime” such as cost reduction, operation efficiency and even product
quality improvement according to Lapira et al. (2013).

Several companies have started the progress toward revolutionise their assets and
operations to be smarter. Nowadays, Germany is leading a transformation toward 4th
Generation Industrial Revolution (Lee et al. 2014b). Reference Architecture Model for
Industry 4.0 named as RAMI 4.0 (Adolphs et al. 2015; Bitkom et al. 2016) which was
developed in Germany, has helped to understand, standardize and mapping how
manufacturing enterprises could implement Industry 4.0. However, according to
Trappey et al. (2017) there are many numbers of layers reviewed in the literature (from
five to nine layers) to structure the architecture of Industry 4.0. For instance, Lee et al.
(2015) has proposed 5Cs Model (connection, conversion, cyber, cognition and con-
figuration) to define intelligent maintenance system which supports Industry 4.0 vision.

Meanwhile, several assessment models for the readiness and maturity of the digital
transformation have been defined. Models as Industry 4.0 readiness online self-check
for businesses (Impuls 2015), Industry 4.0 digital operations self-assessment (Price-
waterhouseCoopers 2016), and Industry 4.0 Maturity Model (Schumacher et al. 2016)
have been released. It is worthy to note that these models are oriented to assess the
manufacturing companies, as it is the origin of Industry 4.0. Using such models to
assess the maturity of operation and maintenance systems for O&G platform requires
more customised maturity models which is the goal of this research.

Therefore, the purpose of this paper is to present the development of a customised
assessment model to assess the progress in implementing Industry 4.0 vision, partic-
ularly the intelligent operation and maintenance system, for oil and gas platforms. In
Sect. 2, is structured the maturity model architecture. The dimensions are defined
matching the layers of Industry 4.0 and existing maturity models customized to the
Offshore O&G technical and business requirements. Based on literature review is
defined the capabilities required to implement intelligent maintenance. Lastly, the
conclusions of the present research are described in Sect. 3.
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2 Development Process of Maintenance 4.0 Maturity Model

Andreas Schumacher et al. (2016) stated that the maturity of an industrial company is
appreciated as “the state of growth of internal and external conditions of basic concepts
of Industry 4.0 such as the vertical and horizontal integration of manufacturing systems
and enterprises as well as the digital integration of engineering across the entire value
chain”. Therefore, the maturity model shall serve as the scale for the appraisal of the
position on the evolution path (Becker et al. 2009). To reach a specific maturity level,
the model provides criteria and features that need to be accomplished. Becker et al.
(2009) proposed a framework to develop an assessment models which has six steps:
(1) problem definition, (2) comparison of existing maturity models, (3) determination
of development strategy, (4) iterative maturity model development, (5) conception of
transfer and evaluation, (6) implementation of transfer media and evaluation. There-
fore, in the following sub sections, a specific problem is first described to clarify what
will be assessed using the developed model. Second, the existing industry 4.0 maturity
models will be analysed with aim to define the required assessment dimensions,
assessing style (questions, levels) and advisory generation style (overall maturity level,
recommendations for enhancement). Third, the developed assessment model is
described in terms of structure (dimensions, sequence), assessment style (questions and
levels), assessment resolution (how detailed and level of assessment e.g. company,
platform, section, machines, equipment), and advisory generation style (platform-
specific roadmap, company-specific strategic plan). Finally, the way to verify the
assessment model together with the concept to transfer (responses and results) and
implementation are all described.

2.1 Problem Definition

Manufacturing companies are implementing Industry 4.0 concept in their process
achieving great amount of benefits from digitalization, cyber physicals system, IoT,
cloud-base manufacturing, etc. O&G industry has been working to translate these
advantages in their operations, implementing disperse solutions. Maintenance is a core
function in industry 4.0 as it is the supportive function for the production and opera-
tions. In fact, it has been under developed in term of automated and digitalised work
processes compare to production operations. However, the vision of industry 4.0 will
not be achievable without intelligent maintenance system that is smart enough to
perceive, learn and care about its asset performance and health. To achieve this goal, a
maturity model shall be developed to assess the level of maintenance smartness. It is
worth to highlight that the new generation of maintenance (utilising IoT and CPS) was
described by use of several terminologies (even though the processes are more or less
the same) e.g. eMaintenance, intelligent maintenance, smart maintenance, digital
maintenance, deep learning maintenance, maintenance 4.0. There is no standardised
definition about intelligent/smart maintenance. However, the term “Maintenance 4.0”
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might be the best leading term to represent the development progress of maintenance
systems toward industry 4.0 vision. Moreover, the standards related to industry 4.0 and
IoT are coming soon, where we can foresee that the future maintenance standards e.g.
dependability will follow such standards. Therefore, this paper adopt the term
“Maintenance 4.0” and aims to develop a Maintenance 4.0 maturity model.

The Maintenance 4.0 maturity model should enable the assessment of maintenance
systems e.g. asset and operations. It shall include the assessment of the asset by itself,
assessment of the maintenance execution operations (e.g. inspections, prevention,
notifications, correction, monitoring) and assessment of the maintenance management
(e.g. programmes, planning, and controlling). Assessing the asset smartness is about
knowing how smart your platform offshore in providing data about its performance and
health. Assessing the maintenance execution operations is about knowing how smart
your maintenance operations in providing data about what have been done. Lastly,
assessing the maintenance management operations is about knowing how smart your
management system in utilising and generating advisory for operating and maintenance
execution.

2.2 Comparison of Existing Maturity Models

Based on Scopus® Database were identified the relevant documents for the research. In
general, 3377 documents including “Maturity model” keywords and 146 documents
including “Maturity model” and “Maintenance” were identified. Moreover, 103 doc-
uments were scanned containing “Maturity model” and “Industry 4.0” or “Digitization
or Digitalization” or “Cyber-physical system” or “Internet of things” or “Cloud com-
puting” or “cognitive computing” distributed mainly in Computer science, Engineering
and Decision Science areas. Adding the keyword “Maintenance”, only 3 documents
were found. The most popular industry 4.0 maturity models are (1) Industry 4.0
readiness online self-check for businesses (Impuls 2015), (2) Industry 4.0 digital
operations self-assessment (PricewaterhouseCoopers 2016), (3) Industry 4.0 Maturity
Model (Schumacher et al. 2016), (4) The Connected Enterprise Maturity Model
(Rockwell Automation 2014), (5) DREAMY (De Carolis et al. 2017) (6) Maturity
Model for Industry 4.0 Strategy (Akdil et al. 2018) and (7) Industry 4.0 MM (Gökalp
et al. 2017). The main capabilities assessed based on these models is matched with the
main industry 4.0 dimensions i.e. that cover vertical and horizontal integration of
process systems and enterprises across the entire value chain, as shown in Table 1.
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The existing industry 4.0 maturity models are useful to provide the main dimen-
sions that any developed model in the future shall consider. Moreover, it provides
exceptional way to explore the new technologies and aspects. Therefore, technologies
as adaptive robotics, artificial intelligence, simulation, embedded systems, networking,
cybersecurity, cloud, virtualization technologies, health sensors, performance sensors,
actuators, RFID and RTLS technologies, mobile technologies, augmented reality, 3D
printing, real time location system, ERP, and automation have been identified as key
elements in Industry 4.0 which will be considered in the developed Maintenance 4.0
maturity model. However, it can be observed that the existing industry 4.0 maturity
models have several characteristics: (1) the resolution of the assessment is up to the
company level; therefore, business dimension is the most dominant, (2) the results are
mainly oriented to determine a fuzzy level of maturity with almost no advisory gen-
eration. Thus, the maturity model should lead to advisory generation at both company
and industrial sector levels. In addition, the assessment shall provide the summative
picture of intelligent maintenance practices at the sector level e.g. O&G which shall

Table 1. Match of capabilities and dimension of Industry 4.0

Capabilities/Dimensions

Infrastructure ● ● ● ●

Architecture ● ● ●

Technologies ● ● ● ● ● ● ● ●

Coverage ● ● ●

Data Management ● ● ● ● ●

Information Management ● ● ● ●

Integration ● ●

Interoperability ● ● ● ●

Collaboration ●

Operation ● ● ● ● ●

Implementation ● ● ● ● ● ● ● ●

Decentralization ● ● ●

Real time ● ● ● ● ● ● ●

Leadership ●

People ● ● ● ● ●

Investments ● ● ● ● ● ● ● ●
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Standardization ● ● ● ● ● ●

Security ● ● ● ●

Governance ●

Culture ●
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lead the government, Petroleum Directorate, industrial associations to effectively col-
laborate in supporting the progress toward excellence as the case of Germany with
manufacturing industry. At the same time, it shall be oriented to provide a detailed
picture of intelligent maintenance practices at the factory level e.g. O&G platform
which shall lead to identify what should be enhanced rather than just specifying the
level of maturity.

2.3 Determination of Development Strategy and the Developed
Maintenance 4.0 Maturity Model

The purpose in this research is to match the architecture of Industry 4.0 with existing
maturity model dimensions of Industry 4.0 defining the backbone of self-assessment
model. On one hand, RAMI 4.0 model (Adolphs et al. 2015) has defined the archi-
tecture of Industry 4.0 with six layers (Asset, Integration, Communication, Information,
Functions and Business process). Moreover, Lee et al. (2015) has worked with 5C’s
model (Smart Connection, Data to information-Conversion, Cyber Level-Computation,
Cognition and Configuration) for Cyber Physical System. Trappey et al. (2017) has
proposed four layers (Perception, Transmission, Computation, Application) for Internet
of Things.

However, Trappey et al. (2017) highlighted that there are many numbers of layers
reviewed in the literature (from five to nine layers). In fact, the inconsistency among the
definition of those layers can be easily noticed once you look into the functionalities in
each layer. Therefore, to avoid such confusing definition, we present the intelligent
maintenance based on the process flow and related functionalities. Asset-info/data
perception-transmission-cyber (conversion, computation, cognition, support decision
making, maintenance management, configuration)-asset. Cyber layer (Computation)
layer acts as central information hub, from every connected machine and information is
being pushed to the hub to form the machines network (Lee et al. 2015) which host
several level of computations. Thus, the development strategy is illustrated in the
architecture of the assessment for intelligent maintenance as shown in Fig. 1. For
Physical space, specific questions have been developed about asset, perception,
transmission and configuration to evaluate the capabilities in technologies, strategies
and methodologies used for critical equipment in the platform. Conversion, compu-
tation, cognition, and configuration is grouped in the Cyber space dimension with
general questions that cover any kind of equipment in the platform. Lastly, Business
dimension is structured with subcategories as Strategy, People, Culture, Governance
and Leadership.
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Even though the development strategic was determined to consider the eight
dimensions/layers of industry 4.0 and Maintenance 4.0, a deep understanding of each
layers was required to create effective assessment. For example, to assess the asset
layer, we had to link that to a specific equipment to facilitate the maintenance managers
in providing clear answer. The asset e.g. platform has several sections and each section
has several production lines that include machineries and instrumentations. In fact,
asking in general about if you have implemented intelligent operation and maintenance
is fuzzy question. Therefore, we had to breakdown the asset system into several
sub/systems and guide the maintenance manager to ask about each subsystem and the
critical ones. Different offshore platform as Mobile offshore drilling units (Barge,
Submersible, Jack up rig, Semisubmersible and Drilling-ship) and Permanent structures
to production (Fixed platforms, Tension leg platform, Semi-submersible, Spars and
FPSO-Floating production storage and offloading) can be assessed. In addition, the
areas of the platform have been divided according to Norsok (2000): (a) Drilling and
Wellhead Area, (b) Flare boom, flare tower, cold vent, (c) Riser Area, (d) Process Area,
(e) Emergency Service Areas, (f) Utility Area (g) Living Quarters, (h). Helicopter
Deck. After the breakdown structure was ready, we had to explore the existing and
potential technologies to make the assets smart, which link the asset layer into the
perception layer (how to perceive the performance and health of that asset). Therefore,
the maintenance manager can assess the smartness of each level of the whole asset
(even up to machine level) concerning the performance and health monitoring tech-
nologies. Consequently, we have used multiple choice questions and matrix tables to
facilitate the respondents in selecting the most related possibilities and alternatives in
terms of technologies, as shown in Fig. 2.

Fig. 1. Architecture of the assessment for intelligent maintenance in offshore O&G platform.
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The same issue was related to maintenance operations, we had to breakdown those
operations in order to facilitate the maintenance managers to answer the question
without confusion. Maintenance operations includes the execution operations (repair,
replace, inspect, document) and maintenance management operations (planning,
organizing, ordering, performance analysis, scheduling, optimization, diagnosis,
prognosis). Then for each operation, the corresponding technologies are listed for
maintenance managers to assess which one is used or could be used in the future.

These two issues related to asset and operations were required to reach an effective
assessment resolution. However, the developed maintenance 4.0 maturity model pro-
vides several maturity levels as follows: level 1, Low level of smartness; Level 2:
Moderate level of smartness; Level 3: High level of smartness; and Level 4: Very High
level of smartness.

The second challenging issue was related to consider the second requirements,
which is related to utilise the assessment in order to generate clear practical advisory as
roadmaps or strategic plan. First, the developed model provides a representation and
visualization of the maturity level for each dimension using radar charts. It is worth to
mentions that business dimension covers subcategories as strategy, people, culture,
governance and leadership. Second, the results (maintenance managers’ responses) are
classified into four categories, two internal (strengths, weaknesses) and two externals
(opportunities and threats). In order to enable such smart classification, we had to a
hidden layer of analysis where four groups of questions were specified. Moreover, this
requirements also encourage us to have several questioning styles, for example, we
have asked for how good the used technology is (present state), how good we are in
using this technology (internal strength or weaknesses), which one can be potentially
used (opportunities), which one might not be used (threads).

2.4 Iterative Development, Media Transfer Concept
and Implementation Plan

The maintenance 4.0 maturity model is developed in a web page using Google Form to
guarantee the easy accessibility for the self-assessment in Offshore O&G Industry.

Fig. 2 Example of specific question for intelligent maintenance in offshore O&G platform.
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Questions are formulated to cover the capabilities identified in the literature review.
Enterprises receive a questionnaire via e-mail which include the link of the self-
assessment. The survey is addressed to respondents with direct connection of main-
tenance management. This is our media transfer concept, beside the development of the
advisory generation module. The link of Maintenance 4.0 Assessment is available in
the reference list developed by Echeverri and El-Thalji (2018).

However, before implementing the assessment model, couple of internal verifica-
tions should be done. Following the steps of the maturity model design, it is defined
five iterations to establish the final model. In the first iteration, based on a considerable
literature review is defined the first model identifying dimensions and describing
general questions about Industry 4.0 which are checked inside the research
group. During the second iteration, it is elaborated specific questions related to assets of
offshore platforms and intelligent maintenance covering the complete value chain. This
architecture is assessed in the research group. Semi-structured interviews are developed
with experts in O&G Industry and Maintenance to evaluate the maturity model
effectiveness in the third iteration. Consequently, the model shall be adjusted according
to the feedback received during this session. Consulting maintenance managers in
O&G is the last iteration, assessing the architecture in the industry to obtain sugges-
tions. Finally, the maturity model is released for the self-assessment in the Offshore
O&G Industry. These verification steps might help us to redefine better assessment
scales for each aspect which will reduce the confusion while answering the survey.
According to Becker et al. (2009) the web page should be provided for a census of the
model acceptance, which may indicate need for further development.

3 Conclusions

Different models have been proposed to define Industry 4.0, cyber physical system, IoT
etc. in the last few years, however, none are for intelligent maintenance assessment.
The developed Maintenance 4.0 Maturity model is based on several Industry 4.0
maturity models; however, it is more oriented toward maintenance aspects. Three main
categories (Business, Physical space, Cyber space) have been defined to assess intel-
ligent maintenance in Offshore O&G platforms, each one contains subcategories to
assess the technical and operational aspects. It can be concluded that maturity models at
company level are not effective in generating advisory linked to roadmaps and strategic
plans. Moreover, it is fuzzy assessment (outsider, beginner, intermediate, experienced,
or absence, planned, implementing, learning, maturing). It is hard to measure the
progress i.e. in percentage in the lifecycle implementation of maintenance 4.0 and
industry 4.0.

There are several challenge that we have handled in this work. The main challenge
to develop customised maintenance 4.0 maturity model for specific asset is to break-
down the asset into system-of-systems architecture and consider the difference in assets
types’ e.g. rotating, structural, electrical, equipment. Maintenance is related to the asset
layer and therefore the assessment at the company level does not provide a good
resolution of its maturity. The second challenge is to breakdown the maintenance
operations (executions and management). The third challenge is to turn the traditional
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assessment method as being descriptive into being selective. It means instead of asking
the responders to write which technology is used/planned to be used, we provide
several options for her/him to choose. Such approach it more user/friendly and
exploration/oriented as the responder might notice new technologies. However, the
selective approach requires good exploratory efforts to list and classify the existing and
potential technologies related to each assessed aspect. We had done that for perception
layer (sensor technologies for mechanical, electrical and structural assets), cyber
technologies (data transmission, data storage, cloud computing, security, etc.), main-
tenance cognition layer, maintenance decision-making, configuration layer. The fourth
challenge is provide measurable scales for the assessment at the question level. For
example, asking the managers to assess “how smart their assets are”, we had to find a
better scale than “low, intermediate, high” as they had no measureable scale in the mind
of maintenance managers. Instead, we have asked “all system, all critical systems,
some critical system, none” which is more measurable in the mind of maintenance
managers.

The fifth challenge and the most challenging one is the advisory generation. In fact,
the advisory generation process can represent how smart your maturity/assessment
model is. You might analyse the data collected by the maturity model and present the
holistic level of maturity without having traceable links to “system of actions e.g.
roadmaps, strategic plans”. Knowing the required links and make them traceable to the
assessment questions is a challenging task and required reverse development (you need
to know what the inputs of a roadmap and strategic plan are and then create data
acquisition questions to collect them). For example, if the answers of the managers can
be classified in smart way, then an effective roadmap can be created. The answers of
managers are good in illustrating the strengths, weaknesses, opportunities and threads.
Those four aspects are the core of developing an effective roadmap. However, a smart
algorithm is needed to get the answers classified into such categorical aspects. The
generated advice shall list and prioritise what should be done in the future, which
means couple of issues: (1) what are the critical systems and how to expand/scale up
the implementation, (2) what are the adopted/procured architectures, algorithms,
technologies and how gradually the proofed concept(s) will be implemented (e.g. local
cloud into global cloud), (3) what are the required business strategies in terms of human
resource development and organization changes and how gradually the changes or
resource allocations will be implemented.

The data collected shall lead us to find improvement strategies and Maintenance 4.0
roadmaps to achieve higher maturity levels at both individual and sector level in the
Offshore O&G industry and open collaborative platform for Petroleum Directorate,
industrial associations and industries to effectively and jointly support the progress
toward higher excellence. Meanwhile, this maturity model may be transferred and
customized for other industrial sectors e.g. renewables, food processing.
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An early accurate prediction of remaining useful life (RUL) is essential for improving
the machine reliability and prevents system failure. This study proposes an efficient
technique to evaluate the health state of bearings and estimate the RUL. It employs the
Exponential Moving Average (EMA) crossover technique to actively anticipates an
upcoming failure trend of the bearing and the support vector regression (SVR) to
constantly predict the RUL of the bearing while its health state is still within the EMA
crossover threshold. Once the health state of the bearing exceeds the EMA crossover
threshold, Kernel Regression (KR) technique along with SVR will be utilized to
instantly predict the failure point and estimate the RUL of the bearing. The effec-
tiveness of the model is validated by experimental data collected from the Center for
Intelligent Maintenance Systems (IMS). The proposed prognostic technique shows an
effective early failure prediction with great accuracy in comparison to the common
model.

1 Introduction

Over the years, maintenance action has evolved from run-to-failure maintenance to
preventative maintenance and condition-based maintenance. The current approach is
aim towards an intelligent proactive maintenance that is able to forecast failure and
predicts the machinery RUL. This allows maintenance to be scheduled optimally to
improve machine uptime and saving maintenance cost by staying ahead of any
unexpected failure [1, 2]. In general, RUL prediction can be segregated into three
categories, namely physics, data-driven and hybrid based model [3, 4].

Physics based prognosis employs mathematical models that describes the physics
of the component. The performance of physics based methods greatly depends on the
competency of the models to accurately characterize the failure and degradation phe-
nomena [5, 6]. They require an understanding of the specific mechanistic knowledge
and theories relating to the systems and therefore can be difficult to build for practical
applications [4, 7]. Authors in the past have utilized the Paris law as a degradation
model to represent crack growth for RUL estimation of systems subjected to fatigue [8,
9]. Recently, a modified Lundberg-Palmgren formula with modal analysis is used to
accurately predict the fatigue life of bearings [10].
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Data driven models are based on statistical, pattern recognition and machine-
learning techniques and do not rely on the physics theory that governs the system. It is
easier to build compared to physics models and has been applied in many practical
cases [7]. In [11], the authors utilize the weighted average of both historical and online
data-based SVR model aided by least mean square algorithm to adaptively adjust the
prediction error. While [12] develops a multivariate state estimation technique and
sequential probability ratio test that effectively detects the incipient stages of failure and
then followed by the RUL prediction with KR technique. Researchers [13] use
Gaussian mixture model to cluster features into groups of health states and then
employs distance evaluation technique to predict the RUL of the bearings.

Hybrid models are the integration of both physics and data driven models that takes
both theoretical and historical data into consideration while predicting the RUL. One of
the recent works on hybrid model is by [14] which combines the least squares support
vector regression with the hidden Markov model to attain early bearing faults detection
and obtained good RUL prediction. Authors [15] propose another hybrid prognosis
method which integrates the advantages of Relevance Vector Machine and exponential
model to achieve better prediction performance than other exponential model based
methods.

2 Proposed Technique

This paper proposes an effective prognosis technique for bearing RUL prediction. First,
the health indicator signals are fed into the EMA crossover algorithm. Upon reaching
the threshold of the EMA crossover, bearing failure prediction is carried out with
trained SVR algorithm. Once the health indicator has surpassed the EMA threshold, it
then indicates an uptrend movement of bearing failure development. From there, KR
will be executed along with SVR to output the final RUL of the bearing. The flow chart
of the proposed technique is illustrated in Fig. 1.

2.1 Exponential Moving Average Crossover Threshold

Moving average technique has been one of the oldest and most popular tools for trend
detection. EMA has been proven to be a robust yet effective forecasting model for time
series [16]. One of the reasons that makes the EMA effective as a forecasting model is
that it accounts more weightage towards the most recent data into its computation,
while consistently decreasing the weightage of earlier data exponentially. This outputs
a curve that has more relevant information towards the time series future trend com-
pared to the ordinary moving average process. Hence, making it very useful when it
comes to dealing with very aggressive time series [17, 18]. The EMA process of the
time series can be defined by Eq. (1):

vt ¼
Pk�1

j¼0 1� að Þk�j�1xt�kþ 1þ jPk�1
j¼0 1� að Þ j ð1Þ
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Where, t ¼ k; kþ 1; . . .; n, and the smoothing factor a is defined as a ¼ 2
kþ 1 : As k

increases, the number of observations in the series of vt decreases, where it will
eventually converge to a single observation when k ¼ n. When k ! n the EMA series
is defined by Eq. (2):

vt ¼
Pn�1

j¼0 1� að Þn�j�1xjþ 1Pn�1
j¼0 1� að Þ j ð2Þ

Where, t ¼ k; kþ 1; . . .; n, from Eq. 2 it shows that the EMA process assigns more
weightage on the latest observation and decreases exponentially as time decreases. In
this paper, the two EMA processes with different number of observation are used
simultaneously to plot the EMA crossover curves. The interception of the EMA
crossover point will be represented as the final failure threshold of the bearing.

2.2 Support Vector Regression

The Support Vector Machines (SVM), proposed in [19], consists of supervised learning
model known for analysing data and recognizing patterns. The adaptation of SVM that
handles regression problems is known as Support Vector Regression (SVR). It has a
main function of performing linear regression in high dimensional space for function
approximation with the aid of various kernel equation. In which it uses nonlinear map
defined by dot products function, / : Ra ! Ra b� að Þ to map its data points into high
dimensional feature space. Given the training data set is x1; y1ð Þ; . . .; xp; yp

� �� �
; the

SVR model applies Eq. (3) to fit the training data.

Fig. 1. Flow chart of the proposed technique.
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y ¼ f xð Þ ¼ x/ xð Þþ b ð3Þ

where b is the dimensional vectors, �; �ð Þ denotes dot product, x and b are the coeffi-
cients with target value y, and the xð Þ is a nonlinear mapping function which maps the
input vector x into high dimension space for linear regression so that the non-linear
SVR can be achieved. The estimation of these coefficients means solving criteria of
Eq. (4):

Minimize
1
2

xk k2 ð4Þ

Subject to yi � x; xih i � b� e; x; xih iþ b� yi � e

where e is a free parameter that functions as a threshold. Note that all predictions have
to be within an e range of the true predictions. Besides that, slack variables can be
added into the above to give way for errors and to allow approximation in the case the
above problem is infeasible.

2.3 Kernel Regression

KR has been widely used in many research areas of statistics and image processing.
Another prominent application of KR is a prediction model. KR is known for its non-
parametric property that is highly effective when it comes to estimating regression
function f (x, y) that best fit non-linear data set (Xj, Yj) [20]. Compared to the ordinary
linear regression or polynomial regression, KR does not possess any assumptions of
underlying distribution to estimate its regression function [21]. The KR based pre-
diction strategy for this paper can be separated into 4 steps. First step is the selection of
3 data points Xj in order to carry out the next-step ahead prediction. These data points
are selected based on certain evaluation criteria, which is, i) data points Xj must fall
after the EMA threshold, ii) data points Xj must be higher than previous peaks before
the EMA threshold, iii) the adjacent data point Xjþ 1 must be higher than the ones
before it. These criteria are selected to acquire a gradual ascending step points for the
training of the KR model. Second step is the application of Gaussian kernel to each of
the data point Xj using Eq. (5).

Kj x;Xj
� � ¼ exp � x� Xj

� �2
2a2

 !
ð5Þ

Where x is a data point step vector, Xj is the selected data points and a is the kernel
width. The third step is the computation of weight vector w ¼ ðw1;w2; . . .;wpÞ using
least square method to minimize the sum square error between predicted Ŷj and
monitored Yj as seen on Eq. (6).
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e ¼
Xp

j¼1
Ŷj � Yj
� � ð6Þ

Last step is to predict the future value Yj at point Xj by utilizing the KR formula of
Nadaraya-Watson kernel weighted average [22], shown in Eq. (7):

Ŷj ¼
Pp

j¼1 wjKjPp
j¼1 Kj

ð7Þ

3 Experiment Set up

To validate the proposed prognostic technique, bearing data from platform of NSF
I/UCR Center for Intelligent Maintenance Systems (IMS) are used in the analysis.
A total of four Rexnord ZA-2115 double row bearings are installed on the shaft of the
test rig. The shaft was kept at a constant rotating speed of 2000 r/min by an AC motor
and 6000 lb of radial load was applied to the shaft and bearings via a spring loaded
mechanism. The sampling rate is 20 kHz and the data length consists of 20480 points.
Vibration signals are gathered at intervals of every 10 min via National Instru-
ment DAQ Card 6062E until the test bearing has failed. The setup of the experimental
test rig is shown in Fig. 2.

4 Results and Discussion

The raw vibration bearing data from the IMS platform are extracted to perform signal
analysis. In this paper, 6 features are extracted from the raw bearing signal namely
mean, root mean square, kurtosis, skewness, crest factor and peak to peak. Feature
reduction were performed using neighbourhood component analysis (NCA) in order to
transform the 6 extracted feature into a singular health indicator feature which makes
the training and prediction process much faster and efficient. The NCA algorithm
function to maximizes the stochastic variant of leave-one-out KNN score on the
training set and has been proven to be an effective dimensionality reduction method
[24]. Figure 3a shows the normalized health indicator of the test bearing.

Fig. 2. Illustration of the IMS test rig [23].
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After obtaining the bearing health indicator, the EMA crossover technique is
implemented to detect the crossover point of the bearing health state. For the time
being, the sample sizes of the two EMA curve were manually set based on the best fits
of historical data to achieve optimum incipient failure detection. Hence, the sample
sizes of 250 and 500 were selected for the EMA curve parameter. When there’s a
crossover taking place between the two EMA curves as shown in Fig. 3b, it indicates a
change in trend movement of the health indicator. For this case, the EMA 250 curve
falls above the EMA 500 curve right after the crossover event which signifies the
uptrend movement on the health indicator future state. This can also serve as an early
warning that the bearing is going to fail soon. The result shows that the crossover point
falls at about 6500 min, where the actual failure time of the bearing is 9735 min. This
shows that the EMA crossover threshold technique is able to detect the incipient failure
of the bearing when it has reached 66.8% of its life span.

Before the incipient failure threshold point is reached, RUL prediction is carried out
with the trained SVR model with radial basis function being selected as the kernel,
shown in Fig. 4a. When the health indicator has surpassed the EMA threshold, KR
prediction will take place to predict the bearing RUL. The KR technique selects 3
health indicator points based on evaluation criteria mentioned earlier to predict the next
health indicator, point 4, as shown in Fig. 4b. The KR is a robust predictor and has
ability to assimilate non-uniform data points for its prediction of the RUL. The term
‘non-uniform’ means that the interval between one point to another is not equal, as the
health indicator in real world situation often does not change uniformly. The KR will
then carry out iterations multi-step ahead until the predicted health indicator has
exceeded the failure threshold. Hence, in order to predict point 5, points 2, 3, and 4 are
being fed into the algorithm and so forth. As seen on the Fig. 5, it takes up to 7
iterations until the predictor has surpassed the failure threshold at point 10.

The final output from the KR technique predicts the failure point at 8143 min.
While the SVR prediction for this technique outputs the final RUL at 9820 min and the
actual failure point of the bearing data lies at 9735 min. In this case, the SVR seems to
overestimated the final failure point, while the KR underestimated it. Hence to mini-
mize the error of the model, the mean of the predicted results is taken which is at
8982 min. To compare the percentage error in prediction between the proposed

b)a)

Fig. 3. Diagram for a) normalized health indicator of the test bearing and b) EMA crossover.
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technique and the traditional SVR, the error scoring system used in the IEEE PHM
2012 prognostic challenge is used, Eq. (8):

Error Score ¼ exp� ln 0:5ð Þ: Er
5ð Þif Er� 0

exp� ln 0:5ð Þ: Er
5ð Þif Er[ 0

(
ð8Þ

From the comparison in Table 1, it shows that the proposed technique has a slight
better accuracy in RUL prediction as compared to the traditional SVR technique.

a) b)

Fig. 4. RUL Prediction with a) SVR and b) KR next step ahead.

Fig. 5. RUL prediction of the proposed method.

Table 1. Comparison of prediction accuracy between the traditional SVR and proposed
technique.

Traditional SVR Proposed technique

Predicted RUL (Min) 9935 8982
Percentage error (%) −2.1 7.7
Prognostic challenge error score 1.3 0.4
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5 Conclusion

The proposed technique is applicable for various real world problem as i) the model
doesn’t require large amount of training set to be build, ii) the final RUL prediction
does not rely entirely on the historical data being fed into the model, making it robust
for machine that operates under various condition and iii) being able to provide an
incipient failure warning to the machine operator due to the trend movement detection
property of the EMA crossover threshold. Through experimental verification, the
results show that the proposed technique can make effective incipient failure detection
and a better RUL prediction performance compared to the traditional SVR technique.
Future work on this technique can be done to improve the final outcome of the pre-
diction by algorithmically assigning weight to the different predictors output in order to
further improve the robustness of the model.
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Abstract. This paper presents a fault diagnosis technique for roller element
bearings based on a combined de-trended fluctuation analysis (DFA) and vari-
ational mode decomposition (VMD). DFA can reveal the long-range correlation
existed within a data series and is used to filter out the uncorrelated trends in a
non-stationary bearing condition monitoring (CM) signal and to determine the
number of decomposed modes K for VMD. VMD then decomposes the CM
signal into K intrinsic mode functions (IMFs) and the fault related IMFs from
VMD are selected based on DFA for the re-construction of the filtered signal.
The result shows that the de-noised signal after VMD can detect an incipient
bearing defect from a low signal-to-noise ratio (SNR) CM data.

1 Introduction

Vibration is the most frequently employed technique for condition monitoring (CM) of
roller element bearings which can be obtained by mounting vibration sensors directly
on the bearing housing of a machine. The vibration signal generated by a bearing defect
in practical situations is most likely to be contaminated by ambient noise generated by
other moving parts of a machine during operation. This can lead to a low signal to noise
ratio (SNR) CM data, particularly for incipient bearing defects. Moreover, because of
speed variation and load change of a machine, bearing CM data acquired from
industrial sources often exhibits nonlinear and non-stationary characteristics (Ho and
Randall 2000; Estocq et al. 2006).

Empirical mode decomposition (EMD) proposed by Huang in 1998 (Huang et al.
1998) is a powerful tool in dealing with nonlinear and non-stationary signals which has
been widely employed for machine fault diagnosis nowadays. For instance, Yu (Yu
et al. 2005) utilized EMD and Hilbert transform technique to obtain the local Hilbert
marginal spectrum for fault identification of roller element bearings. The fault signal of
a low-speed bearing was processed using EMD combining with the kurtosis to filter the
trend and noise components in the signal (Xiong et al. 2017). Sharan (Sharan and Zhao
2016) presented a data driven technique which combined EMD with pseudo-fault
signal (PFS) to monitor the condition of a rotating machine. Inspired by the success of
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EMD method, Smith (2005) proposed another adaptive signal decomposition method
termed as Local Mean Decomposition (LMD) to analyse a set of scalp electroen-
cephalogram (EEG) visual perception data. Han (Han and Pan 2015) combined the
LMD method with sample entropy and energy ratio for fault diagnosis of roller element
bearings. Liu (Liu et al. 2016a, 2016b) proposed a hybrid method based on the second
generation of wavelet de-noising (SGWD) and LMD for machine fault diagnosis.
However, the inherent recursive sifting operation of the EMD and LMD methods can
lead to mode mixing and end effect problems. Variational mode decomposition
(VMD) proposed by Dragomiretskiy (Dragomiretskiy and Zosso 2014) is another
adaptive signal decomposition method which uses a non-recursive processing strategy
to extract signal components in a variational framework. Comparing with EMD and
LMD, VMD has a clear mathematical foundation and a higher computational effi-
ciency, though the presence of a strong background noise in a signal can severely affect
the setting of mode number which can lead to information loss or over decomposition
(Li et al. 2017).

Mert (Mert and Akan 2014) used DFA to define a robust threshold in the devel-
opment of an EMD based de-noising technique named as EMD-DFA technique. An
LMD-DFA technique was employed by Tadivaka (Tadivaka et al. 2017) to mitigate
ionospheric scintillation effects of global navigation satellite system (GNSS) receivers,
and the performance of the technique was found to be better than that of EMD-DFA.
However, the methods cited above still have problems similar to EMD. This prompts
the need to develop a more effective method in dealing with low SNR, non-linear, non-
stationary signals which motivates the work presented in this study. A combined VMD
and DFA technique is proposed in this study to extract useful signal components from a
noise contaminated vibration CM signal for an early fault detection of incipient bearing
defects. In this approach, the noise contaminated signal is first decomposed by VMD
into K IMFs, and then the scaling exponent of each mode is estimated by DFA method.
The rest of the paper is arranged as follows: Sect. 2 briefly introduce the VMD and the
DFA algorithm. The proposed method of VMD-DFA is elaborated in Sect. 3. Section 4
presents the analysis results of bearing fault signal by VMD-DFA. Conclusions are
drawn in Sect. 5.

2 An Introduction of VMD and DFA

2.1 Variational Mode Decomposition

The variational mode decomposition (VMD) utilizes the concept of intrinsic mode
function (IMF) in EMD but re-defines the IMFs as AM-FM components:

uk tð Þ ¼ Ak tð Þcos /k tð Þð Þ ð1Þ

where Ak(t) is the amplitude, /k tð Þ is a non-decreasing function, i.e., /0
k tð Þ� 0,

Ak(t) � 0.
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Each mode uk(t) has specific sparsity properties, most of them compact around the
centre frequency xk, and the bandwidth is estimated through the squared L2-norm of
the gradient. A constrained variational mode can then be constructed using:

min
ukf g; xkf g

X

k
@t d tð Þþ j

pt

� �

� uk tð Þ
� �

e�jxk tð Þ
�
�
�
�

�
�
�
�

2

2

( )

subject to
X

k
uk tð Þ ¼ x;

ð2Þ

where d is the Dirac delta distribution and * denotes convolution. To solve the con-
straint variational problem, the quadratic penalty term and the Lagrange multiplier are
utilized. The augmented Lagrangian L is given by

L ukf g; xkf g; kð Þ ¼ a
X

k
@t d tð Þþ j

pt

� �

� uk tð Þ
� �

e�jxk tð Þ
�
�
�
�

�
�
�
�

2

2
þ x tð Þ �

X

k
uk tð Þ

�
�
�

�
�
�þ

k tð Þ; x tð Þ �
X

k
uk tð Þ

D E ð3Þ

where a is the quadratic penalty term, k(t) is the Lagrange multiplier. Equation (3) can
be solved using the alternate direction method of multipliers (ADMM) (Hestenes
1969), and the expression of the modal component uk and xk in the frequency domain
can be obtained as:

ûnþ 1
k xð Þ ¼ f �P

k 6¼K uk xð Þþ k xð Þ
2

1þ 2a x� xkð Þ2 ð4Þ

xnþ 1
k ¼

R1
0 x uk xð Þj j2dx
R1
0 uk xð Þj j2dx ð5Þ

2.2 De-trended Fluctuation Analysis

Assuming a time series x(n), n ¼ 1; 2; 3 � � �N, the steps of the de-trended fluctuation
analysis of the time series are as follows:

(1) Calculate the integrated time series y(k) from x(n):

y kð Þ ¼
Xk

n¼1
x nð Þ � �X½ �; k ¼ 1; 2; 3; � � �N ð6Þ

where �X denotes the mean value of x(n).
(2) The time series y(k) is equally divided into Ns non-overlapping data segments

termed as specifically box, each segment has s sampling points. The trend
equation in each box can be expressed as follows:
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ys kð Þ ¼
Xp

j¼0
bjt

j ð7Þ

bj j ¼ 0; 1; 2 � � � ; pð Þ can be obtained by the least square curve fitting the data of
the box to obtain a fitting curve ys(k).

(3) Eliminate the trend item ys(k) of each box time series y(k)

Dys kð Þ ¼ y kð Þ � ys kð Þ ð8Þ

(4) Calculate the root mean-square of the time series y(k) as a fluctuation function

F sð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

XN

k¼1
Dys kð Þð Þ2

r

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

XN

k¼1

X
y kð Þ � ys kð Þ½ �

2
s

ð9Þ

(5) Repeat the above procedure for the segment size s according to a certain step
increment. When the signal follows a scaling law, a power-law behaviour for the
fluctuation function F(s) can be observed:

F sð Þ� sa ) F sð Þ ¼ Asa ð10Þ

For a time series, a = 0.5, a = 1.0 and a = 1.5 correspond to white noise, pink
noise and Brownian noise respectively. When 0 < a < 0.5, it indicates that the time
series has only short-range correlation; when 0.5 < a 	 1, it indicates that the time
series is not independent of each value with long-range relevance. A persistently
enhanced time series whose trend-increasing behaviour depends on the degree of
a > 0.5.

3 Signal De-noising Using VMD-DFA

The signal is first decomposed into a finite number of IMFs by VMD, the IMF com-
ponents could be either noise free or contaminated by noise. Therefore, the key
question is to establish a reliability metric to determine the relevant IMF components
for signal reconstruction. Considering that the IMFs decomposed by VMD are not pure
mono-components due to the mode-mixing issue, the threshold metric should contain a
buffer interval on top of a. The threshold metric is set at h = a ± 0.25 (Mert and Akan
2014). After calculating the scaling exponent a of each IMF, the noisy components
having values lower than the threshold h will be removed. This study uses the method
proposed by Liu (Liu et al. 2016a, 2016b) to determine the number of modes K in
VMD decomposition:

K ¼ argmaxk a1:K � h ¼ J;K ¼ 1; 2; 3; . . .½ �; J ¼
1 a0 	 0:8
2 0:8\a0 	 1:0
3 1:0\a0 	 1:5
4 1:5	 a0

8
>><

>>:
ð11Þ
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where a0 denotes the scaling exponent of the input signal.
The processing steps for signal de-noising proposed in this study are summarized

below:

Step 1: An observed signal x(n) is considered as a combination of noise η(n) and a
noise-free signal component ~x nð Þ: x nð Þ ¼ ~x nð Þþ g nð Þ.
Step 2: The signal x(n) is decomposed into K IMFs by VMD based on Eq. (11).
Step 3: The scaling exponent a of each IMF is calculated by DFA.
Step 4: The relevant IMF components are determined based on the predetermined
threshold value h and used for signal reconstruction.
Step 5: An envelope analysis is performed on the reconstructed denoised signal for
bearing fault diagnosis

4 Results and Discussion

To verify the effectiveness of the proposed technique for bearing fault detection, a
bearing inner race defect signal is simulated using the following equation:

Q tð Þ ¼
XM

i¼1
B tð ÞSb t � iTb � dTð Þ: ð12Þ

The signal in Eq. (12) composes of two components, 1) an amplitude modulation
component B tð Þ ¼ A � 1� cos 2pf0tð Þ½ �=2 where A = 2 is the amplitude of the load
intensity and f0 = 10 is the shaft rotating frequency, and 2) an impulse response
function (IRF) Sb tð Þ ¼ e�btsin 2frtð Þ, where b = 600 is the energy decay constant and
fr = 7 kHz is the bearing resonant frequency. Tb represents the nominal time interval
between two adjacent impulses. dT denotes a random slippage effect of the rolling
elements, which is a uniform distributed random variable with a zero mean and a
standard deviation of 1–2% Tb. The bearing defect frequency in the simulated signal is
a ball-pass frequency at inner race (BPFI) at 67.13 Hz. The simulated bearing defect
signal (with and without added noise) is shown in Fig. 1.

Fig. 1. The simulated bearing defect signal, (a) the noise free defect signal, (b) the noise added
defect signal
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The envelope spectrum of the simulated noise added defect signal is shown in
Fig. 2. It is shown that the simulated defect frequency component is completed sub-
merged by the background noise.

To demonstrate the effectiveness of the present method in the analysis of the noise
contaminated non-linear non-stationary signal, the simulated noise added defect signal is
first processed using EMD-DFA method, the reconstructed de-noise signal is shown in
Fig. 3 and the envelope spectrum of the de-noise signal is presented in Fig. 4. It is shown
that although the process of EMD-DFA de-noise can reduce some noise in the signal, the
bearing defect frequency component is still buried under the background noise.

Fig. 2. The envelope spectrum of the simulated noise added defect signal

Fig. 3. The reconstructed de-noise signal using EMD-DFA technique

Fig. 4. The envelope spectrum of the de-noise signal using EMD-DFA technique
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In the second approach, the simulated noise added defect signal shown in Fig. 1(b)
is processed using VMD-DFA technique presented in this paper. According to
Eq. (11), the pre-determined number of IMFs in VDM de-noise process is K = 6. After
performing the de-trended fluctuation analysis (DFA) for each IMF and calculating the
scale exponent to be in the threshold region h = 0.5 ± 0.25. The IMF components
having the scale exponent value lower than this is discarded and the relevant IMFs are
used in the signal reconstruction. The reconstructed de-noise signal using the current
technique is shown in Fig. 5 and the corresponding envelope spectrum is shown in
Fig. 6.

It is shown in Fig. 6 that the bearing defect signal component and its sub-harmonics
can be clearly observed from the envelope spectrum. This then verifies the effectiveness
of the current technique in the analysis of the bearing defect signal highly contaminated
by noise. Compared with the results shown in Figs. 4 and 6, it is clear that the current
method performs better than that of the EMD based de-noise techniques.

5 Conclusions

In this paper, a variational mode decomposition (VMD) combined with the de-trended
fluctuation analysis (DFA) were utilized to analyze a noise contaminated bearing fault
signal for bearing fault diagnosis. VMD was first employed to decompose the bearing

Fig. 5. The reconstructed de-noise signal using VMD-DFA technique

Fig. 6. The envelope spectrum of the de-noise signal using VMD-DFA technique
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signal into a given number of IMFs. DFA was then employed to calculate the scale
exponent of each IMF which is used as a threshold metric to determine whether an IMF
is relevant to the defect signal or is noise contaminated. The relevant IMFs were used to
reconstruct the de-noise signal for the subsequent signal analysis. It was shown in the
paper that comparing with EMD-DFA technique, VMD-DFA can be more efficient to
remove the noise in a highly noise contaminated signal.

The proposed technique was successfully deployed to analysis a set of non-
stationary bearing signal in this study though its effectiveness in bearing fault diagnosis
needs to be tested further on signals acquired from practical industrial environment.
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Abstract. An adaptive multivariate process modelling approach is developed
to improve the accuracy of traditional canonical variate analysis (CVA) in
predicting the performance of industrial rotating machines under faulty oper-
ating conditions. An adaptive forgetting factor is adopted to update the
covariance and cross-covariance matrices of past and future measurements. The
forgetting factor is adjusted according to the Euclidean norm of the residual
between the predicted model outputs and the actual measurements. The
approach was evaluated using condition monitoring data obtained from an
operational industrial gas compressor. The results show that the proposed
method can be effectively used to predict the performance of industrial rotating
machines under faulty operating conditions.

1 Introduction

Multivariate statistical techniques such as principal component analysis (PCA) (Harrou
et al. 2013), partial least squares (PLS) (Yacoub and Macgregor 2004) and canonical
variate analysis (CVA) (Ruiz-Cárcel et al. 2016) have been widely applied for the
detection of abnormalities in large industrial systems. Multivariate subspace identifi-
cation models based on PCA, PLS or CVA have attracted attention over the past
decades because they can be utilized for process monitoring, modelling and system
identification. The authors of (Juricek et al. 2005) demonstrated that system-
identification models based on CVA outperform modelling models based on regres-
sion methods such as PLS. The authors of (Ruiz-Cárcel et al. 2015) demonstrated that
monitoring methods based on CVA are more suitable for systems working under
changing operating conditions compared to models based on PCA and PLS. The
literature provides examples of extensive application of CVA for industrial process
modelling and health monitoring. Li et al. (2018) developed a prediction method based
on CVA and support vector machine for modelling of industrial reciprocating com-
pressors. The authors of (Larimore et al. 1993) proposed a state-space method using
canonical variable states for modelling linear and nonlinear time series. Negiz and
Cinar (1997) used a CVA-based subspace-identification approach to describe a high-
temperature short-time milk-pasteurization process. CVA was utilized in (Li et al.
2018) to predict performance deterioration and estimate the behaviour of a system
under faulty operating conditions. The authors illustrated the performance of the
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proposed method in a large-scale 3-phase flow facility. Conventional multivariate
subspace-identification approaches based on PCA or PLS are based on the assumption
that the process variables are linearly correlated and are independent and identically
distributed (IID) (Choi et al. 2006). The requirement that process variables be IID and
linear tends to limit the scope of many subspace-identification methods to linear pro-
cesses operating under steady state conditions. Occasionally, problems associated with
the effectiveness of the modelling tools can arise when the underlying assumptions are
violated; for instance, the presence of nonlinear distortions, time-dependency, system
dynamics and varying operating conditions. Therefore, it is necessary to develop
adaptive subspace-identification approaches for systems in which variations in the
mode of operation and changes in the system dynamics are common. A number of
recursive monitoring methods have been proposed to address these limitations. An
extension to the modelling approaches based on the conventional PCA method was
proposed by Lane et al. in (2003). The authors illustrated the performance of the
proposed recursive PCA model in a polymer film-manufacturing process. Choi et al.
(Choi et al. 2006) developed an adaptive multivariate statistical process monitoring
(MSPC) for the monitoring of dynamic processes where variations in operating con-
ditions are incurred. The authors of (Lee and Lee 2008) proposed a recursive state-
space model based on CVA. In that study, the norm of the difference between con-
secutive measurements was used to adjust forgetting factors, and the calculation of the
optimal values of the minimum and maximum forgetting factors was not detailed.

In this paper, we develop an adaptive monitoring tool based on CVA for the
modelling of time-varying processes. We explore the ability of adaptive CVA to
predict the behaviour of industrial rotating machines under slowly evolving faulty
conditions. To obtain an accurate estimate of system outputs, forgetting factors cal-
culated based on the residual between the model outputs and actual measurements are
adopted to update the covariance and cross-covariance matrices of the system. The
proposed method is validated on industrial data captured from an operational gas
compressor.

2 Methodology

Given system input time-series ut and output time-series yt, a linear state-space model
can be built as follows (Qin 2006):

xtþ 1 ¼ Bxt þCut þKet ð1Þ

yt ¼ Dxt þEut þ et ð2Þ

where ut, yt and xt are system inputs, system outputs and state vectors; B;C;D;E and K
are model coefficient matrices; and et is zero-mean and normally distributed inde-
pendent white noise.

The objective of CVA is to maximize the correlation of two sets of variables
(Russell et al. 2000). To generate two data matrices from the measurements, the
measurement vector is expanded at each sampling time by including a, the number of
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previous samples, and b, the number of future samples, to construct the past and future

sample vectors za;t 2 R ny þ nuð Þ�a and ub;t 2 Rnu�b(ny and nu are the number of output
variables and input variables).

za;t ¼

yt�1

ut�1

yt�2
ut�2

..

.

yt�a

ut�a

2
66666664

3
77777775
2 R ny þ nuð Þ�a ð3Þ

ub;t ¼
ut

utþ 1

..

.

utþ b�1

2
6664

3
7775 2 Rnu�b ð4Þ

The observations can be expanded at each sampling time t by including aþ 1

observations to form the extended past vectors zaþ 1;t 2 R ny þ nuð Þ� aþ 1ð Þ:

zaþ 1;t ¼

yt�1

ut�1

yt�2
ut�2

..

.

yt�a�1

ut�a�1

2
66666664

3
77777775
2 R ny þ nuð Þ� aþ 1ð Þ ð5Þ

To avoid the domination of variables with large absolute values, the past and future
sample vectors are normalized to the zero-mean vectors ẑa;t and ûb;t. Then, the vectors
ẑa;t and ûb;t at different sampling times are rearranged to produce the reshaped matrices

Ẑa and bUb:

Ẑa ¼ ẑa;tþ 1; ẑa;tþ 2; . . .; ẑa;tþN
� � 2 R ny þ nuð Þa�N ð6Þ

bUb ¼ ẑb;tþ 1; ẑb;tþ 2; . . .; ẑb;tþN
� � 2 Rnua�N ð7Þ

where N ¼ l� a� bþ 1, and l represents the total number of samples for measure-
ments yt. Cholesky decomposition is then applied to the past and future matrices Ẑa andbUb to configure a Hankel matrix H. To find the linear combination that maximizes the
correlation of the two sets of variables, the truncated Hankel matrix H is decomposed
using singular value decomposition (SVD):
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H ¼ R�1=2
b;b Rb;aR

�1=2
a;a ¼ URVT ð8Þ

where Ra;a and Rb;b are the sample covariance matrices and Rb;a denotes the cross-

covariance matrix of Ẑa and bUb. Ra;a, Rb;b and Rb;a are calculated as follows (Odiowei
and Yi 2010):

Ra;a ¼ ẐaẐ
T
a = N � 1ð Þ ð9Þ

Rb;b ¼ bUb bUT
b = N � 1ð Þ ð10Þ

Rb;a ¼ bUbẐ
T
a = N � 1ð Þ ð11Þ

U, V and
P

have the following form:

U ¼ u1; u2; . . .; ur½ � 2 Rnua�nua

V ¼ v1; v2; . . .; vr½ � 2 R ny þ nuð Þa� ny þ nuð Þa

R ¼
d1 � � � 0
..
. . .

. ..
.

0 � � � dr

2
64

3
75 2 Rnua� ny þ nuð Þa

The columns of U ¼ u1; u2; . . .; ur½ � and the columns of V ¼ v1; v2; . . .; vr½ � are
called the left-singular and right-singular vectors of H. R is a diagonal matrix, and its
diagonal elements are called singular values and depict the degree of correlation
between the corresponding left-singular and right-singular vectors. The right-singular
vectors in V corresponding to the largest q singular values are retained in the truncated

matrix Vq ¼ v1; v2; . . .; vq
� � 2 R ny þ nuð Þa�q. This matrix is used later to perform

dimension reduction on the measured data.

With the truncated matrix Vq, the ny þ nu
� �

dimensional past vector Ẑa 2
R ny þ nuð Þa�N is further converted into a reduced q-dimensional matrix U 2 Rq�N (the
columns of U are zt, which are called canonical state variates) by the following:

U ¼ zt¼1; zt¼2; . . .; zt¼N½ � ¼ K � Ẑa ¼ VT
q R

�1=2
a;a � Ẑa ð12Þ

where K ¼ VT
q R

�1=2
a;a 2 Rq� ny þ nuð Þa is the projection matrix that maps the past

observations into the canonical variate space. In this investigation, the number of q is
determined in the same way as the traditional CVA model. According to the literature
(Odiowei and Yi 2010), if the number of retained states q is no less than the actual
order of the system, we can substitute the state variates xt with the canonical state
variates zt. Therefore, the state variables are defined as a linear combination of the past
measurement vector Ẑa (Lee and Lee 2008):
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x̂tþ 1 ¼ K 0½ �zaþ 1;t ð13Þ
x̂t ¼ 0 K½ �zaþ 1;t ð14Þ

where 0 2 Rq� ny þ nuð Þ with all zero entries. According to the literature (Shang et al.
2015), after the estimates of the state variates are calculated, the matrices B;C;D;E and
K are calculated from the measurements through linear least-squares regression as
follows:

D E½ � ¼ Y :;1:N�a�1ð Þ
X̂ :;1:N�a�1ð Þ
U :;1:N�a�1ð Þ

� �þ
ð15Þ

B C K½ � ¼ X̂ :;2:N�að Þ
X̂ :;1:N�a�1ð Þ
U :;1:N�a�1ð Þ
Ê :;1:N�a�1ð Þ

2
4

3
5

þ

ð16Þ

where Ê ¼ Y � DX̂ � EU.
Due to non-stationary process behaviour, many industrial processes have time-

varying characteristics that may cause rapid changes in state variates over time. The
sample covariance matrices Ra;a and Rb;b and the cross-covariance matrix Ra;b change
according to the change in operating conditions. Constant covariance and cross-
covariance matrices may not be able be fully capture the system dynamics. Therefore,
the exponential weighted moving-average method is employed in this investigation to
update the matrices Ra;a, Rb;b and Rb;a:

Ra;a tð Þ ¼ 1� bð Þza;tzTa;t þ bRa;a t�1ð Þ ð17Þ

Rb;b tð Þ ¼ 1� bð Þub;tuTb;t þ bRb;b t�1ð Þ ð18Þ

Rb;a tð Þ ¼ 1� bð Þub;tzTa;t þ bRb;a t�1ð Þ ð19Þ

where b is the forgetting factor, which is calculated according to the Euclidean norm of
the residual between the predicted model outputs and actual measurements. The initial
values of Ra;a tð Þ, Rb;b tð Þ and Rb;a tð Þ are determined by the traditional CVA model.
Tracking time-varying parameters is an important problem in subspace modelling.
A constant forgetting factor is not suitable for tracking time-varying parameters and
therefore cannot fully reflect the dynamics of a process under nonstationary conditions
(Leung and So 2005). Therefore, the forgetting factor must be changed according to the
rate of process change to yield satisfactory predictive results in time-varying envi-
ronments. In this investigation, the forgetting factor is adjusted based on the Euclidean
norm of the residual between the predicted model outputs and the actual measurements
as adopted in (Shang et al. 2015). When the forgetting factor is small, it gives more
weight to present observations to reduce the impact of past observations on the current
model. As the value of the forgetting factor approaches unity, it gives more weight to
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past measurements, thereby permitting long-term memory of the model. The forgetting
factor used in this study is calculated as follows:

bt ¼ Ae� ket�1kð Þ=r1 ð20Þ

where A is a constant. The empirical parameter selection procedure proposed by (Choi
et al. 2006; Shang et al. 2015) is adopted in this study to determine the value of A.
Typically, a value between 0.999 and 0.9 is selected. k et�1 k denotes the Euclidean
norm of the residual of the actual measurements and model outputs. The tuning
parameter r1 controls the sensitivity of the model to prediction errors. The larger r1 is,
the less sensitive the model is to prediction error. The value of the forgetting factor bt is
adjusted at every time instance when new measurements are available.

After the forgetting factor is determined, weighted recursive least squares (WRLS)
with adaptive forgetting factor (Leung and So 2005; Turksoy et al. 2014) can be used to
update model coefficient matrices B;C;D;E and K. The system described by Eqs. 1
and 2 is rewritten as follows:

yt ¼ Hy
t ;t þ et ð21Þ

x̂tþ 1 ¼ Hx
tWt ð22Þ

whereHy
t ¼ Dt Et½ �, ;t ¼ x̂Tt uTt

� �T ,Hx
t ¼ Bt Ct Kt½ �,Wt ¼ x̂Tt uTt eTt

� �T .
Hy

t can be calculated by using the recursive least squares (RLS) (Turksoy et al. 2013):

Hy
t ¼ Hy

t�1 þ yt �Hy
t�1;t

� �;Tt Pt ð23Þ

Pt ¼ 1=b Pt�1 � Pt�1;t;Tt Pt�1

bþ;Tt Pt�1;t

� 	
ð24Þ

The innovation noise sequence is defined as:

et ¼ yt �Hy
t ;t ð25Þ

Similarly, Hx
t is calculated as follows:

Hx
t ¼ Hx

t�1 þ x̂tþ 1 �Hx
t�1Wt

� �
WT

t Qt ð26Þ

Qt ¼ 1=b Qt�1 � Qt�1WtW
T
t Qt�1

bþWT
t Qt�1Wt

� 	
ð27Þ

The procedures for subspace identification and performance estimation using the
model described above are summarized as follows:
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Step 1: Calculate model coefficient matrices using the traditional CVA model.
Step 2: Calculate the forgetting factor bt as per Eq. 20.
Step 3: Compute the updated covariance and cross-covariance matrices Ra;a tð Þ, Rb;b tð Þ

and Rb;a tð Þ according to Eqs. 17–19.
Step 4: Update the Hankel matrix H as per Eq. 8.
Step 5: Estimate the state vectors x̂tþ 1 and x̂t as per Eqs. 13–14.
Step 6: Update the model coefficient matrices via Eqs. 23–27.
Step 7: Estimate the model outputs yt according to Eqs. 1–2.
Step 8: Update the forgetting factor bt based on the residual between the estimated

outputs and actual measurements.
Step 9: Repeat step 1 – step 8 iteratively.

3 Case Study

Rotating machines that operate at high speed and under high pressure are subject to
performance degradation and failures. If a fault occurs and the fault evolution is slow,
the machine operator may choose to keep the machine running until repair facilities and
spare parts are available at the plant. In such a case, the proposed adaptive ACVA
model can be used to estimate how the system will behave under faulty operating
conditions given future system inputs. In this subsection, the proposed method is
applied to an operational industrial centrifugal compressor to predict the performance
of the machine during bearing degradation.

The measured time series from compressor A consisted of 368 observations and 13
variables. For this study, all data were captured at a sampling rate of one sample per
hour. Table 1 summarizes all measured variables for this compressor. As shown in
Fig. 1, the compressor is operated under healthy conditions during the first 320 sam-
ples. The readings of the four different bearing-temperature sensors start to rise at
around the 321th sampling point; the machine continued to run until the 368th sam-
pling point. At that time, site engineers shut down the compressor for inspection and
maintenance. To compare the performance of the developed ACVA approach with that
of the traditional CVA model, the first 240 sampling points of the monitored time series
were utilized to build an offline CVA model. Then the constructed CVA model was fed
with the speed set points used throughout the degradation process to estimate how the
system was affected by the fault. On the other hand, the developed adaptive CVA
approach was employed to update the constructed model iteratively according to steps
2–8 described in Sect. 2. The predicted outputs obtained from the adaptive CVA model
were compared with those obtained from the traditional CVA model to evaluate the
performance of the proposed adaptive monitoring method.
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In order to determine the optimal number of retained states q, the trained offline
CVA model was first utilized to predict system outputs for the data captured during the
early stages of degradation. The predicted outputs are compared with the actual
measurements and the mean absolute error (MAE) of all output variables are plotted
against different values of retained state in Fig. 2. It can be observed from the figure
that q ¼ 1 gives the lowest prediction error; therefore, q was finally set to 1 to obtain
the optimal model that gives the highest predictive accuracy. The value of A was set to
0.97 according to the empirical parameter-selection procedure proposed by (Choi et al.,
2006; Shang et al. 2015). The value of the forgetting factor bt can be updated at each
time instance based on the difference between the predicted system outputs and the
actual measurements. The value of bt decreases to achieve faster identification with
short memory when the residual of the system outputs is larger. When the residual is
small, using more information about the past improves the prediction accuracy of the
model. The tuning parameter r1 was set to 3.5 in this study, which is the minimum
value that can ensure the convergence of the model while maximizing the sensitivity of
the model to prediction errors.

Fig. 1. Trend of four different bearing temperature sensor measurements of compressor A.

Table 1. Measured variables of compressor A

ID Variable name ID Variable name ID Variable name

1 Speed 6 Radial vibration
overall X 1

11 Radial bearing
temperature 2

2 Suction pressure 7 Radial vibration
overall Y 1

12 Active thrust bearing
temperature

3 Discharge
pressure

8 Radial bearing
temperature 1

13 Inactive thrust bearing
temperature

4 Discharge
temperature

9 Radial vibration
overall X 2

5 Actual flow 10 Radial vibration
overall Y 2
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Figures 3, 4, 5 and 6 show the forecasted outputs of adaptive CVA and CVA
model. The adaptive CVA model can track changes in bearing temperature measure-
ments more accurately than the traditional CVA method. Table 2 summarises the mean
absolute percentage error (MAPE) of the developed ACVA model and conventional
CVA model. These results imply that the proposed method takes advantage of recur-
sive state-space modelling to reveal the correlation between system input and output
signals, thereby increasing the sensitivity of the adaptive CVA to bearing degradation
compared to traditional CVA models.

Fig. 2. MAE for all output variables for different values of retained state q

Fig. 3. Radial bearing temperature 1 under faulty operating conditions predicted by adaptive
CVA and the CVA model

Fig. 4. Radial bearing temperature 2 under faulty operating conditions predicted by adaptive
CVA and the CVA model
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4 Conclusion

This paper proposes an adaptive CVA modelling tool to improve the predictive ac-
curacy of traditional CVA methods. A variable forgetting factor was adopted to update
the model coefficient matrices and covariance and cross-covariance matrices according
to the residuals of the model outputs. The proposed model tracks rapid changes in
system outputs due to the use of the adaptive forgetting factor. Condition-monitoring
data captured from an operational industrial compressor were used to test the validity of
the proposed method. The predicted outputs generated by adaptive CVA highly
coincide with the actual measurements. The proposed method takes advantage of
recursive state-space modelling to enhance the CVA prognostic performance and
increase its sensitivity to bearing deterioration. This method can be used to provide site
engineers with more reliable and robust performance estimates of systems operating

Fig. 5. Active thrust bearing temperature under faulty operating conditions predicted by
adaptive CVA and the CVA model

Fig. 6. Inactive thrust bearing temperature under faulty operating conditions predicted by
adaptive CVA and the CVA model

Table 2. Mean absolute percentage error (100%) for different output variables

MAPE y2 y3 y4 y5 y6 y7 y8 y9 y10 y11 y12
CVA 1.5 0.2 4.8 3.7 11.7 18.9 1.2 7.3 3.5 0.2 1.7
ACVA 0.1 0 1 0.1 0.03 0.9 0.7 0.1 0.2 0.1 0.2
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under varying and abnormal conditions. The information provided by the proposed
method can be used to forecast the impact of a fault on the operational process and to
develop appropriate production plans and optimal maintenance strategies, thereby
making plant operations more safe, productive and profitable.
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Predictive Analytics Combining Multi-stream
Data Sources
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Abstract. Complex utilities such as power distribution, nuclear reactors or
large water networks employ multiple data sources to provide key information
regarding asset performance and condition. These include operational logs and
fault tracking, SCADA real-time output, work and financial transactions, and a
wide variety of formats of inspection and condition monitoring data. To inte-
grate this data requires a complex view of the assets, linking network or func-
tional connectivity with regional locations to build up an understanding of how
the extensive fleet of assets must work with each other to achieve the operational
objectives.

1 Introduction

Smart operation is a new data-intensive approach where very precise understanding of
the entire asset portfolio’s condition, capability and current level of resilience will
inform a competitive and customer-engaged stance to substantially improve the future
positioning of the organisation (Jeble et al. 2016). If this approach is progressed with
external and internal stakeholders effectively, it will substantially change not only asset
management but the organisation’s operational strategy of how its services are deliv-
ered to its end customers. The actual hardware of the asset portfolio may not change,
but with predictive analytics the portfolio will evolve to a smart network of integrated
systems and assets, where the benefits in performance, cost and risk will be quantified
(Castellanos et al. 2006).

Predictive analytics involves the use of all data sources in the organisation
including the emergent opportunity offered by Smart Meters and the IIoT (Arridha et al.
2017). It includes well-established data sources such as SCADA (Kilpatrick et al. 2008)
and improving transaction data in the enterprise asset management system (EAMS,
covering financial, work and condition history). The intent is to integrate these sources
into a seamless interoperable data lake from which effective forecasts of both asset
performance and customer services delivery can be utilised to refine operations as well
as long-term asset investment.
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2 Nature of a Networked Asset Portfolio

A representation of a power network is shown below with a mix of signals or mea-
surements which may be obtained from the diverse asset classes as well as smart
metering. This example is a useful case to explain a strategy for asset surveillance
(which is a mix of monitoring and proactive testing) which has relevance for both
operations support and long-term investment strategy (Nozick et al. 2005).

The web of measurements provides a detailed diagnostic of the component parts of
the network and enables decision making to optimise work and investment which will
balance cost, risk and performance down to a very detailed level of assets and network
connections (Gaynor and Shankaranarayanan 2008). Customer support is obviously
from management of the LV network and is affected by both customer behaviour (e.g.
the devices they power from the system) and the network delivering power where
issues on the HV circuits will impact multiple customers at a time. From an investment
perspective, the aggregate of many customer experiences from the LV can inform
where significant investment is needed on the expensive but sparser HV networks.

There are six drivers of work on the network split between capital works and
operational support. Capital works involves network development to improve the
capacity and performance of the network, asset renewal to renew/replace assets in a
timely fashion before loss of function, and customer-induced work delivering addi-
tional connections to the network. Operational support involves fault response to return
the network delivery back to an intended state, routine maintenance which is a mix of
preventive maintenance, checks/patrols/inspections and repairs, and operations such as
switching, network outage management and SCADA control (Fig. 1).
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All forms of work benefit from improved decision making based on a detailed
understanding of the network across all network layers from the sub-transmission HV
to the LV.

3 The Data Environment

The data environment such as for the measurements identified in Fig. 2 is shown
below.

There are four layers in this environment, each of which has unique challenges
because the data is disparate from each of the data streams entering it from different
systems across the organisation (Ferreira and Furtado 2013). The data lake is formed by
of a mix of asset identifiers, transaction data and real time data, Saxena et al. (2012).
Transaction data consists of discrete transactions such as individual faults, work orders,
purchase orders or condition measurements.

The multiple data streams are processed by schema to support reporting of both
current and future risks across the assets, which will improve decision making for both
current operations and the investment portfolio.

4 Integrating the Data Streams

It is possible to seek out anomalies across the asset portfolio combining this data by
correlating the timing of transaction data with changes in the real time data (Ranjan 2008).
Snapshots of such changes may be stored as data signatures for future diagnostic work.
Analytics by itself cannot determine if the correlation of transactions and the nature of
individual signatures picked up in the data represents a problem (Saxena et al. 2012). This
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requires expert judgement since there is no attribute information to logically guide where
to determine a systemic issue. But once such expert judgement has been applied and
verified in one case, repeat behaviour can be detected as utilised as a prognostic for future
problems (Fig. 3).

Faults reported on the network report the realisation of a risk to network operations.
Anticipating such faults from a history of maintenance on the assets (e.g. increasing
corrective maintenance of circuit breakers) would be advantageous to trigger inter-
vention before the loss in power distribution was realised.

The assets which were tested in the above exhibit were the main circuit breakers on
the key circuits coming out of a substation and the downstream Air Break Switch on
the network. In this work risk to network health can be associated with spikes in current
flows or slow change in voltage levels measured within assets.

The plot below reports current through an air break switch highlighted in the lower
left-hand corner of the network diagram above. The horizontal axis is time. The trig-
gering of the switch is an indicator of network health as compared to asset deterioration
since the fact that the switch operated does not automatically correlate with significant
degradation of the assets. Considering the correlation shown below it could well be
coincidence that the period of intensive circuit breaker faults ended around the time of
three events on the network: this is a matter of current investigation. What is being
tested is how the poor reliability of the circuit breakers is related to network operational
concerns and hence current operational risk of the network (Fig. 4).
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Fig. 3. Electrical connectivity of assets
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The list on the right-hand side of the figure selected important circuit breakers
known from the configuration to be associated with the substation. This list is a subset
of the full asset listing since it only contains assets for which faults have been recorded.
The real time plot has been updated with marks related to the timing of faults on these
circuit breakers. The cessation of faults on specific breakers is obviously of interest and
apparently coincides with substantial operational interruption marked by the high amps
across all three phases of the air break switch which is being monitored.

This is an example of how multiple streams of data – configuration, faults and real
time – need to be brought together to then support expert investigations (Varde and
Pecht 2012). It is possible that the coincidence of the data trends is not associated with
common causation: but at this stage that remains to be determined and at least can be
explored.

5 Reporting

With respect to the reporting layer, the data can be presented over spatial maps (e.g.
network maps overlaid on geographic surveys or satellite photographs of the land) as
well as time trends in temporal mapping where multiple data streams may be combined
in accordance with the time stamps on individual data packets. Both approaches assist
experts to understand problems with assets with which they are familiar and for which
they need to diagnose events and recommend improvements.

The common metric for interpreting the data is risk which is a function of asset
criticality, severity of the issue impacting the asset, likelihood the issue could be
realised to its full significance (ranging from catastrophic loss down to operational
inefficiencies) and potential for mitigation (e.g. redundancy etc.), (Wlodarczyk and
Hacker 2014). In its simplest form, the risk can be inferred as time to realisation of a
problem. Raw risk assessments by themselves are often not helpful, and proximity to
an alert level for further action is needed to assist with decision making.

Fig. 4. Correlation of failures
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The spatial image shown in Fig. 5 is a substation with specific transformers, circuit
breakers, surge arresters or disconnectors exhibiting a level of risk based on past
measurements or current performance. This is a dynamic interface which can be seen in
a control room or as part of an oversight program. Attribute data associated with the
overlay of red and green dots provide details of any problems.

Relating this to the example discussed in Sect. 4: we are seeking to relate network
risk as a statistic which is highlighted on spatial maps above because of poor asset
reliability. While recognising faults as an obvious sign of loss of network performance,
this approach seeks to anticipate high network risk of future faults due to maintenance
transactions on related primary assets such as circuit breakers.

6 Conclusion

Predictive analytics is the process by which data is analysed to improve the early
warning of risk in a complex asset portfolio and assist with smart operations. The
deterioration of assets is based on their consumption during operation and as a function
of their working environment and will progress from an indistinguishable level to a
state which is detectable by contemporary inspection and condition monitoring tech-
niques. Using the analytics, it is sought to bring forward the time to detect the early
stages of deterioration based on feedback from operational control systems.

In this work we seek to integrate multiple data streams which include real time but
also less dynamic data such as faults, maintenance and condition measurements, to a
stable representation of the health of a complex asset portfolio in terms of performance
and condition at a controlled point in time. The reporting is not a real-time update for
operations management, but to forecast a level of probability of future events. Hence
this work is not an operational control process, but an asset management process.

Fig. 5. Potential horizon 2 outcomes
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This work has identified the essential requirements for integrating asset information
data sets including real time operational data:

• Improvement of data management, including further refinement of the integration of
the data streams, utilisation of work history and condition monitoring data, and
utilisation of the Smart Meter data to determine asset risks.

• Refinement of the analysis rules which consider functional connectivity between
assets, diagnostic rules to be applied real time data behaviour, and development of
schemas for diagnostics which may be inserted into the organisation’s data
environment.

• Testing of the communication of statistics resulting from the analytics and
engagement of stakeholders in case work studying specific issues such as those
described in this paper.
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Abstract. This paper presents a probabilistic analysis of a compilation of test
data on the fatigue endurance of Aluminum Conductor Steel Reinforced
(ACSR) cable–clamp systems. A brief review of the testing and measurement
methods used to perform fatigue tests on conductors are described. Theoretical
arguments based on the properties of extreme value distributions and random
vibrations are presented which indicate that a Weibull S – N model is the most
appropriate among models previously proposed in the literature for fatigue of
ACSR cable – clamp systems. Predictions from the model are presented in terms
of idealized stresses using bending amplitudes. Statistical tests are performed to
verify that the Weibull distribution provides a good fit to the conductor fretting
fatigue data. Validation datasets independent of the training dataset are used to
evaluate the predictive ability of the model. The proposed probabilistic model is
shown to be a reliable means of predicting the residual life of conductors
subjected to aeolian vibrations for transmission line management and conductor
replacement planning.

1 Introduction

Conductors of transmission lines are subjected to a variety of cross – flow induced
vibrations such as aeolian vibration, sub-conductor oscillation and galloping (Cloutier
et al. 2006). Of these, the phenomenon of fatigue due to aeolian vibrations is discussed
in this paper. The fatigue of materials is often treated from two approaches – a total life
approach which includes the stress – life (S – N) approach and strain – life approach;
a damage tolerant approach based on fracture mechanics (Suresh 1998). The S – N
approach is often used in representing fatigue test data on conductors (Cloutier et al.
2006), where the fatigue data are generated using a test bench. The fatigue stress levels
are quantified using Poffenberger and Swart (P – S) relationship (Poffenberger and
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Swart 1965) or the maximum antinode amplitude (Cloutier et al. 2006) while the
number of cycles is quantified as the first wire failure in Cloutier et al. (2006) or 10% of
the total number of aluminum wires by CIGRE (1979). The data set and criteria set in
Cloutier et al. (2006) are used herein.

There have been previous statistical analysis on conductor fatigue lifetime data
(Hardy and Leblond 2001; Thi-lien 2015). These models present the S – N regression
curve in terms of the conditional cumulative distribution function for the lifetime given
a stress level F N1jryb ¼ ryb;i

� �
, where N1 is lifetime of the first wire of the conductor

and ryb;i is the ith stress level at 89 mm from the last point of contact between the
conductor and the clamp. Confidence intervals about the 50th percentile curve are then
produced based on an assumed lognormal distribution of the lifetime. However,
F N1jryb ¼ ryb;i
� �

cannot be constructed from data because the amount of conductor
fatigue data at each stress level is too small and non-constant variance of each
F N1jryb ¼ ryb;i
� �

. The solution usually adopted is to ignore the variation of variance
with stress level or treat it as a function of the stress level (Hardy and Leblond 2001;
Thi-lien 2015). Because of these, the fit of the model to data cannot be checked using
simple statistical means such as probability plots or the theoretical probability density
function (PDF) checked against that of the data. Rather the validity of the model is
checked by minimizing the empirical risk, use of the coefficient of correlation (Hardy
and Leblond 2001) or plot of the residuals. Strictly speaking minimizing the empirical
risk (EMR) doesn’t guarantee good prediction ability of the model (Vapnik 1998).
The EMR of the model presented herein will still be compared with the one of the
model previously proposed by Hardy and Leblond (2001) for the same class of
conductor.

The previous works (CIGRE 1979; Hardy and Leblond 2001; Thi-lien 2015) have
not assessed also the tail behaviour of their fatigue distributions. Hence there is no
information on how the run – out data influence the model prediction and general-
ization ability. The model presented herein allows studying how the run – outs can
influence the tail distribution. The region of validity of these previous models are also
not known. Is it valid in the region of the mean? Is it valid at the extremes? When
making predictions, an engineer would like to know the region of validity and limi-
tations of his model.

The general objective of this paper is to present an S – N model that allows to
evaluate the conductor lifetime, evaluate the accuracy of such prediction and show the
effect of ignoring run – out fatigue data on conductor S – N regression models. Due to
the limited amount of data in conductor fatigue testing, the model presented herein uses
a normalization variable that allows data pooling from various stress levels allowing a
larger amount of data to be used in generating the CDF and PDF and checking the
theoretical distribution against the empirical probability density function (EPDF) and
empirical cumulative distribution function (ECDF).

In the sections to follow, considerations and assumptions used to select the required
distribution function are presented. This is followed by a presentation of the method-
ology used to determine the model parameters. Results of goodness of fit test are
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presented; finally, validation dataset excluded from the model training are used to
check the prediction ability of the model.

2 Determination of Distribution Functions

To determine the fatigue characteristics of stranded conductors, a fatigue test is usually
carried out on a test bench. The fatigue stresses are characterised by two stress indi-
cators: P – S relationship or the maximum antinode. These relationships are presented
in Cloutier et al. (2006). The stress indicators are obtained as a function of the bending
amplitude at 89 mm from the last point of contact of the conductor with the clamp or as
a function of the maximum antinode amplitude in the test span. A plot of these stresses
against the natural logarithm of number of cycles to failure gives S – N plots which are
different for both stress indicators.

The lognormal distribution is usually assumed for the CDF F N1jryb ¼ ryb;i
� �

in
conductor fatigue data analysis (CIGRE 1979; Hardy and Leblond 2001; Thi-lien
2015). However, it is posited that F N1jryb ¼ ryb;i

� �
can also take an extreme value

distribution. Consider a conductor with n number of wires subject to stress at ryb;i:

N1jryb;i ¼ Min N1;N2; :::::::;Nnjryb ¼ ryb;i
� � ð1Þ

It is seen that the if the lifetime of the first wire of the conductor is used as a
criterion to stop the conductor fatigue test, then the conductor lifetime can be con-
sidered from the point of view of extreme value statistics of the minimum. The con-
dition of independence between the Ni is not necessary for admissibility of an extreme
value distribution to F N1jryb ¼ ryb;i

� �
(Castillo 1988). The first wire to fail is con-

sidered as the weak wire in the whole conductor, thus the Weibull distribution for the
minimum is selected to model F N1jryb ¼ ryb;i

� �
.

The distribution of stress level given a number of cycle to first wire failure
F rybjN1 ¼ N1;i
� �

is unknown. The normal, lognormal and Weibull distributions have
been adopted in the literature to model stress distributions in fatigue (Hanaki et al.
2010). A Weibull distribution is selected to model this distribution. This selection is
influenced by some statistical consideration as follows: given any other distribution of
F rybjN1 ¼ N1;i
� �

, such distributions could be transformed to a Weibull distribution
(Castillo and Galambos 1987). A physical consideration that also influences the
selection over the normal or lognormal is that under field conditions, the aeolian peak
stresses have been defined to follow Rayleigh distribution et (Noiseux et al. 1986)
which is a special case of the Weibull distribution (Marshall and Olkin 2007).

It is accepted that a marginal and conditional density are required to construct
F ryb;;N1
� �

, the joint distribution of the stress level and first wire lifetime. However, it
has also been accepted that joint distributions can be specified by their conditionals
only (Arnold et al. 1999; Besag 1974; Bhattacharyya 1943; Castillo and Galambos
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1987). In this light, it is possible to specify the form of F ryb;;N1
� �

given that both
conditionals have been identified. A bivariate function when both conditionals are
Weibull distributions is given in (Castillo and Fernandez-Canteli 2009; Castillo and
Galambos 1987):

F N1; rað Þ ¼ 1� exp � h N1ð Þ � fð Þ g ryb
� �� n

� �� k

d

� �b
" #

; N1; ra 2 Rþþ ð2Þ

where V ¼ ðhðN1Þ � fÞðgðrybÞ � nÞ; h and g are log functions

f; n; k; b and d aremodel parameters

3 Fitting the Model to Data

To fit the model to data, the parameters f and n are first estimated using a least square
approach. Once the values of the parameters f and n have been determined, the location
parameter k, scale d and shape parameter b of F N1; ryb

� �
can be determined by

standard methods of parameter estimation; see e.g. (Castillo and Fernandez-Canteli
2009; Kotz and Nadarajah 2000). The maximum likelihood (ML) method has been
used to estimate k, d, b respectively as (Cousineau 2009; Crowder et al. 1991; Kotz and
Nadarajah 2000):

maximize
Y
i2U

j Vi; b; d; kð Þ
( ) Y

i2C
S Vi; b; d; kð Þ

( )
ð3Þ

Subject to the constraint that the Jacobian matrix is stationary. Where j is the
Weibull density function and S the survival function, U is a set of failure data and C is a
set of run-out data. The analysis done herein has not considered the effect of run-out on
the model parameters hence the survival function in (3) was not utilized in obtaining
the likelihood function. All data were treated as failure data. Because run-outs are not
usually considered in the statistical treatment of conductor fatigue data, see e.g. Hardy
and Leblond (2001), this approach has been followed to show the effect of not con-
sidering run – out on the S – N curve.

The stress – lifetime pair dataset available in Cloutier et al. (2006) were collected
for single, double and 3-layer ACSR class of conductors in terms of bending amplitude.
The fitted stress – first wire lifetime models with bending amplitude stress indicator are
shown in Fig. 1. The run-out points are indicated in red on these plots.

A Probabilistic Stress 707



4 Evaluating the Goodness of Fit of the Model

There are various ways to test if a selected distribution function model is a good fit for
the underlying distribution that generates the data. The simplest being the comparison
of the EPDF and ECDF to that of the selected theoretical distribution. If there is a
resemblance between the EPDF and the theoretical PDF, it is acceptable to conclude

Fig. 1. S - N Curves in terms of Bending Amplitude
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that the selected distribution is a probable function that generated the sample data. If the
ECDF also converges well to the theoretical CDF, then it is expected that the frequency
of fatigue failure events converges to their probability of occurrence.

In Fig. 2a, the theoretical CDF of the parameter V is compared against its ECDF for
the single layer, two layer and three layer ACSR group of conductors. Figure 2b also
presents the theoretical PDF of the parameter V against its EPDF for the same class of
conductors. It is observable that the theoretical PDF and CDF are a good fit to the
EPDF and ECDF respectively for all three classes of conductors. The PDF’s of the two
layer and single layer conductor is more right skewed than the three layer ACSR
conductors confirming the already available knowledge of a decreasing fatigue lifetime
with increasing number of layers of the conductor.

A problem that occurs with judging visually the closeness of the theoretical CDF to
the ECDF is due to the curvature of the theoretical CDF. It is difficult to observe
differences in the upper tail where the curve begins to flatten out. To remedy this,
probability plots can be used to check the distribution assumption. These plots are also
better in determining the appropriate distribution for small finite sample size than
comparing the EPDF and theoretical PDF (Montgomery and Runger 2003). Therefore,
probability paper plots are also presented to corroborate the comparison of the ECDF,

2:

(a) (b)

Fig. 2. (a) Comparison of CDF to ECDF (b) Comparison of PDF to EPDF
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EPDF and their theoretical equivalent of the model. Approximate linearity on the
probability plots allows to determine if the selected model is a plausible representation
of the underlying distribution. Two types of probability paper plots namely the quantile
– quantile (QQ) plot and the probability plot (PP) are used to check the model fit. The
plotting coordinates of each of these probability paper plots are given respectively as
follows (Crowder et al. 1991):

LogN1;i � f
� �

Logryb;i � n
� �� �

j;F
�1 pj
� � ð4Þ

pj;F LogN1;i � f
� �

Logryb;i � n
� �� �

j; â
� 	

ð5Þ

where F is the selected CDF, j represents the ordering of the random sample and â the
estimate of the model parameters. The point estimates of the model parameters from the
ML method are used. The difference between the PP and QQ plots is in the region with
highest variability (Crowder et al. 1991). In the PP plots, the points at the tails of the
distribution have the lowest variability (Crowder et al. 1991). The opposite is true for
the QQ plot. From an engineering point of view, the PP plot can thus be used to judge
the fit of the model around the central region of the distribution while the extreme
points can be judged by the QQ plot because in fatigue, the upper points are usually
those with the greatest variability. The PP plots for the three classes of conductors is
presented in Fig. 3a and the QQ plots in Fig. 3b. Linearity of the PP plot for all three
class of conductors shows that the distribution assumption is valid. The QQ plots
however show instability at the tails. Factors that could contribute to this include: the
model not accounting for the effect of run - out, lesser amount of data points at the
extremes, the distribution is not valid at the upper tail (D’Agostino and Stephens 1986)
and the higher variability assigned to extreme points by the QQ plots (Crowder et al.
1991). Interestingly, the QQ plot for the three layer class of conductors shows a trend at
the upper tail suggesting a Weibull distribution with different parameters; that is the
points show a linear trend parallel to the line.

Previous models (CIGRE 1979; Hardy and Leblond 2001) have not provided any
information on the region of validity of their model hence it is impossible to know
where prediction can be made with the model with a high degree of accuracy. The
model presented herein gives a quantitative measure of its region of validity, which can
be determined from the PP and QQ plots.
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5 Model Validation

To test the predictive ability of the model, validation dataset which were excluded from
the training process are used. Table 1 gives the data source, the type of conductor, the
stress level, data type (run out or failure), the actual number of cycles to failure
recorded when the test was terminated and the probability of failure.

It is usual in the conductor fatigue literature to select a curve for failure analysis that
is based on a certain probability of failure (CIGRE 1979; Hardy and Leblond 2001) and
suggested as a lower bound curve. Such a selection is not made herein. However, for
the sake of validation, the 50th percentile curve has been selected to predict the lifetime
of the first wire failure. The model predictions are presented in Table 1. The computed
probabilities of failure are computed using the actual number of cycles to failure and
the stress level.

Fig. 3. (a): Probability - probability plot for all three classes of ASCR conductors; (b) Quantile -
Quantile plots for three classes of ACSR conductors
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The model doesn’t perform well on the run – out data. This is as expected as run –

outs weren’t accounted for in the model. Very good agreement is obtained between the
model predicted number of cycles to failure and all data from (Fadel et al. 2012) for the
Ibis 26/7 conductor. The mean number of cycles to first wire failure are approximately
equivalent to that predicted by the model in Table 1 as seen in columns 5 and 6. The
reason for this accuracy is that if one looks at the S-N for the class of conductors which
this Ibis 26/7 belongs to (2 – layer), it is observed that those stress levels are at the
extreme lower tail of the distribution. A concurrent look at the QQ and PP plots for this
class of conductors shows that that the variability at the lower tail is properly captured
by the model. For the Tern 45/7 conductor, the model underestimates the lifetime. To
explain this, observe from the S-N for its class of conductors (3-layer) that the P – S
stress level of 29.65 MPa is in the lower tail of the distribution. A concurrent look at
the PP and QQ plots for the three layer class of conductors shows that the model
probability of failure and quantiles are both underestimated by the model respectively.
For the Bersfort conductor submitted to a P – S stress level of 11.58 MPa, the model
overestimates the lifetime at the 50th percentile curve. Again, to explain this, it is
observed in the S-N curve for its class of conductors (3-layer) that this stress level is in
the upper tail of the distribution. A concurrent look at the QQ plots of this class of
conductor shows that the model overestimates the distribution quantiles at the upper
tail. This overestimation at the upper tails shows the influence of not accounting for run
out on the distribution or excluding them from the analysis.

A point of caution in interpreting these results is to recall the meaning of probability
from a frequentist point of view. It is expected that the frequency converges to the
probability with increasing sample size (Vapnik 1998) thus it is not surprising that
where the average value of a number of lifetimes is presented in Table 1, it is closer to
the prediction of the model. Thus, not all the overestimation or underestimation by the
model discussed above is due to tail distribution error but accounting for run-outs
should decrease tail prediction error.

To further show the validity of the model, the methodology of Hardy and Leblond
(2001) is compared with the model presented herein. The statistical analysis in Hardy
and Leblond (2001) has been repeated with the 84 data points used for the model
presented for 3 – layer class of conductors. Given the large amount of data now
available, a lognormal distribution as postulated by Hardy and Leblond (2001) is used
and the Strohmeyer model (Strohmeyer 1914) used to represent the 50th percentile
curve as done by Hardy and Leblond (2001). To compare the performance of both
models, the empirical risk of both models is computed. The model that has the minimal
empirical risk is considered the better model (Vapnik 1998). The empirical risk is
computed as (Vapnik 1998):

R empð Þ âð Þ ¼ 1
l

Xl

i¼1

LogN1;i � I N1;i; â
� �� �2 ð6Þ
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Where the function I is the 50th percentile curve and l is the length of the dataset. The
obtained empirical risks are presented in Table 2. On this basis, the model presented
herein outperforms the previous model on the 3-layer ACSR class of conductors and is
a better model in predicting the time to failure of the first wire of the 3-layer class of
conductor.

Because the empirical risk is also a measure of the model error, the model presented
herein has lower prediction error and produces tighter confidence interval about the
50th percentile curve than the type of model presented in Hardy and Leblond (2001).

6 Conclusion and Subsequent Research

A statistical analysis on the ACSR conductor fatigue data has been conducted. Non-
constant variance of the conditional density of lifetime given stress level has been
considered by the model. The region of validity of the model has been shown using

Table 1. Validation dataset for conductor vibration using bending amplitude stress indicator

Data
source

Conductor
type

ra Ybð Þ
� �
(MPa)

Data
type

Actual Number
of cycles to
failure �106� �

Predicted
number of cycles
to failure �106� �

Probability
of failure

Cloutier
et al.
(2006)

Rail 45/7 10.53 Run
out

318.07 163.93 0.66

Crow 54/7 16.96 Run
out

24.78 11.92 0.69

Goudreau
et al.
(2010)

Bersfort
48/7

11.58 Failure 71.74 102 0.40

Tern 45/7 29.65 Failure 1.11 1.00 0.61
29.65 Failure 1.87 1.00 0.74
29.65 Failure 2.74 1.00 0.82

Fadel
et al.
(2012)

Ibis 26/7 25.08 Failure 5.50 6.67 0.42
25.08 Failure 2.98 6.67 0.18
28.22 Failure 3.00 3.92 0.39
28.22 Failure 1.90 3.92 0.21
31.35 Failure 2.47 (mean) 2.45 0.5
34.49 Failure 1.13 (mean) 1.61 0.36
39.82 Failure 1.00 (mean) 0.86 0.56
43.31 Failure 0.53 (mean) 0.59 0.45

Table 2. Comparison of empirical risk

Model R empð Þ að Þ
Present model 1.62
Hardy and Leblond (2001) 2.29
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quantile – quantile probability paper plots and probability – probability paper plots.
The Normalization variable used by the model allows to construct the empirical
probability density and cumulative distribution functions. It is shown that the theo-
retical CDF and PDF for all classes of conductors examined agree with the ECDF and
EPDF respectively. The model prediction capability is demonstrated by comparing
predictions of the model with a validation dataset. Good agreement is obtained in the
region of the mean. It is shown that the effect of run – out on the conductor must be
accounted for in conductor fatigue statistical analysis to improve the tail behaviour.
Comparison of the present model and a previous model showed that the present model
provide a lower prediction error and tighter confidence intervals. However, a lacuna of
the present model is that one of the marginal densities doesn’t exist. Nonetheless, the
emphasis is on predicting as closely as possible the time to first wire failure and the
model has demonstrated its capability for this. Further analysis is required to refine the
model and to ensure that it provides the minimum possible risk in prediction, which
will guarantee minimum error in residual life estimation of transmission line conduc-
tors subjected to aeolian vibrations.
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Abstract. The Norwegian Public Roads Administration (NPRA) has recorded
bridge element damages in a database for all the bridges it manages since the
1990s. This paper presents a comparison of three methods to establish element
condition based on damage records. The methods consist in a non-parametric
procedure based on the worst damage registered in the element, linear regression
considering also bridge and road characteristics data and classification through
an artificial neural network. The methods are assessed using a set of 159 bridges
inspected in 2016. The results show that diagnostics of bridge element condition
can reach high accuracy by using an artificial neural network classifier and
taking into account existing damage records and bridge data.

1 Introduction

Deterioration models are a key component for the optimal management of an agency’s
bridge infrastructure. Statistical deterioration models need to be developed and cali-
brated with historical data on the condition of bridge elements. The NPRA has recorded
bridge element damages for all the bridges it manages since the late 1990s. This paper
presents an analysis of existing inspection records and their suitability for assessing
element condition.

Bridge and damage data is recorded in a computerized database accessible to bridge
inspectors through a web interface. The system is called Brutus (NPRA 2017).

1.1 A Summary of Bridge Element Damage Recording in Norway

The NPRA performs regular bridge inspections every year and every five years.
Inspections are conducted according to the manual for bridge inspection, Håndbok
V441 (NPRA 2014). The result of the inspection is a record of all the damages detected
on each bridge element. Damages are recorded according to a predefined schema that
contains six fields.

• Skadetype. Predefined damage type (spalling, cracking, etc.).

© Springer Nature Switzerland AG 2020
J. P. Liyanage et al. (Eds.): Engineering Assets and Public Infrastructures
in the Age of Digitalization, LNME, pp. 716–722, 2020.
https://doi.org/10.1007/978-3-030-48021-9_79

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-48021-9_79&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-48021-9_79&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-48021-9_79&amp;domain=pdf
https://doi.org/10.1007/978-3-030-48021-9_79


• Skadekonsekvens. An assessment of damage consequences. The system allows
registering consequences for load-bearing capacity (B), traffic safety (T), future
maintenance costs (V), and environmental consequences (M).

• Skadegrad. Degree of damage (DOD) for each kind of consequence. The DOD
range goes from 1 to 4, where 1 means least damage and 4 means most damage.

• Skadeårsak. Probable cause of damage, chosen from a predefined list. More than
one can be selected.

• Skadebeskrivelse. Free text description. It is encouraged that bridge inspectors
record the position and extension of the damage, results of tests and measurements,
and any other relevant comments.

• Optional damage images (Table 1).

The bridge inspector must decide, based on prior experience and knowledge, how
fast a given damage may develop in order to rate it correctly. In practice, the inspection
manual provides a comprehensive catalogue of damage pictures and descriptions for
comparison.

Around year 2013, the bridge management system of the NRPA was updated. The
degree of damage is now divided into two components. Those components are damage
degree (Skadegrad) and damage consequence (Skadekonsekvens), as in the standard.
Both parameters range from 1 (best) to 4 (worst) but only a single condition degree
may be assigned to a damage, while different consequence degrees may be assigned
(one for impact on future maintenance costs and a different one for load-bearing
capacity, for example).

The change was implemented in the bridge management system by adding a new
field called “degree of damage” (skadegrad in Norwegian) while the old field, which
was named “degree of damage/-consequence”, and which was a combination of
numerical and alphabetic values, was renamed as simply “damage consequence”
(skadekonsekvens in Norwegian). Old record values were kept in the renamed “damage
consequence” field.

Table 1. Damage recording for damages of type B as described in the Inspection manual for
bridges (Vegdirektoratet, 2000/2014 p62–64)

Damage Description

1B Small damage/deficiency not considered to represent any risk for the load-bearing
capacity of the bridge. The damage shall not be repaired

2B Medium damage/deficiency that can reduce the load-bearing capacity of the bridge
if allowed to stay for more than 4-10 years. The damage shall be repaired within
4–10 years

3B Big damage/deficiency that can reduce the load-bearing capacity of the bridge if
allowed to stay for more than 1–3 years. The damage shall be repaired within 1–3
years

4B Critical damage which has reduced or is about to reduce the load-bearing capacity
of the bridge. The damage shall be repaired immediately or at most within ½ year
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1.2 Overview of Bridge Performance Indicators

Clear performance measures or indicators can help agencies to assess the extent to
which a bridge program, project, or policy has succeeded in achieving intended goals
and objectives. Yet performance measures should be realistic and operational. Data
relating to the performance should be measured with available resources without
excessive effort, cost or time. (Patidar et al. 2007).

In Europe, every country uses a different set of performance indicators. Cost Action
TU1406: Quality specifications for roadway bridges, standardization at a European
level (Bridgespec) – Performance indicators (Matos et al. 2016) aims to set a standard
in both performance indicators and performance goals. The performance indicator
database compiled as part of that project shows a common reliance on visual inspection
for assessing most of technical indicators of element condition. Non-destructive testing,
probing and structural health monitoring are used to a much lesser extent.

The taxonomy of indicators developed by Cost Action TU1406 as described by
Strauss et al. (2017) provides a reference framework. Performance indicators can be set
at the element level, system (bridge) level or network level. Technical indicators at the
element level are those intended to assess damages or element functionality.

1.3 Bridge Element Condition Assessment for Use in Degradation
Modelling

Bridge element deterioration is usually characterized with a statistical degradation
model, such as a Markov process. The Markov process defines the probability that the
condition of an element worsens from a given condition state to a worse one in a
specified interval of time. Parameter estimation for a Markov process works best when
the number of possible states is between 4 and 6. For example, AASHTO BrM,
formerly known as Pontis, uses up to 5 states (Golabi and Shepard 1997).

The condition assessment of bridge elements is based on visual inspections. Bridge
inspectors assign a condition state to each bridge element based on the damages
observed and a pre-defined list of criteria for each element type.

Condition states describe the deterioration of bridge elements, but the relationship
with load-bearing capacity or structural reliability may be weak. Yet condition states
are often used for maintenance planning as they describe the extent of deterioration
processes that if untreated may impair the bridge serviceability. In addition, they
describe visible processes that may cause user concern if not addressed.

2 Methodology

Data was obtained from Brutus. A training data set was manually rated. After that,
three models were programmed using the Pyhton programming language in a notebook
environment (Pérez and Granger 2007). The first one was a non-parametric model; the
second one was a multiple linear regression and the last, an artificial neural network.
The models were fitted and cross-validated using the Scikit-learn library (Pedregosa
et al., 2011).
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2.1 Regularization of Element Condition Records

There are two different series of condition records in Brutus for most elements. One
where degree of damage/consequence is summarized in one value and another one
where it is split in two values, as described in Sect. 1.1.

An analysis of 73 378 structural damages registered for the first time before the new
system with two numbers was implemented, shows that the value of consequence
degree used in the new system is the old degree of damage in most cases.

For damages recorded for the first time after the new system was implemented it is
also the case that most of the time, the consequence degree determines the consequence
damage. Damage information can thus be summarized in a single value by the con-
sequence degree and the degree of damage can be ignored.

2.2 Assessing Element Condition

The element as a whole is rated. The purpose of assigning a single condition number to
every element is to characterize it in a general way, not specific to the type of damage.
This allows for the development of a statistical degradation model.

It is desirable that the number of condition states be equal or less than the number
possible degree of damage for each damage recorded in Brutus in such a way that a
correspondence between damage degree and condition state can be easily established.
Therefore, the following condition rating scale was proposed (Table 2).

925 bridge elements pertaining to 152 different bridges and culverts were rated
according to the rating scale proposed. Element types where subsequently grouped into
five main types; bearing (120 instances), culvert element (29), infrastructure (370),
superstructure (391), and steel pipe culvert (15).

31% of elements were in condition 0, 49% in condition 1 and 19% in condition 2.
There were only 12 elements in condition 3 and two in condition 4. For further
analysis, condition 3 and 4 were grouped into a single category.

Table 2. Description of proposed element condition states

Condition
state

Description

0 No defects
1 Early signs of defect. Normal wear
2 Minor surface defects. Local spalling without reinforcement steel section loss.

Minimal scour. Loss of surface treatment in steel elements
3 Severe defect. Comprehensive spalling with reinforcement steel section loss.

Scour. Local corrosion with section loss in steel elements
2 Concern for service or limit state of element
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2.3 Non-parametric Method

A method loosely based on the current procedure for assessing bridge condition
consists in going through all the damages registered for an element and computing the
maximum value of consequence V or consequence B. This maximum value would be
the elements condition. The advantage of this method is that the resulting indicator is
readily understandable and can be related back to the damage classification scale.

2.4 Multiple Linear Regression

The second procedure tested consisted in building and fitting a classifier based on
multiple linear regression. To validate the model 10-fold cross validation with stratified
sampling was used.

Recursive feature elimination was used to assess the optimum number of features to
incorporate into the model.

2.5 Artificial Neural Network

The last classifier tested was a neural network (multi-layer-perceptron with back-
propagation) with two hidden layers. Data is normalized before being fed to the
classifier. A grid search over the size of each layer, activation function and regular-
ization parameter was performed. Again, the model was optimized using 10-fold cross
validation with stratified sampling.

The features used for fitting the model were the same as the initial set of features
used for the multiple linear regression model.

3 Results

3.1 Non-parametric Method

By applying the method described in Sect. 2.3, the percentage of elements correctly
classified was 67%.

3.2 Multiple Linear Regression

The highest accuracy was obtained using 52 features out of 60 possible (Table 3).
The average classification accuracy using multiple linear regression is 75.9% with a

95% confidence interval of (69.1%, 82.7%).

3.3 Artificial Neural Network

The highest accuracy was obtained using two hidden layers of size 60 and 40, rectified
linear unit function (f(x) = max (0, x)) as activation function and an L2 penalty
(regularisation term) parameter of 1.0.

The mean accuracy obtained with the ANN is 79.7% with a 95% confidence
interval of (72.6%, 86.8%).
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4 Discussion

The learning curve of the ANN model shows a significant gap between the training
dataset and the test dataset. The accuracy of the training dataset is quite constant and
close to 95% as the number of training samples increases, while the accuracy on the test
set keeps increasing. It is to be expected that the accuracy on the test dataset would
continue to increase.

In fitting the models, element data has been treated as being independent, but it is
reasonable to expect some correlation between elements pertaining to a single bridge.
The effects that this may cause in the models have not been researched.

5 Conclusions

This article demonstrates the use of machine learning techniques to assess the condition
of bridge elements based on damage records and other bridge data.

The ANN approach is slightly more accurate than the multiple linear regression, but
more importantly, the learning curve shows room for improvement by increasing the
training set. Accuracy rates near 90% should be possible.

The automatic assessment of bridge condition based on machine learning tech-
niques has several advantages. It relies on quite objective data, such as damage records
and bridge data, combined with a training dataset assessed in advance. Therefore, some
of the variability due to the subjective criteria of bridge inspectors is eliminated. The
training dataset can be small enough to be compiled by a single group of experts. If
needed, the training dataset can be reassessed to recalibrate the model without the need
to manually reassess each element individually.

Table 3. Features used in the optimal set.

Feature
group

Feature Part of best
model?

None AADT No
Any damages Yes
Age No
Highest damage consequence Yes

Element
type

Bearing, Culvert element, Infrastructure, Pipe culvert,
Superstructure

Yes

Material Concrete, pre-stressed concrete, steel, masonry Yes
Design
standard

12 possible alternatives, from SVV 1/30 to other/unknown Yes

Climatic
zone

Coastal, inner coastal, inland Yes

Damage
type

Other, leakage, lack of part, material-independent damage,
damage on concrete honeycombing

No

24 other types of damage Yes
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Finally, the results demonstrate that this approach can be used to assess the his-
torical condition of bridge elements based on the records kept. The assessment of the
historical condition and its changes can be used as input data to calibrate degradation
models. Such models can be used to assess the remaining useful life of bridge elements,
determine expected time to intervention according to predefined condition levels and
plan risk-based inspection intervals, instead of current time-based inspections.

The condition assessment of bridge elements is a first and necessary step to
implement bridge management systems that optimize both inspection and intervention
costs.
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Abstract. An oleo-pneumatic shock absorber of a fighter aircraft loses some of
its nitrogen charge and oil fill over time, due to leakage through seals. Usually,
only gas can be added to shock absorber in line maintenance. This creates an
imbalance to the ratio between gas and oil, and affects both the damping and the
stiffness of the shock absorber. Measuring the gas and liquid content inside a
shock absorber is infeasible. Thus, other variables that can act as indicators of an
imbalance, must be identified. A coupled model of a fighter aircraft landing gear
and its shock absorber is created. Using the model, landings with different sink
speeds and aircraft masses has been simulated. Simulations with a standard, and
later imbalanced, gas-liquid ratio are conducted. Results from these simulations
are discussed and presented here, and variables that can be used as indicators of
this imbalance are identified. This information can be used to potentially
improve maintenance planning.

Nomenclature

A Orifice area
C Damping coefficient
CL Lift coefficient
Cq Flow coefficient
F Reaction force
FC Friction force
g Gravitational acceleration
K Spring stiffness
L Lift
m Aircraft mass
p Pressure
S Wing area
q Density
v Horizontal velocity
ẋ Stroke velocity
x Stroke
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1 Introduction

One of the main parts of an aircraft landing gear is its shock absorber, which dissipates
the kinetic energy related to landing to heat. Almost every medium to large sized
modern aircraft uses an oleo-pneumatic shock absorber in its landing gear. In the shock
absorber hydraulic fluid is forced through an orifice, which dampens the motion. Also,
it has a nitrogen or an air charge that acts as a spring. The fluid flow is controlled by a
metering pin or a hydraulic valve. To reach a high efficiency, the flow rate is varied
during stroke. This is achieved with a varying metering pin cross-section or with a
control valve. Using a metering pin is simpler, more reliable and maintenance-free
(Currey 1988).

Common carrier-based fighter aircraft have a shock absorber with two chambers.
A primary chamber filled with fluid and gas, and a secondary chamber filled only with
gas. The secondary chamber acts as a secondary spring and activates during hard
landings, i.e., when the dissipated kinetic energy is high due to a high sink speed, i.e.,
the vertical velocity at touchdown (Niu 1988). A schema of a typical fighter aircraft
shock absorber is shown in Fig. 1. High temperature and pressure fatigues seals and O-
rings, which leads to leakage due to deformation (Yang et al. 2016). Even without a full
seal failure, pressure is lost over time.

As the pressure loss is compensated with added gas, there is an imbalance i.e., the
proportion between gas and liquid is distorted. This causes a malfunction in the shock
absorber operation. Measuring the amount of liquid or gas is infeasible. Therefore,
other variables that are more easily measured and describe the condition inside the
shock absorber, must be identified. Measuring everything is inefficient and costly, and a
landing gear is under heavy loads and vibrations during landing, which complicates
measurements. Furthermore, aerospace regulations require that the measuring system
does not interfere with safety or flightworthiness (Phillips 2011). Other restrictions
concerning the size, weight, and complexity of the system must also be considered.

Fig. 1. A schematic view of a two-chamber oleo-pneumatic shock absorber.
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As field measurements are expensive and difficult, mathematical simulation and
modelling can be used as a tool to find the indicating variables. To have realistic
results, a coupled landing gear and shock absorber model of a fighter aircraft is used to
simulate real landings. In this paper, using a coupled model, the behaviour of the main
variables is analysed. The main variables are stroke velocity, stroke, temperature, and
pressure inside the shock absorber primary chamber. Firstly, design values for the gas-
liquid ratio are used to understand how the variables behave in different landings.
Secondly, the gas-liquid ratio is distorted to have an imbalance, and a similar analysis is
made. The objective is to find out the variables that can be used as indicators of the gas-
liquid ratio imbalance.

Construction of the shock absorber requires that the shock absorber is removed
from the aircraft for full service. Thus, a usual line maintenance service procedure is to
check pressure of the shock absorber and add gas to it, if required. This can be done on
ground. A full service is done as shop maintenance periodically, or if there is an
obvious need for it. However, the aircraft industry is moving from traditional pre-
ventive condition monitoring methods towards predictive methods (Phillips 2010).
This concerns military operators also, as they are required to operate economically. To
achieve this, the identified indicators should be measured during landing. The
knowledge of the level of the imbalance inside the shock absorber can be used to
decide if the shock absorber requires full service or not. This helps in the maintenance
planning, making it potentially more cost-effective.

2 Coupled Landing Gear and Shock Absorber Model

The coupled model includes a landing gear model and a shock absorber model. The
landing gear is modelled as a multibody system (MBS model) and the shock absorber
as a one degree-of-freedom dynamical multi-domain system (dynamical model). The
coupling is in the equation of motion which, just after touchdown, is:

F ¼ mg� Fc � L� C _x� Kx: ð1Þ

The MBS model calculates the stroke velocity and the stroke, and these are
transferred through a control interface to the dynamical model. Using the transferred
variables, the dynamical model calculates the shock absorber reaction force using
Eq. 1. This is repeated during every time step. The operating principle of the coupled
model is shown in Fig. 2. The MBS model also handles the calculation of lift, which
depends on the initial orientation and horizontal velocity.

L ¼ 1
2
qv2SCL: ð2Þ

The dynamical model calculates the friction force using LuGre-friction model
(Lund-Grenoble) (Åström 2008). The damping properties are related to the varying
cross-section orifices, whose mass flow is calculated from
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dm ¼ CqA xð Þ
ffiffiffiffiffiffiffiffiffiffiffi
2qDp

p
: ð3Þ

The gas spring compression is often modelled as an adiabatic process using the
ideal gas law. However, it becomes inaccurate at high pressure so Peng-Robinson
model is used (Peng and Robinson 1970). The damping coefficient and the spring
stiffness depend on the stroke and the shock absorber is highly non-linear to avoid
considerable rebound (Wright 2014). A detailed presentation and validation of the
shock absorber model can be found in (Heininen 2015).

3 The Influence of the Aircraft Mass and Sink Speed
on the Main Variables

The kinetic energy that the shock absorber dissipates is proportional to the square of the
sink speed and directly proportional to the mass of the aircraft. Increasing the sink
speed or the aircraft mass means that more energy has to be dissipated. This should be
seen as a change in the main variables between simulations. Three values for the
aircraft mass were chosen: 13 608, 15 422, 17690 kg. These represent a wide but
realistic range of different fighter aircraft landing weights. Also, three different sink
speeds were chosen: 3.0, 4.0, and 4.9 m/s. Maximum values of each main variable
during simulation is shown in Fig. 3. A non-linear polynomial curve has been fitted
along the points in each dataset.

The maximum stroke, pressure, and temperature are non-linear with respect to the
kinetic energy. However, the relation between the maximum stroke velocity and the
aircraft mass is almost non-existent. In Fig. 4, the stroke velocity is shown during
simulation. M1V1 refers to case with lightest aircraft and slowest sink speed, and
M3V3 refers to heaviest and fastest. It shows the same behaviour. The differences
between simulations with different mass is insignificant. The relation between sink
speed and stroke velocity is non-linear. Faster sink speeds are damped relatively more
than slower ones.

In conclusion, the stroke velocity can be eliminated from the variables that are
studied in the distorted gas-liquid ratio simulations. The shock absorber model is
adiabatic, i.e., all the dissipated heat is transferred to the fluid. This is a valid
assumption, because a landing is a fast process, and therefore, heat transfer from the

Fig. 2. A schematic view of the coupled simulation model.
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shock absorber to the environment is negligible. Temperature change from the initial
value to the maximum is distinguishable between different landing cases. Same applies
for the maximum stroke and pressure. These three variables must be included in the
gas-liquid imbalance analysis.

Fig. 3. Sink speed versus maximum stroke, stroke velocity, pressure and temperature inside the
primary chamber with different aircraft masses and sink speeds.

Fig. 4. Stroke velocity vs time during landing simulation.
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4 Imbalance in the Gas-Liquid Ratio

To find out which variables would indicate an imbalance in the gas-liquid ratio, the ratio
was distorted for the simulations. The same cases as in the previous chapter were
simulated. This time some of the hydraulic oil (2, 5, 10, and 20%) was replaced with gas.
Again, the maximum values of the remaining variables were considered. The maximum
temperature of the cases with lightest and heaviest aircraft loading is shown in Fig. 5.
When the vertical kinetic energy is low, the effect of the imbalance on the maximum
temperature is not clearly seen. However, as the energy increases so does the influence
of the distorted gas-liquid ratio. This indicates that as a stand-alone variable temperature
is not fitting as an indicator of the imbalance, but it should not be entirely disregarded.

Figure 6 shows the distorted gas-liquid ratio versus the maximum stroke and
pressure. The distortion affects the maximum stroke only slightly. If the distortion is
small, the difference in maximum stroke can be less than one percent. This is due to
increasing the gas stiffness non-linearity near the end of the stroke. The impact force
related to a landing generates vibrations in multiple degrees-of-freedom and noise
(Jebáček 2016). This makes the measuring of the stroke accurately during a landing
difficult, as relatively small differences must be identified from a noisy signal. This
means that stroke is not a suitable variable, as an imbalance indicator.

The maximum pressure is sensitive to the gas-liquid imbalance. A small change in
the gas content shows a distinct difference in the maximum pressure. This is valid even
for landings with low kinetic energy. As the gas amount increases, the gas spring
stiffness decreases strongly. Commonly, a 4th generation fighter aircraft have a
mechanical pressure gauge in the shock absorber. Replacing a pressure gauge with a
measurement system that measures both temperature and pressure actively during
landing is technically feasible, without risking the airworthiness. Therefore, pressure
and temperature are identified as variables that together can indicate there is an
imbalance in the gas-liquid ratio.

Using this kind of measuring system, the imbalance could be observed which
would help to plan the maintenance accordingly. Instead of periodically servicing the
shock absorber, the level of imbalance could be measured, and the decision to service

Fig. 5. Gas-liquid ratio versus maximum temperature. Left: aircraft mass 13 608 kg. Right:
aircraft mass 17690 kg.
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the shock absorber could be based on this information. The imbalance is generated over
time as the number of landings increases. So, a certain limit that determines the need
for full service could be defined.

5 Conclusions

Using a coupled landing gear and shock absorber model the behaviour of the main
variables of a fighter aircraft shock absorber was studied. The main variables include
stroke velocity, stroke, and temperature and pressure in the shock absorber primary
chamber. Their usefulness as an imbalance indicator of the gas-liquid ratio was
investigated. It was noticed that the maximum stroke velocity is mostly influenced by
the sink speed making it unsuitable as an indicator. The gas spring stiffness is highly
non-linear, and the differences in the stroke are small. Measuring these small

Fig. 6. Gas-liquid ratio versus maximum pressure and stroke. Top: aircraft mass 13 608 kg.
Middle: aircraft mass 15 422 kg. Bottom: aircraft mass 17690 kg.
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differences with the required accuracy during landing is difficult, as there are heavy
loads and vibration. Therefore, the stroke is not suitable as an indicator.

The influence of distortion to the temperature inside the shock absorber is
noticeable in landings with high vertical kinetic energy. Also, the inside pressure shows
clear difference, when the ratio is distorted. Even when the kinetic energy related to the
landing is low. Technically active temperature and pressure measurements are possible.
Therefore, these two variables were identified as good indicators of an imbalanced gas-
liquid ratio. The level of imbalance could be monitored by measuring these two
indicators. This information can be used to improve maintenance planning in the future.
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Abstract. Laboratory experiments have been performed on medium sized
roller bearings with two levels of artificial damage. Recordings of long time
series from accelerometers at a wide range of different radial loads and rotation
speeds has been performed. Probably due to non-perfect performance of the
control systems for the rotational speed or frequency, significant fluctuations
were observed at all rotation speeds. The highest relative variation was observed
at the lowest rotational speeds. These variations were recorded using a rotary
encoder, which allows order tracking of the vibration signal. In real life con-
dition monitoring, tachometers or rotary encoders are not always present, this
can be due to the cost of installation or space limitations for introducing addi-
tional sensors. The present work describes a method for instantaneous frequency
estimation, making it possible to perform order tracking without relying on a
rotary encoder. These results are then verified by comparison to the rotary
encoder data.

1 Introduction

In all condition monitoring of rotating applications, there is an advantage in using
information from tachometers or rotary encoders. Any fluctuation in shaft instanta-
neous frequency cause frequency smearing, which can make even relatively serious
damage hard to diagnose through frequency analysis. However, encoder data is not
always present, and it can be both difficult and expensive to retrofit new sensors. The
difficulties can be due to access problems, temperature, explosive atmosphere and the
cost of cabling, scaffolding and restrictions on wireless communication. For the cases
where a good tachometer or encoder signal cannot be provided, it is therefore of
interest to investigate if there are ways to extract information about instantaneous speed
variations of rotating machinery for the purpose of improving spectral resolution of
vibration data. Several methods for order tracking exist. Bonnardot et al. (2004) pre-
sented a method for envelope demodulation under very limited fluctuations in speed.
Zhao et al. (2013) and Wang et al. (2016) utilizes the generalized Fourier Transform
and maxima tracking to isolate high energy harmonics used for demodulation. Schmidt
et al. (2018) improves maxima tracking by incorporating acceleration information.
These methods all utilize instantaneous phase estimation from the analytic signal.
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The authors have performed laboratory tests using vibration sensors on medium
sized rolling element bearings. For these experiments a rotary encoder was present, and
useful for order tracking and increasing the resolution of envelope spectra. However,
the same data sets can be processed omitting the encoder data to check if similar
resolution improvement can be achieved from information inherent in the vibration
data. The presented method for utilizing transients in the vibration signal as a
replacement for tachometer pulses to perform order tracking. The method is in the
“elapsed time” category (André et al. 2013), utilizing peak detection of transients in the
vibration signal to replace encoder pulse and subsequent outlier identification to sta-
bilize RPM estimates.

It is required that the transients are detectable, but they could originate from bearing
damage, gear meshing or other phenomena that are related to shaft rotation. For effi-
cient implementation, one should have an idea of the peak spacing for the specific
application, but exact knowledge is not required. For this particular case, a vibration
signal from bearing fault is used to improve itself, the obvious drawback being that the
fault was already present and detectable. It is emphasized that a more useful case would
be to use signals independent of the fault, e.g. gear meshing and motor piston vibration.
However, the test setup used in this experiment did not have a gearbox, and the
presented results serves more as a “proof of concept”. Note that the peaks were visible
in the time-waveform without pre-processing, and a pre-processing step might be
necessary, such as bandpass filtering of high kurtosis bands (Randall and Antoni 2011).

2 Experimental Setup

A series of experiments using undamaged and artificially damaged bearings exposed to
different radial loads and rotational speeds were performed by the authors at the
facilities of RWTH Aachen as part of the research program SFI Offshore Mechatronics
at the University of Agder and Teknova AS. The actual bearing used was a 180 mm
roller element bearing, NU220 ECP, seen in Fig. 1. The artificial damage was a groove
in the outer race made by a hand held rotating tool with an abrasive tip.

Fig. 1. NU200 ECP bearing used in testing, artificial damage seen in the outer race
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The test rig applied pure radial load only. Test were done at 4 different load cases,
as seen in Table 1. In this paper, results for load case 2 are presented.

An induction motor was driving the shaft directly without a gearbox. A rotary
encoder supplied RPM data. Table 2 shows the motor nominal test speeds in RPM and
Hz.

Vibration data was collected using a triaxial accelerometer, location shown in
Fig. 2. All data was sampled at 19,200 Hz.

Table 1. Radial loads

Load case 1 2 3 4

Load [kN] 5 10 15 20

Table 2. Motor test speeds

Nominal speed [RPM] 100 200 300 400 500 750 1000
Shaft frequency, fsnom [Hz] 1.67 3.33 5 6.67 8.33 12.5 16.67

Fig. 2. Test rig (left) and bearing housing with accelerometer placement (right)
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3 Method

Two channels of radial acceleration data, horizontal and vertical, were added to find the
magnitude of radial acceleration. The resulting vector is taken as input to an enveloping
algorithm. The artificial defect introduced to the outer race causes repetitive transients,
and the local maxima of the combined envelope signal are detected. The time differ-
ences between the local maxima was used for estimating an instantaneous frequency
inherent in the envelope signal. Knowing the nominal shaft frequency fsnom of the
motor, a Peak-to-Shaft Ratio (PTSR) was calculated, describing the ratio between mean
impact frequency and nominal shaft frequency. Any distinguishable, repetitive signal
of higher frequency than the shaft can be used, for instance gear mesh or other bearing
fault frequencies. In cases where the source of the transients is known, the observed
PTSR can be used to correct mean value offsets of the nominal RPM.

The vibration signal contained transients known to originate from the outer race
fault. These transients arrived an assumed constant ratio to the shaft frequency,
neglecting the randomness in arrival time. To capture the speed fluctuations within one
revolution, peaks of the signal envelope were detected, and the time between peaks was
calculated. To locate the peaks, the Matlab function findpeaks is used. To minimize
detection of false peaks, the parameter MinPeakDistance is used. Minimum peak
distance limits the maximum number of peaks to be recorded per shaft revolution,
effectively limiting the upper shaft frequency fluctuation that and can be captured. It
also prevents one peak to be counted twice. For this case, the order normalised fault
frequency is 7.174X, and a 30% fluctuation in speed was allowed. Additionally, the
parameter MinPeakProminence was set to the RMS of the input signal. This removes
small peaks, by setting a lower threshold of the peak prominence. Both these param-
eters can be tuned.

The times between the ith and (i − 1)th peak in the envelope signal is measured as
the number ni of time samples multiplied by the sample period Ts. We call this Tp,i,
representing the time interval between the envelope maxima.

Tp;i ¼ ni � Ts ð1Þ

Instantaneous peak frequency fp,i is then the inverse of Tp,i. The estimate is then
shifted back by half an impact period to place it between the impacts it was calculated
from. The mean value of all fp,i is added to each end of the vector.

fp;i ¼ 1
Tp;i

ð2Þ

Knowing the nominal shaft frequency, and mean time between impact, an estimate
of the PTSR was obtained.

PTSR ¼ 1
fsnom

� 1
N

XN

i¼1
fp;i ð3Þ
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If the source of the transient has a known frequency fsource, a correction factor k can
be calculated remove a constant RPM offset.

k ¼ PTSR
fsource

ð4Þ

An estimate of fs, the instantaneous shaft frequency estimate was then obtained by
dividing the instantaneous impact frequency by the PTSR.

fs;i ¼ fp;i
PTSR

k ð5Þ

Expressed in revolutions per minute RPMi

RPMi ¼ fs;i � 60 ð6Þ

Occasionally, peaks are ambiguous, not present or not distinguishable, which leads
to erroneous instantaneous RPM estimates. Large deviations in time between peaks are
detected and replaced using a two-stage outlier identification method. An outlier is
defined as any point more than three scaled median absolute deviations (MAD), which
provides more robust outlier detection in tail-heavy distributions (Leys et al., 2013).
The Matlab function filloutliers provides this functionality. This stage removes large
outliers and replace them with linear interpolations between nearest valid neighbours.
Since each semi-periodic frequency fluctuation was represented by only a few data
samples, a Piecewise Cubic Hermite Interpolating Polynomial (PCHIP) interpolation
function was applied to smooth the resulting plot after peak detection and conversion to
instantaneous shaft frequency, so that both measured and estimated frequency can be

Fig. 3. Stages of RPM estimation at 1000 RPM
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meaningfully plotted on the same scale for comparison. The limited number of impacts
per revolution also impose a theoretical limit on the frequency of the fluctuations that
can be captured. In the second stage, the estimate is lowpass-filtered using a 210 order
equiripple FIR filter with a cutoff frequency of fsnom*PTSR/2.56. The factor of 2.56 was
used to provide some safety margin to the Nyquist frequency. Figure 3 illustrates the
different stages of RPM estimation.

4 Results

The data sets analysed contained rotational speed fluctuations. The relative speed
variation was highest at 100 RPM, at about ±15% at most. At higher speeds, the
absolute variation increased, but not proportionally to nominal RPM. Figure 3 shows
the encoder RPM at 100 and 1000 RPM in a 10 s window. A summary of the severity
of the speed fluctuation is given in Table 3.

In Fig. 4, estimated instantaneous RPM is compared to measured RPM from the
tachometer. There are both short term and long term variations present in this
recording. The rotational speed fluctuations at 1000 RPM nominal show a temporal
variation of approximately five periods per second, compared to two periods per second
at 100 RPM nominal rotational speed. The estimated RPM is able to capture both
variations. The agreement between estimated and measured RPM is good, but the

Table 3. Speed fluctuation

Nominal speed [RPM] 100 200 300 400 500 750 1000
Actual speed [RPM] 99.6 200.5 296.4 392.8 497.8 755.8 1005.1
RMS error [%] 6.55 3.45 1.28 1.3 1.83 1.52 1.29

Fig. 4. Relative fluctuation in speed at 100 RPM and 1000 RPM
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highest peaks are not captured, and there is still an offset in the 1000 RPM recording
even after the correction factor is applied (Fig. 5).

4.1 Performance

Performance is evaluated from relative RMS error of the RPM estimate, relative Full
Width Half Maximum (FWHM) reduction and relative increase in peak value. Order
tracking using both the encoder RPM end the estimated RPM, resulted in a visible
sharpening of square envelope spectrum (SES), seen in Fig. 4. The sharpness is
measured by relative reduction in FWHM at the highest peak. An overview of the
results for load case 2 is given in Table 4 (Fig. 6).

In most cases, the estimated RPM provides performance comparable to the encoder
data. In a few cases, it actually seems to perform equally good or better. However, as
the frequency resolution is high, small differences in energy distribution between bins
will affect both FWHM and peak height, and this is assumed to be the cause.

Fig. 5. Measured and estimated RPM at 100 and 1000 RPM

Table 4. Performance of the order tracking method at load case 2

RPM Relative
RMS error
[%]

Est.
RPM FWHM
reduction [%]

Enc.
RPM FWHM
reduction [%]

Est. RPM
peak
increase [%]

Enc. RPM
peak increase
[%]

100 1.65 24.15 23.33 55.29 54.17
200 0.64 13.44 7.03 11.57 8.23
300 0.52 39.10 40.16 45.79 45.54
400 0.58 67.35 71.70 143.76 157.14
500 0.53 40.81 42.23 87.59 59.40
750 0.53 46.86 47.86 74.81 75.04
1000 0.88 68.75 70.91 70.54 74.16
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5 Conclusion

In this paper it is demonstrated that rotational speed variations can be estimated from
processing of the vibration signal itself, although with reduced resolution both in
amplitude and temporally compared to an encoder. However, for situations where a
tachometer is not present and is too costly or time consuming to install, the estimates
obtained from accelerometer signals can prove to be useful. The rotational speed
estimated can then be used for order tracking of the vibration signal, reducing spectral
smearing. The method is suitable for applications where a tachometer or encoder signal
is missing but a periodic transient is present.

Acknowledgement. The research presented in this paper has received funding from the Nor-
wegian Research Council, SFI Offshore Mechatronics, project number 237896.
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Abstract. Gearbox roller bearing failures in wind turbines lead to long
downtimes and high repairing costs. In this paper an acoustic emission based
condition monitoring system is applied to a roller bearing test bench with the
aim of identifying critical operating conditions, which could lead to early fail-
ures. The investigations show a sensitivity of the system towards lubricating
conditions, pressure and slip. By applying multiple uni- and multivariate col-
lectives it is shown that the resulting acoustical signals have characteristic
attributes, allowing therefore the identification of the critical parameters.

1 Introduction

In the last decades the global wind power capacity has increased quickly, with an
estimated cumulative global capacity of 539 GW (GWEC 2017). Besides the contin-
uous growth efforts have been made to optimize the reliability and the operation and
maintenance (O&M) strategy of a wind farm. Nowadays, the life time of a wind turbine
(WT) is expected to reach 20 years. However, most of the failures occur within the first
6 years (Fraunhofer 2010). It has been shown that plant availability is mostly limited by
the gearbox (Faulstich et al. 2010), whose reliability is mostly limited due to bearing
failures (Sheng 2015). The reliable design of roller bearings for WT gearboxes has not
been successful mostly because the critical operating conditions leading to premature
bearing damage remain mostly unknown. Modern tests in laboratory-scale have not
been able to fully correlate critical operating conditions with operating conditions in the
field, which lead to premature bearing failures. A different approach can be realised by
determining realistic operating states on system test benches, such as the 4 MW nacelle
test bench at the Center for Wind Power Drives, RWTH Aachen University. However,
system test benches are not suitable for bearing life tests, mostly due to high operating
costs and long runtimes.

Based on these limitations, a new approach is followed in the project WT-Bearing
Center.NRW. In this project WT roller bearings will be tested under realistic condi-
tions. This will reduce the costs compared to tests at a system level and improve the
transferability. The main objective within this project is to develop a test method,
including the necessary test benches and test procedures (Kock et al. 2018), for the
qualification and approval of roller bearings for WT (Neumann et al. 2017). The test
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benches will be equipped with an acoustic emission system (AES) in order to detect
critical operating conditions and bearing failures such as cracks, as early as possible.
Prior to implementing the AES in the newly build test benches, a smaller version of the
high speed shaft bearing test bench is used to determine a correlation between signal
waveform, operating conditions and the sensitivity of the AES towards parameter
variation. Within this work, it was shown that the operating conditions which could
lead to bearing failures such as accelerated fatigue and smearing can be detected by the
AES by detecting high-frequency acoustic emissions.

2 Roller Bearing Failures Modes and Their Influencing
Factors

Rolling Contact Fatigue (RCF): A typical failure which can appear through subsurface
originated spalling and/or surface originated pitting. Extensive experimental studies
have been conducted to investigate the influences of various potential factors such as
surface quality, lubricant cleanliness and material quality. Under ideal conditions such
as correct mounting, alignment, and lubrication it can be expected that this failure mode
occurs towards the end of life (Harris 2007). Unfavourable conditions such as shock
loads can, however, accelerate this process.

Micro-pitting: A localized surface fatigue damage caused primarily by microcracks
growing against the sliding direction (Erichello 2012). The process of micro-pitting
progressively alters the geometries of the contact surfaces and, therefore, the stress
distribution, leading ultimately to spalling. According to (Bongardt et al. 2016) micro-
pitting is caused by the interaction of the contact bodies asperities. It is now widely
understood that this usually occurs when the lubricant film thickness is insufficiently to
separate the raceways during sliding. However, it has been discussed that besides the
contact conditions certain additives can favour the formation of micro-pitting (Brechot
et al. 2000).

Smearing, scuffing and rehardening: Different types of surface damages that can occur
if excessive sliding between the contacting surfaces is present. In contrast to fatigue
induced failure there is no incubation phase, so that the bearing failure occurs suddenly.
In the case of smearing and scuffing material is transferred from one surface to another
and both are preceded by the failure of the protective lubricant films (Fowell et al.
2014). On the other hand during rehardening the material is locally heated to such
temperatures that microstructural changes takes place. This produces a local change of
the hardness which lead to localized stress concentrations that may cause flaking (van
Lier 2015).

White Etching Cracks (WEC): A still unresolved mechanism associated with the
premature failure of rolling bearings at 5–20% of the nominal life due to axial cracking
or spalling of the bearing’s raceway (Evans 2016). The damage pattern is characterized
by sub-surface crack networks within regions of altered microstructure, which are
resistant to etching and are called white etching areas (WEA). Although this mecha-
nism had been well investigated over the course of the last years, the relevant drivers
and formation mechanisms are still under discussion. Some authors propose that the
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crack initiation and propagations is a consequence of the formation of WEA, while
other authors have suggested that the cracks are the precursor of the WEA. Besides
sliding and lubricating conditions (Gutiérrez Guzmán 2010), other WEC influence
factors such as a local hydrogen ingress, tensile stresses, lubricant composition and
electrical effects had been proposed.

3 Test Bench and Damage Detection

Four-bearing test bench: The investigations were carried out on a four-bearing test
bench (Fig. 1). This test bench consist mainly of a drive unit, a radial load unit, an oil
chamber and four test bearings from type NU206-TVP2 with a bore diameter of
30 mm. The radial load unit consists of a disc spring stack, which can be statically pre-
loaded. The radial load is applied through the two middle test bearings. The test
bearings are mounted on a shaft, which is driven by an electric motor (max.
6,000 rpm). The loaded shaft itself is mounted in the test head by the outer test
bearings, which are each arranged symmetrically to each other ensuring a symmetrical
load distribution on the four test bearings.

Damage detection: Beside classic acceleration or vibration sensors, several acoustic
emission sensors were used. Although both methods rely on the same operating
principle, the acoustic emission sensors have no seismic mass. As a result, AES can be
used in higher frequency bands (Cockerill 2017), often with a resonance range of
100 kHz to 1,000 kHz. On the other hand, classical acceleration sensors operate in a
band between 20 and 50 kHz. Therefore, AES operates outside the frequency range of
classic machine vibrations and is less sensitive for typical back ground noises such as
test bench cooling system (PAC 2015). To increase the accuracy, the sensors need to be
installed as close as possible to the contact surfaces. In the case of the middle test
bearings (2 & 3) the sensors can be easily installed within the test head, shown in
Fig. 2. In the case of the outer test bearings (1 & 4) the sensors need to be installed
outside the housing due to lack of space.

Fig. 1. Four-bearing test bench (RLP), shaft diameter 30 mm
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4 Experimental Method and Results

The aim of this study is to correlate the behaviour of the AES with the operating
conditions. In the first step, a four-bearing test bench was used. The critical conditions
implemented in the test bench are suspected of favouring one or multiple damage
mechanisms introduced in Sect. 1. The testing points were run for a defined time
(ttest < 2 min.) so that a bearing failure can be excluded.

In this work, the specific film thickness lambda (k) is used as a quantitative indi-
cator of the lubricating conditions in the point of contact. The k-value, is determined
using the lubrication film thickness hmin – according to DOWSON and HIGGINSON
(Dowson 1977) – and the root-mean-squared surface roughness of the contact partners
Ra,1,2. According to (Czichos et al. 2015), values of k � 3 indicate full fluid lubri-
cation conditions and values of k � 1 indicate boundary lubrication conditions. The
arithmetic mean surface roughness Ra of the bearing inner rings and rolling elements
was measured using a tactile roughness measuring device on three different measuring
points per body. The Ra-values lie in the range from 30 to 50 nm for the inner rings and
from 25 to 46 nm for the rollers. As already mentioned, the applied load collectives
contain operating points which are intended to favor an early bearing failure. In this
study it is assumed that in the case of subsurface RCF full fluid lubrication, i.e. a k > 3
is required (Czichos et al. 2015), whereas micro-pittings (Bongard et al. 2016) and
WEA/WEC (Evans 2016) could be promoted by boundary lubrication. These afore-
mentioned damages are also promoted by high loads. Among other things, high
accelerations (>314 rad/s2) and high dynamic operating conditions are conducive to
new hardening and smearing (FVA 2018). These boldly summarized conditions are
used in the following test series.

Shaft speed & Load: In the first step two univariate collectives were applied. At first the
shaft speed was varied in the range from 250 to 3,000 rpm under constant bearing´s
outer ring temperature (t = 100 °C) and contact pressure at the inner ring (IR)
(pHertz,IR = 2.0 GPa). By varying the speed, both the over-rolling frequency and the
specific lubricating film are varied. The specific lubricating film thickness and therefore
the separation of the contact surfaces decreases with decreasing shaft speed. On the
next step the load and consequentially the resulting pressure was varied in the range
from 1 kN to 22 kN (pHertz-IR = 0.9 – 3.0 GPa). It is well known that a higher contact

Fig. 2. RLP test bench: position of the installed AE sensors
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pressure affects mostly the fatigue lifetime (Harris 2007). The results of both test series
are shown in Fig. 3. While the y-axis shows the qualitative energy value of the acoustic
signal (designated as amplitude), the x-axis shows respectively the shaft speed and the
contact pressure. For all measuring points in Fig. 3 it can be seen that the amplitude
generally rises with increasing speed and with increasing load. This acoustic response
is against the expectation, that by increasing the speed and decreasing the load and,
therefore, increasing the lubricant film height the amplitude should decrease. The
observed tendency cannot be explained by the increased cycling frequency caused by
the increased speed, due to the fact that the direct excitation lies in the range of 1 kHz
and the recorded frequency lies between 100 kHz – 1000 kHz. It could also be con-
ceivable that at certain speeds additional effects could occur, e.g. lubricant flow effects
or cage excitation and affect the measurements. Furthermore, the middle sensors 2 & 3
show a much stronger sensitivity than the outer sensors 1 & 4. This effect can be traced
back to the closer proximity of sensors 2 & 3 to the test bearings. Moreover, a
comparison of the gradients shows that the amplitude is influenced much less by the
load. This is presumably due to the fact that an increased speed provides for a stronger
excitation of the system resulting in a higher amplitude compared to one caused by an
increased load.

Lambda: The strong dependence of the specific lubricant film thickness on the oil
temperature was used to adjust different lubrication conditions. More precisely, the
temperature was varied from 30 to 130 °C in 10 °C steps, whit a shaft speed of 500 and
3,000 rpm. Within this test series, k-values between 4.1–0.3 (500 rpm) and 14.5–1.2
were achieved. The result of the investigations carried out at a constant pressure of 2.0
GPa are shown in Fig. 4. It can be seen that the amplitude decreases as k increases.
This is especially noticeable in the areas around k = 0.5–2. At 500 rpm and k > 2 the
amplitude remains almost constant. On the other hand, at 3,000 rpm this effect can only
be seen by the external sensors at k > 5. As explained before a lower k value indicates
an increased contact of the asperities which could lead to an increase of the general
noise. This fact correlates with the observation from the experiment. As observed in the
previous experiment, increasing the shaft speed leads to an increased amplitude.
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Fig. 3. Influence of the shaft speed and the Hertzian pressure on the AE Energy level
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Angular acceleration: Within these tests speed ramps (0–2,500 rpm) were applied
within 0.025–5 s. This speed ramps result in angular accelerations from 52 to
10,480 rad/s2. The results from the tests carried out at a temperature of 100 °C are
shown in Fig. 5. Due to the strongly varied value range and in contrast to the previous
figures the y-axis shows the amplitude gradient and both axis are scaled logarithmic.
The angular acceleration can be correlated to the amplitude gradient. Thus, occurring
critical accelerations could be detected without specific bearing measurement
technology.

Axial slip: The signal behaviour under axial excitation was investigated using the
following conditions: axial amplitudes of ±0.15 and ±0.3 mm at shaft speeds of 500
and 3,000 rpm, constant pressure of 2.0 GPa and constant temperature of 80 °C. The
figures below (Fig. 6 and Fig. 7) show that the excitation frequency for an amplitude of
0.15 mm plays a secondary role compared with the influence of the shaft speed. On the
other hand, with an amplitude of 0.3 mm it can be seen that the excitation frequency
clearly determines the amplitude of the AE sensors at both shaft speeds. It is interesting
that the results of the respective sensors are at a comparable level (apart from sensor 1,
which shows clear deviations). The axial excitation leads to axial slippage conditions,
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Fig. 4. Influence of the lubrication regime and the shaft speed on the AE Energy level
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which cannot be determined in detail, but possibly lead to a reduction of the k-value
and thus increase the general noise.

5 Summary and Outlook

The investigations have shown that the lubricating conditions of the system have a
clear influence on the signals of the AES. Figure 8 compares the results. The previ-
ously used amplitude is plotted above the specific lubricating film height lambda. This
representation allows a direct assignment to the lubrication condition and thus an initial
assessment of the criticality of the conditions. The figures shows the reduction of the
load, yellow arrow, at a speed of 3,000 rpm and the reduction of the temperature also at
3,000 rpm, blue arrow. In addition, the temperature variation at 500 rpm is shown by
the red arrow and the variation of the speed is kept in green. Figure 8 does not include
the findings of axial excitation, as the authors are not aware of any possibility to include
the influence of axial excitation in the lubricant film height calculation.
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Fig. 6. Influence of the axial excitation frequency on the AE Energy level for an amplitude
of ± 0.15 mm and different shaft speeds
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As expected a decrease of lambda-value decreases leads to an increase of the
measured amplitude. An explanation for this tendency could be provide by k itself due
to the fact, that as k increases, the solid state contact (k < 3) decreases and thus the
possible contact between the roughness peaks of the bearing components. A possible
explanation for the continuous amplitude decrease at k > 3 – by reducing the tem-
perature – could be increased damping properties of a higher lubricating film. A more
detailed examination of the speed influence shows that, as expected, an increase in the
speed leads to a significant increase of the amplitude. This effect can probably be
explained by the generally increased system excitation at a higher speed. The indi-
vidual changes of the amplitude can be assigned to individual parameters (e.g. load,
speed, temperature changes). Furthermore, the different test series share some identical
test points, which resulted in comparable amplitudes, indicating a good reproducibility
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Possible scope for further investigations Validation with WT-size bearings 

Fig. 9. Further steps: Validation of the results with real-sized WT-gearbox bearings on the HSS
test bench
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of the results. Based on these results it can be concluded that critical operating points
can be detected using a AES. However, the results of the variation of lambda via the
shaft speed shows that further effects such as lubricant flow effects or cage excitation
should be considered.

In following studies the examined parameter field will be extendend with inter-
mediate stages in order to detect possible non-linearities (Fig. 9). Furthermore, the
results are going to be validated on WT-size bearings. For this purpose the four bearing
test bench, mentioned in the beginning (shaft diameter d = 180 mm), wil be used.
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Abstract. Rolling Element Bearings (REBs) are present in virtually all
machines with moving or rotating parts, and are vital for proper performance
and safe operation. Condition Monitoring (CM) of bearings often receive par-
ticular interest, as this component group rarely reach design lifetime and hence
is responsible for unplanned machine downtime. Unplanned maintenance can
represent a large cost which motivates development of improved CM methods
for implementation of advanced maintenance regimes. Based on observations of
a used bearing from an offshore drilling machine, wear on roller ends in the rib-
roller contact area was identified as an area of interest for future research. A test
rig for creating and observing accelerated roller end damage is developed,
intended for use with vibration and Acoustic Emission (AE) sensors. In addition
to normal continuous rotation of the bearing, the test rig is also designed with
performing oscillation motion tests in mind. This mode of operation is of interest
to manufacturers and end users of cranes and winches with heave compensation.
Plans and challenges for future work are also discussed, in conjunction with the
experimental setup.

1 Introduction

Dynamic mechanical systems of all types depend on bearings; a basic machine element
that both allows and constrains movement by transferring loads to support structure
while minimizing friction for the desired rotation or translation. As the diversity of
applications is great, so is the number of bearing types and sizes. Given the widespread
use and importance, bearing failure is also a large contributor to reduced asset avail-
ability. Under nominal operating conditions, fatigue will be the main failure mode of
bearings. However, degradation and contamination of the lubricant can create wear that
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changes the internal geometry of the bearing (Fitzsimmons and Clevenger 1977),
leading to premature failure and unplanned maintenance.

This paper focuses on roller end wear in tapered REBs under axial load, rooted in a
previous case study of an offshore drilling machine. The machine was taken out of
operation for maintenance, and available for testing using both new and worn bearings.
A schematic drawing of an axial spherical tapered roller bearing is seen in Fig. 1.
Because of the tapered roller design, a rib is necessary to keep the rollers in place,
applying a seating force to the roller end. The rib-roller contact area is separated by an
oil film, and the mating surfaces are sliding relative to each other. A thorough dynamic
analysis of tapered REBs is given by (Crep et al. 1995).

Tapered REBs are sensitive to proper lubrication of the rib-roller contact area, and
lubrication starvation is a root cause of failure for bearing wear. In extreme cases, wear
can lead to bearing seizure and catastrophic failure (Parker 1983). Ideally, online
lubricant monitoring systems could detect wear particles at an early stage and prevent
breakdowns. While such systems exist (Jae and Yoon 2014; Zhu et al. 2017) this
approach has not replaced periodic sampling and analysis of the lubricant. Due to the
inherent lag in this process, damage can occur and progress unnoticed. Alternative
methods for online detection of wear will reduce the interval between detectable wear
and maintenance action. Research of such methods is the main motivation for the
development of this test rig.

Vibration monitoring using accelerometers is the current industry practice, and a
range of well-established methods exists for fault detection (Randall and Antoni 2011)
and health assessment (Wang et al. 2018). However, these methods are more suitable
for detection of repetitive transients from localized damage. Roller end wear differs
from localized faults in the load path, as scratch formation is not assumed to be related
to the shaft frequency. This indicates that CM methods based on detection of repetitive
transients at bearing defect frequencies will be ineffective.

It is known that AE has potential for monitoring of wear and sliding friction (Jiaa
and Dornfeld 1990). Investigation of AE activity in sliding friction has shown a pro-
portional relation between sliding speed and amplitude, and frictional work and energy.

Fig. 1. Schematic drawing of an axial spherical tapered roller bearing
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Additionally, the frequency components associated with sliding was not present in the
noise, which could simplify wear detection (Taura and Nakayama 2018). In the early
stages of degradation, formation of scratches should therefore result in acoustic
activity. AE has also been used for detection of wear in metal cutting tools (Bhuiyan
et al. 2014). As wear progresses, local changes in internal geometry and clearance can
lead to increased mechanical vibration detectable by accelerometers.

2 Roller End Wear

In a previous study by the authors (Hemmer and Waag 2017), one new and one
previously used main bearing from an offshore drilling machine was run in a controlled
environment. Scoring, a type of abrasive wear, was observed on all roller ends during
visual inspection of the bearing, as seen in Fig. 2. However, any formation of new
scratches could be not detected in the collected data. It is assumed that each scratch
originates from a particle in the lubricant which enters the rib-roller contact area, then
sliding across the roller surface, stationary with respect to the rib. If the particle size is
greater than the oil film thickness, mechanical contact occurs, and a scratch is formed.
The abrasion then contributes to further contamination of the oil. As this process is not
expected to be periodic, any detection method based on detecting the presence of
bearing fault frequencies will not be effective. Instead, an event-based approach is
assumed to be more effective. If one can successfully detect the formation of new
scratches, both the total number of events and changes in mean time between events are
potential measures of bearing health and fault propagation. Tapered REBs are also
sensitive to scuffing, a form of adhesive wear. As scuffing can be caused by excessive
surface roughness, it is a possibility that the roller end scoring develops to scuffing.

Fig. 2. Scoring on roller end of tapered roller bearing
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2.1 Roller End Scoring Model

The scoring occurs as distinctly shaped arcs with varying radius. A simplified 2D
visualization is given in Fig. 2. Let A be a circle of radius a, representing a roller end
with a reference coordinate system centred on the roller end, while circle B of radius
b represents a path of rolling contact with the bearing race. Then, consider B rolling on
the circumference of A with a particle in point P, fixed at a distance h from the centre of
B. The parameter h is defined as the angle between the x-axis and the line between
circle centres.

Let c represent the following relation:

c ¼ aþ b
b

ð1Þ

The position vector of P as a function of h is given in Eq. 2:

x
y

� �
¼ cos h �cos ch

sin h �sin ch

� �
bc
h

� �
ð2Þ

If h is a function of time, the instantaneous velocity vector of P, indicated by an
arrow, is given in Eq. 3:

_x
_y

� �
¼ �sin h sin ch

cos h �cos ch

� �
bc _h
hc _h

� �
ð3Þ

Fig. 3. Trajectory of P on A forms an epitrochoid.
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Note that the sliding velocity is a harmonic function of h, resulting in variable
sliding velocity for a constant RPM. In a similar application, monitoring piston seals in
a combustion engine, AE activity showed a linear relationship to sliding velocity
(Douglas et al. 2006). As seen by this simplified model, the same behaviour could be
utilized in establishing a fault signature for roller end wear detection in bearings. With a
known fault signature, it is possible to determine the presence of a fault in recorded
data through hypothesis testing, providing decision support for scheduling of
maintenance.

3 Test Rig

To the authors’ knowledge, no test equipment for emulating roller end damage in a
controlled environment during operation exists, motivating the development. Figure 4
shows a sketch of the test rig (left) and the bearing test unit (right).

The test bearing (designation 29230) is contained inside the bearing test unit,
attached to the motor through a flexible coupling. Axial load is applied by a hydraulic
load cylinder. A second, higher capacity bearing (designation 29336) transfers the load
to the support structure, removing any axial load from the motor shaft. The test bearing
is attached using an adapter, allowing for easy replacement and testing of other bearing
types and sizes, up to 240 mm outer diameter. The load bearing and test bearing runs in
two separate chambers, allowing different lubricants and preventing cross-
contamination. The lubricant can also be circulated for monitoring purposes. The
test rig is developed with two main test types in mind: artificial roller end damage and
oscillating motion testing, described more in detail below.

Fig. 4. Bearing test rig sketch (left), Bearing test unit (right)
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3.1 Artificial Roller End Damage Test

The goal of artificial roller end damage end testing is to identify any characteristics of
the failure mode. What separates this test rig from most other machines, is the capa-
bility to create damage while the bearing is running in the machine, emulating a particle
in the lubricant. This allows control of when the scratch is made, as opposed to having
loose particles in the lubricant. Figure 5 shows the mechanism for applying the
damage. A hardened needle is inserted through a pre-drilled hole to scratch the roller.
By varying the hole location and shape of the tip, analogous to changing the distance
h in Fig. 3, the scratch location on the roller can be modified.

3.2 Oscillating Motion Test

Heave-compensating winches is an example of equipment experiencing oscillating
motion in parts of the operating cycle. Oscillating motion results in uneven distribution
of stress on the bearing components, which is known to reduce fatigue lifetime
(Houpert 1999). Oscillating motion is also known to cause fretting corrosion. Degra-
dation of high loaded oscillating bearings was investigated by (Massi et al. 2014). For
the context of this paper, oscillation implies that the rolling elements perform
incomplete revolution before changing direction. The motor is a synchronous perma-
nent magnet AC (PMAC) motor, capable of precise control of shaft torque and rotation
at low speed.

Fig. 5. Cross-section of artificial damage mechanism
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3.3 Instrumentation

The test rig is prepared for accommodating a range of sensors. It is currently equipped
with an axial load transducer, accelerometers and AE transducers. Additionally, the
motor has an integrated encoder, making position, velocity, acceleration available from
the Variable Frequency Drive (VFD) over Ethernet. Data is recorded using a National
Instruments compactDAQ equipped with Analog Input (AI) and Digital Input/Output
(DI/O) cards. An overview of the drive system, loading system and acquisition system
is give in Table 1.

Table 2 gives an overview of the sensors currently in use on the machine.

4 Discussion

This paper discusses roller end wear, in particular scoring on roller ends. The char-
acteristic scoring shape is described mathematically, and a test rig is designed for
replicating this failure mode through artificial roller end damage testing and oscillating
motion testing. Through these tests, it may be possible to identify fault signatures for
use in online condition monitoring systems. A data-driven approach allows the use of
statistical tools for detection algorithms and bearing health assessment, providing
decision-making assistance for maintenance actions. Compared to offline lubricant
analysis, this gives more time to plan and execute maintenance.

Further, experiments with different needle shapes, speeds, lubricants and loads are
possible. With minor modifications, the test rig can also accommodate different test
bearings. While the test rig is prepared for vibration and AE measurements, other
transducers can be retrofitted, including but not limited to motor current sensors, online
lubrication monitoring and electrical methods for metal-to-metal contact detection.

Table 1. System overview

Drive system Loading system Acquisition system

PMAC motor Hydraulic NI 9232-2 � 3 ch. 24 bit AI.
Direct drive 50 ton load capacity NI 9205 - 16 ch, 16 bit AI
48 Nm rated torque Manual control NI 9401-8 ch, DI/O
3000 rpm limit Force measurement VFD Ethernet communication

MISTRAS PCI-2 (AE specific)

Table 2. Sensor specifications

Sensor type Model

Accelerometer TE Connectivity 805M1-0020-01
AE sensor Physical Acoustics R15a
Force transducer TECSIS F6210 500 kN
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Abstract. Because of the bandwidth limitation of the engine controller, all
helicopter gearboxes change speed over time. This change in speed necessitates
the resampling of the data, based on a tachometer signal, to facilitate shaft, gear
and bearing analysis of the rotating equipment. Without resampling, the quality
of vibration analysis is degraded, and many mechanical faults would be missed.
Further, interfacing with existing tachometer can be both expensive, and in some
cases change certification requirements. The ability for a smart sensor to acquire
vibration data, extract the shaft speed from the vibration data, and then process
the data allows vibration-based fault detection capability at a lower cost, weight
and reduced installation complexity than previously possible. Reducing cost,
weight and installation complexity will expand the business case for condition
monitoring, improving safety and reliability in industrial and transportation
systems. This paper demonstrates a two-step process to recover a tachometer
signal from vibration data that is of higher quality than raw tachometer data.
Statistics are generated from known fault cases to demonstrate the effectiveness.

1 Introduction

Stewart (1977) introduced the time synchronous average (TSA) into gearbox analysis,
and revolutionized condition-based maintenance on helicopters. His analysis, such as
FM0/1/2/3/4, the “difference signal”, the envelope analysis, etc., are used by most, if
not all, Health and Usage Monitoring Systems (HUMS) currently available. Stewart’s
design is heavily dependent on a tachometer input to allow resampling of vibration data
for the analysis. Further, Stewart recognized the importance of tachometer jitter, noting
that there was a limit to the number of revolutions to take on the TSA (e.g. at some
point, the TSA was not consistent).

The need to interface with a tachometer adds cost and complexity for every
application. Further, there may be cases, such as glandless pumps (Boiler Circulator
Pumps), where due to heat and pressure it is impractical or infeasible to install a
tachometer sensor. In other situation, such as monitoring gas turbine engine, interfacing
with the existing tachometer for the power turbine or compressor turbine, may change
certification requirements (adding cost) and again increase system cost and weight. In
other cases, the shaft simply may not be available for measuring the speed by a
tachometer. These are just a few examples where adding a tachometer is impractical.
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Hence, the ability to derive a tachometer signal from vibration can reduce both cost and
weight of a system and may facilitate new application where it is impossible to inte-
grate a tachometer. The actual cost will of course vary due to the specific case as
mentioned above, typically add 20% cost for a basic install (adding $2–5k on the total
system cost) but adding impact of change in manufacturing process and testing may
add up to $200k, while for recertification a full authority digital engine control
(FADEC) system would cost millions of USD.

For helicopter applications, weight and cost of HUMS integration can be reduced
using a bused, smart system (Bechhoefer et al. 2012). The use of a data bus greatly
reduces interconnects, while smart sensors increases the scalability of the system. The
smart vibration sensor also allows for local processing of the vibration data to recon-
struct a tachometer signal on the sensor, so that the TSA and other tachometer
dependent analysis can be performed in situ.

2 Tachometer Signal from Vibration

The ability for a smart sensor to acquire vibration data, extract the shaft speed from the
vibration data, and then process the data, allows vibration-based fault detection
capability at a lower cost and weight. This also results in reduced installation com-
plexity over traditional tachometer-based system. Reducing cost, weight and installa-
tion complexity will expand the business case for condition monitoring, improving
safety and reliability in light helicopters.

Cost is an important driver in the decision for operators to implement a HUMS.
While it is well recognized that HUMS improves operational availability and reduces
maintenance cost (through an installed rotor track and balance function, opportunistic
maintenance, exceedance monitoring, etc.) the decision to install a HUMS for many
operators is driven by cost. Removing a tachometer sensor and interface by adding this
function to a smart sensor will improve the value proposition of a system to a customer.

2.1 The Need for a Tachometer

Spectral content of vibration is measured using the Fast Fourier Transform (FFT).
The FFT is used in vibration-based diagnostics to: determine the magnitude and phase
of component’s vibration (such as shafts, gears or bearings), which can be indicative of
wear and failure. Additionally, many common vibration analyses (residual or difference
analysis, narrowband analysis (Bechhoefer et al. 2013), (Lebold et al. 2000), (McI-
nerny et al. 2004) use the FFT for ideal filtering of the signal, or to perform a Hilbert
transform of the signal (amplitude and frequency analysis).

The Fourier transform (and FFT) assumes that the signal under analysis is infinite in
time. This assumption fails for real signals but can be mitigated using a window
function (such as a Hamming or Hanning window). The other assumption in using the
FFT is that the signal is stationary. Stationarity implies that the conditions of the signal
do not change, i.e. the shaft rate is constant. This assumption in practice is violated;
rotating machines have variation in their shaft rate. This change in rotational rate is due
to changing load and the limits of the feedback control bandwidth.
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The failure of stationarity results in “spectral smearing” of energy associated with a
shaft. This in turn results in not measuring, accurately, the energy associated with a
fault frequency.

2.2 Resampling Algorithms

The TSA resamples the vibration associated with a shaft or gear, in the spatial domain,
such that vibration associated with each shaft order, in the Fourier domain, represent
one frequency bin. For example, consider a system in which the shaft rate is such that
for a given vibration sample rate, the acquisition system on average collects 800
samples per revolution. The TSA would resample the 800 samples to the 1,024 data
points. The value 1,024 is the next highest radix 2 value. Radix 2 values are used
because the simplest implementation of the FFT is based on powers or 2, i.e. radix 2
values.

Consider that if the load on the shaft is reduced, the shaft rate increases, and the
measured vibration is reduced to 780 samples for the shaft revolution, as it takes less
time for the shaft to make one revolution, hence the fewer samples. The 780 samples
are resampled to 1,024 points. At some future time, say that the load on the shaft may
increase, slowing the shaft, resulting in measuring 820 samples for one revolution,
again the data is resampled to 1,024 points. For every revolution, the resampled data is
summed point by point. After n revolutions, each of the 1,024 points of is divided by n,
essentially time synchronously averaging the vibration data

TSA Algorithm

tsa = zero(m,1)

For i = 1:N 
Revolutions

Resample r data 
points into M data 

points

tsa = tsa + M

tsa = tsa/N

TSA = DFT(tsa)

Set TSA Length
ceil(log2(r))m = 2

Resample Algorithm

samp = zero(m*N,1)

For i = 1:N 
Revolutions

indx = i*m+1:m

Resample r data 
points into M data 

points

samp(indx) = M 

Get Apparent Sample Rate 

Spectrum = Welches(samp)

m = 2

Set Segment Length
ceil(log2(r))

Fig. 1. Resampling algorithms for vibration based diagnostics.
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Assume in this case that there is a 37-tooth gear on the shaft. The gear mesh energy
of the gear would be a frequency of 37 times the shaft rate. In the Fourier domain,
energy associated with the shaft rate would be in bin 2, and the gear mesh energy
would be bin 38, and the second harmonic of that gear would be in bin 75 (37 � 2 + 1,
as the first bin is the DC energy). The TSA also reduces non-synchronous vibration by
1/r, where r is the total number of shaft revolutions which were used to construct the
TSA. In this way, the TSA corrects for variation in the shaft rate and improves signal to
noise.

The Time Synchronous Resampling (TSR) similarly resamples (i.e. up-samples) the
vibration to correct variation in shaft speed. The apparent sample rate is the ratio of the
total resampled time domain, vibration data set length divided by original data set
length, multiplied by the original sample rate. A schematic comparison for TSA and
TSR are shown in Fig. 1.

Both the TSA and TSR use a tachometer signal to calculate the time over which a
shaft completes one revolution. The time taken for any shaft to complete one revolution
can be calculated even if the tachometer is not associated with a given shaft. This is
done by considering the shaft ratio from the shaft with the tachometer, to the shaft
under analysis, then interpolating based on that tachometer signal.

2.3 The Tachometer Signal

In implementation, the tachometer signal is the rising edge of a voltage trigger from the
passing of a shaft key phasor (i.e. a stationary point of the shaft). The tachometer signal
is then converted to time. This time is accrued for each pass of the key phasor. In an
architecture where the tachometer signal is measured using an analogue to digital
converter (ADC), the resolution in time of the rising edge is 1 over the sample rate of
the ADC. For condition monitoring purposes, the sample rate for a high-speed shaft
could be 100,000 samples per second. In another architecture, the tachometer signal
inputs into a voltage comparator. When the tachometer signal crosses zero (or some
low voltage offset), the comparator goes high. The output of the comparator is mon-
itored by the microcontroller using a general-purpose input/output (GPIO) pin. When
the microcontroller senses the GPIO pin going high, it records the time. The resolution
of time on the microcontroller is typically much higher than an ADC. For example, in a
system using a 12 MHz clock, the microcontroller might run at 96 MHz, but the
counter for time in the microcontroller would run at 48 MHz. The tachometer reso-
lution in time would then be 2.0822e−8 s, or 480 times greater resolution than the
ADC architecture.

Vibration signals from rotating equipment are sinusoidal and, by definition, syn-
chronous with the shaft. However, the nature of vibration makes it impossible to use
the vibration signal without significant signal process. Measured vibration is the
superposition (i.e. addition) of many signals in the time domain. For example, consider
a simple gearbox with an input shaft, and output shaft and a gear pair. The input shaft
turns at 30 Hz, and has a 32-tooth gear, the output shaft has an 82-tooth gear with a
speed of 11.707 Hz. The gear mesh frequency is 30 * 32 = 960 Hz. It is likely that the
gear mesh frequency will have side bands because of any shaft imbalance being
modulated onto the gear mesh. This can be proved using the trigonometric identity
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cos að Þ � cos bð Þ ¼ 0:5 cos a� bð Þþ cos aþ bð Þ½ � where in this example, cos(a) is
960 Hz, and cos(b) is 30 and/or 11.707 Hz shaft. Additionally, if the shaft is bent or
bowed, there will be a 2x shaft vibration component. Other manufacturing defects such
as the gear not being mounted perpendicular to the shaft, or not centering the shaft on
the gear (i.e. eccentricity) adds additional tones.

3 Tachometer from Vibration

Bonnardot et al. (2005) described a method of using an acceleration signal of a gearbox
to perform the TSA. This was further developed by Combet and Gelman (2007). These
methods call for band pass filtering of the signal around a gear mesh, then in (Bon-
nardot et al. 2005) taking the Hilbert transform to estimate phase, and using phase to
estimate zero crossing time. In (Combet and Gelman 2007), the signal was band pass
filtered then demodulated, with the time resulting time domain signal used for the zero
crossing.

Both solutions are sub optimal, due to the nature of using the FIR (Finite Impulse
Response) band pass filter. Additionally, because modelling errors are present even
after band pass filtering, the tachometer signal is corrupted by jitter. In this paper, we
present a two-step method to reconstruct a tachometer signal from vibration. Step one is
to ideally band pass filter and create an analytic signal in one functional procedure. Step
two uses a jitter reduction model to remove noise (jitter) from the reconstructed
tachometer signal not associated with changes in the shaft rate. While this system could
be implement on any computer, it is ideally suited for implementation in a smart sensor,
where cost and weight can be better addressed by lower cost condition monitoring
system.

The pseudo code to recover a tachometer signal from vibration is:
Define the sample rate as sr The number of data points of vibration data, n = sr * n,

where n is the acquisition length in seconds, then:

1. Calculate the next larger radix-2 length for the FFT: nRadix = 2^ceil(log2(n) where
ceil is the ceiling function.

2. Calculate the low and high bandwidth index (bbwlow, bbwhigh), which are centered
are a known gear mesh

3. Take the zero padded FFT of the vibration data
4. Zero the FFT from zero to bbwlow, and from bbwhigh to nRadix
5. Take the inverse FFT
6. Calculate the unwrapped argument of the signal from 1 to n time series
7. Normalize the time series of radians by the number of teeth of the gear (assuming

1st harmonics)
8. Interpolate the number of indexes for every 2p rad.
9. Normalized to tachometer zero crossing times by sr.

A band pass filter is the convolution of a low pass filter with a high pass filter.
These filters are implemented as FIR filters to improve their stability. Unfortunately,
even rather large tap filters have poor filter response. Consider a case of a wind turbine
gearbox, with approximately 29 Hz shaft speed and a 32-tooth gear, giving 928 Hz.
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The bandwidth of the filter is set from 910 Hz to 950 Hz, to exclude the 29 Hz of the
high-speed shaft (i.e. 29 * 32−29 = 899 Hz and 29 * 32 + 29 = 957 Hz). The filter
response for this case, using a 120 tap FIR filter is seen in Fig. 2.

Note that the bandwidth (50% power, 3 dB) of this filter is 1,670 Hz. The filter
does not reject the spectral content at 500 Hz, or at 1,121 Hz. These additional tones
distort the desired analytic signal, reducing the quality of the resulting tachometer
signal.

Consider a process in which the developed analytic signal uses an ideal filter. The
analytic signal is defined for real valued signal s(t) as Eq. 2.

Sðf Þ ¼ Ffs ðtÞg ð1Þ

Fig. 2. Spectrum from a wind turbine high-speed shaft, and a 120 tap FIR band pass filter.
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Where F is the Fast Fourier Transform, then:

Saðf Þ ¼ Sðf Þ; f ¼ 0
Saðf Þ ¼ 2Sðf Þ; f [ 0
Saðf Þ ¼ 0; f\0
SaðtÞ ¼ F�1ðSaðf ÞÞ

ð2Þ

where S(f) is as noted the Fourier transform of s(t)
For a signal which is sampled at 97,656 samples per second, for six seconds, the

total length of s(t) is n = 585,936 data points. As noted, there are advantages to using
radix 2 lengths for the FFT. By zero padding the FFT to next larger radix two value,
2^20 = 1,048,576, the index representing the cut-off frequency for the band pass fre-
quencies are: bbwlow = 910 Hz/97,656 * 1,048,576 = 9,771, and bbwhigh = 96/97,656
* 1,048,576 = 10,308. Then one can define the band pass analytic signal as:

Sa fð Þ ¼ 2Sðf Þ; bwlow � i � bwhigh

Sa fð Þ ¼ 0; f \ bwlow; f [ bwhigh

Sa tð Þ ¼ F�1ðSa fð Þ
ð3Þ

There is no need to multiply by 2, as the argument (i.e. the angle) which is of
interest, is the arctangent ratio of the imaginary parts of sa(t) and the real parts of sa(t).
The idealized band pass function rejects all signals not associated with the desired pass
band. Figure 3 is a zoomed-in view of the spectrum in Fig. 2, comparing the pass band
of the idealized filtered realized using Eq. 3.

The FIR filter does not reject the 500 Hz and 1,150 Hz tone. The idealized filter
captures only the signal associated with the desired gear mesh tone. This allows for
higher SNR and improved reconstruction of the tachometer signal from vibration. This
tachometer signal is recovered from the arctangent of the analytic signal.

It is important to note that the arctangent function returns radians between 0 to p
and –p to 0. But the evolution of the angle represents the incremental increase in phase
for each sample in time. For example, the phase of the analytic signal for three cycles
is: 2p * 3 or 6p. The arctangent of that signal will be −p to p for 3 cyclesi. The result of
the arctangent must be unwrapped to capture these increases in phase vs. time.
Unwrapping of the phase angle requires keeping track of the previous angle and current
angle. The current angle is added to the previous angle, except when the returned
arctangent goes from p to −p. In this case, p is added to the returned value to correct
for the case when the returned value is between –p to 0.

After unwrapping the phase angle, the units are in radians per sample. While the
FFT and inverse FFT operated on the radix 2 length (in this case 1,048,576), the
argument and phase angle computation are performed only on the original sample
length, n. Note that this time series of radians is for the gear mesh. To converts to
radians per revolution of the shaft, the time series is divided by the number of teeth in
the gear, in this example, 32.
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However, it may be that the strongest gear mesh tone is the 2nd or 3rd harmonic, in
which case the pass band is adjusted accordingly, and the time series of radian angle is
divided by 2nbccbO where nbccbO is the number of teeth for the 2nd harmonic, etc.

The resulting time series represents the radian angle of the shaft, were each index
advances the angle in time by dt, or 1/s. Every 2p rad represent one shaft revolution.
Because one is interested in the time, exactly every 2p, a form of interpolation is
needed. For example, consider that the index just prior to 2p is 6.282780795474 (or
0.0004 less than 2p) at array index 3,395, while at index 3,396 the radian value is
6.284629142378, or 0.0014 greater than 2p. It is then a simple matter to interpolate
between the index 3,395 and 3,396 for a radian value of 2p. In this case, the inter-
polated value is: 3395.21885053316.

This interpolation gives the number of indexes for each revolution. Note that this
estimate of the tachometer zero cross signal is corrupted by noise. Combet et al. reports
that the phase error standard deviation is related to the local signal to noise at the mesh
harmonic k as:

r d½ � ¼ 1=
ffiffiffi

2
p

10�SNR=20 ð4Þ

Typical measured SNR is 6 to 8 dB. This suggests that the standard deviation of the
phase error would be 6 to 10°. This phase is zero mean, but as it is non-zero: it will add
jitter to the reconstructed tachometer signal.

Fig. 3. FIR band pass filter vs. the idealized filtered realized using Eq. 3.
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3.1 Controlling Jitter

In (Bechhoefer and He 2014), it was shown that tachometer jitter contained a low
frequency component associated with the engine control unit, and random, higher
frequency components. Bechhoefer and He (2014) improved gear fault detection by
using a zero phase, low order IIR, backward/forward filter. As noted previously, both
the FIR and IIR filters bandwidths are defined by the 3 dB reduction in signal energy.
The filter does not remove all signals above the bandwidth, and in fact reduces some
signal energy below cut-off (up to 50%).

The idealized filter using the FFT processing is zero phase as well. This improves the
analysis compared to the forward/backward process through the following procedure

1. Take the pseudo derivative of the tachometer signal
2. Calculate the radix-2 length of the pseudo derivative signal of length n
3. Zero pad the array from to the radix-2 length
4. Calculate the bandwidth index of the FFT
5. Idx = floor(bandwidth * radix-2 length/2);
6. Bandwidth is a normalized value, typically 0.12
7. Take the real FFT of the zero padded derivative signal
8. Set the real and imaginary parts of the FFT from Idx to the radix-2 length
9. Take the inverse real FFT.

10. Reconstruct the tachometer signal by taking the pseudo integral of the signal

Fig. 4. Tachometer pseudo derivative spectrum compared to the IIR and ideal low pass filter.
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Figure 4 demonstrates the effectiveness of the ideal low pass filter in removing jitter
from the tachometer signal. The tachometer was from a wind turbine with 8 pulses per
revolution. The tachometer signal was resampled, and the spectrum taken.

Note that the tachometer spectrum is primarily DC, with peaks associated with the
unequal spacing of the targets. The idealized filter retains more low frequency response
than the IIR filter, and effectively removes all spectral power (jitter) above the cut-off
frequency.

4 Case 1: High Speed Pinion on a Wind Turbine

This machine was found, through vibration-based diagnostics, to have a cracked tooth
on the high-speed pinion. The acquisition length was six seconds, sampled at 97,656
samples per second. The high-speed shaft is approximately 30 Hz.

This system was equipped with a tachometer, which is used as a reference to
compare against the vibration-based tachometer signal. The installed tachometer was a
Hall sensor using the GPIO architecture to capture zero crossing time. The tachometer
target had eight pulses per revolution, but time was calculated using each 8th timing
mark (i.e. one revolution). Figure 5 compares shaft speed derived from the Hall sensor

Fig. 5. Shaft rate from tachometer signal in comparison with jitter free tachometer from
vibration.
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base tachometer signal vs. the vibration-based tachometer signal vs. the final pro-
cessing using the new jitter reduction technique. Wind turbine analysis is particularly
difficult as there is a high degree of variability in the torque.

The bottom graph is a zoomed from the 2nd to the 3rd s in the acquisition. In
general, after removing jitter using the new process, the vibration-based tachometer
signal is not significantly different from the tachometer derived from the Hall sensor.
Figure 6 depicts the TSA and the spectrum of the analysis.

The difference between the TSA is effectively only phase angle. From the spectrum,
we can calculate the SNR to be approximately 6. Statistics derived from the TSA are
given in Table 1.

Clearly, the gear fault was detectable with either a tachometer, or via the
tachometerless vibration method.

5 Case 2: Tail Rotor Intermediate Gearbox

This was taken from the public domain data set, donated by NAVAIR AIR 4.4.2. The
sample rate was 100,000 samples per second, using the ADC architecture for recording
zero crossing data. The tachometer sensor was a variable reluctance speed sensor, using
a 22-tooth gear as a target. The shaft rate for the target gear was approximately
3,000 rpm (i.e. 50 Hz), with a ratio from this shaft to the tail rotor drive shaft of 7.3:1.
As seen in Fig. 7, the tachometer signal is noisy (high jitter), with a mean shaft rate of

Fig. 6. Comparison of the TSA derived from a tachometer and vibration sensor.

768 E. Bechhoefer and R. Schlanbusch



68.5 Hz. The zoomed view shows the tachometer from vibration and with less jitter
than the VR sensor tachometer signal, while the jitter free tachometer signal is smooth,
capturing a slowly evolving change in shaft rate.

The SNR for this example is approximately 12 dB, due to the 65 g mesh frequency
(Fig. 8). The resulting TSA, aside from a difference is phase, is indistinguishable from
the TSA using a tachometer from the VR sensor.

Table 1. Tach vs. Tach for standard vibe statistics.

Analysis Tach Tach from vibe

SO1 0.0100 g 0.0104 g
SO2 0.0013 g 0.0016 g
SO3 0.0019 g 0.0018 g
TSA RMS 0.5091 g 0.4828 g
TSA P2P 2.0887 g 1.8430 g
FM0 4.278 4.00
AM RMS 0.100 g 0.099 g
AM Kurtosis 4.242 4.217
FM RMS 0.428 rad 0.426 rad
FM Kurtosis 4.995 4.844

Fig. 7. VR tachometer vs. tach and jitter free tach from vibration.
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Statistics derived from the TSA for the tail rotor input gear are given in Table 2.

Fig. 8. Comparison of the TSA derived from a tachometer vs. vibration sensor.

Table 2. Tach vs. Tach for standard vibe statistics.

Analysis Tach Tach from vibe

SO1 0.043 g 0.043 g
SO2 0.283 g 0.282 g
SO3 1.855 g 1.85 g
TSA RMS 81.646 g 81.591 g
TSA P2P 222.77 g 223.02 g
FM0 16.94 15.38
AM RMS 17.06 g 17.06 g
AM Kurtosis 4.126 4.126
FM RMS 3.037 rad 3.048 rad
FM Kurtosis 2.46 2.45
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6 Conclusions

A method to reconstruct the tachometer signal from vibration was demonstrated using a
two-step process. The first step uses an idealized band pass filter implemented with a
complex FFT to create an analytic signal, which is needed to derive the tachometer
signal for the shaft under analysis. The second step uses another idealized low pass
filter on the pseudo derivative of the reconstructed tachometer signal to remove jitter.
This processing is run on a smart vibration sensor, which facilitates improved vibration
analysis on rotating equipment where in the past the addition of a tachometer would be
prohibitive due to cost, weight, certification requirements or being physically
impractical.

The quality of the resulting analysis is compared favourably with traditional
tachometers on real world fault data. In fact, the tachometer from vibration signal may
have less noise, resulting in improved fault detection, than traditional tachometer
sensor-based system.
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Abstract. Due to an increasing demand for operation at sea depths as low as
3000 m and under, the use of fibre ropes for offshore application in deep sea
lifting and mooring is increasing. Consequently, improved knowledge is
required regarding these ropes’ thermo-mechanical properties and how these
properties change as the rope is being used. This paper presents a 2D model of
heat transport in the axial and radial directions along a 28 mm diameter fibre
rope typically used for offshore applications. The model is combined with
temperature measurements during heating and cooling of the rope, using both
thermocouples and a thermal camera. Measurements are performed both on a
new rope and on a used that has been through a high number of bending cycles.
This allows for determining how the rope’s thermal conductivity changes with
use, which is a requirement for the use of temperature measurements as method
for monitoring the rope’s health.

1 Introduction

Fibre ropes have found use in various applications offshore including mooring and in
general sailing. An interesting development is the use of fibre ropes in offshore con-
struction cranes as an alternative to steel wires. The greater buoyancy of HMPE fibre
rope opens the possibility of reaching water depths between 3000 and 4000 m, while at
the same time presenting potential reduction in running costs through use of smaller
vessels and cranes when compared to their steel rope counterparts. During use in
subsea construction cranes, fibre ropes will be subjected to repeated bending cycles
over a sheave, leading to higher temperatures created through inter-strand abrasion. The
inherent issue with HMPE lies with its thermal properties, with some manufacturers
reporting a maximum working temperature range of 65 °C (OTS 2017). Therefore, it is
imperative that temperature measurements are incorporated into any condition moni-
toring system. Ultimately, better understanding on how to monitor these mechanisms
will lead to better remaining useful life estimations, which in turn will contribute to
more cost-effective condition based maintenance procedures.

This paper deals with experiments using thermocouples embedded in both used and
unused fibre rope samples in two different heating conditions: homogeneous and
heterogenous. The heating and cooling phases of each respective condition were
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recorded and the cooling phase of the heterogenous regime is compared with obser-
vations from an infrared (IR) camera. The differences in thermal properties between the
used and unused fibre rope specimens are investigated through the resulting thermo-
couple readings. An axisymmetric 2D model for the thermal behaviour in the axial and
radial axes of the rope are presented based on a heat equation simulation, where the
model parameters are fitted to the results from the experiments.

Temperature measurements play an important role in current offshore standards
relating to the use of fibre ropes. Guidelines given by DNV-GL (DNV-GL 2015) use
the 3-T parameter, where temperature is combined with tension and time to give
lifetime estimates of ropes. Linear relationships between time and tension at a given
temperature can be derived from the logarithmic time to rupture as a function of
tension.

In cyclic-bend-over-sheave (CBOS) motion, the internal abrasion inside the rope is
caused by strands in contact with each other, which generates heat. Figure 1 shows a
CT scan of a fibre rope before and after CBOS testing by (Davies et al. 2013), where it
can be clearly seen that the fibres have fused and created a denser rope. The influence
of this change in structure on the thermal properties of the rope is of interest.

In terms of thermal condition monitoring techniques for fibre rope, there is a patent
by (De Angelis 2002) where a conductive temperature element is embedded in the
rope. Through this design it is proposed that a warning signal is sent to the operator
should the maximum working temperature be exceeded.

Additionally, from a modelling perspective, (Oland et al. 2017) performed mod-
elling of thermal properties of large diameter fibre ropes subject to CBOS motion.

2 Experiments

2.1 Equipment

The following equipment was used in the experiments:

• Six 28 mm Dextron 12 Plus fibre rope specimens (three used and three unused)
• Nabertherm Furnace (electrically heated, air atmosphere)

Fig. 1. X-ray tomography of a braided fibre rope before (left) and after (right) testing.
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• Horst HTMC1 temperature regulator
• Fluke Ti400 IR camera
• K-type thermocouple wire
• Pico TC-08 data logger

The rope specimens were embedded with thermocouples at the positions shown in
Fig. 2. Seven thermocouples were embedded in the rope at different positions and an
eighth was used to measure the ambient temperature Tamb. The respective names and
positions are named based on the system shown below, for example thermocouple
“T_L_1” is the thermocouple placed in the left part of the region of interest at the centre
of the rope corresponding to “L” and “1” respectively. The thermocouple readings were
recorded using a data logger.

The ropes used in the experiments are made up of three used and three unused
specimens. The used specimens have been taken from a rope that was subject to testing
in a CBOS machine after 11500 cycles at around 7% of the rope’s maximum break
strength. The portions of the rope used for analysis coincide with those in contact with
the sheave during test operation.

2.2 2D Model

For modelling purposes, the rope is assumed to be an axisymmetric solid cylinder using
the heat equation outlined in Eq. 1, neglecting radiation.

qcp
@T
@t

¼ 1
r
@

@r
krr

@T
@r

� �
þ @

@z
kz
@T
@z

� �
� h T � Tambð Þ ð1Þ

Where q is density, cp is specific heat capacity, kr is the radial conductivity, kz is
the longitudinal conductivity, r is radius of cylinder, T is temperature, Tamb is ambient
temperature and h is the heat transfer coefficient.

Fig. 2. Thermocouple set-up embedded in fibre rope.
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The heat loss term for convection is applied as a boundary condition at the exterior
of the cylinder. Using the results of the experiments, the thermal properties of the
model are adjusted to fit.

In the model, it is assumed there is an ambient temperature of 20 °C. The tem-
peratures in the rope for the two types of testing (see below) are based on the steady
states temperatures achieved during the respective heating phase. The rope is then
cooled with a heat transfer coefficient defined on the boundary of the rope surface
observed as time progresses.

2.3 Furnace Tests (Homogeneous Heating)

The furnace testing consisted of two phases: heating and cooling. Each rope specimen
was placed in a furnace and kept until a stable temperature was reached. The tem-
perature at the various thermocouple positions was recorded using a data logger. The
furnace was set to achieve an ambient temperature of around 80 °C. Upon completion
of the heating phase, the rope specimen was removed from the furnace and left to cool
in still air on a rack. The same temperature recording process was performed during this
phase of the testing. The furnace tests were performed to represent homogenous
heating conditions and to specifically measure the radially dominated thermal prop-
erties of the rope. This process was performed on six fibre rope samples with three
being used specimens and three being unused specimens.

2.4 Wrapping Tests (Heterogeneous Heating)

Like the furnace tests, the wrapping tests were performed in two phases: heating and
cooling. Using a temperature regulator, the portion of the rope pertaining to the “R”
position thermocouples was wrapped with heating bands from the temperature regu-
lator and outer insulation. Once the thermocouple readings reached stable temperature,
the wrapping was removed and the fibre rope specimens were left to cool on a rack in
still air. These cooling phases were recorded using an IR camera as well as by ther-
mocouples. The wrapping tests were performed to represent heterogeneous heating and
to investigate the longitudinally dominated thermal properties of the rope. The process
was performed on six fibre rope samples with three being used specimens and three
being unused specimens.

3 Results and Discussion

3.1 Furnace Tests

Figure 3 highlights the temperatures recorded by the thermocouples at position “L” in
both used and unused rope specimens during homogeneous heating (left) and cooling
(right) phases of the homogeneous heating experiments for one sample of each rope
type. These curves are representative for all cases. The results for the heating phase are
taken from T_L_1 readings at 30 °C in the two cases and the changes in readings at
T_L_1, T_L_2 and T_L_3 are observed for the subsequent 1500 s. From the graphs it
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appears that the readings for T_L_1 and T_L_2 only show minute differences from
each other during the heating phase but it is noted that the temperature observed at
position T_L_3 in the used case is higher than the corresponding thermocouple in the
unused case.

The positioning of the rope in the furnace has an influence on the temperature
measured due to the air flow in the chamber resulting in these deviations, but from this
for the used sample to exhibit similar thermal behaviour to the unused sample, a higher
temperature is required. The behaviour could be attributed to the structural changes in
the rope, such that the heat transfer coefficient of the used sample is lower than that of
the unused sample. Essentially the structure is compressed such that less surface area of
the strands is exposed to the atmosphere, resulting in a potentially lower heat transfer.

In addition to the air flow in the furnace, the thermocouple placement in the
samples influence the temperature readings. While Fig. 2 highlights the positions of the
various thermocouples inside the sample, there will be slight deviations on how they
were attached in the samples, contributing to slight discrepancies in the results.

The cooling phase also revealed different thermal behaviour between the samples.
The data was coordinated so the cooling phases in the difference between the tem-
peratures recorded and the ambient temperature from 45 °C could be directly com-
pared. The used sample is shown to cool at a slower rate than the unused sample. The
readings shown by the T_L_3 thermocouples could be indicative that the used sample
has a lower heat transfer coefficient to the surrounding air than the unused rope
specimen.

3.2 Wrapping Tests

The heterogeneous heating phase on used and unused samples in the wrapping tests
with the heat regulator was performed. The steady state temperatures achieved where
then used as the starting values for the cooling model.

Figure 4 shows the correlation between the surface temperature reading T_R_3 and
the IR camera for the cooling phases from 30 °C for used and unused specimens.

Fig. 3. Heating phases (left) and cooling phases (right) of used fibre rope specimen 3 and
unused fibre rope specimen 3 respectively.
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The IR camera readings for maximum and average temperature come from a small
region of interest in the thermographic image centred on thermocouple T_R_3. In the
used case, the maximum temperature reading from the IR camera shows good agree-
ment with the T_R_3 reading before drifting slightly as time progressed. The IR
camera readings in the unused case show slightly more drift but still some correlation
with T_R_3 until around 700 s before totally diverging. The cause of this is unknown
but it is apparent that in the time frame between 0 and 700 s that the used rope IR
camera reading shows better agreement with its thermocouple equivalent. However, the
results show that there is potential for an IR camera to give accurate readings of the
outside temperature of a rope.

3.3 2D Model

This model is used to compare the cooling phases of the used and unused fibre rope
specimens in the furnace and wrapping tests. Figure 5 shows the results of the model
and thermocouples cooling from 60 °C reading in the “T_L_1” thermocouple and the
readings for the other sensors at the equivalent time for 1500 s. The models make use
of different thermal properties for the used and unused cases, which have been fitted to
experimental data and are highlighted in Table 1.

The unused case shows average agreement between the thermocouple readings and
the model results for this period with a slight divergence with the progression of time.

Fig. 4. Thermocouple reading T_R_3 for used fibre rope specimen 3 (left) and unused fibre rope
specimen 3 (right) compared to IR camera readings during cooling phase.

Fig. 5. Cooling phases for used rope specimen 1 (left) and unused rope specimen 1 (right) after
furnace testing and compared to radial thermal models.

Temperature Measurements as a Method for Monitoring Ropes 777



The unused case shows better agreement with the thermocouple readings but slightly
diverges towards the end of the comparison period. To make the models agree with
their respective thermocouple measurements, the thermal properties shown in Table 1
had to be altered. Using the assumption that the used specimens are denser and more
compact that the unused specimens, this was reflected in the use of higher values for the
thermal conductivity and density and a lower heat transfer coefficient. The results
detailed in Table 1 were representative of the other rope samples tested.

Figure 6 and Table 1 show the results of the longitudinal model simulation and the
thermal parameters used respectively. The model was simulated from the steady state
temperatures recorded in the wrapping heating phase. The experimental and model data
were compared in the cooling phase from 30 °C. Again, the model parameters were
adjusted to fit the experimental data with slight deviations noted the agreement of the
T_M_1 and T_L_1 parameters, however the T_R_1 showed good agreement in both
models. The thermal properties used to fit the model again reflected that there are
differences between the used and unused rope specimen samples.

As the heat generated in ropes from the CBOS regime are a result of fibre to fibre
motion resistance and abrasion, the highest temperatures would occur in this region. If
the inside temperature of a rope can be estimated by its outside temperature in com-
bination with IR camera monitoring it would form a vital component of a condition
monitoring system and estimates of the rope’s remaining useful life.

Table 1. Thermal properties used in furnace cooling and wrapper cooling models.

Properties Furnace cooling Wrapper cooling
Used Unused Used Unused

kr [W/(m.K)] 8 6 8 6
kz [W/(m.K)] 37 35
q [kg/m3] 1019 970 1019 970
cp [J/(K.kg)] 1850 1850 1850 1850
h [W/(m2K)] 14 15 14 15
a [kr/(q cp)] 4.24 � 10−6 3.34 � 10−6 4.24 � 10−6 3.34 � 10−6

Fig. 6. Cooling phases for used rope specimen 2 (left) and unused rope specimen 3 (right) after
wrapping tests compared to thermal model.
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It must be noted however that this model is a simplified heat equation that does not
fully account for the non-linear structure of the fibre rope samples. The samples will
inherently contain different structures of the same fibres to bedding-in process of the
rope as it is cycled over the sheave and as such will exhibit slightly different thermal
responses in the cooling phase compared to the model.

4 Conclusions

From the experimental data it was clear that there are differences in the thermal
properties of fibre ropes in their used and unused states. This knowledge highlights the
importance of temperature measurements in condition monitoring of fibre ropes, as the
rope structure would be subject to change as it progresses through the CBOS regime. It
is also shown that this can be adequately modelled using a basic 2D finite difference
model based on the standard heat equation. Additionally, the potential for IR camera
usage has been highlighted. It is shown that accurate temperatures on the outside of a
rope can be achieved as shown by the aligned experimental data from the thermo-
couples embedded in the rope specimens.

Future research directions potentially include testing on more rope specimens
subjected to CBOS motion from intervals of higher number of cycles before failure.
This would provide more understanding of the change in fibre rope thermal properties
at specific time intervals during the progression of the CBOS regime. In addition to
this, there is sufficient potential to improve the current 2D model, so it more accurately
reflects the thermal response of the non-linearity in the fibre rope samples. Combining
this through use of a thermal camera, there is potential for the inside rope temperature
to be accurately measured based from the outside temperature.
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Abstract. Canonical variable analysis (CVA) is one of the most commonly
applied fault detection methods for industrial systems. However, conventional
CVA is unable to handle the characteristics of time-varying processes. To
address the challenge of implementing diagnostics in real-world applications
with time-varying properties, the time-invariant CVA model is extended using
first order perturbation theory, resulting in the improved adaptive CVA (ACVA)
diagnostic model. Moreover, a bias-corrected exponentially weighted moving
average approach is used in combination with the ACVA-based contributions to
identify variables that are closely related to faults. The proposed technique is
validated through condition monitoring data acquired from an operational
centrifugal compressor. The results indicate that the proposed method can
effectively detect and diagnose faults in real industrial systems under time-
varying operating conditions.

1 Introduction

The growing interest in the reliability of industrial systems and continuing progress in
the development of signal-processing techniques have motivated the development of
advanced fault-detection methods for complex industrial systems. The complexity of
large-scale industrial facilities hinders the development of first-principle dynamic
models for health monitoring and fault analysis (Li et al. 2017). Existing condition-
monitoring approaches for industrial processes are typically derived from routinely
collected system-operating data. With the rapid growth and advancement in sensing
and data-acquisition technologies, long-term continuous measurements can be acquired
from different sensors mounted on machinery systems. However, the use of condition-
monitoring data for reliable fault detection and diagnosis remains a challenge for
researchers and engineers.

A number of multivariate statistical techniques have been developed based on
condition-monitoring data for diagnostic health monitoring, such as filtering-based
models (Guerra and Kolodziej 2017), multivariate time-series models (Serdio et al.
2014) and neural networks (Tran et al. 2014). Some of the key challenges in the
implementation of these techniques are strongly correlated variables, changing oper-
ating conditions and inherent system uncertainty. Recent developments in dimen-
sionality reduction techniques have yielded improvements in the detection of faults
from highly correlated process variables. Conventional dimensionality reduction
methods include principal component analysis (PCA) (Harrou et al. 2013), independent
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component analysis (ICA) (Hyvärinen et al. 2004), partial least-squares analysis
(PLS) (Kruger and Dimitriadis 2008). These basic multivariate methods perform well
under the assumption that process variables are time independent. However, this
assumption might not hold true for real industrial processes because sensory signals
affected by noise and disturbances often show strong correlations between past and
future sampling points (Jiang et al. 2015). Variants of these conventional multivariate
approaches (Li and Qin 2001; Ruiz-cárcel et al. 2015; Yin et al. 2015) solve the time-
independence problem have therefore been developed for dynamic processes
monitoring.

Amongst the aforementioned multivariate diagnostic techniques, CVA is one of the
most widely reported. There are many successful examples of the application of the
CVA algorithm to model the dynamics of industrial systems (Juricek et al. 2004; Li
et al. 2018; Pilgram et al. 2002; Stubbs et al. 2012). The requirement that process
variables be IID and linear tends to limit the scope of CVA to linear processes oper-
ating under steady state conditions. Occasionally, problems associated with the effec-
tiveness of the modelling tools can arise when the underlying assumptions are violated;
for instance, the presence of nonlinear distortions and varying operating conditions.
Therefore, it is necessary to develop an recursive monitoring approach based on
adaptive canonical variate analysis for systems in which variations in the mode of
operation are common. In this study, an adaptive canonical variate analysis (ACVA)
approach based on the first order perturbation theory is developed to perform fault
detection based on the abnormalities in the canonical state and the residual space. 2-D
exponentially weighted moving average contribution plots for ACVA-based residual
and state spaces are developed to identify variables that are closely associated with
faults. The proposed technique is validated on industrial data captured from an oper-
ational centrifugal compressor.

2 Methodology

2.1 Canonical Variate Analysis

Given a data set yt 2 Rn, where n is the number of variables, the past and future sample
vectors ya;t 2 Rna and yb;t 2 Rnb are obtained from Eqs. 1 and 2:

ya;t ¼
yt�1

yt�2

..

.

yt�a

2
6664

3
7775 2 Rna ð1Þ

yb;t ¼
yt

ytþ 1

..

.

ytþ b�1

2
6664

3
7775 2 Rnb ð2Þ
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where a and b are the length of the past and future sample vectors, respectively. The
past and future sample vectors are then normalized to the zero-mean vectors ŷa;t and
ŷb;t. Then, the vectors ŷa;t and ŷb;t at different sampling times are rearranged according
to Eqs. 3 and 4 to form the reshaped matrices Ŷa and Ŷb:

Ŷa ¼ ŷa;tþ 1; ŷa;tþ 2; . . .; ŷa;tþN
� � 2 Rna�N ð3Þ

Ŷb ¼ ŷb;tþ 1; ŷb;tþ 2; . . .; ŷb;tþN
� � 2 Rnb�N ð4Þ

where N ¼ M � a� bþ 1 and M represents the total number of samples for yt.
Subsequently, the convenience and cross-convenience matrices of Ŷa and Ŷb can

be calculated as follows:

Ra;a ¼ ŶaŶ
T
a = N � 1ð Þ ð5Þ

Rb;b ¼ ŶbŶ
T
b = N � 1ð Þ ð6Þ

Rb;a ¼ ŶaŶ
T
b = N � 1ð Þ ð7Þ

The objective of CVA is to find the maximum correlation between two sets of
variables. The solution to this optimization problem can be obtained by performing
singular value decomposition (SVD) on the Hankel matrix H:

H ¼ R�1=2
b;b Rb;aR

�1=2
a;a ¼ URVT ð8Þ

The columns of U ¼ u1; u2; . . .; ur½ � and the columns of V ¼ v1; v2; . . .; vr½ � are
called the left-singular and right-singular vectors of H. R is a diagonal matrix; its
diagonal elements are called singular values. The right-singular vectors in V corre-
sponding to the largest q singular values are retained in the truncated matrix
Vq ¼ v1; v2; . . .; vq

� � 2 Rna�q. With the truncated matrix Vq, the na dimensional past

vector Ŷa 2 Rna�N can be further converted to a reduced q-dimensional matrix Z 2
Rq�N as follows:

Z ¼ zt¼1; zt¼2; . . .; zt¼N½ � ¼ VT
q R

�1=2
a;a Ŷa ð9Þ

where the columns of Z, zt ¼ VT
q R

�1=2
a;a ŷa;t, are the canonical variates at different

sampling points. Similarly, the canonical residuals can be calculated as follows:

E ¼ et¼1; et¼2; . . .; et¼N½ � ¼ VT
e R

�1=2
a;a Ŷa ð10Þ

where the columns of E, et ¼ VT
e R

�1=2
a;a ŷa;t, are the canonical residuals, and Ve contains

the last e ¼ na� q columns of V in Eq. 8.
Motivated by the statistical indicators proposed in (Jiang et al. 2015), the statistics

that provide information about the health of the system can be obtained as follows:
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T2
d;t ¼ zTt zt ð11Þ

T2
e;t ¼ eTt et ð12Þ

where T2
d;t represents the variations inside the canonical state space and T2

e;t represents
the variations in the residual space. The probability density function of the health
indicators in this study is calculated by using kernel density estimations (KDE), as
proposed by Odiowei and Cao (Odiowei and Yi 2010).

2.2 Adaptive Canonical Variate Analysis Based on Efficient Adaptive
SVD

Due to non-stationary process behaviour, many industrial processes have time-varying
characteristics. As a result, the sample covariance matrices Ra;a and Rb;b and the cross-
covariance matrix Ra;b vary over time. Therefore, the exponential weighted moving-
average method is employed in this investigation to update the covariance and cross-
covariance matrices:

Ra;a tð Þ ¼ 1� bð Þya;tyTa;t þ bRa;a t�1ð Þ ð13Þ

Recursive modelling identification requires the computation of the nonzero singular
values and the corresponding left and right singular vectors in Eq. 8 for each new
observation. In this paper, the first order perturbation theory (Willink 2008) is adopted
to realize an adaptive canonical variate analysis approach.

We denote zp by zp ¼ ya;tyTa;t
� �

ya;t and zf by zf ¼ yb;tyTb;t
� �

yb;t. According to

(Shang et al. 2016), the left and right singular vectors can be recursively updated as

ut;i ¼ ut�1;i þ xTi
rt�1;i

XN

j¼iþ 1
yjut�1;j � yTi

Xi�1

j¼1

xj
rt�1;j

ut�1;j ð14Þ

vt;i ¼ vt�1;i þ yTi
rt�1;i

XN

j¼iþ 1
xjvt�1;j � xTi

Xi�1

j¼1

yj
rt�1;j

vt�1;j ð15Þ

where xi and yi are the i th element of vectors x ¼ ffiffiffiffiffiffiffiffiffiffiffi
1� b

p
UT

t�1zp and
y ¼ ffiffiffiffiffiffiffiffiffiffiffi

1� b
p

VT
t�1zf , respectively.

The series of vectors pui and quiþ 1 can be defined for i ¼ 1; . . .;N � 1, as

pui ¼
XN

j¼iþ 1
yjut�1;j ¼ pui�1 � yiut�1;i ð16Þ

quiþ 1 ¼
Xi

j¼1

xj
rt�1;j

ut�1;j ¼ qui þ
xi

rt�1;i
ut�1;i ð17Þ
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pvi ¼
XN

j¼iþ 1
xjvt�1;j ¼ pvi�1 � xivt�1;i ð18Þ

qviþ 1 ¼
Xi

j¼1

yj
rt�1;j

vt�1;j ¼ qvi þ
yi

rt�1;i
vt�1;i ð19Þ

where pu0 ¼
ffiffiffiffiffiffiffiffiffiffiffi
1� b

p
zp, qu0 ¼ 0, qv0 ¼

ffiffiffiffiffiffiffiffiffiffiffi
1� b

p
zf , qv0 ¼ 0. Then the updated left and right

singular vectors can be obtained as follows:

ut;i ¼ ut�1;i þ xTi
rt�1;i

pui � yTi q
u
i ð20Þ

vt;i ¼ vt�1;i þ yTi
rt�1;i

pvi � xTi q
v
i ð21Þ

According to (Willink 2008), the updated singular vectors should be normalized to
give the scaled left and right singular vectors ut;i and vt;i and singular values:

ut;i ¼ ut;i
ut;i

�� �� ; vt;i ¼ vt;i
vt;i

�� �� ; rt;i ¼ rt;i
�� �� ð22Þ

Given the scaled updated singular values and singular vectors, the new canonical
variates and residuals can be calculated as per Eqs. 9 and 10.

2.3 Fault Identification

In addition to fault time detection, the canonical state space and residual space statistics
are also used to calculate variable contributions. The contribution of variable nk
ð1� k� nÞ obtained from the state space at time t is defined as follows:

cd;t ¼ zTt zt ¼ zTt ðVT
q R

�1=2
a;a ŷa;tÞ ¼ zTt

Xna

i¼1
ŷa;t VT

q R
�1=2
a;a

� �T
	 
T

¼
Xna

i¼1
zTt ŷa;t VT

q R
�1=2
a;a

� �T
	 
T

ð23Þ

where ŷa;t denotes the column vector of Ŷa at time instant t. In order to consider the
correlations between past and future sampling points, the contribution for variable yn
based on the canonical state space is calculated by summing up all its past a
observations:
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cynd;t ¼
Xa

i¼1
zTt ŷa;t�i VT

q R
�1=2
a;a

� �T
	 
T

ð24Þ

Similarly, the residual space contributions at time instant t are calculated as follows:

ce;t ¼ eTt et ¼ eTt ðVT
e R

�1=2
a;a ŷa;tÞ ¼ eTt

Xna

i¼1
ŷa;t VT

e R
�1=2
a;a

� �T
	 
T

¼
Xna

i¼1
eTt ŷa;t VT

e R
�1=2
a;a

� �T
	 
T

ð25Þ

The contribution of the variable yn based on the residual space is calculated as
follows:

cyne;t ¼
Xa

i¼1
zTt ŷa;t�i VT

q R
�1=2
a;a

� �T
	 
T

ð26Þ

According to the literature (Jiang et al. 2015), CVA contributions can be exces-
sively sensitive because of the inversion procedure R�1=2

a;a , resulting in incorrect diag-
nosis of faulty variables. To alleviate this sensitivity, a combination of residual and
state space contributions is adopted for the identification of faulty variables as:

cde;t ¼ 0:5 � cd;t þ 0:5 � ce;t ð27Þ

In order to implement an efficient monitoring method, we must consider the process
data serial correlations. A bias-corrected exponentially weighted moving average
approach is adopted in this study to improve the fault identification rate of the con-
ventional combined contributions. The contribution of variable yn based on the bias-
corrected exponentially weighted moving average approach can be obtained as

ct ¼ 1� dð Þcde;t þ dct�1

1� dt
ð28Þ

ct�1 ¼
Pt�1

k¼t�W cde;t
W

ð29Þ

where d ¼ W � 1=W is the forgetting factor andW is the width of the moving window.

3 Case Study

To evaluate the performance of the proposed technique for fault detection and diag-
nosis, the model was tested using condition-monitoring data obtained from an opera-
tional industrial compressor (hereafter referred to as compressor A). The measured time
series from compressor A consisted of 238 observations and 13 variables. For this
study, all data were captured at a sampling rate of one sample per hour by the
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machine’s condition-monitoring system. Table 1 summarizes all measured variables
for this compressor.

As shown in Fig. 1, the compressor is operated under healthy but time-varying
conditions during the first 200 points of the time series. The operational speed of the
machine changes dramatically at around the 10th, 50th and 170th sampling points. The
readings of the four different bearing-temperature sensors start to increase at around the
200th sampling point; the machine continued to run until the 238th sampling point. At
that time, site engineers shut down the compressor for inspection and maintenance.
A data set captured under healthy operating conditions were used as the training data

for the ACVA diagnostic model, and the data captured throughout the entire monitored
time series as shown in Fig. 1 were used to validate the trained model.

In order to obtain the lowest false alarm rate for both health indicators, it is
necessary to adaptively determine the number of significant singular values q. Different
methods can be used to decide the number of retained states q. The most commonly
used methods are based on the Akaike information criterion (AIC) (Lee et al. 2006) and

Table 1. Measured variables of compressor A

ID Variable Name ID Variable Name ID Variable Name

1 Speed 6 Radial vibration
overall X1

11 Radial bearing
temperature 2

2 Suction pressure 7 Radial vibration
overall Y1

12 Active thrust bearing
temperature

3 Discharge
pressure

8 Radial bearing
temperature 1

13 Inactive thrust bearing
temperature

4 Discharge
temperature

9 Radial vibration
overall X2

5 Actual flow 10 Radial vibration
overall Y2

Fig. 1. Trend of speed and four different bearing temperature sensor measurements of
compressor A.
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the dominant singular values (SV) in the diagonal matrix
P

(Yang et al. 2012). In
(Cárcel et al. 2007), CVA was implemented to test the false alarm rate for a healthy
data set using different values of q in order to find the optimal state order that gives the
lowest false alarm rate. The above-mentioned methods are not necessarily suitable for
adaptive CVA because the information retained in the past state variates may not be
able to fully represent the system dynamics in the future. In this study, the cumulative
percentage variance was adopted to recursively determine the optimal number of
retained states q. The cumulative variance (CV) is calculated as the first m eigenvalues
divided by the sum of all eigenvalues:

CVt ¼
Pm

i¼1 rmPna
i¼1 rm

� 100% ð30Þ

The optimal model order q was selected such that the cumulative variance can
approximately explain 90% of the total variance. The value of forgetting factor b in
Eq. 13 is set to 0.983 in this case. The upper control limit for normal operating
conditions was calculated at the 99% confidence level with the aim of minimizing the
false-alarm rate of the testing data set. The window length in Eq. 29 is set to 3.

Figures 2 and 3 show the results obtained in terms of fault detection for compressor
A. The conventional CVA approach gives false alarms during the first 170 points of the
time series. Compared with the results of CVA, the ACVA approach is able to dis-
tinguish normal deviations in operational conditions from real faults incurring
dynamics anomalies and thereby significantly reduce the false alarm rate in normal
conditions. Figure 4 illustrates the contributions of different process variables during
the monitoring process with the variable number on the vertical axis and sampling time
on the horizontal axis. Based on the information provided by the conventional CVA
contribution plot, site engineers might mistakenly consider variables 1, 5, 11, 12 and 13
to be the root cause of the fault. However, the contribution plot based on the ACVA
approach suggests that the variables contributing more to the detected fault are vari-
ables 8, 11, 12 and 13 because they show consistent strong bands of contribution over
the entire degradation process, consistent with the monitoring data shown in Fig. 1.
Table 2 summarizes the false alarm rate (FAR) and false identification rate (FIR) of the
CVA and ACVA approach. The false alarm rates were computed as the percentage of
sampling points for which the individual statistics exceed their threshold outside faulty
conditions.

Fig. 2. Fault-detection results for compressor A. T2
e of ACVA (left) and CVA (right).

Adaptive Canonical Variate Analysis for Performance Estimation 787



4 Conclusion

In this study, we developed an adaptive multivariate statistical monitoring tool for the
monitoring of dynamic processes where variations in operating conditions are incurred.
Condition monitoring data acquired from an operational centrifugal compressor were
used to test the capabilities of the developed ACVA model for fault detection and
identification. Fault detection was implemented by comparing the values of canonical
state and residual space statistics with pre-determined thresholds. The faults were
successfully detected by both health indicators. The statistics based on the ACVA
approach are able to adapt to changes in operating conditions, leading to a lower false-

Fig. 3. Fault-detection results for compressor A. T2
d of ACVA (left) and CVA (right).

Fig. 4. Contribution plots for compressor A showing the contributions of the different variables
over the entire times series. Bias-corrected exponentially weighted moving average contributions
(upper) and CVA contributions (lower).

Table 2. False alarm rate (FAR) and fault identification rate (FIR) of the CVA and ACVA
approach

CVA ACVA

T2
e T2

d T2
e T2

d

FAR 79.5% 82.9% 1.95% 1.95%
FIR 83.34% 98.07%
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alarm rate than the conventional CVA approach. Once a fault was detected, ACVA-
based contribution plots were utilized to identify the variables most likely related to the
specific fault. Overall, the ACVA-based contributions were very effective in identifying
the root causes of the faults under study. The results showed that the bias-corrected
exponentially weighted moving average contribution, which assembles the variations
at multiple time instants, can clearly demonstrate the contributions of different process
variables over the entire fault-propagation process and can provide greater insight into
the root causes of the faults.
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Abstract. This work presents the use of radial basis function artificial neural
network to estimate the sensors measurements, exploring the analytical redun-
dancy existent among different sensors in a process. However, in order to
guarantee good performance of the network the training and optimization pro-
cess was modified. In the conventional training algorithm, although the stop
criteria, such as summed squared error, is reached, one or more of the individual
performance metrics of the neural network may not be satisfactory. The per-
formance metrics considered are Accuracy (training error), Sensitivity matrix
(sensors propagated error to the estimations) and Filtering matrix (sensor
propagated noise to the estimations). The paper describes the proposed method
including all the mathematical foundation. A dataset of a petroleum refinery is
used to train a RBF (Radial Basis Function) network using the conventional and
the modified method and the performance of both will be evaluated. Further-
more, AAKR (Auto-Associative Kernel Regression) model is used to the same
dataset. Finally, a comparison study of the developed models will be done for
each of the performance metrics, as well as for the overall effectiveness in order
to demonstrate the superiority of the proposed approach.

1 Introduction

Several works have been done in the last decades in order to improve the reliability of
the industrial processes (Kristjanpoller et al. 2016), in controllers (Kettunen and Zhang
1997), actuators (Sharif and Grosvenor 1997) and sensors (Hines and Garvey 2006).
Usually all equipments can be analysed using the processes measurements, but fault
detection in sensors showed to have an extra complexity because these are the pro-
viders of the measurement. Sensors validation is an important subject in sensor based
monitoring and control systems. In petroleum and natural gas industry, as in many
others, reliable measurements are key to guarantee to the plant optimum and safe
operation point and, in some cases, trustable billing. Therefore, many years of Research
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and Development projects have been performed in order to improve diagnostic tools
specially for the industry of petroleum and gas (Galotto et al. 2015). Many techniques
using analytical redundancy in measurements have been widely tested and approved.
The Auto-Associative Kernel Regression (AAKR) showed to have the best general-
ization (Galotto et al. 2006) in problems where the complexity of the process is hard to
be modeled using the physical principles and there are enough amount of data to train,
test and validate a memory based model. It is also easy to train or adapt to new data,
since it is a memory based non-parametric technique. However, the main drawback of
the AAKR probably is the high computational efforts necessary to evaluate each
estimation.

The Radial Basis Function (RBF) Neural Network (Sundararajan et al. 1999) is one
possible technique that could be applied in the same applications of AAKR. But the
improvement of the training method is a key issue to allow RBF models reach similar
performance metrics of AAKR models. That is because the main purpose of the auto-
associative model is not to provide accurate estimations, but the possibility to estimate
correctly even in fault conditions due to the existence of analytical redundancy, which
is explored by the principle of auto-association. In other words, each sensor may be
estimated using other sensors accordingly the existent relation among them.

This work presents the training of RBF models using performance metrics as
targets, instead of only error. The proposed approach will be compared with the tra-
ditional training and with an AAKR model as a quality reference for the application of
sensor fault detection.

2 Theoretical Background

2.1 Radial Basis Function Neural Network

Radial basis function (RBF) neural networks have an input layer, an intermediate layer
and an output layer. The input layer represents the input space. The intermediate layer
applies a nonlinear transformation of the input space, in order to get a hidden space
with higher dimensions, through radial basis functions (e.g., Gaussian, multi quadratic
or thin-plate spline). The output layer applies a linear transformation of the hidden
space to generate the network outputs.

The response of the activation function of a RBF to a input vector x depends on the
distance between x and the center of the function. The output of the activation function
goes from 0 (for inputs far of the center) to 1 (for inputs near to the center).

Many methods have been proposed for the training of the RBF. Most of them are
classified as hybrids due to they are composed in two parts: The first phase, the number
of RBF and their parameters are established by non-supervisioned methods. In the
second training phase, the weights of the neurons in the output layer are adjusted. Due
to the outputs of the neurons in the intermediate layer is a linearly separable vector, the
weights can be determined through linear models.

792 M. A. D. Alves et al.



2.2 Performance Metrics

The quality of each model may be defined using some important performance metrics.
Some of them are: mean square error and sensitivity. They can show if the model may
improve the system response in normal conditions of operation and if the model can
improve the response in fault conditions.

The mean square error in Eq. 1, compare the estimated output with the actual
output without noise. In Eq. 1, n is the number of observations is the kth estimation of
the signal j and ykj is the kth observation.

MSEnorm
j ¼

1
n

Pn
k¼1 ŷkj � ykj

� �2

r2j
ð1Þ

This metric is well known and is useful to determine the accuracy of the model.
This accuracy is fundamental to assure that the control system will keep the same
response using the estimations of the model as a feedback signal in the control loop.

On the other hand, the sensitivity is a metric (Patton and Chen 1997; Hines and
Garvey 2006; Galotto et al. 2008) to define the improvement of the model response in
the presence of fault. Consider that is the kth observation of xi with artificially generated
drift and is the kth estimate observation of yi to the same inputs with the drift. This drift
may be additive or multiplicative changing the offset or the scale of the original signal.
Thus, the denominator in Eq. 2 represents a simulated drift in the input i and the
numerator is the propagation of the fault to the estimation of the signal j.

Sij ¼
Pn

k¼1
ŷdriftkj � ŷkj
�
�
�

�
�
�

Pn

k¼1
xdriftki � xki
�
�
�

�
�
�

ð2Þ

Note the result is a matrix which shows the effect in the output j due to a fault in the
input i. The optimum sensitivity should be zero so that the fault effects could be
completely eliminated. When i = j this is called robustness, and otherwise it is called
spillover. As the models have a property to filter the noise, the same equation can be
used, but a white noise is used instead of a drift.

3 The Training Method and Metrics

A cross-validation technique is frequently used to optimize the model based on the
validation error. This is a good practice to minimize the modeling uncertainty, avoiding
overfitting or biased solutions. However, the validation error is not the only desired
target and the performance metrics could also be observed. Therefore, in order to
overcome such limitation, the proposed approach includes directly these performance
metrics in the weigh correction and stop criteria and as a cost function for the model
optimization. The details of these procedures are presented in the next sections.
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3.1 Proposed Cost Function

First, it has been proposed a preliminary cost function (L) depending on 4 designing
parameters (a, b, c and d), which defines the weights for each performance metric
respectively (Accuracy, Robustness, Spillover and Filtering), as shown in Eq. 3.

L ¼ a:Accuracyþ b:Robustnessþ c:Spilloverþ d:Filtering ð3Þ

This cost function has always non-negative values and the same goal for the best
solutions independent on the designing parameters. The difference will be the priority
given to each metric changing the minimum point during the modeling process.

3.2 Test Cases

Four comparative cases have been defined based on the cost function of Eq. 3. The
solution will be changed depending on the priority given by the chosen design
parameters. And the cases have been named accordingly the prioritized (focused)
metric, as follows:

• AF: Accuracy Focused (original training method);
• RF: Robustness Focused;
• ARF: Accuracy and Robustness Focused;
• ARSFF: Accuracy, Robustness, Spillover and Filtering equally Focused;

In Table 1 the weights of each test case considering the performance metrics are
presented.

3.3 The Training Methodology

In this work the training algorithm of RBF was modified in order to use the cost
function L, instead of the mean square error (MSE), as the cost function to be mini-
mized in the training. In order to get the cost function with best performance, it was
necessary to vary the values of spread (between 0.1 and 100) and the number to
neurons (between 1 and N − 1, being N the number of inputs).

3.4 Real Data to Test the Models

Data from 35 sensors of a Liquefied Petroleum Gas pump of the Gas Treatment Unit of
Petrobras were used, and this unit receives gas and condensate from three offshore

Table 1. Weights of the considered test cases.

Case Alfa a Beta b Gama c Delta d

AF 1 0 0 0
RF 0 1 0 0
ARF 0,5 0,5 0 0
ARSFF 0,25 0,25 0,25 0,25
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platforms. The processing of this results in LPG (liquefied petroleum gas) and C5+
(also corresponding to the liquid gas fraction). The signals type are Temperature,
Pressure, Flow, Rotation, Powers, Axial Displacement and Number of Starts. The
received data were processed and grouped according to the linear correlation coefficient
matrix and its function in the process. Data processing and sensor grouping are not part
of this work, so they will not be detailed here. The function of each group and the
number of instruments are presented in Table 2.

4 Results with the Real Data

The models were trained for the six predefined groups (Table 2), using all the con-
sidered training cases in Table 1. Also, an optimized kernel (AAKR) model is pre-
sented as a reference to the expected goal to the performance metrics. Figure 1 shows
the achieved Accuracy for all groups with the five training cases. Accuracy of AAKR is
the large back bar for all groups.

Table 2. Sensor groups of the test data

Group ID Function Number of sensors

1 Ungrouped or constant 4
2 Water flow and pressure 9
3 Bearings temperature 6
4 Windings temperature 5
5 Vibration 8
6 Lubricant oil pressure 3

Fig. 1. Comparative between Kernel and RBF
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It is noted that the RBF AF case is the best to reach similar or better accuracy
results. However, Fig. 2 shows that RBF AF was one of the worst cases for most of
groups, regarding the robustness and spillover performances. The RBF models showed
to have better sensitivity when compared to AAKR. The RBF AF case is the usual
training that may result in better accuracy and worst sensitivity as expected, since the
other metrics are not observed during this process.

The similar conclusion was observed with filtering metric. The average results for
all groups are summarized in Table 3.

The Fig. 3 shows graphically the difference of performance of all tests.

Fig. 2. Comparative sensitivity (robustness and spillover) between Kernel and RBF

Table 3. Average results for all groups

Acc. Rob. Spill. Filtering L Neurons Spread

AF 0,014 0,581 0,132 0,210 0,014 4,8 45,8
RF 0,343 0,010 0,010 0,011 0,010 1,0 3,2
ARF 0,075 0,100 0,077 0,082 0,087 2,2 3,9
ARSFF 0,170 0,038 0,033 0,036 0,069 1,3 3,7

Fig. 3. Robustness x spillover map for each case with circle area as accuracy
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The left chart shows the balance between Accuracy and Robustness. The right chart
shows the Robustness and Spillover relation including a circle for each case with its
area equal to the accuracy. Clearly, the AF case reach the best Accuracy, but the worst
Robustness, while the RF case is the opposite. ARF approach was that with the nearest
performance compared with the AARK model.

5 Conclusion

A novel modeling procedure for RBF neural networks based on different performance
metrics have been proposed, observing more metrics of interest for sensors monitoring
problems. The method has been compared with the traditional AAKR and the use of a
combination of Accuracy and Robustness focus allowed the RBF to reach similar
features of AAKR.
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Abstract. Companies are encountering competitive challenges which makes
them be efficiently responsive to current markets while effectively preparing for
new markets and opportunities. In this circumstance, innovation plays a critical
role to heighten competitiveness capacity of a firm. But the question is “how
firms’ leaders can ensure that their firms are innovative, and they are taking the
appropriate path which ends up with being uniquely innovative?” One way is to
consider innovation measurement main factors which can provide a roadmap to
define innovation related activities. Thus, the main purpose of this paper is to
find the factors that should be measured and improved by managers to make
sure that their organizations are innovative. In this paper, these factors will be
identified and integrated into a holistic conceptual framework regarding four Cs
so called by the author “innovation capacity, innovation capability, innovation
competence and consequences of innovation”.

1 Introduction

In the twenty first century, more than any other time in the firm’s history, companies
are under the global competitive pressures in a context that is widely dynamic and
consequently makes them encounter a huge number of unpredictable changes. In this
situation, firms are required to be efficiently responsive to current markets while
effectively preparing for new markets and opportunities (Naman and Slevin 1993).
(Tushman and Nadler 1986) believe that innovation plays a critical role to heighten
competitiveness capacity of a firm. But the question is “how firms’ leaders can ensure
that their firms are innovative, and they are taking the appropriate path towards
innovation?” Gorton believes that one way to find the answer is to measure innovation
(Gorton 2000). (Saunila and Ukko 2012) showed that innovation measurement can
contribute to a significantly better understanding of innovation when the measurement
has been conducted properly.

E. Goldratt, the father of the Theory of Constraints and the writer of the book “the
goal”, specifically addresses the importance of metrics by this popular sentence: “tell
me how you measure me I will tell you how I will behave” (Essmann 2009). This
sentence implies that the way firms behave is to some extent dependent on the eval-
uation mechanism and factors involved. The main goal of this paper is to propose a
conceptual framework for innovation assessment by looking at this concept from a
more comprehensive and holistic point of view. The main features of conceptual
frameworks include: “A conceptual framework is not merely a collection of concepts
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but, rather, a construct in which each concept plays an integral role. It provides not a
causal/analytical setting but, rather, an interpretative approach to a main concept.
Rather than offering a theoretical explanation, as do quantitative models, conceptual
frameworks provide understanding. Conceptual frameworks are indeterminist in nature
and therefore do not enable us to predict an outcome” to (Jabareen 2009).

According to (Jabareen 2009) the procedure of conceptual framework encompasses
of eight phases: mapping the selected data sources, extensive reading and categorizing
of the selected data, identifying and naming concepts, deconstructing and categorizing
the concepts, integrating concepts, synthesis, resynthesize, and making it all make
sense, validating the conceptual framework and rethinking the conceptual framework.
In this paper, except the last two phase the other ones have been conducted. Presenting
the model at a conference, a seminar, or some other type of academic communities
provides an excellent opportunity for researchers to discuss and get feedback. A theo-
retical framework representing a phenomenon will always be dynamic and may be
revised according to new comments, literature, and so on.

For this purpose, the paper has been structured as following. In the next section the
innovation assessment factors proposed in 14 selected papers will be reviewed briefly.
Totally, 57 papers were reviewed and out of them, 14 were selected as the main
references of this research. The criteria of choosing the papers were firstly, the avail-
ability of details of each component in the framework and secondly the citations and H
score of the journals the papers were published in. In terms of time, papers published
between the years 2000 to 2017 were reviewed.

Afterwards, the extracted factors were clustered into four categories including
Capacity, Capability, Competence and Consequence of innovation so called 4Cs by the
author. In some cases, several factors had the same meaning, but different terms were
used by various authors, therefore one concept has been considered by the author as a
representative of all the terms used. At the end, a conceptual framework has been
proposed and building blocks have been explained. It should be mentioned that the
main concentration of this paper is on “what” should be assessed not on “how” it is
going to be evaluated. The study has the potential to contribute to better understanding
of innovation measurement by taking the research issue one step further. The frame-
work can also be used by managers to examine their innovation activities and become
aware of the main factors which contribute to being innovative and identify areas for
future improvement planning.

2 Literature Review

In these section, 14 related papers will be reviewed in terms of factors related to
innovation assessment. In a couple of papers, a model or framework has not been
proposed but the relationship between two or three entities have been examined. Those
papers have been considered in this study as well, because the definition and expla-
nation of factors constructing the main entities are useful and contribute to form the
final conceptual framework.

According to (Adams et al. 2006), for innovation management measurement seven
categories should be considered. Resources such as finance, human and physical
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resources, and new ideas for innovation are included in the first category. Knowledge
management is the second category which shows an organization’s ability to detect,
acquire and apply external knowledge that can be useful to a firm’s successful oper-
ation. Innovation strategy is another category encompassing strategic orientation and
strategic leadership which is associated with resource allocation decisions to meet an
organization’s objectives. The forth category is organizational culture and structure.
There are four more categories in this model including portfolio management, com-
mercialization process, project efficiency as well as communications and collaboration
tools (Adams et al. 2006).

In another study, for measuring innovation performance, six categories including
external knowledge, structures and systems, regeneration, leadership, work well-being
and employee skills have been proposed to (Saunila 2017). External knowledge refers
to the exploitation of external networks and it measures external links such as col-
laboration with suppliers and customers. The structures and systems show internal
processes and structures that support and reflect continuous innovation. Regeneration is
about the organization’s ability to learn from experience and to use that experience to
create and develop innovations. Overall atmosphere of the organization that supports
and motivates innovation, and a leadership culture that facilitates innovation has been
also viewed as a critical factor in this model. In addition, Work well-being which refers
to work climate for innovation development and know-how/expertise and skills of
employees are among the other factors (Saunila 2017).

Innovation capability measurement has also been the focus of a research done by
(Saunila and Ukko 2012). They categorized the factors into innovation potential
including factors that affect the present state of innovation capability and reflect the
potential of an organizations in producing innovative ideas, products and services;
innovation process which refers to systems and activities that assist organizations to
utilize their innovation potential and therefore enable innovations and innovation
activities’ results which can be product, service and process innovations (Saunila and
Ukko 2012).

In a similar study by (Albaladejo and Romijn 2000), two main factors have been
considered for measuring innovation capability in UK firms. They took a resource-
based view and categorized the factors into internal sources which encompasses pro-
fessional background of founder/manager(s), skills of workforce, and technological
effort and external sources and external sources referring to networking and its prox-
imity advantages as well as nature and extent of institutional support received.

Three other capabilities were introduced by (Momeni et al. 2015) for evaluating
innovation capability. The first capability is structural capability which can be deter-
mined by managerial capacity, cultural capacity, communicative capacity and organi-
zational knowledge capacity. The second one is personnel capability including factors
such as idea generation capacity, opportunity detection capacity, individual knowledge
capacity. Operational capability is the last one which is categorized into technological
capacity and support capacity. According to this study technological capacity of a firm
refers to “the ability of a firm in the use of technology and combination and recom-
bination of parts and constituents, and the relationship among procedures, processes
and techniques” and the supportive capacity of an organization is related to logistical
and supportive process and the work place situation of an organization (Laforet 2011).
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(Chang et al. 2012) studied radical innovation capabilities and proposed four other
capabilities for measuring innovation capability. They include openness, integration,
autonomy, and experimentation capability. Openness capability refers to activities such
as participating in industrial networks like standard organizations and industrial for-
ums. Integration capability is about applying the knowledge gained in previous projects
to new projects, encouraging cross-functional learning and fertilization, upgrading and
integrating technology capabilities, new product development and marketing, while
autonomy capability is to renew product portfolios frequently, update necessary
technological and market information, and to implement innovation strategy. Lastly,
experimentation capability means adopting new ideas and developing them as reliable
products, and commercializing proven concepts into market, developing methods and
tools to improve R&D (Chang et al. 2012).

In another study by (Lawson and Samson 2001), besides the previous mentioned
factors such as organizational structure, reward systems, supportive culture of ambi-
guity tolerance, empowered employees, and communication, four other factors have
also been taken into account. 1- vision and strategy, which determine the configuration
of resources, products, processes and systems that firms adopt to deal with the
uncertainty existing in their environment. This factor was mentioned as a considerable
factor in (Adams et al. 2006) as well. 2- harnessing the competence base which refers to
ability to correctly and effectively direct resources to where they are required; 3-
organizational intelligence which focuses on learning about customers competitors and
the last one, creativity and idea management.

(Laforet 2011) looked at organizational innovation in a more comprehensive way
from the first stages which drives innovation to the last steps which ends up with
outcomes. They believe market environment and a firm’s strategic posture can motivate
innovation. But how innovative an organization can be, depends on a couple of factors
including innovation capacity of a company which refers to availability of resources
such as financial and skilled workforce; and collaborative structures and processes. In
addition, they emphasized on the importance of innovation orientation of a company
such as risk-taking attitude, and willingness to learn which can provide an appropriate
atmosphere for innovation. Innovation strategy as a part of overall business strategy
and outcomes of innovation in the form of business financial performance are also
among factors being considered in this framework (Laforet 2011).

Similar to (Laforet 2011), willingness to take risks and exchange ideas, keen
interest about expressing and exchanging information and sharing knowledge so called
innovation orientation in (Laforet 2011) are among the factors which have been pro-
posed in (Wana et al. 2005). They also considered organizational resources which
address costs of instituting innovations and innovation funds as an important deter-
minant of firm. In addition, communication channels, decentralized structure as well as
a supporting culture which rewards innovation are also among other crucial indicators
in this model.

(Carayannis 2007) share the same point of view as (Laforet 2011) and look at the
whole picture. They provided a model called composite innovation index which consist
of three main elements as follows. 1- posture which is an organization’s position and
addresses organizational culture, technological and relational knowledge, as well as
market competitive position of a company. 2- Propensity is a firm’s ability to capitalize
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on its posture. In a better word, it is an intangible reflection of process, routines and
capabilities established within a firm. 3- Performance which is lasting result of inno-
vation. It includes outcomes such as patents and new products, or revenues contributed
by new products or impacts such as becoming a top innovator in a society (Ganter
2013).

In another framework by (Neely et al. 2001), more focus is on impacts and out-
comes of innovation. For instance, business performance including factors such as
return on investment, market share, competitive position versus direct competitors is
one of the main building blocks. While lower costs, enhancement of existing products,
introducing new products, better customer service, and value to customers have been
considered as the outcomes of innovation, in this framework capacity to innovate
including innovation culture, internal process capability, capability to understand
market and technology trend; as well as external contextual environment encompassing
public policies and infrastructure are among supportive factors (Neely et al. 2001).

In another study by (Jiménez-Jiménez and Sanz-Valle 2011), showing how inno-
vation can lead to performance improvement through organizational learning was the
main concentration. In this paper, learning refers to knowledge acquisition, knowledge
distribution, knowledge interpretation, and organizational memory. The authors believe
that through learning, different types of innovation such as product innovation, process
innovation, as well as administrative innovation will be realized. Innovation itself has
the potential to lead to better performance of a firm. Improved performance can be
observed through quality product, better products’ image, market share, profitability
and productivity, as well as less personnel turnover and absenteeism (Jiménez-Jiménez
and Sanz-Valle 2011).

The main idea of the paper written by (Rajapathirana and Hui 2017) is to find the
relationship among three elements, innovation capability, innovation types, and firm
performance. In their research, they showed that innovation capability which refers to
organizational culture and using knowledge from different sources while involvement
of workers and customers in the innovation management process can lead to various
types of innovation such as marketing, product, organizational and process innovation
which in turn can finally end up with better innovation, market and financial perfor-
mance. While innovation performance can be measured by quality of new product or
services, technological competitiveness, speed of introduce new products or service,
and novelty of new product or service; market performance can be estimated by market
share, customer satisfaction and total sales. In addition, return on investment, return on
sales, and profitability are among sub factors for financial performance evaluation
(Rajapathirana and Hui 2017). (Branzei and Vertinsky 2006) took a strategic view on
product innovation and proposed a strategic pathway to bridge between product
innovation capabilities and development strategies. In this study, acquisition capabil-
ities, assimilation capabilities, transformation capabilities and deployment capabilities
constitute innovation capabilitie. Acquisition capabilities are related to active moni-
toring different external sources of knowledge, looking for various partnerships and
learning from different types of collaborators, including customers, suppliers, univer-
sities, and public support agencies. From the other hand, assimilation capabilities focus
on redesigning the layout, updating prior operating routines, upgrading technology, and
maintain production work force. While transformation capabilities are about creative
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cross distribution of relevant skills and resources across different areas of expertise,
deployment capabilities include effective commercialization of innovative products.
Three development strategies were also considered in this paper 1-Human capital
development strategies, 2-Product development strategies, 3-market development
strategies and 4-process development strategies (Branzei and Vertinsky 2006). The
authors offered pathways between each capability and development strategy.

3 Innovation Assessment Conceptual Framework

In this section the conceptual model presented by author has been presented. for this
purpose, based on the related concepts in literature review four categories has been
proposed. The categories include, innovation capacity, innovation capability, innova-
tion competence and innovation consequences. By Innovation capacity author means
current state of a firm regarding the resources it holds and circulates to be innovative.
Innovative vision and strategy, organizational culture, collaborative structure, leader-
ship, skillful employees, innovation orientation (willingness to take risks, willingness
to exchange ideas), openness, financial resources, and extent of institutional support are
considered in this category.

As it has been showed in (Laforet 2011), it can be said that if an organization has a
collaborative structure, it is more likely that it will be more innovative in comparison to
a firm that does not have a collaborative structure. It is the same for the other factors.

The second component of the model is capability which refers to the ability of a
firm in terms of innovation. In fact, this element is the answer to the following question
“what are the important factors that make a firm able to use its capacity for being more
innovative?”. Through capability the author tended to look at the processes that
facilitate the innovation process inside a firm and make them more capable of applying
the resources in a better way and end up with being more successful in innovation. By
integrating the related factors mentioned in the previous section, factors such as
commercialization (including idea generation, opportunity detection, …), knowledge
management (including knowledge acquisition, assimilation, transformation and
deployment), regeneration/learning, innovation processes, management of technology,
organizational intelligence, integration, autonomy, experimentation and learning has
been placed in this category. As it has been illustrated in Fig. 1, spiral type of rela-
tionship has been proposed between innovation capacity and innovation capability. It
means that capacity and capability are enforcing each other through time and they are
transforming to each other. In a better word, while applying for example knowledge
management in a firm, learning capability of personnel might increase and because of
this change, one more skill in a specific field can be added to the innovation capacity of
the firm and by this increased capacity, the firm will be able to do more innovation
related activities and therefore, a new capability will emerge. It is similar to Nonaka’s
idea (Nonakaet al. 2000) about the relationship between tacit and explicit knowledge.

It can be said that not only all the factors inside the capacity and capability com-
ponent might enforce and influence each other but also capacity and capability factors
are transforming to each other dynamically in a way that sometimes we cannot make
any border between them and differentiate capacity and capabilities. That is the beauty
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of system dynamics, when one looks at a phenomenon (in this case innovation) as a
system which is continuously changing as non-stop emerging patterns.

The third element of the framework is competence which shows what a firm
acquires by applying its capabilities through capacities it owns. Different type of
innovation such as product innovation, marketing innovation, organizational innova-
tion and process innovation are considered in this part of the model. It shows that
innovation capability and capacity can lead a firm to be competent in different types of
innovation. But which factor in capacity and capability components contributes more in
leading for example product innovation is not the main purpose of this paper. The
mentioned question is important, and in some cases, researchers tried to find an answer
to such questions.

The forth construct of the model is consequences of the innovation which means
that what are the end results of innovation form financial, human resource and even
society point of view. They can be categorized into business performance, marketing
performance and human performance. As the framework shows these consequences
feed the capacity and capability part. The important point in this loop is strategic
decisions that managers make about what they are going to focus on and how they are
going to invest on different projects. Because their decisions at this specific point, in
terms of innovation, can make a positive or negative difference in a firm or even no
difference from the previous state. We should be aware that a firm is not working in
isolation, the environment factors, if we call them external context, are continuously
changing and their alterations indeed influence a firm’s behavior. The capability of
monitoring the external context, opportunity detection and learning to change can be
very useful in responding to environment dynamics. In previous studies theses kind of
factors were mentioned in only two papers. Since they are important they have been

Fig. 1. Innovation assessment conceptual framework
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kept by author in the proposed framework. The borders of the model are in the form of
dashed lines which means that firms cannot prevent resource flow from outside into
their firms and from inside out and open innovation is happening around organizations
without prenotification.

To wrap up, for assessing innovation in a firm, looking at the whole picture and
examining the inputs and process including capacity and capability, and competence
including different types of innovation and the final consequences is recommended in
order to make sure that the innovation engine is working properly. If we just look at the
input and process and evaluate these two parts of the puzzle it means that we have
necessary inputs, but it is not enough to conclude that we have product innovation for
instance. Therefore, the competent and consequence part should be checked as well.
Last not least, how to allocate the resources by applying the results from consequence
part shows how a firm moves from one innovation state to a better state. It is worth
mentioning that environment drivers most of time drive a firm towards innovations,
therefore a firm should not forget to track these factors as well. Figure 1 illustrates the
proposed conceptual framework.

In, the components of the framework and their definition as well as their frequency
in literature have been presented. The culture has the most frequency followed by
organization structure, internal resources and innovation knowledge management
process. It can be concluded that these factors play a critical role in innovation man-
agement assessment (Table 1).

Table 1. Conceptual model components

(Continued)

808 L. Beig



4 Conclusion

In this paper, the author attempted to look at a firm from different angles, take a
relatively comprehensive view and propose a multi-dimensional conceptual model for
innovation assessment in a firm.

Literature review and previous studies shows that for innovation evaluation a
couple of studies concentrated on input side of the phenomenon including factors such
as R&D expenditures, financial resources, skillful human resource and the similar
factors. In contrast, the output side was the main concentration of other studies. They
looked at different type of innovations which various organizations offered. On the
other hand, number of studies tried to look at the process side by looking at the
activities related to innovation management. The author believes that these activities
are like wheels of a bike if they work properly the bike moves forward otherwise it
either woks, but no movement is observed, or it doesn’t work appropriately in terms of
being innovative. Most of what is happening inside a firm is similar to tacit knowledge
that is difficult to be transferred from one firm to another easily and cannot be measured

Table 1. (Continued)
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simply. Inputs and outputs can be measured by several indices but assessing the pro-
cess part is very difficult because each organization might have its unique way of
innovation management based on its context which has been formed through time.
Some researchers believe that there isn’t any single way of innovation that can be
prescribed for all organizations. the importance of capacity and capability conversion
and strategic decision that managers for applying the loop from consequences to
capacity and capability and continuing the innovation journey has been considered in
the proposed model as well.

By concentrating on the important factors for evaluating innovation in a firm, the
purpose of this paper is to make the managers aware of the factors that should be
checked as a routine to ensure that their firm is moving toward the right path. The
proposed model has not been tested and validated, therefore, to this point it is only
author’s thoughts based on literature review and unfortunately the comments of the
expert of this area has not been inserted yet. The relationship among factors inside each
category has not been examined and was not the scope of this paper but can be
considered as the future works.

Acknowledgement. I would like to thank Professor Rune Dahl Fitjar and Dr. Marte Cecilie
Wilhelmsen Solheim for helpful comments on this paper.
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Abstract. Open innovation has received increasingly attention in scientific
research (Chesbrough 2002; van de Vrande et al. 2009). It showed to be a
fruitful strategy to employ in highly dynamic and changing environment
(Chesbrough 2003a, b). Since its emergence, evidence to support open inno-
vation model was taken mainly from the so-called ‘high technology’ industries,
such as computers, information technology, and pharmaceuticals. However,
more resent work Chesbrough and Growther (2006) confirmed the relevance of
this approach in more mature industries. However, little is known so far under
which conditions open innovation serves as appropriate strategy in such mature
industries. This paper investigates innovation process in maritime industry,
which is characterised by long-term trust-based relationships between involved
partners, and substantial financial investment. Using example from a shipping
company in Norway we show how the innovative action of the firm may depend
on the combined influence of entrepreneurial orientation (Lumpkin and Dess
1996; Rauch et al. 2009) within the firm and cooperative links towards
knowledge providers. We investigate innovation process that led to construction
of a ship that was specifically designed to operate under the harsh Arctic con-
ditions. Findings indicate that open innovation approach is particularly suitable
for innovation process in mature industries when product requirements are
dictated by extra demanding conditions. We contribute to the domain of open
innovation by specifying that firm entrepreneurial orientation, collaborative
links with customer and partner are particularly suitable when the level of
uncertainty is high.

1 Introduction

It is widely acknowledged that stimulation of innovative activity is crucial for the
competitive advantage and growth of both companies and regions. In most countries, a
broad number of policy instruments that stimulate R&D activities, science and tech-
nology are at hand (Jensen et al. 2007). It is now widely recognized that firms can
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considerably increase their innovation capacity if the act over the firm boundaries (van
de Vrande et al. 2009), the concept known as open innovation. Open innovation can be
defined as the use of purposive inflows and outflows of knowledge to accelerate
internal innovation, and to expand the markets for external use of innovation (Ches-
brough et al. 2006). At the heart of the open innovation model is the recognition that
today, competitive advantage often comes from inbound as well as from outbound
connections. Inbound connections is the practice of leveraging the discoveries of
others: companies need not and indeed should not rely exclusively on their own R&D.
Outbound open innovation suggests that rather than relying entirely on internal paths to
market, companies can look for external organizations with business models that are
better suited to commercialize a given technology (Chesbrough 2002).

Since its emergence, evidence to support open innovation model was taken mainly
from the so-called ‘high technology’ industries, such as computers, information tech-
nology, and pharmaceuticals (Chesbrough 2003). However, later work of Chesbrough
and Growther (2006) confirmed the relevance of this approach in more mature
industries. In industries other than high-tech, when companies look outside for tech-
nologies to extend or defend their core business, they minimize risk by investing in
technology that is often proven in other applications (as opposed to ‘new to the world’
technologies). This paper shows how the innovative action of the firm in the mature
shipbuilding industry may depend on open innovation concept.

2 Open Innovation as a Suitable Strategy in Mature
Environments

The conceptual argument suggests that firms benefit from highlighting newness,
responsiveness, and a degree of boldness. These results hold up across different
nations, industries and other contextual variables (Iakovleva 2005; Grande et al. 2011).
Scholars generally define innovation as the development and commercialization of new
ideas in organizations manifested in terms of a new product, service or method of
production or a new market, organizational structure or administrative system (Foss
et al. 2011a, b; Damanpour and Wischnevsky 2006). In his classic treatment on the
subject of innovation, Schumpeter (1934, 1942) defined innovation as ‘new combi-
nations’ of existing knowledge and resources, arguing that innovation thus defined the
source of economic and social change. Without innovative efforts by the entrepre-
neurial individuals, society would in his view be stagnant. Due to labor mobility,
abundant venture capital and widely dispersed knowledge across multiple public and
private organizations, entrepreneurs can no longer afford to innovate on their own, but
rather need to engage in alternative innovation practices (van de Vrande et al. 2009;
Chesbrough 2003). However, mature environment demands significant efforts to stay
“on the water” as competition is hard and resources often are just enough to continue
the known line to products and services. It is at that point thinking in terms of open
innovation might provide new ways of solving this challenge (Gans and Stern 2003).
Open innovation comprises both outside-in and inside-out movements of technological
ideas (Lichtenthaler 2008). We may expect firms in mature industry to rely on both
inbound and outbound open innovation simultaneously (van de Vrande et al. 2009).
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3 Method

3.1 Case Study Approach

This exploratory study was positioned within an interpretive research paradigm. Single
case study method (Yin 2003) will be used to explore the research questions related to
open innovation. This technique enables the analyst to get deep insights into the
mechanisms which stand behind the selection mechanism for open innovation.
A qualitative case study method is appropriate because the aim of this study is to
generate fresh and deeper insights into the process of partner selection related to an
open innovation.

3.2 Case Selection

We selected a case of development of a unique revolutionary ship which uses LNG and
hydrogen power. There is only one ship in Norway under development of this type. We
studied the process of how open innovation process helps to satisfy demand for the
high-end sophisticated vessels during offshore operations.

3.3 Data Collection and Analysis

In 2015, four semi-structured interviews were carried out among employees of a
Norwegian shipping company. The interviews lasted from 60 to 120 min with the
project managers responsible for the Arctic project in the shipping company, and the
shipyard.

In order to triangulate information collected from face-to-face interviews, additional
data sources were used (e.g., information from reports, company web pages, the
Internet more widely and from trade/technical magazines). By combining several
modes of data collection, in-depth description of partner selection process was
obtained.

Narrative accounts relating to the development of entrepreneurial competencies
were analyzed. Comments of interviewees were consistently coded, and most fre-
quently reported partner selection criteria were identified. An iterative analysis relating
to within-case analysis was conducted (Eisenhardt 1989). Data were compared with
existing theory and the data was allowed to talk.

4 Case Illustration

Simon Møkster Shipping AS is an offshore shipping company located in Stavanger, the
oil capital of Norway. Captain Simon Møkster established the company in 1968. The
company is still owned and managed by the Møkster family. The company owns 25
offshore vessels. There are 665 employees in the company, 32 persons work in the
main office, and the rest of employees are in the sea. Though many Norwegian offshore
shipping companies operate both in the Norwegian offshore sector and worldwide,
Simon Møkster Shipping AS decided only to develop their operations alongside the
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Norwegian coast, one of the most challenging sea areas in the World. They focused on
adding competence on operating further up North. The Arctic contains as much as 25%
of the remaining oil and gas resources in the world. The high Arctic encompasses the
regions north of the Arctic Circle where cold weather may cause severe ice and icing
conditions. It includes Alaska, the North Eastern Part of Canada, the Greenland coast,
the Barents Sea, North and East Russia, and the North East Passage (Northern Sea
Route) through Northern Russia. The stakeholder of the Norwegian petroleum industry
move their operations gradually towards the north into the Norwegian Sea, the Barents
Sea and the rest of what is termed Arctic waters (Borch and Batalden 2015). Operations
in this region require vessels that are tailor-made for a harsh climate and an area with
limited infrastructure. This calls for vessels with ice-strengthening, high degree of
functionality, and well-equipped for multi-purpose action.

Recently, the Møkster shipping company wanted to win contracts to support off-
shore oil and gas operations in the Goliath field in the Barents Sea with standby vessel
and emergency response and rescue vessels. The conditions for offshore operations in
the Barents Sea are different from the familiar conditions of the North Sea.

«It depends upon how long north you are… Challenges begin when you are so far
north that you have ice. Then you really need a special competence. How to navigate
when it is ice on the sea… for the ship there are ice-specifications than…. Also if you
are long north, you have the distances… helicopter cannot rich boats. For example
when we were in Murmansk, we had these challenges… it is difficult if not impossible to
get things you need. Than we have to take on board a lot of repair details, just in
case… the same with food, we have to take on board as much as we can. This was a 3-
month contract. We got problems with different antennas, TV, and the correction
signal».

The conversion of standard offshore vessels to ice-class vessels and equipping them
with the winterization package is not the optimal solution (Berg et al. 2012). Thus, the
company’s management decided to invest into the fleet of tailor-made vessels for the
Arctic. Since the Arctic market is quite new and such ships have not been developed
before by the Norwegian designers, the design appeared to be very innovative in terms
of functionality, capacity and environmental friendly operation. Simon Møkster has
developed several boats to serve this need, staring from Stril Luna, a supply-boat that
was ready in 2014 for Statoil, than Stril Barents, which was delivered in February 2016
for ENI, and finally they just got a new contract to deliver a novel supply-boat
equipped for both requiring functions for north operations to be used in Goliat field also
fro ENI.

For the development of these boats, two options were available in relation to
innovation, i.e. either to order a complete new project to a ship design company and not
to be involved into the innovation development process or to engage into open inno-
vation and to be an active participant in the R&D. The shipping company opted for the
latter opportunity even though it had a small administration with limited capacity.

The shipping company decided to cooperate with the ship design and shipbuilding
company to develop a tailor-made vessel. They evaluated several candidates looking
into design companies. Due to technology newness and the lack of R&D in this area,
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the company searched for partners that could understand every aspect of the value
chain including designing, building, equipping and running this type of vessels.

«Often it is cooperation with designer firm. We can spend a lot of time together…
We communicate with them all the time, we come with suggestions that we would like it
like this or that, change this or that aspect; we have this and that ideas. It is very
inspiring process. I have been involved twice in it, and yes, it is very inspiring».

For the last vessel, the Vard company was selected in order to develop and build the
vessel that should support operations of the oil company ENI. Vard unites both ship
design firm and a shipyard in the same corporation, in addition to equipment and
industry service. From the shipping company they included their top levels competence
including the CEO, CTO and operation manage following the process closely and
scrutinizing the suggestions from the design company. They involved their most
experienced operative personnel bringing them to shore from their vessels to work on
the details. The operating personnel together with middle management cooperated
tightly with the designers to bring the different units together. Information was con-
stantly exchanged between partners, and the designers had to reveal their knowledge as
to best practice in the field and the limitations of different constructions.

“We had a lot of meetings – before and during the process, and also afterward
when we did evaluation and analyzed what was successful and what could be
improved. So we used a lot of time for that”.

In addition, the cost of building and running the vessels was a critical issue.

“It was price … and … price and availability of the yard. We get a design, it costs
something. Then we must get a price from a shipyard with delivery time on what it
costs to build this design”.

Therefore, not only the technical aspects had to be considered during the process.
The financial and operating staff had to be included and the designers, the yard and the
equipment producers confronted both with functionality and cost issues. One challenge
was to learn what details the oil company would demand. The oil company participated
marginally in the new vessel development due to market rules as to open competition.
However, there was a systematic evaluation of data from other contracts with oil
companies and the tacit knowledge acquired by senior staff and vessel management.

“The customer says we should have such a boat. It comes with a specification,
which you will deliver, and so we have to be creative, and sometimes we get for
example, two designers, and then we are working on the drawing there, and according
to what we think is best. The specification is a guideline, but then you have to try to
think about what can make us win, other than the price. Because that’s the reason …
and price also depends on what you out in it. So once we have arrived at the design
and the price, we sit down and calculate… how much you will be left with, how much
do you think it will cost, class, how much maintenance do we get, it’s more expensive in
the Barents Sea than here - yes. Then you enter a very math and calculate …”.
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After the first stage of development, an offer was given to the oil company on time
with the necessary specifications. The Møkster company competed with several other
concepts, but won due to special details on functionality, environmental friendly
solutions combined with competitive price. The new advanced vessel with unique
characteristics was delivered to owners in 2015.

“So, our customers are our partners … at the same time we know that they can
choose many others, but steel they are our major partners. So we have to deliver a high
quality product all the way. We have demanding customers who place a lot of demands
on us on delivery”.

5 Conclusion

The case discussion illustrates how a shipping company became involved in the open
innovation process (Iakovleva 2013; Solesvik and Gulbrandsen 2013, 2014) by first
choosing a design partner with broad value chain insight, and then to take part in the
whole process of design and development with their own staff. In this case, an
important factor for involving a company into open innovation was the lack of
knowledge about market characteristics and customer needs. The context of Arctic is
specific (Borch and Solesvik 2016) and not much expertise was accumulated in the area
of offshore operations in the Arctic with harsh weather conditions and long distances to
the shore. Møkster brought in their most experienced personnel to interact with the
designer and refine the tacit operation knowledge into formalized knowledge related to
the functionality of the vessel, and to have the necessary tailor-make and functionality
guaranteed. This included a time consuming representation at the shipyard following
the building process with two-three persons at the site, being constantly in a dialogue
with the different sub-contractors and installations. Second, there were demanding
customers to consider. In this industry, the oil companies continuously look for vessels
with increased productivity, safety standards and efficiency. The competition in this
mature market with several large suppliers is fierce. One of the ways to win a com-
petition game is to be one-step ahead compared to rivals. Innovativeness that supplies
the crew and shore staff with market context competence is an important factor that can
help the firms to be ready for the next step up the innovation ladder. Many companies
prefer to concentrate on their own core competencies (Borch and Solesvik 2013; 2014).
Møkster decided to lift their core competence into the cooperating design (Solesvik
2011), equipment and construction companies. This is in line with the findings of
recent research that stresses the popularity of multi- firm network organizational form
in the contemporary business life (Fjeldstad et al. 2012). According to multi-firm
network concept, firms concentrate on their core competencies and collaborate with
other firms in order to get other firms’ core competencies to achieve project’s goals. In
the case of Simon Møkster Shipping AS, the company brought both their strategic apex
and the most competent middle management staff into the process to a larger degree
than major part of competitors. The company contributed with the expertise of its
employees in Arctic waters operations, and was creative in their price and contract
strategy towards ENI as their customer. Møkster then succeeded in not only
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emphasizing the technological innovation, but also innovation related to management
and marketing. The management group of the firm supported intra-firm collaboration
collecting feedback from the sea personal related to operations in the Arctic seas and
which construction features should be taken into account in the design phase. The
company shared the salaries and scarce time of key personnel with the ship designers
and yard personnel. In return, the shipping company employees involved in this open
innovation project acquired new insight on complex construction under uncertainty,
and the designer’s knowledge on competitor’s best practice. Some other firms and
organizations shared their competencies as well, i.e. classification society, equipment
suppliers, and others. This connection may take a formal contract approach with loose
couplings, or it may become a long-term partnership with strong ties based on trust and
reciprocal exchange as in the cluster thinking. In this case, strong cluster mechanisms
were present in the region serving as a platform for specific cooperative arrangements.
As suggested by the competence-based view, the firms can stretch and develop their
competencies if necessary (Solesvik 2018). In our case, collaboration using an open
innovation approach helped the shipping company in a way to overcome its liability of
smallness to develop a competitive edge in R&D and innovation.
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Abstract. Present paper describes the process of the development of respon-
sible innovations on the firm level on the example of a case from a in healthcare
sector in Norway. The rapid global diffusion of information and communication
technologies has greatly improved access to knowledge. At the same time,
communication is cheap, information is a commodity, and global trade increases
technological diffusion. As a result, firms and users, including those outside of
industrialized nations, get early exposure to the latest technologies and infor-
mation. General-purpose technologies such as mobile phones and 3D printers
enable individuals to solve local needs and customize products. The combined
effect of these changes is having a profound impact on the innovation landscape.
Meanwhile, the healthcare sector is facing unprecedented challenges, which are
magnified by budgetary constraints, an aging population and the desire to
provide care for all. This article addresses the question of how responsible
research and innovation may contribute to developing solutions to grand
societal challenges such as healthcare. A broad definition of the concept of
responsibility in the context of innovation is adopted in this paper. Responsi-
bility is thus seen as a collective, uncertain and future-oriented activity. This
opens the questions of how responsibilities are perceived and distributed and
how innovation and science can be governed and stewarded towards socially
desirable and acceptable ends.

1 Introduction

One mounting European challenge are the cost and quality of healthcare services.
However, in this area, new technology holds potential of providing cheaper care at
higher quality. However, in many cases, technologies with a competitive advantage and
a defined need, fail. Evolutionary theory of the firm (Hodgson 1998) argues that in
many cases, innovations find boundaries before their establishment. There is a selection
mechanism though system of norms and rules written to “trap or release” an innova-
tion. Thus, even though innovations can provide economic growth through better
solutions, they might not be able to reach the market. The Responsible Research and
Innovation (RRI) perspective address this issue through proposing an innovation
process where societal actors (researchers, citizens, policy makers, business, third
sector organizations, etc.) work together during the whole research and innovation
process. They have to negotiate which types of research and innovation to pursue. RRI
includes multi-actor and public engagement in research and innovation, enabling easier
access to scientific results. RRIs may also be a result of corporate social responsibility
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(CSR) and may take place in every area where negative externalities are the result of
human commercial activity (Laudal 2011). RRI is driven by political, environmental
and social factors. As a result, many stakeholders are involved that have different
success criteria (Owen, Bessant and Heinz 2013).

2 Responsible Research and Innovation in Healthcare:
A Challenged Promise

The RRI concept acknowledges the power of research and innovation as a mechanism
for genuine and transformative societal change to shape our collective future. In the
words of (Owen, Macnaghten and Stilgoe 2012), ‘Research and innovation must
respond to the needs and ambitions of society, reflect its values and be responsible …
our duty as policy-makers (is) to shape a governance framework that encourages RRI’.
As pointed by (Benneworth et al. 2014), RRI is far closer to a new paradigm in public
engagement with science, a deepening of relationships and responsibilities of societal
stakeholders for grant- ing scientists and innovators a ‘license to practice’ (Asheim and
Gertler 2005).

In their pioneering work, (Stilgoe, Owen, and Macnaghten 2012) suggests four
integrated dimensions of responsible innovation process: Anticipation, reflexivity,
inclusion and responsiveness. As authors argue, these dimensions are important
characteristics of a more responsible vision of innovation. Anticipation involves sys-
tematic thinking aimed at increasing resilience, while revealing new opportunities for
innovation and the shaping of agendas for socially-robust risk research (Martin 2010).
Reflexivity, at the level of institutional practice, means holding a mirror up to one’s
own activities, commitments and assumptions, being aware of the limits of knowledge
and being mindful that a particular framing of an issue may not be universally held.
Inclusion, that can be referred as user-driven, open (Lynch 2000), open source
(Chesbrough and Crowthe 2006), participatory (Raymond 1999) and networked
innovation (Buur and Matthews 2008) all suggest the possibility of including new
voices in discussions of the ends as well as the means of innovation. Finally,
responsiveness means a capacity to change shape or direction in response to stake-
holder and public values and changing circumstances.

Bringing the above mentioned dimensions in the innovation discussion in health
and welfare sectors might allow to look into the challenges of developing innovations
in a new way. Health sector, at least in some countries, is a highly regulated sector of
economy. Private actors should comply with several rules and regulations, especially
during the commercialization process. Bring innovations in this sector is a difficult task.
From one side, innovations are highly appreciated and needed by users. From the other
side, users and customer are sometimes different, and budgetary constraints as well as
security issues challenge the diffusion of innovative solutions. Welfare sector is less
regulated, but the same challenge of users-customers often is in place. Focusing on
anticipation, reflectivity, inclusion and responsiveness seems to be necessary in order to
foster commercialization of innovations in these sectors. Thinking about health and
welfare sector, it is important to notice that the four elements of firm RRI framework
should include interactions with users, potential customers and other stakeholders.

Responsible Innovations in Healthcare Sector 821



Therefore, the RRI framework can be applied to get the organization/individual
introducing an innovation to think more extensively around the proposal and explore it
along dimensions which would help ensure its value. The four dimensions challenge
the company to ask itself

• How far have we thought through the future implications of what we are trying to
do? (Anticipation)

• How far do we challenge ourselves, discuss and debate what we are trying to do,
look at it from different perspectives? (Reflection)

• How far do we try to include the views and perspectives of our planned end users
and other possible stakeholders? (Inclusion)

• How far is there flexibility in our design to change it in response to the above
questions? (Responsiveness)

The same type of questions can be applied for any actor/stakeholder in the value
chain, so that principles of anticipation, reflection, inclusion and responsiveness being
embedded into the decision-making process. Moreover, these processes or concepts are
not mutually exclusive or sequential, rather they should be seen as interacting and
adding value to each other. Thus, any innovation project or process should integrate in
some degree these elements, and should be seen and embedded into its governance.

3 Taking Responsible Innovations to Market

The challenge with responsible innovations may be that they are driven from a policy
or interest – perspective and not from a market point of view. This leads to an extra
challenge when it comes to commercialization. In the welfare technology/telemedicine
area, for instance, one observes that the user and the customer are separated. The user
may be an individual with need of care and with little influence power, while the
customer may be the public health sector which is resource constrained and do not
know enough about the user. Thus, it is important to explore the process of taking
responsible innovations to the market. What drives RRI to market and how different is
the mechanism of commercialization for responsible innovation? Which stakeholders
influence that process and how does it actually happen? In Europe, the current over-
arching strategy, Europe 2020 effectively frames social innovation as a mechanism for
responding to an array of the non-economic elements of these challenges. A range of
dialogues, often under the name of sustainable in- novation, have sought to find
alternative and better ways to meet existing needs and to more effectively address the
unintended consequences of industrial development upon society (STEPS 2010;
Howaldt and Schwarz 2010). A research by (Weber and Rohracher 2012) maintains
that a new policy for transformative change is emerging focused more in the role of
research, technology and innovation towards societal challenges rather than economic
growth. Given these emerging conditions social innovation has become identified with
new forms of self-management and innovative bottom-up initiatives proposed to help
groups and communities cope with marginalization and deprivation (Boyle and Harris
2010).
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Outbound open innovation suggests that rather than relying entirely on internal
paths to market, companies can look for external organizations with business models
that are better suited to commercialize a given technology (Iakovleva 2013). Extending
this mind set one can see how user-driven ideas and solutions might be incorporated
into innovation products and services, which allows addressing the Grand Challenges
of the 21st century (Murray, Caulier-Grice, and Mulgan 2010).

4 Example of Responsible Innovation in Healthcare

In this paper we present an example of responsible innovation in healthcare, the private
company called Laerdal medical AS established in Norway in 1940. Within its 60 years
of development this company demonstrated the deliberate focus on responsibility,
which guide its business development. Åsmund S. Laerdal setup his company in 1940,
creating series of books and wooden toys for children (Tjormsdal 2015). A few years
later, Laerdal began experimenting with soft plastics, developing plastic toys for kids.
Laerdal branched into the medical industry when the Norwegian Civil Defense
requested the company to develop plastic imitation wounds for training. Then, in 1954,
when Laerdal’s son was found lifeless in a creek, he saved the boy by shaking him
vigorously and making him vomit water. This event, coupled with his exposure to a
mouth-to-mouth life saving technique at a medical conference, stimulated Laerdal’s
interest in developing a tool for the education and training of this method, and pro-
pelled him into the production of the world’s first resuscitation mannequin. From then
on, the company’s mission changed from simply inspiring children, to helping prevent
untimely deaths. Since then and until now the company mission presented on its web-
page is “saving more lives together”. Re-establishing itself as Laerdal Medical, the
company began producing a variety of life-saving medical products from ventilators
and suction units to full- sized training mannequins.

In 2000, research revealed in the UN’s Millennium Development Goals four and
five showed large figures for birth-related deaths in under-developed countries; Laerdal
adjusted the scope of its mission to include addressing this issue. Thus, the non-profit
sister company, Laerdal Global Health, was formed dedicated to saving babies and
mothers in low-resource areas.

Not long after, Laerdal companies conducted an internal review and expanded its
vision, declaring a goal to help save more lives - 500,000 a year - by 2020. The aim is
to help save 100,000 lives in high-resource areas by increasing cardiac survival rates
and patient safety. For the remaining 400,000 lives, the company will focus on
addressing birth related fatalities and helping children under five survive in low
resource areas. With offices in 24 countries, employing roughly 1400 people, the
private, family-owned business has become a dominant player in the medical industry.
In addition to Laerdal Medical and Laerdal Global Health, the corporation has also
invested in the SAFER-Simulation Center, an in-house equipment training facility as
well as the Laerdal Foundation, which offers aid for practically oriented research to
improve life-saving and acute care work.
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Open Innovation and Responsibility
Laerdal vision is about “mutual trust and opened doors’’ which the company follows by
expanding beyond national borders and being curious in other cultures. For Laerdal it is
essential to collaborate with other companies both in Norway and abroad in order to
save more lives, simplify their products and programs, embrace customer respon-
siveness, and deliver quality in all they do. The company clearly operates with open
innovation process. The open innovation aims to improve Laerdal’s ability to innovate
new ideas for products and solutions by exploiting ideas and solutions from other
consumers and partners. For Laerdal it is about gathering knowledge and about
learning. By listening to their consumer’s needs, they redefined healthcare quality
through changes in training and procedures such as the revolutionary low dose high
frequency training program.

Laerdal has not always operated with open innovation, it started with a more closed
innovation concept, manufacturing only in-house. Later the firm transitioned to a more
open concept which included external suppliers in the manufacturing process. More-
over, Laerdal relied only on their own engineers in order to gain more knowledge and
continuously developing new and better products and services. They later realized the
importance of including external knowledge and began including partners and users in
the product development process.

Laerdal does operate with open innovation, but does not share all the information.
They maintain a bit of traditional closed innovation strategy in terms of concealing
sensitive information such as sales numbers, market position and financial status in all
countries as well as their skin formula trade secret.

The composition of Laerdal is another example its open innovation strategy. The
firm is diverse with multicultural operations in 24 countries; 40 different nationalities
can be found in the headquarters office alone. And it’s network of alliances, partners
and customers expands through more than 75 countries. Combining the competencies
of the numerous cultures both inside the company and in its increasing network of
alliances and partners, enables Laerdal to cultivate its absorptive capacity and
knowledge base - two elements proven crucial for innovative firms (Cohen and
Levinthal 1990). By combining both an open and closed innovation strategy Laerdal is
able to benefit from the additional knowledge’s sources without the risk of losing any
competitive advantage.

Responsible Innovation
It’s easy to see social innovation is integrated in Laerdal’s business strategy. The
company’s mission “helping save lives” makes this abundantly clear. The company
sprouted from social entrepreneurship; Åsmund Laerdal mobilized his network and
personal resources to acquire the materials required to address society’s need for
children’s inspiration. As Laerdal grew his business and expanded his mission, the
company made the necessary transition into third party social innovation. And through
its involvement with diverse national institutions such as American Heart Association,
Red Cross and European Resuscitation Council, the company has contributed to
public-sector innovations, such as CPR training school curriculum requirements.

Since inception, all of Laerdal’s products and services have been created in order to
improve quality of life - not only through the products themselves, but also by keeping
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them affordable and ensuring greater access to healthcare. Laerdal’s CPR Anytime is a
30 min, thorough training program priced at less than $30, making it highly-affordable
to schools and other institutions around the world. (Tjomsland 2015). According to
Cole Edmonson, Chief Nursing Officer at Texas Health Presbyterian Hospital in Dallas,
implementation of Laerdal’s RQI program has saved the hospital nearly $500,000 in
annual CPR related training and education expenses. (Tjomsland 2015). Additionally,
Laerdal is able to increase the number of lives it helps to save by diversifying in both
physical products and service solutions.

While Laerdal is ultimately focused on creating societal value, it conducts both
commercial and philanthropic business through Laerdal Medical (LM) and Laerdal
Global Health (LGH), respectively. This diversified strategy ensures the company’s
overall success and sustainability. Though LGH receives some contributions from part-
ners and the Laerdal family, its continuation relies heavily on support from Laerdal
Medical, which invests a majority of its commercial proceeds into LGH. (Westnes et al.
2018). Conversely, Laerdal Medical is able to continuously succeed at developing useful
and innovative products by utilizing research form LGH programs. (Tjomsland 2015).

5 Conclusion

Responsibility has always been an important theme of research and innovation practice.
It has been framed differently in different settings. From the scientist point of view,
responsible innovation often limited to production of reliable knowledge, For the
society, however, innovations have to address societal needs and solve problems that
modern society meets. One of such needs associated with available and safe healthcare
service, as well with the prevention measures to prolong well being of population.

The health care sector meets future challenges and demands that available re-
sources that are often publicly funded used with care. There is a need to find new ways
of doing more for less. New technologies and especially digitalization brings a possible
solution to this challenge. The trend of aging population is difficult to ignore, and
society will soon need a health care where less people do more tasks. This will allow to
reduce burden of financing the public procurement of such services. According to
(Røtnes and Staalesen 2010), there is a high demand for high quality services and
treatment. Innovation, in medical treatment and equipment as well as processes and
methods, is essential to provide effective care for citizens.

The suggested framework of responsible innovation can be a way to guide gov-
ernance developments in these sectors in order to enable social learning and em- power
social agency. Much needed upscaling of innovations in welfare and healthcare sectors
should be done with responsiveness in minds of those who take decisions. Incorpo-
rating user needs and wants, constantly reflecting of the feedback, meeting anticipation
seems to be the right means to achieve accept of the innovations in the society, and thus
open up for upscaling and dissemination. Therefore, the framework presented above
could be used by firms trying to take innovations to market, as well as by the society. It
will allow to create more opportunities for engagement with range of publics that could
enable researchers and innovators to hone and refine their sense of responsibility to
society in the way in which they go about designing and conducting their innovations.
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Abstract. The participation of multiple stakeholders in the innovation process
is one of the assumptions of Responsible Innovation (RI). This partnership aims
to broaden visions, in order to generate debate and engagement. The present
study’s aim, based on a meta-synthesis, is to evaluate how stakeholder partic-
ipation in RI takes place. Thus, qualitative case studies were identified that
investigated the participation of stakeholders in responsible innovation. Those
studies have shown that, although participation is achieved when innovation is
already in the process of being implemented or already inserted in the market, it
serves as a basis for modifications, both in the developed product and in the
paradigm of innovation. Based on the concept of Responsible Innovation and its
dimensions, the role of stakeholders in the context of innovation is restricted to
consultative participation. The agents that stimulate their participation are aca-
demic researchers and researchers linked to multi-institutional projects. We have
noticed that the studies favour the participation of multiple stakeholders like
policymakers (including funding agencies, regulators and executives),
business/industry representatives (internal or outsourced innovation departments
and/or some R & D base), civil society organizations (such as foundations,
associations, social movements, community organizations, charities, media), as
well as researchers and innovators (affiliates of various institutions and orga-
nizations at different levels). One point that stands out is the change of vision of
one stakeholder over the other. Although the difficulty is pointed out in the
dialogue, it is possible, by inserting them collectively into the discussion, that
the different stakeholders will develop a better understanding of the different
points of view. The present study has discovered that RI is treated as a result and
not as a process.

1 Introduction

It is the social and environmental concerns of research and innovation that have
resulted in one of the most recent terms associated with innovation. Responsible
innovation (RI) is primarily related to responsible research, which has recently become
a part of management and business studies (Owen et al. 2012; Stilgoe et al. 2013). The
main studies address RI from the perspective of governance (Stilgoe et al. 2013) and
public policy (Owen et al. 2012).
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One of the main assumptions of RI is the participation of several stakeholders in the
innovation process, with the objective of broadening visions, purposes, issues and
dilemmas for wide and collective deliberation through the processes of dialogue,
engagement and debate (Owen et al. 2013). The intention of this participation is to
develop greater democratic accountability in the innovation lifecycle (Eden et al. 2013).
It may be in the early stages (Burget et al. 2017), when innovation has already been
developed or is already in the marketplace (Stilgoe et al. 2013; Owen et al. 2013).

The way this participation is conducted does not follow a pattern and may vary
according to the nature and flow of information between those responsible for the
exercises and the participants. According to the flow of information, the effectiveness
of an exercise can be determined by how efficiently the complete and relevant infor-
mation is obtained from all appropriate sources, transferred to (and processed by) those
responsible and combined to generate a response (Rowe and Frewer 2005), or
reconfiguration of the initially proposed model.

Based on the premise of the need for inclusion (Stilgoe et al. 2013; Owen et al.
2013) of the various stakeholders, preferably in the early stages of innovation (Burget
et al. 2017), and considering that, many times, innovators and stakeholders have dif-
ferent objectives, it is sought, through this study, to evaluate: How does stakeholder
participation in the process of responsible innovation occur? To advance in the
theoretical construction of the phenomenon of responsible innovation, as well as to
answer the guiding question of the study, a meta-synthesis was performed (Hoon
2013). In the following sections, the theoretical reference that is the bases for the
present research will be presented, as well as the method used. Finally, the discussion
and the final considerations are presented.

2 Responsible Innovation

Responsible innovation evokes a collective duty of care: a commitment to rethink the
purposes and impacts of innovation, as well as a reflection on how to make its path-
ways sensitive to uncertainty (Mejlgaard and Bloch 2012). In considering innovation as
a process, RI denotes a guideline for anticipation, inclusion, responsiveness, and
reflexivity (van Oudheusden 2014). These four dimensions imply a collective and
continuous commitment to be (To be What?) (Stilgoe et al. 2013). The anticipation
describes and analyzes the intended and potentially unintended impacts that may arise
and is supported by methodologies that include forecasting, technology assessment and
scenario development. Reflection considers the underlying purposes, motivations, and
potential impacts of what is known and what is not known. Inclusion refers to
diminishing the authority of experts as part of a quest for legitimacy. Finally,
responsiveness means that RI requires an ability to change form or direction in
response to stakeholder and public values and changes in circumstances (Owen et al.
2013).

One of the aspects highlighted in terms of responsible innovation is the continuous
participation of different actors, mainly highlighted by the inclusion dimension, which
seeks to engage stakeholders already in the early stages of innovation (Burget et al.
2017). Stakeholder engagement is described below.
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In addition to the participation of entrepreneurs and organizational agents, RI
requires the inclusion of several actors in the context of responsible innovation (Ratiu
and Mortan 2013; Yenicioglu and Suerdem 2015), seeking to engage different stake-
holders already in the early stages of innovation (Burget et al. 2017). When perceived
as a space constituted by activities, actors and norms, RI requires the participation of
individual researchers, research organizations (both public and private), research ethics
committees and their members, users of research and innovation, civil society (e.g.,
schools and universities) and public bodies (from local authorities to regional struc-
tures) (Stahl 2013).

However, it is considered complex and diffuse to organize and coordinate
participation-based roles, due to political bias, in order to persuade others to some form
of action (Yenicioglu and Suerdem 2015), which can influence the innovation policy
(Bakker et al. 2014).

3 Methodology

Aiming to answer the guiding question, the meta-thesis method was defined, based on
qualitative case studies, which produces a new and integrative interpretation of findings
that is more substantial than those resulting from individual investigations. This
methodology allows the clarification of concepts and standards and results in the
improvement of existing knowledge states and emerging operational models and the-
ories (Finfgeld 2003). The focus was the analysis of the evidence in all studies as well
as in the construction of the theory, in order to guarantee sensitivity to the contextual
considerations of the primary studies (Hoon 2013). From the establishment of the
research strategy, the remaining steps are described below.

The first stage of meta-synthesis that was proposed (Hoon 2013) concerns the
conceptual framework of the theme, aiming to identify theoretical gaps that can be later
filled. In light of the role of stakeholders in the IR process, the first stage was devel-
oped, and the guiding question was proposed, and its results are already presented in
Sect. 2.

The next step concerns the location of relevant surveys. In this step, the articles that
may be considered relevant for meta-synthesis are identified. To locate the set of
existing qualitative case studies, on September 7, 2017, searches were carried out on
the databases of the CAPES Periodical Portal, EBSCOHost and Web of Science,
totaling 217 articles. We identified 104 conceptual articles, 10 editorials, 14 review
studies, 12 quantitative studies and 61 qualitative studies. Finally, each of the 61
qualitative studies was classified as 03 ethnographic, 01 action research, 01 phe-
nomenology, 01 field study and 55 case studies.

The inclusion and exclusion criteria were then established. The first criterion that
relates to the restriction of meta-synthesis was limited to articles that depend on
qualitative case studies, ensuring that there is no difference between the research
method that primary researchers claim to have used and the actual approach used
(Hoon 2013). Articles using illustrative cases are also excluded. We excluded 24
articles. The second criterion relates to full access to studies. 2 articles were excluded.
The third criterion concerns the quality of the studies, related to rigor, the link between
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theory and practice, the context of the case, multiple sources of data. Seven articles
were excluded. Finally, 15 articles that did not refer to the innovation process were
excluded or there was no direct stakeholder participation in the case study. There are 7
articles that, according to analysis, contribute to the understanding of the role of
stakeholders in the context of responsible innovation.

The remaining articles were published between 2015 and 2017, in different
countries (Germany, Canada, Denmark, Scotland, the Netherlands, Norway and the
United Kingdom) and sectors. All studies clearly describe the methods of analysis,
applying research strategies consistent with best practices.

The next proposed step is the extraction, coding and categorization of the evidence
of the studies. The empirical material that serves as the basis for the meta-synthesis
should highlight the insights of the original researchers through the understanding and
interpretation of the data by the meta-synthesis (Hoon 2013).

To obtain the necessary data, a coding form was developed, aligning the research
questions.

The studies are focused on the biofuel sectors (Raman et al. 2014; Shortall et al.
2015), sanitation (Metze et al. 2017; Wright and Kaiser 2015) and health. In the case of
the latter theme, the studies deal with diseases such as demeanor (Decker et al. 2017),
public safety through neuroimaging (de Jong et al. 2016) new drugs (Demers-Payette
et al. 2016). All of the studies have been written in developed countries such as
Germany, Canada, Denmark, Scotland, the Netherlands and the United Kingdom. All
the studies reached the proposed objectives and present results based on the partici-
pation of the stakeholders. Only the study by Raman et al. (2014) do not present clearly
the contribution of the stakeholders. Some of them have also managed to generate
results for specific stakeholders, such as the case of Decker et al. (2017), which,
through workshops with several participants, presented possibilities for improving
products for technology developers. The study by de Jong et al. (2016) pointed to a
change in perception of one stakeholder group over another group. Finally, the study
by Bremer et al. (2015), used stakeholder participation to develop policies. The authors,
however, pointed out the need for participation of these same stakeholders in the initial
stages of the process, corroborating with what is proposed by Stilgoe et al. (2013) and
Burget et al. (2017).

In order to analyze the studies under review, it was not only necessary to analyze at
a specific level in each case, but also to answer the questions and meta-synthesis
research objectives. In order to understand the role of stakeholders in the context of
responsible innovation, as proposed by Hoon (2013), a causal network was developed
for each study. Causal network is the definition of the most important independent and
dependent variables in a field study (shown in boxes) and the relationships between
them (shown by the arrows) (Miles et al. 2013). From the objective of the study the
following criteria of analysis were proposed: which stakeholders are involved, which
are the motivating agents of their insertion, what type of innovation did they influence
and what was the stage of innovation. It was found that all articles brought the concept
of Responsible Innovation to the discussion. The concepts of Owen et al. (2013) and
von Schom-berg95 (2012) were the most mentioned. And in all the studies, several
stakeholders were involved, prioritizing the discussion and exchange of ideas between
them, not just discussing individually with each group. The study by Decker et al.
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(2017) included patients with dementia in their study, even though they had already
pointed out the limitations that this contribution could have. Further analysis is carried
out in the next step.

4 Synthesizing Stakeholder Participation

Innovation can take several forms, summarized in four dimensions of change: product,
process, position and paradigm innovation (Bessant and Tidd 2009). Because it is a
complex process, product/service development requires the management of several
factors at different stages. In general, it starts from concept generation to product
marketing (placing on the market), through project design and testing (Tidd and
Bessant 2015). The present study demonstrated that, although participation is realized
when innovation is already in the phase of implementation or already inserted in the
market, it serves as a basis for modifications, either in the developed product (Decker
et al. 2017) or in the paradigm of innovation (Shortall et al. 2015).

The agents that stimulate their participation are academic researchers and
researchers linked to multi-institutional projects (Bremer et al. 2015). It is perceived
that the studies favor the participation of diverse stakeholders (Ratiu and Mortan 2013).
Policy makers (including funding agencies, regulators and executives),
business/industry representatives (internal or outsourced innovation departments and/or
some R & D base); (such as foundations, associations, social movements, community
organizations, charities, media), as well as researchers and innovators (affiliates of
various institutions and organizations at different levels). From stakeholders, it was
noticed that only the educational community (formal and informal, from the Ministry at
the school level) was not included (Smallman et al. 2015). One point that stands out is
the change of vision of one stakeholder over the other. Although the difficulties in
dialogue (Blok 2014) are pointed out, it is possible, by inserting them collectively in
the discussion, that different stakeholders develop a better understanding of the dif-
ferent points of view (de Jong et al. 2016).

From the results of the studies, it can be concluded that the participation is carried
out in the final stage of innovation, that is, when it is already in the market, but serves
as the basis for modifications in the developed product. Decker et al. (2017) found that
the involvement of technology developers helped these participants to begin to imagine
more specific potential technical solutions and to evaluate them in relation to their
future desirability. A change in the paradigm of innovation was already addressed by
Shortall et al. (2015) where, when consulting the stakeholders, an alternative agricul-
ture was proposed, predicting a sustainable production of multifunctional biomass in
terms of a nutrient and energy cycle in the farm and local production in a smaller scale.
However, it was concluded that participation is merely advisory, with no evidence that
the suggestions resulted in improvements in innovations.

The main agents that stimulated participation were academic researchers, as verified
in Raman et al. (2014), Shortall et al. (2015), Demers-Payette et al. (2016), and Metze
et al. (2017), interested in analyzing studies on biofuels or health systems, for example
under the light of RI. Studies such as those by Bremer et al. (2015) and Decker et al.
(2017) are part of larger studies developed by multi-institutional projects such as
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Alliance Project (http://alliance-project.eu/) and Pegasus (http://pegasus.ieep.eu/).
Although both academic researchers and agents involved in multi-institutional projects
can also be considered as stakeholders, in these studies, they neither participated, nor
helped developed the research.

It has also been realized that there are several stakeholders involved. Research
included biomass producers, government representatives, biomass industry represen-
tatives, academics, NGO representatives (Shortall et al. 2015), representatives of the
Ministry of Economic Affairs, nature and environment foundations, environmental
education foundations, OECD (Metze et al. 2017), stakeholders in agriculture and
intermediate work related to farms, bioenergy science, research and industry, policy
makers and NGOs, and a group of experts (five leading members of the bioenergy
research community with expertise in life sciences, life cycle assessment, sustainability
assessment and social sciences) (Raman et al. 2014), patients (with dementia), relatives
of patients, professional caregivers, volunteers, (de Jong et al. 2016), scientists using
neuroimaging technologies, security professionals, neuroscientists, social psycholo-
gists, security professionals, development practitioners and an ethicist (de Jong et al.
2016) researchers (engineers and designers), innovation managers (universities, health
organizations and biomedicine companies) (Demers-Payette et al. 2016) and
researchers, bioethics experts in aquaculture, industry representatives, seafood tech-
nology experts, lifetime patent attorneys, government representatives, animal preser-
vation NGO representatives, veterinarians and fish breeders (Bremer et al. 2015).

As far as the context in which the surveys are carried out, they were all carried out
in developed countries, such as Germany, Canada, Denmark, Scotland, the Netherlands
and the United Kingdom. This verification leads to a question: does the phenomenon of
responsible innovation still not occur in emerging markets? Or has it simply not yet
been properly researched?

When analyzing the RI literature, especially one that presents empirical studies with
the participation of stakeholders, a fundamental issue arises. The stakeholders’ input is
advisory, not participating in the initial stages of innovation, when it has not yet been
developed and there is more scope for adjustment and adequacy of the needs of those
directly or indirectly involved. From the perspective of management, the anticipation of
the participation of those involved can contribute to making economic gains more
profitable, while the use of resources, mainly non-renewable resources, are spent
moderately. From this analysis, evidence was highlighted and will be discussed in the
next section.

5 Final Considerations

The purpose of this article was to analyze the role of stakeholders in the context of
responsible innovation. Through a meta-synthesis, seven qualitative case studies were
analyzed. We found that academic researchers and agents involved in multi-
institutional projects encouraged stakeholder participation in the phase in which the
product had already been developed. This finding raises the question of whether
companies do not promote stakeholder participation from the earliest stages of inno-
vation, or if there are no studies describing inclusion. Thus, the present study has
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discovered that RI is treated as a result and not as a process. However, it is important
that innovation be treated as a process, which will make the whole procedure
responsible, not just in the final stage. Inclusion as a process allows different visions of
stakeholders to be considered, making the process responsible and ethical, better dis-
cussed and generating an innovation based on co-creation.

In addition to theoretical advancement, this study contributes to the practice of
innovation, demonstrating and seeking to inform innovators and managers about the
importance of multi-stakeholder participation throughout the innovation process.

As a limitation, we highlight the use of seven qualitative case studies, especially
when compared to the 217 studies initially selected. However, as commented by Hoon
(2013), being very inclusive in relation to embedded studies implies the risks of
reducing the range of interpretations of a phenomenon. Another limitation is the range
of areas of study that use the concept of responsible innovation, with several
methodological models and that may have contributed to the exclusion of research with
relevant results. It is also worth noting that the selection took place in September 2017,
and other research may have been published after that date.

The development of new research is recommended, preferably empirical, that may
help to better understand stakeholder participation, as well as to evaluate it in the
context of emerging markets.
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Abstract. In the twenty first century, more than any other time in the firm’s
history, companies are under the global competitive pressures in a context that is
widely dynamic and consequently makes them encounter a huge number of
unpredictable changes. Leaders of firms, on one hand face the immediate
pressures of delivering value to increasingly sophisticated and globally diverse
customers while accelerating the return on these efforts for financial stakeholders
and on the other hand, strategic leaders must identify and prepare for disruptive
technologies and emerging market opportunities over the long-term. Therefore,
combining two different innovation strategies, exploration and exploitation is a
huge challenge for managers and leaders of the companies. The literature review
shows that this phenomenon forms a new type of organizations so called
ambidextrous organizations. In these paper, based on related studies six per-
spectives have been described and compared. At the end, Laerdal Medical AS
company has been examined as a case study to show how these perspectives
work in practice in an organization.

1 Introduction

There are two strategies for innovation, exploitation strategy and exploration strategy.
The process of taking advantage of what exists, allocating the resources to improve the
existing products and processes and thinking about today’s customers is what (March
1991) calls exploitation strategy. In contrast, exploration concentrates on future con-
sumers and addresses the process of experiencing novel methods of doing things
(March 1991). This is related with the opportunities of development beyond organi-
zational limits and borders and, therefore, encompasses scanning the environment in
which the firm seeks to absorb new knowledge (Marín-Idárraga et al. 2016).

When it comes to innovation, exploitation is associated with incremental innova-
tion and exploration with radical innovation. As Marín-Idárraga et al. (2016) states,
exploiting existing competences and knowledge and internal resources can lead to
incremental innovations, given that they involve small alterations in technology and
little deviation from the current product market experiences. Conversely, the explo-
ration of new markets and technologies will produce radical innovations, as they go
through fundamental and sometimes revolutionary changes in the firm’s technologies
and markets (Marín-Idárraga et al. 2016).
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From the marketing point of view, exploratory innovation strategies are good at
opening up new markets, reach new customers, and generate new business opportu-
nities. In contrast, exploitive innovation strategies typically concentrate on making
small improvements to existing products and require much less R&D spending, and as
a consequence serve as a more immediate and short-term source of income (Kollmann
and Stockmann 2012).

Because of the benefits that organizations can get by implementing each strategy
and in order to be pioneer in long term from one hand and be efficient in short term
from the other hand, managers have a tendency to deploy both strategies and take
advantages of both. This is the moment that challenges for different levels of authority
in an organization emerges one after another when the managers have to be capable of
balancing these two extensively different strategies in their organization.

To reconcile this dilemma, Judge and Blocker (2008) proposed the new concept
“strategic ambidexterity”, which is conceptualized as the ability to simultaneously
pursue exploitation and exploratory strategies in ways that leads to enhanced organi-
zational effectiveness.

“Organizational Ambidexterity” term was first introduced by Duncan in 1976
which refers to new form of organization with dual structures inside (Duncan 1976).
Organizational Ambidexterity did not get a lot of attention and wide interest until a
seminal paper about organizational learning and exploration and exploitation processes
by March (1991). He described exploration and exploitation as two fundamentally
different strategies, whereby exploitation addresses “refinement, efficiency, selection
and implementation” and exploration focuses on “search, variation, experimentation
and innovation” (March 1991).

Having both exploration and exploitation strategy at the same time is very chal-
lenging and makes a lot of tension and competition in resource allocation. Therefore,
the purpose of this essay is to find the different perspectives which contribute to resolve
related challenges to some extent. In the following section a literature review about
ambidexterity, different definitions, strategies and logics will be presented.

2 Literature Review

Probing into literature about ambidexterity, ambidextrous organizations and organi-
zational ambidexterity shows that there are different definitions for ambidexterity from
a variety of point of views. From marketing standpoint, “ambidexterity is the capability
to operate in both mature markets and develop new products and services for emerging
markets”. He and Wong (2004) and Im and Rai (2008) defines it form an organizational
learning lens as “an organization which is capable of conducting two paradoxical
things at the same time by requiring organizations and their people to have two
heterogeneous but related skills simultaneously”. Li et al. (2008) believe that from an
innovation management perspective these kinds of organizations are “those like a
juggler who can handle numerous balls at the same time, could rely on given resources
to ensure radical innovations as well as incremental innovations simultaneously”.
Regarding the strategic management perspective, ambidextrous firms are capable of
exploiting existing competences as well as exploring new opportunities (Lubatkin et al.
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2006). Simultaneous implementation of exploration and exploitation is very chal-
lenging and strategic importance of balancing exploitation and exploration has been
extensively discussed in the organizational structure and strategic resource allocation
literature.

Tushman and O’Reilly (1996) recommended separate structures within the same
organization as a solution for the conflict raised because of simultaneous implemen-
tation of exploration and exploitation strategies in an organization. They suggested
small, decentralized and with loose processes for exploratory units and, in contrast,
larger, centralized and with tighter processes as exploitative units. O’Reilly and
Tushman (2004) highlighted the role of the top management team as the ‘corporate
glue’ that keeps the organization together by handling the tensions that emerge between
these two units.

In comparison to the previous solution, Raisch and Birkinshaw (2008) address
parallel structures. Parallel structures provide a situation for a single business unit to
switch between structures regarding to the need for exploration or exploitation (Devins
2010). Parallel structures have also called as “collateral” organizations in Zand (1974)
or “shadow” organizations in Goldstein (1985).

Other strategies to managing exploration and exploitation tensions points out
temporal separation whereby an organization switches between exploration and
exploitation sequentially (Jansen et al. 2005). During temporal balancing the structure
of the organization shifts from a mechanistic structure (focusing on centralization) to an
organic structure (allowing decentralization) as organizations switch from exploitative
to explorative strategies, respectively (Devins 2010). Two concepts were used in this
method, punctuated equilibrium and ‘organizational vacillation’. Punctuated equilib-
rium which is a term which originates from an evolutionary biology theory in orga-
nization refers as a movement between periods of exploration and periods of
exploitation. Similarly, Boumgarden et al. (2012) refer to ‘organizational vacillation’ to
describe firms’ dynamic capability of temporally and sequentially alternating between
periods of exploration and exploitation. In temporal balancing, time plays a crucial role
in how organizational ambidexterity is conceptualized and how exploration and
exploitation tensions evolve over time (Uotila et al. 2009).

Another approach to ambidexterity is contextual approach in which the systems
and structures are more flexible, allowing employees to make their own decision as to
how they divide their time between two various activities of exploration and
exploitation (Birkinshaw and Gibson 2004). To improve this type of ambidexterity on
the individual level, a much greater level of attention has to be paid to the human
resources of the organization. Since top managers form organizational context through
the performance systems, incentives and control mechanisms, hence they play a crucial
role in shaping the context.

O’Reilly and Tushman (2004) defines individual-level ambidexterity based on the
premise that ambidextrous organizations require to recruit ambidextrous individuals
who are capable of handling both exploration and exploitation practices simultane-
ously. Birkinshaw and Gibson (2004) believes that Ambidextrous individuals “take the
initiative and are alert to opportunities beyond the confines of their own jobs. They
are cooperative and seek out opportunities to combine their efforts with others. They
are brokers, always looking to build internal linkages and they multitaskers who are
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comfortable wearing more than one hat.” Similarly, Mom et al. (2009) propose these
properties for ambidextrous managers: multitaskers who are able to welcome conflicts,
and combine and make new knowledge, skills, and expertise and make a new expe-
rience. Eisenhardt et al. (2010) explored that ambidextrous leaders use simple, cog-
nitive strategies to address the complex tensions of exploration and exploitation.

There is another perspective to ambidexterity so called Peripatric ambidexterity, a
term borrowed from genetics which was first used by Lubatkin et al. (2006). The main
logic of this approach is that an ambidextrous leader as the focal point absorbs others of
the same characteristics and they together collaborate and make a community that
forms ambidextrous organization. In leadership literature this phenomenon is referred
to ‘human trait of ambidexterity’ (Lubatkin et al. 2006). The followers of trait theory of
leadership believe that leaders are born not made. In this theory, six attributes make
leaders different from non-leaders including motivation, the tendency to lead, honesty
and integrity, self-confidence, intellectual capabilities, and business knowledge and
expertise (Germain 2012). This strategy is very similar to the previous strategy. They
are both of the same assumption that individuals play a critical role in making an
organization ambidextrous, the only difference is that the peripatric strategy emphasize
more on the capability of an ambidextrous leader in absorbing the other members of
management team while in the previous strategy the human resources were looked at
from an individual window focusing on unique characteristics of these kinds of per-
sons. Figure 1 illustrates proposed strategies by different scholars.

3 Case Study: Laerdal Medical AS

In this section Laerdal Medical AS was considered as a case study and we examined
the way exploration and exploitation strategy are combined in this company according
to above mentioned perspectives.

Fig. 1 Different strategies of ambidexterity
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3.1 About Laerdal Medical AS

Åsmund S. Lærdal established his business in Stavanger in February 1940 as a pub-
lisher of cards and books, and later toys. With an eye for innovation, in 1960, Lærdal
recognized the potential for using his expertise in producing plastic dolls for a new
purpose - the development of a realistic training manikin to teach mouth-to-mouth
resuscitation. Over the next 55 years, Laerdal Medical developed a broad range of
products and programs to support resuscitation training and emergency interventions.
In 2000, with a growing focus on increased patient safety, Laerdal broke ground in the
field of medical simulation, introducing a series of relatively low cost realistic patient
simulators, allowing for risk-free interactive training in emergency care. The Laerdal
Foundation for Acute Medicine was established in 1980 in collaboration with the
University of Oslo. Donations from Laerdal Medical have enabled it to support a large
number of practically oriented research projects. In 2010, Laerdal Global Health
(LGH) was established as a not-for-profit company to develop high impact, low cost
training and therapy products aimed at helping save the lives of newborns and mothers
in low-resource countries. Today, Laerdal Medical is a global company with more than
1400 employees in 24 countries dedicated to helping save lives through the
advancement of resuscitation, emergency care, and patient safety. In collaboration with
renowned researchers and prominent partners, Laerdal aims to continue to improve and
innovate to reach their ultimate mission “helping save more lives” and their vision “No
one shall die or disable unnecessary in connection with childbirth or as a result of
sudden illness, serious accident or patient injury. They have set helping save 500,000
more lives, each year, by 2020 as their main goal” (Laerdal 2018).

3.2 Laerdal Journey to Ambidexterity

Laerdal is an innovative company pursuing incremental and radical innovation in their
products and services. In terms of IP rights their portfolio includes 60 active patent
families (430 cases), 18 active design families (130 cases) and 50 Trademark families
(540 cases). They have been successful in changing their structure to make them able of
taking the full advantages of combining the exploration and exploitation strategy.
Below the findings of an interview with Petter Westnes, Corporate QA, RA and IP
Director at Laerdal Medical manager of Laerdal IP department has been presented. The
interview was based on seven main questions as it follows.

• How was the structure of Laerdal before changes?

Laerdal had two completely different and physically separated departments including
product management department and product development department. The first one
consisted of product specialists who focused on managing the products. Their
responsibilities include putting together marketing packages, supporting the sales’
companies in selling the products and services, as well as implementing the product
into the market. They focus very much on helping to understand the customer segments
and their requirements.

Product development department, in contrast, encompasses many specialized engi-
neers and designers. for example, they had a team of electrical engineers, a team of
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mechanical engineers, a team of plastic engineers and a team of mechatronic engineers.
According to this structure, product management department identified needs at the
market for new products or for changes to existing products, and then they ask the product
development department to either perform a project or perform changes to the product.

• Why they started the journey to ambidexterity?

In Laerdal they believe that any company should take both exploration and
exploitation strategy for survival. Five years ago, they came to this point that the
above-mentioned structure is not a very entrepreneurial approach. It was too complex
and the distance between product development and product management departments
which in fact required to work together was too big. Both physically because they
typically located in different physical spaces in the office as well as mentally. There was
no team feeling. Hence, they came to this point that there is a need to make smaller
more entrepreneurial teams that were able to act quicker and getting closer to the
customer to understand the customer needs. That is the major reason that they switched
from product development group and product management group to a new structure
including business units.

• How is the structure at present?

From five years ago, Laerdal has three various business units including Laerdal global
health, patient care, and resuscitation. They focus on three different product areas.
Within each business unit there are segment teams. Teams focusing on very specific
user segment meaning customer groups or product groups. Within these teams they put
together three different roles 1 - product managers, 2 - engineers and 3 - service
designers which is based on a new role defined in the novel structure. In this structure,
not only are the teams smaller and more focused but also customer groups or product
groups are physically put together to create the team feeling. The purpose is to get
closer to the customer groups as well as customer requirements and wants. In this way
Laerdal will be able to have a quicker turn around and work quicker in a more
entrepreneurial or innovative approach to both exploiting the existing customer and
products and exploring the new opportunities.

• What challenges did they encounter?

It was a radical shift for Laerdal and of course any change is difficult for the people
working in Laerdal for a long time because in the new structure they took away the
mechatronic team, the mechanical team, and the engineering team so they instead of
being specialist within their area and being part of the specialist group, they are
supposed to be in a different kind of environment which is much more focused on
customers and product groups and not only on their expertise.

• Did they consider any changes in employing human resource?

Laerdal is no longer just manufacturing physical products to sell to the customer but
also it accompanies the customers through their whole journey they go. It provides
service support and implementation, training, learning material, online content, etc.
Since they add all these different aspects to the physical products, the service will get
complicated, and therefore, they require different set of capabilities than just design or
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engineer a physical product and commercialization of that product. There is one type of
employees they are hiring more in the last couple of years, service designers. They hire
more and more of this position, people who look at the whole service delivery process
to the customer, trying to understand the customer journey. The process has technical
aspects as well as more commercial or marketing/implementation aspects. That is an
important dimension and it is all about the way we deliver products to the market. The
way we understand the journey that the customer is going through is becoming more
and more important.

• Did they consider any changes in the process of marketing and identifying
customer needs?

The team members are required to spend a certain amount of their time together with
customers. Hence, Laerdal wants its people, for example the traditional engineers who
just used to sat on their office and do engineer stuff, to spend time with customers. They
believe that it is also an important part to become more entrepreneurial. They also
believe that if we are supposed to design something that the customer needs, we really
need to understand the customer and the only way is to spend as much time as possible
with the customer.

• What are the outcomes of restructuring?

The outcome of this restructuring is, first the product and services Laerdal places in the
market now are more fit for customers’ purposes. They are able to have a greater fit
with what the customer really requires and willing to pay for and having an impact on
the customer. In addition, they are also better at delivering projects on time and on cost.
In a better word, they can better identify and plan for existing customers’ needs as well
as new opportunities which they might create for customers or the customers might
demand.

4 Conclusion

In this paper we attempted to find different strategies for combining exploration and
exploitation strategies in companies. The main logic of these strategies as well as their
main focus are completely different. A couple of perspectives such as structural sep-
aration, parallel structure and temporal balancing, consider these two different strate-
gies, as contradictory poles. Hence, they look at them as situations making conflict in
resource allocation and management. In contrast perspectives such as individual level
ambidexterity and peripatric ambidexterity believe they are complementary poles, and
contextual approach state that they are independent poles. Interpretation of the
ambidexterity as a concept essentially is of importance because it determines indi-
viduals’ and organizations’ next movements, behaviors and consequently their deci-
sions they make. Findings show that firms that consider them interrelated and
complementary are more effective in reaching ambidexterity and resolving the probable
problems.

As Table 1 shows the focus of the perspectives is also different. Some go through
combining these two strategies by changing organizational design, some by adaptation
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through time, some considering contextual aspects of organization, focusing on char-
acteristics of individuals or capability of making ambidextrous team.

New structure designs can be helpful, but they depend on different factors in
organizations. For example, if an organization applies a separated structure as a
strategy, integration in different levels should also take into consideration because
separated units in long term might convert into two totally different isolated islands that
there is no relationship between them and no alignment to the organization’s vision. As
explained in contextual ambidexterity, providing an appropriate balanced context can
support ambidexterity, otherwise, it might contradict the main organizational goal.
Having an appropriate human resource development model including required trainings
can have a considerable effect on promoting the personnel’s capabilities in terms of
ambidexterity. It might be a good idea to recruit ambidextrous individuals in an
organization, but the important point is that a supportive culture and leader’s support
which makes a suitable environment for this kind of people to perform effectively.
Establishing strong external networks with customers, supplier and other elements of
company’s value chain, from one hand, and internal networks from the other hand, is
also recommended because it fosters knowledge sharing which is the beating heart of
both innovation strategies (exploration/exploration). In this case absorptive capacity is
plays a considerable role which means that if it is higher in an organization that
organization can benefit more from using networks.

Laerdal, the case study of this paper, for becoming ambidextrous and combining
these two strategies did changes in their structure design. They moved from structure

Table 1. A comparison of different strategies for simultaneous exploration and exploitation in a
frim
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separation which was the first perspective to business units of teams including technical
and marketing members. They did these changes consciously to move them closer to
customer, understand their needs better and fulfill their requirements in a more effective
and efficient way not only the existing customer needs but also new customers that
might emerge. They also did some changes in human resource they add one more
category which they don’t call ambidextrous individuals, but the role is a combination
of technical and marketing roles. In this way the outcome was better fit for customers’
purpose and more cost efficient and on time project management.

All in all, it can be concluded that following factors are very important in solving
the challenges organizations encounter in simultaneous implementing of both strate-
gies. Having a clear vision, a supporting organizational culture, recruiting ambidex-
trous individuals, having an appropriate human resource development model, having
an integration team/steering committee in organizational design, monitoring regularly
the alignment of strategies with the organization vision, make a competitive environ-
ment for funding of exploration or exploitations projects based on related performance
indicators, having a team observing the environment dynamics and market orientation.
It is worth mentioning that all of the above recommendations are based on literature
review and should be defined as hypothesis and be tested in different organizations to
be more reliable because each organization has its own culture, context, human
resource, management and leadership style vision, mission, social interactions and
knowledge assets which play a part in reaching the final results.
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Abstract. Many companies offering physical assets have to adapt to different
market requirements to maintain profitability. Product modularisation is a
common solution for this challenge used by suppliers (manufacturers) of
engineering assets. Modularisation enables greater product variety and increases
commonality between product variants. Modularisation includes defining a set
of modules, interfaces, modular architecture and configuration rules and con-
straints based on case specific partitioning logic. This paper reviews the main
value creation mechanisms (VCMs) of product modularisation in the manu-
facturing industry, and studies what kind of VCMs are related to the main life
cycle stages of engineering assets and how companies in case studies have
incorporated VCMs. Key VCMs were identified based on the engineering asset
life cycle, but other VCMs were considered to be important from a supplier’s
perspective. Suppliers should consider the whole life cycle when designing
engineering assets and clarify which VCMs are the most important guiding
principles for their product and make trade-offs when required.

1 Introduction

Engineering assets, such as equipment and buildings, are managed by engineering asset
managers, and are needed to create financial assets, capability value and financial value
(Amadi-Echendu et al. 2010). An engineering asset life cycle typically consists of
commissioning, operations, maintenance, decommissioning and replacement (Haider
2007). From the supplier’s perspective, engineering assets are considered to be physical
equipment, in which case the stages of the asset life cycle become part of the product
life cycle. This paper focuses on the supplier’s perspective by including additional
stages of the product life cycle in the asset life cycle. These other stages common in the
manufacturing industry include product development, marketing and sales, production
and transportation.

Product modularisation (referred to simply as modularisation) is a common product
development approach that enables suppliers to effectively offer product variety.
Clarifying the partitioning logic of the module system and defining modular archi-
tecture, including the set of modules, interfaces, and configuration rules and con-
straints, are the key aspects of modularisation (Pakkanen et al. 2016). Modular
architecture and defined interfaces support the interchangeability and independence of
modules that are the building blocks of product variety. Modularisation is typically
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aimed at reducing the complexity in the supplier’s operations and harvesting positive
benefits in certain areas of the business (Andreasen 2011). Consequently, it is important
to clarify the areas and asset life cycle stages where the benefits could be realised.

This paper presents the types of value creation mechanisms (VCMs) that influence
modularisation and how VCMs relate to the main life cycle stages of engineering assets.
VCMs are helpful for describing aspects of the life cycle thatmodularisation can affect. As
a baseline for studying and linking VCMs, we specifically considered the asset life cycle
from the supplier’s perspective. The purpose of this kind of comprehensive review of the
asset life cycle was to study what motivated suppliers to realise specific asset structures.
Throughout the literature review, we focused on the following research questions (RQ):

• RQ1: What are the main VCMs of modularisation in the manufacturing industry?
• RQ2: How did case study companies treat VCMs related to essential life cycle

stages of engineering assets in the target setting of a modularisation project?

Section 2 of the paper presents the literature review mainly focusing on Scopus and
Google Scholar, which adequately covered many potential sources in this area of
research. We used a number of different combinations of search terms and focused on
journal articles, books, book chapters and conference papers related to modularisation.
Out of hundreds of search results, the titles of papers and abstracts with the highest
number of citations were used to narrow down the relevant publications to be studied in
greater detail. Nonetheless, there is a risk that valid references were missed during the
review because of the page limitation of this paper. Section 3 of the paper presents case
studies revealing how companies viewed VCM’s in modularisation. Along with further
discussion, answers to the RQs are summarised in Sect. 4.

2 Value Creation Mechanisms of Modularisation

This section presents relevant VCMs of modularisation determined from the literature
review. First, generic life cycle stages of the manufacturing industry are discussed,
followed by the reasoning for defining the VCMs related to the modularisation of each
life cycle stage. At the end of each life cycle subsection is a bulleted summary of the
main VCMs related to each stage.

Incremental redesigning or new product development are needed when existing
product variety contradicts business goals or the cost of offering product variety is
unsustainable. Companies can implement redesigning by developing new products,
product families or features, or by updating or correcting designs, changing commercial
components or updating technologies. Product development is typically followed by
marketing and sales, which relies on technical support and knowledge related to product
variety. Production often includes procurement of components and materials, subcon-
tracting, manufacturing, testing of parts and modules, assembly and final testing.
Transportation is also an important aspect when considering modularisation because
reaching the customer in a profitable way may require different logistics. Products might
require commissioning in the operating site before being used.Operations are followed by
maintenance, decommissioning and replacement. These are the seven stages of the
manufacturing industry life cycle that are discussed in more detail below.
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2.1 Product Development

Modular design requires investment because of the costs associated with formulating
design rules, experimenting, designing modules and testing (Baldwin and Clark 2000).
Consequently, R&D investment is one of the major mechanisms that needs to be
considered for modularisation to succeed. Design reuse reduces the engineering effort
needed for product design (Pulkkinen 2007), which results in benefits related to cost,
quality and time. Reusing parts, sub-systems, modules or interfaces are some of the
possible drivers for modularisation being able to reduce design efforts (Erixon 1998;
Pakkanen et al. 2016). Reusing component designs reduces the development costs of
new product variants (Sanchez 1999). Hence, design reuse can be done at different
levels and it is an important VCM of modularisation.

Technology is another aspect of modularisation that is important. Technological
evolution or technology push can set requirements for products whose technology
develops fast (Erixon 1998). Future product elements should be considered in defining
product family architecture (Harlou 2006). Encapsulated technologies are discussed in
the modularisation context. Encapsulation of modules makes product management
easier (Lehtonen 2007) and isolating design parameters from other parts of the design
makes incorporation of new solutions simpler (Baldwin and Clark 2000). We sum-
marised these findings in five VCMs related mainly to product development.

• R&D investment
• More capacity for new product development
• Design by reuse (parts, sub-systems, modules, interfaces)
• New technologies
• Encapsulated technologies

2.2 Marketing and Sales

Modularisation affects the product cost. Variety can create additional costs for several
life phases, unless commonality of the products is considered (Andreasen 2011). Use of
common components (Sanchez 1999) and part count reduction (Fixson 2006) are
typical cost reduction tools. One factor in analysing the demand for offering variants
based on modularity is brand effect (Hopp and Xu 2005). Enabling configurable
products contributes to brand management (Tiihonen et al. 1999), but a modular
product family may not be designed very often on a large scale within a company
because it requires large investments. While designing a modular product family, the
future attractiveness of the products must also be taken into consideration (Harlou
2006). Styling possibilities can be an important driver for modularisation for products
whose purchasing decision strongly relies on trends and fashion (Erixon 1998).
Modularisation supports matching products to customer needs through product con-
figuration which defines product variants based on predefined rules and product ele-
ments (Pulkkinen 2007). Product configuration knowledge and human or software
driven configurations have been discussed by several authors as a facilitator of sales,
distribution tendering and product variant definition (Soininen 2000; Haug et al. 2012).
Based on these explanations, the following VCMs are connected to marketing and
sales.
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• Product cost
• Brand impact
• Reactivity to market changes
• Product fit to customer needs, standards and local legislation
• Support for sales and distribution tendering or product variant definition

2.3 Production

Delivery-specific products are more challenging than standard products because there
are fewer opportunities to learn lessons from repetition. Designing modular compo-
nents simplifies and increases the predictability of production (Sanchez 1999; Baldwin
and Clark 2000). Production includes many stages, such as part procurement. If
common parts can be used in a product range, economies of scale in part sourcing may
exceedingly reduce the total cost of production (Baldwin and Clark 2000). Late point
product differentiation by allocating variations to only one or a few parts, and keeping
the product generic or as “universal chassis” as long as possible, lowers the buffer
inventories in production, and thus reduces the complexity of the manufacturing pro-
cess and overall costs (Lee and Tang 1997; Erixon 1998; Sanchez 1999). The use of
universal chassis may reduce the variety of parts to be inventoried and handled in
assembly, and thus reduce product costs (Sanchez 1999). Existing assembly and
operating environment reasons can favour distributed production in separate factories
(Lehtonen 2007). Clearly defined building blocks and interfaces support this. Stan-
dardised interfaces of modular products enable delivering product modules to a cus-
tomer site in which the product is to be assembled effectively (Lau Antonio et al. 2007).
Separate testing of modules decreases the feedback time about the quality of modules
compared to testing done in the main production flow (Erixon 1998). The reliability of
key components can be improved over time because reusing parts enables improve-
ments in materials and processing, which reduces warranty costs (Sanchez 1999). In
product modularisation, companies aim to find proven solutions. Product configuration
relates to managing product quality because it focuses on defining product variations
based on certain predefined rules, limitations and standardised elements (at least within
a company) and therefore, the risk of mistakes is minimised (Tiihonen et al. 1999; Juuti
2008). These aspects lead to a number of VCMs related to production.

• Improving controllability of production through transparency and predictability
• Component availability and number of supply sources
• Late point differentiation
• Relocating production to more favourable areas or environments
• Decreased ramp-up time and costs with distributed module testing
• Reduction in component quality issues
• Distributing or decentralising assembly
• Reduction in product quality issues
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2.4 Transport

Products can be designed to match the relevant type of logistics. Product architectural
decisions determine the needed packing space and protection requirements of the
product in relation to logistics, including transportation (Fixson 2006). Standardised
modules with less variety allow for lower logistics costs (Erixon 1998).

• Decreased transportation costs

2.5 Commissioning

Reductions in components and product quality issues were already discussed in other
stages of the asset life cycle, and they are also very relevant in the commissioning
stage. Increased commonality enables repetition in operational processes, which makes
commissioning more effective (Juuti 2008).

• Reduction in component quality issues
• Reduction in product quality issues
• Effective commissioning by learning

2.6 Operations

Modularity in product use enables customers to reorganise elements of the final product
to match their tastes or needs by making substitutions, augmentations or exclusions
(Baldwin and Clark 2000). Accessibility to different types of interfaces strongly affects
the ability to customise the product.

• Ability to reconfigure the product during use

2.7 Maintenance, Decommissioning and Replacement

Modular structures and standardised interfaces support maintenance. Modularisation
can make it easier to replace possible damaged areas (Erixon 1998). Companies doing
maintenance-oriented modularisation should focus on designing the product in a way
that ensures the replacement of working components is avoided when maintenance is
needed in other components (Umeda et al. 2000). Proper designing can create new
business opportunities for companies by providing services that reduce the amount of
waste by reusing the modules (Umeda et al. 2000).

• Reduced down time and maintenance costs by using replaceable modules
• Increased end-of-life value by reusing modules

3 VCMs in Case Studies in the Machinery Industry

Table 1 presents the VCMs that three companies highlighted during target setting of a
modularisation project. Large Companies A, B and C operate globally in the machinery
industry, but do not compete with each other. Names of the companies were kept
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anonymous to respect the sensitive nature of their business. The data was collected
from 2010–16 by authors who participated as facilitators and consultants in design
projects (Companies A and C) or interviewed key company personnel (Company B).
During the projects, companies were not shown the list of VCMs, but authors analysed
retrospectively these case studies according to their observations and notes. Therefore,
the results could have been different if companies would have been asked to select
VCMs they considered important to their business. When considering the key life cycle
stages of engineering assets (commissioning, operations, maintenance, decommis-
sioning and replacement) (Haider 2007), Company A highlighted that the ability to
replace modules and to reuse specific modules when making new products would be
valuable. Company A managed to reduce the number of items and different tech-
nologies for similar functions without losing flexibility in the commissioning phase to
adapt to different customer environments. Rationalised items allowed the company to
be more consistent with its product offerings because it could reuse the same items in
different product variants. They reported a 25% cost savings in some variants. Com-
pany B had a different focus. They strived for quality improvements by using modu-
larisation and thought it would be valuable if products could be reconfigured during
operational changes. Company B argued positively that after a modular product family
has been designed and a new operational model is fully implemented, the investment
costs decrease every year; they did highlight that this whole process could take many
years until achieving its full potential in cost savings, such as site works related to
commissioning. Company C noted that modularisation could decrease product quality
problems through proven and predefined solutions (defined outside delivery project).
This project is ongoing and results are not available yet. These case studies show that
the companies had different motivations for the way the physical assets were structured
and that suppliers/producers of assets deal with multiple sub-goals that usually lead to
making trade-offs.

Table 1. VCMs in a target setting of modularisation (x: considered)

Life cycle stages and VCMs Company A Company B Company C

Product development
Research and development investment x x x
More capacity for new product development x x x
Design by reuse (parts, sub-systems,
modules, interfaces, other)

x x x

New technologies x x x
Encapsulated technologies
Marketing and sales
Product cost x
Brand impact
Reactivity to market changes x
Product fit to customer needs, standards and
local legislation

x x x

(continued)
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4 Discussion

The purpose of the paper was to study (RQ1) the main VCMs of modularisation in the
manufacturing industry, and (RQ2) how case study companies related VCMs to
essential life cycle stages of their engineering assets in a target setting of a modular-
isation project. VCMs presented in Sect. 2 and the same VCMs shown in the first
column in Table 1 are the answers to RQ1. The VCMs of modularisation describe
possible objectives, phenomena and problems that can arise from modularisation.
These VCMs derived from the studied literature consider the whole engineering asset
life cycle. The answers to RQ2 show that case study companies consider VCMs
differently. All companies in the case studies had a strong focus on VCMs related to
product development and marketing and sales, but not all VCMs were relevant.

Table 1. (continued)

Life cycle stages and VCMs Company A Company B Company C

Support for sales and distribution tendering
or product variant definition

x x x

Production
Improving controllability of production
through transparency and predictability

x x

Component availability and number of
supply sources
Late point differentiation x
Relocating production to more favourable
areas or environments
Reduction in component quality issues x
Decreased ramp-up time and costs with
distributed module testing and learning

x

Distributing or decentralising assembly
Reduction in product quality issues x
Transport
Decreased cost of transportation
Commissioning
Reduction in component quality issues x
Reduction in product quality issue x x
Effective commissioning by learning x
Operation
Ability to reconfigure product during use x
Maintenance, decommissioning and replacement
Reduced down time and maintenance costs
by replaceable modules

x

Increased end-of-life value by reusing
modules

x
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Further differences could be found when considering life cycle stages from production
to end-of-life. The case studies show that different objectives may affect modularisation
and the resulting asset structure. For example, modularisation can be done in a way that
it a) supports asset suppliers by improving asset quality, b) enables reconfiguring of
assets, c) facilitates maintenance, and d) increases possibilities to reuse some elements
of the assets when the asset as a whole reaches the end of the life cycle. However, one
must remember that modularisation, like product development in general, is about
making trade-offs and typically all the desired properties for different stages of the life
cycle cannot be assigned to a single asset or even a family of assets.

Our hypothesis for future research is that the recognized VCMs support under-
standing, communicating and estimating potential business impacts and rationale of
modularisation. The VCMs derived from the literature review present guiding princi-
ples whose importance needs to be defined by the suppliers of engineering assets to
find a reasonable structure for asset development. Similar work has been done by
Fixson (2006) in product architecture costing, but the engineering dimensions in that
approach only highlighted function-component allocation schemes and interface
characteristics; from a modularisation point of view, partitioning logic, modules,
architecture and configuration rules and constraints should be considered to get a more
comprehensive perspective. Our goal is to connect the VCMs to these key elements of
a module system (partitioning logic, set of modules, interfaces, architecture and con-
figuration rules and constraints) and develop more systematic tools for estimating the
impacts of modularisation, such as comparing different module concepts. For future
research topics, VCMs need to be connected to quantitative values to increase their
usefulness for management.
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Abstract. The aim of this research is to develop and test a new method for
evaluating the value and costs of technology in the manufacturing industry
based on Design Science. The overall purpose is to enable the evaluation of
product lifetime value creation already in the concept phase. This would
improve the manufacturer’s capability to design for the total cost of ownership
and thus, improve planning in the engineering asset management context.
A constructive research strategy is used, and the Design Research Method with
an industry case study is applied in developing and evaluating the method. This
paper contributes to the literature by presenting a new method for evaluating
technology based on Design Science. Product characteristics and properties are
modeled, and the technology characteristics are evaluated against them. The
proposed method opens the product, which is traditionally seen as a black box in
techniques for valuing technologies, to the technology evaluation process. The
target application for the proposed method is the existing product and business
environment where sufficient design knowledge is available. This method
supports decision making in technology-related questions at the managerial
level. This paper recognizes and uses value creation mechanisms to evaluate the
value and costs of technology.

1 Introduction

Selecting a technology in the manufacturing industry can be complex because tech-
nology does not have intrinsic value. The value of a technology is realized only after it
is commercialized. Developing a new technology is an uncertain process, and choices
can have far-reaching effects. The overall purpose is to enable the evaluation of product
lifetime value creation already in the concept phase. This would improve the manu-
facturer’s capability to design for the total cost of ownership and thus, improve
planning in the engineering asset management context (Amadi-Echendu et al. 2010).
The focus of this paper is to develop and test a method that supports early phase
decision making for technologies by evaluating the monetary effects of technology in
the context of the manufacturing industry. The method is directed to take into account
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the value of the technology in the whole product life cycle. Motivation for this research
came from industry where new technologies are seen as an important source of
competitiveness. The target application for the proposed method is the existing product
and business environment where sufficient design knowledge is available. Results of
the valuation are given in monetary terms.

Traditionally, methods for valuing technology originate in financial management
and are based on capital budgeting techniques. Understanding and estimating new
technologies is challenging with pure monetary-based analysis and backward-looking
financial reviews. Technology affects the product, and therefore, understanding the
value creation mechanisms through the product is seen as beneficial. Financial esti-
mations of traditional methods for valuing technology are mostly based on scarce
forecasts where the link between the real effect of the technology and the product is
invisible. Therefore, this paper contributes to current knowledge by presenting a
method based on Design Science where the focus is shifted from financial data to the
product.

We developed this method for technology evaluation purposes and are interested in
how to gather and organize the knowledge needed in the context of manufacturing
industry. Our previous study (Mämmelä et al. 2018) showed the information needed in
the technology valuation context, and in this paper, we construct and develop a method
based on the information. Therefore, this paper includes the following research ques-
tion (RQ): How to create and structure the information to evaluate the value and costs
of technology in the manufacturing industry? A constructive research strategy is used
in this paper. The method is developed and tested using Design Research Method
(Blessing and Chakrabarti 2009) with case study research (Yin 2014) in a real industry
environment. The method is developed using a type 3 research project (Blessing and
Chakrabarti 2009, p. 18), which includes four main phases: research clarification,
descriptive study 1, prescriptive study and descriptive study 2. The first two phases are
based on a literature review, and the last two are focused on developing and testing the
method which is the main focus of this paper.

Because the value of technology is situational, company-specific knowledge is the
center of the analysis. The proposed method is a five-step method, and the information
is gathered mainly in workshops with company and technology experts. During the
process, the main targets and limitations for technology exploitation are defined. The
product characteristics and properties are modeled, and the technology characteristics
are evaluated against them. The technology business impact is evaluated based on
modeled value creation mechanisms and available financial data. In this paper, the
value is defined as follows (Mämmelä et al. 2018): “the term “value” refers to both
monetary and intangible values. Valuable properties are determined by the business
owner and can be converted to monetary estimations based on the best available
knowledge. Costs are used to represent monetary costs using the same logic as value.”
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2 Literature Review and Theoretical Foundation

This research is mainly based on ideas of Design Science. According to Hubka and
Eder (1996, p. 73), “The term Design Science is to be understood as a system of
logically related knowledge, which should contain and organize the complete knowl-
edge about and for design.” The Theory of Technical Systems describes the purpose
and nature of technical systems, and this theory is a major part of Design Science
(Hubka and Eder 1988). The theory of dispositions is used to catch and foresee the
effects of technology exploitation decisions (Olesen 1992). Olesen (1992) defined a
disposition as “that part of a decision taken within one functional area which affects the
type, content, efficiency or progress of activities within other functional areas” (p. 53).
Product and business modeling is done and structured according to Property-Driven
Development (PDD) approach, which originates in explaining the design phenomenon
and improving the design (Weber and Deubel 2003). PDD is described in more detail
in Subsect. 3.3.

Technology valuation can be done for many purposes and from many perspectives.
The three basic valuation approaches are the cost, market and income approaches (Parr
and Smith 2005). The cost approach is based on the idea that the value of technology
can be compared to the replacement cost of the technology. The market approach seeks
the value of the technology based on others’ consensus. The income approach looks at
the future earning power of the technology. All other valuation methods are based on
these approaches. The income approach is the most recommended valuation method for
technology valuation, and this paper develops a method based on the income approach
(Jang and Lee 2013; Park and Park 2004). One general challenge in technology val-
uation is that the value is framed in the eye of the beholder (Boer 1999). As the real
benefits of the technology are realized only after commercialization, only a few studies
have combined technology and business (Park and Park 2004; Schuh et al. 2012).
There are also approaches based on wider perspective of technologies and innovation,
for example Fox (2013), but the general challenge of understanding the real effect of
the technology remains.

The knowledge needed to evaluate the value and costs of technology in manu-
facturing starts from defining the technical system intention and the business intention.
This determination is done in the first phase of the proposed method. To understand the
wanted properties of the product, it is essential to know the product life cycle phases,
which are the target of phase 2. The product structure defines the characteristics of the
product. The product structure is modeled in phase 3 using Design Reasoning Pattern
tool. The main idea is to find similarities between product and technology character-
istics and understand the value creation mechanisms between them, phase 4. Com-
bining the financial data in recognized technology effects, it is possible to evaluate the
monetary benefit of the technology; this evaluation is done in phase 5 (Mämmelä et al.
2018).
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3 Method for Evaluating the Technology

The proposed method is targeted to evaluating the value and costs of the technology in
the existing business and product environment. Therefore, we can assume that the
product and the business are accepted by the market at a certain level, and information
related to the technology exploitation environment is available by company. The results
of the evaluation support decision making in technology-related questions. In this
paper, the method is understood as described by Newell (1983) by using four state-
ments: 1. A specific way to proceed, 2. A rational way to proceed, 3. involves subgoals
and subplans and 4. The occurrence is observable. The proposed method has five main
phases, discussed in Subsects. 3.1, 3.2, 3.3, 3.4, 3.5. The method is created to gather
the information from the targets for exploitation possibilities. The first two phases focus
on target setting, phases 3 and 4 on modeling and recognizing the value creation
mechanisms, and the final phase is for monetary estimation of the technology effects.

3.1 Preliminary Targets and Limitations of the Evaluation

To understand the scope of plans for exploiting the technology, the first phase defines
the preliminary targets and limitations of the evaluation. Questions to answer include
the following:

• Is the main purpose to improve the performance of the product or reduce the
operating expenses; that is, what is the business intention?

• Which products are the target of analysis, and what is the technical system
intention?

• What is the technology, and what are the characteristics of the technology?
• Which organizations are being analyzed?
• What are the development areas, and what information is static?

Information is gathered in workshops with management in relevant areas. After
phase 1, tentative information about the technology and the scope of the evaluation is
known. This information supports execution of the next phase and participant selection.

3.2 Targets from Business Environment

The second phase of the method is to set targets for exploiting the technology based on
the business environment. The technology influences the technical system, but the
effects are evaluated in the business system. Relations between the business environ-
ment and the technical system should be set as the center of analysis. Juuti et al. (2007)
presented Company Strategic Landscape (CSL) framework which defines the elements
related to the product development operations and the production of the company.
The CSL framework is used to collect the product development and technology targets
from the business environment.

The CSL framework includes five main areas related to a company’s business
environment: strategy, process, product, value chain and organization. To get com-
prehensive knowledge, the CSL framework is reviewed in a workshop with the
management of all relevant departments defined in phase 1. The leader of the
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technology evaluation process should act as a facilitator in the workshop. The main
outcome of this phase is a list of desired properties; see the explanation in Subsect. 3.3,
for the technical system from the life cycle phases. The recognized properties act as the
target values for the value creation mechanisms in phase 3.

3.3 Modeling Value Creation Mechanisms

The originality of this paper is to show and explain the value creation mechanisms of
technology in the context of the manufacturing industry. Therefore, this phase is one of
the most critical steps of the proposed method. The value and costs of technology are
evaluated according to recognized value creation mechanisms. Modeling is executed
based on the same principles that Property-Driven Development presents (Weber and
Deubel 2003). The concept is based on the distinction between product characteristics
and properties. Characteristics are design parameters over which the designer has direct
influence. Properties are understood as a behavioral aspect, such as the power or the
price of a technical system. Properties are the results of characteristics and can be
designed.

A Design Reasoning Pattern (DRP) is focused on modeling relations between
product structuring and the value chain defined in the CSL framework. A DRP is a
chart where the value creation mechanisms between the product characteristics and the
business goals are recognized and presented. The CSL framework acts as the source of
input in this phase, and product structuring is selected as the starting point of the
DRP. Value capture and cost properties are set as the goals for the DRP. The DRP also
needs input from the company’s product development department. The most experi-
enced designers should be involved in this phase. Modeling uses pull control principles
to value capture and cost properties toward product structuring. In the product struc-
turing elements are the parts and characteristics where modeling ends. The technol-
ogy’s characteristics should be observed and used to guide modeling the DRP for
efficient results.

Fig. 1. Example of a simplified DRP chart
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Figure 1 represents an example of a simplified DRP chart from the case study. On
the left (green boxes) are value creation and the right cost (red boxes) properties
recognized in phase 2. The big blue boxes in the middle are product structures. Inside
the product structure is the characteristics of the technical system. Arrows describe the
relations between the characteristics and properties. Relations between product char-
acteristics and properties can be complex, and all characteristics are not equal. Gen-
erally, a few main characteristics have to be understood and controlled for an efficient
design solution. There are also links between product structures.

3.4 Evaluation of Exploitation of the Technology

Evaluation of the technical potential of the technology in a defined scope and business
environment is done in phase 4. Basic information is structured in previous phases, and
we have recognized value creation mechanisms in the DRP. Comparing the charac-
teristics of the technology and product from the DRP reveals the potential of the
technology. The effects of the detected similarity can be evaluated based on the DRP
chart. For example, the case presented in this paper was focused on metal coating with
additive manufacturing. The characteristics of the additive manufacturing (AM) coating
technology are related to the surfaces of the parts: the hardness, accuracy or surface
quality. Therefore, we looked at this characteristic in phase 1 to model the correct
product characteristics in the DRP. Based on our approach, it is not essential to know
exactly the technical solution. Instead, we focus on the relevant characteristics that
support understanding the real potential of the future possibilities of the technology.
The evaluation criteria are the value creation and cost properties defined in phase 2.
The evaluation also supports understanding the changes needed in the product and
seeing the scope of the new design task.

Exploitation of the technology is evaluated in two steps. In the first step, an
experienced designer who has the best knowledge of the product and its dispositions
evaluates the technology. The second step is to evaluate the potential of the technology
with a technology expert if one is available. Combining the views of these two groups
gives a comprehensive understanding of the technical potential of the technology in the
defined scope. The recognized potential of the technology is evaluated in monetary
terms in the next phase.

3.5 Communicating the Value of the Technology

The fifth and final step is to estimate the business effects of exploiting the technology.
The focus is to evaluate the monetary effects of recognized value creation mechanisms
from the previous phase. The business impact is analyzed in a workshop with the same
group for the CSL framework. The valuation of the technology should be done in a
holistic view through the company. The real picture of the effects of the technology will
not be shown if only one area is evaluated. Therefore, representatives from all relevant
departments are requested. The proposed method allows using a wide perspective in the
valuation of technology. At the same time, it is possible to evaluate changes in the
company’s business and the customers’ or suppliers’ businesses. Intangible values,
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such as safety, can be evaluated through the proposed method if the disposition
between technology and safety is recognized during the process.

Evaluation is done in the order of the phases of the product life cycle from design to
disposal. The product life cycle phases can be found in the CSL framework. Estima-
tions of monetary effects are allocated to specific life cycle phases. A more detailed
analysis can be done, for example, using partition of time, quality and amount of sell
according to company policies. In addition, different technical solutions can be com-
pared based on the same principles. Estimates of monetary sums are done in rough
magnitude of order, EUR 1 000, EUR 10 000 and so on. The idea is to find the
maximum potential yearly effect related to the current situation and business. Evalu-
ation of the business impact also needs information about production numbers and
other related financial data.

4 Case: Metal Coating with AM in Rock Drills

In this research, the method was tested in the real industry environment. The case study
was performed in a global original equipment manufacturer (OEM) in the mining
business. The technology to be explored was metal AM printing and especially coating
techniques. Steps of the proposed method are used to show the case and the results of
specific phases.

Phase 1: The main target was to improve the performance of the product instead of
cost savings. Therefore, the focus was the properties defined by the user of the tech-
nical system. The technology was the AM coating, and we examined the characteristics
related to the surfaces of the parts.

Phase 2: The CSL framework was modeled in a workshop according to the method
description. Based on selections done in the previous phase, the main focus was to
recognize the properties defined by the user of the rock drill: the drilling speed, hole
straightness, energy consumption and drill steel life. See Fig. 1.

Phase 3: The idea of the DRP is to link the characteristics of the product to the
properties defined in phase 2. In this case, the DRP was extensive because of the
selected technology. Product characteristics have to be modeled until the individual
parts and surfaces appear to understand the effects of the surfaces of the product. This
approach and the selected technology limited the evaluation of significant structural
changes in the product. The analysis focused on the current function principle and
structure. Designers involved in creating the DRP were interested and active partici-
pants. During the process, the common understanding of the product and design was
improved.

Phase 4: In the evaluation of the exploitation of the technology phase, the designers
and technology experts recognized two potential areas for the coating. More detailed
research revealed that the recognized value could not be captured only by using AM
coating techniques. Other parts and the structure of the product prevent the practical
benefit of the planned technology. The main outcome of the case was that the explored
technology does not have common characteristics with the product. Positive value
creation mechanisms were not recognized during the evaluation process. To benefit
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from the AM technology, the product should have new structures or function principles
that can be supported by AM characteristics.

Phase 5: Monetary estimation of the effects of the surface coating were done
although the technical potential of the technology was unfavorable. The planned design
solution was evaluated with managers of all related areas of the product life cycle. The
new solution was minor and caused changes only in the production process in the
product life cycle. In the case of the AM coating technology, one step has to be added
in the manufacturing process, and it will increase the cost of the product.

5 Discussion and Conclusion

In this paper, a method for evaluating a new technology was developed and tested in
the industry environment. The novelty of this research is to explain and show value
creation mechanisms for technology. The research question was focused on gathering
and structuring the information needed to evaluate the technology. The proposed
method is a five-step method. The information gathering starts with the targets and
continues toward technology exploitation possibilities and monetary estimation of
effects. The main source of information is company personnel, and information is
gathered in workshops. Selected theories and the research method provide relevant
answers to and explanations for the phenomenon of the value creation of the tech-
nology. As the case study shows, the method is dependent on available design
knowledge and the structure of the product. A totally new product concept can be
evaluated if knowledge needed about the function principle is known. This method is
generally related to the product, technology or business environment. The future
research agenda is to perform more case study research related to verifying and
developing the method for additional applications for practical purposes.
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Abstract. The trend on electricity grids digitalization is gradually leading to the
shift of business value towards more sustainable and efficient electricity ser-
vices. Sustainability and efficiency are challenged by the increasing demand for
electricity which is followed by a dramatic transformation of energy systems.
While smart grids seem to be crucial in this process, there is a discrepancy in
understanding the costs and benefits for the multiple actors involved. In addi-
tion, there are benefits of smart grids that cannot be measured directly in terms
of money, such as higher energy system reliability or commitment to carbon
reduction. Despite the rise of interest to the managerial aspects of smart grids
implementation and development, many aspects remain out of the scope. This
paper contributes to the research of smart grids by providing a conceptualized
business model that would allow for value co-creation, delivery and capture.
A Russian energy sector perspective is primarily considered throughout the
paper and the results are supported by evidence from interviews with of
industrial experts.

1 Introduction

Liberalization of the power market, characterized by unbundling power generation and
distribution activities (Friedrichsen 2015) created a fruitful basis for the development of
a competitive market for electric energy. At the same time, recent developments in
smart grid technologies widened these opportunities by decreasing the barriers for new
entrants and through widening the spectrum of activities within the power sector
(Shomali and Pinkse 2016). For the last few years we are able to observe a rapid
growth of various projects on smart grids all over the world (Colak et al. 2016) and co-
occurring increase in academic research on the topic (Cardenas et al. 2014). Smart grids
can be perceived as an instrument for achieving a set of energy goals: political, societal,
environmental, economic, etc. At the same time, there is still no common under-
standing on how smart grids have to be implemented, while roles and responsibilities
have to be clearly defined and assigned to major actors within the paradigm.

Most of the papers are devoted either to the technical details of smart grid projects –
like communication systems (Mahmood et al. 2015; Reddy et al. 2014), cloud com-
puting and data protection (Bera et al. 2015; Eissa 2015; Xia and Wang 2012) and
questions of optimization (Vardakas et al. 2016; Zhou et al. 2014) or to smart grids’
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general description (Farhangi 2010) and various case studies (Brunekreeft et al. 2015;
Cambini et al. 2016; Losch and Schneider 2016) as well as success stories (Crispim
et al. 2014). At the same time, there are very few publications focused on the man-
agerial aspects of smart grid projects (Cowan 2013) and most of these studies are
descriptive ones.

Nevertheless, there are studies devoted to a very important issue – the essence of
managerial implication of smart grids – their business models (Niesten and Alkemade
2016). However, the question of value delivery and capture remains out of the scope of
scholars, whereas there is a concrete evidence that lot of firms involved in the system
failed to generate revenues (Shomali and Pinkse 2016).

This calls for the identification of corresponding business models as well as
incentives and values that are important for the implementation of smart grids in energy
systems. A growing body of research is devoted to the dynamics and aspects of energy
systems transformation, while most of the literature is focused on exogenous pressures
and technological advancements as stimuli for change. The aim of the paper is to
provide a schematic business model for smart grid, basing on the case of the Auton-
omous Energy Complex being implemented in Russia (smart grid analogue), with the
specific attention being paid to the mechanisms of value co-creation, delivery and its
capture for different actors involved.

2 Concept of the Autonomous Energy Complex

In accordance with the “Concept of development of the electric power market on the
basis of new technologies” (EnergyNet Working Group 2017), which was created for
the execution of the “Internet of Energy” paradigm in Russia, the necessity for new
opportunities for the development of Russian power markets is determined by two
major factors. First, the development of new power and information technologies
(industry cannot neglect the innovative path). Second, the stagnation of the Russian
power industry (ageing assets and scarceness of resources), which determines the
necessity to increase its efficiency (including the implementation of various “smart”
technologies and methods).

To fully understand the basics of AEC, it must be noted that the Concept considers
the electric power market as an “organized system for the relationships between actors
for purchasing, selling and exchanging of energy as well as any other goods and
services, relevant for the fulfillment of demand for electric energy”. This definition
determines the market much wider and “foresees the competitiveness for various
technologies of power supply together with the ability for implementing an open
platform for new market entrants”. That is, the market is considered as an innovative
ecosystem1 with its own actors and their interrelationships. The Concept is aimed at
creating an opportunity for a new actor to participate in the market (which would be
universal both from technical function within the system and its market role. It will

1 This paper operates the term “innovative ecosystem” proposed in Gawer, A., 2009. Platforms,
Markets and Innovation. Edward Elgar Publishing Limited. 396 p.
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incorporate the ability to produce, consume, store and distribute energy, manage its
production schedule and load, provide other services within the system, etc.). This
actor is called an “Autonomous Energy Complex”.

As we can see from the provided description, AEC is considered as a micro-smart
grid, which can both function autonomously from the United Power Grid of Russia or
collaborate with it via a Smart Connection, which determines the set of standard
technical and legal conditions. The latter opportunity is crucial for AEC, as the benefits
of smart grids are fully utilized only in the case of coordination of decentralized users
and the global network (Friedrichsen 2015). The implementation of AEC will create a
major change in the list of stakeholders of the power system (EnergyNet Working
Group 2017) as shown in Table 1.

AEC diminishes the distribution of roles within the system via establishing a
concept of a universal member of the system, which can combine all 3 roles (gener-
ation, distribution and consumption). Thus, AEC is aimed at large commercial con-
sumers, i.e. industrial plants, that hold generation equipment (in order to assure an
emergency back-up) and own electricity grids (in order to distribute electricity for
internal use). Such consumers may provide local households with power either by
selling them internal generation surplus or through providing grid connection and
selling surplus power energy from the United Power Grid of Russia. AEC is supposed
to allow such consumers to sell power energy surplus not only to local households, but
also to other consumers as well as liberate them from payments to the System Operator
and Financial Payments Operator (as they have their own competence to control the
grid and settle accounts).

At the same time, the System Operator remains as a part of the energy system.
Being a government institution, it balances the discrimination concerns and coordi-
nation needs, while AEC’s independence implies efficiency gains from coordination of
investments. The financial payments operator is replaced by an electronic trading
system (created upon the specific requirements of a particular AEC). The data gener-
ated by the smart devices within the system (meters, storage, etc.) is collected by a
digital data operator, which aggregates and processes it for the purpose of the whole
network via various Big-data solutions (for forecast purposes). The absence of the state

Table 1. Comparison of basic actors’ list within traditional power system and AEC

Traditional power system AEC

Generation – Distribution –

Consumers
Members

System Operator Independent AEC Operator
Regulators (Ministry of Energy,
Antitrust Committee, etc.)

–

Financial Payments Operator Service Providers: Trading System; Infrastructure
Developers; Digital Data Operators; Energy-
Management Service Providers; …

The list includes traditional actors of the Russian United Power Grid
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support for creating and supporting infrastructure is compensated by developers who,
being independent actors, are able to provide efficient solutions on a competitive basis
(initial costs may be depreciated during the life cycle of the assets). The AEC model
also creates numerous opportunities for establishing complementary services like fiscal
metering or smart data processing.

The actions within the United Power Grid are controlled by the Ministry of Energy
and the Antitrust Committee, while AEC functions on purely market conditions. AEC
is considered being a united power facility and a single subject of legal relations which
is fully responsible for any actions executed via the Smart Connection. Membership in
the AEC is purely voluntary and participation conditions are fixed in contracts and
constitutional documents (in case if several legal entities merge and make up a single
one in any form of legal ownership). Any business activities and contracts (concerning
energy supply and related services) executed within the AEC aren’t subject to addi-
tional regulation apart from that declared by the norms of Civil Law (general
requirements regarding electrotechnical and ecological safety). A member that breaks
the contract and leaves AEC has to connect to the United Power Grid over again,
because AEC has the right to stop energy delivery. AEC is able to participate both in
the wholesale and retail electricity markets without any additional obligations con-
cerning internal technical characteristics (devices and equipment), while it has to
conform to the technical and market rules of interaction with the United Power Grid. At
the same time, there are limitations regarding the range of objects that could be
included in the AEC, in example, regulated electrical grids or power generation
facilities that pertain to the United Power Grid and couldn’t be excluded due to their
societal importance. The conditions of electricity and electric power supply, reliability
and quality parameters as well as terms of payment have to be determined by con-
tractual relations and technical settings of the Smart Connection (through the “smart
contract” technique).

Thus, the AEC has a reasonable amount of freedom when it comes to entering the
electricity market and establishing relationships with its members and consumers,
however, AEC is also fully liable for contractual agreements (including technical
aspects). Internal balancing of peak demands (within the AEC) with a regulated Smart
Connection and clear lines of accountability and responsibility of all the parties has a
significant potential to improve the quality of the market. It also leads to increasing
reliability of energy supply and electricity quality both for individual participants and
the whole energy system.

Evidently, the AEC model favors the promotion of both business (open and
competitive market) and societal (safe and reliable energy supply) goals. This fact
unleashes the full potential of smart grid, when members act not to fulfill the estab-
lished requirements of the government – which is not effective in the end (Boer et al.
2014), but rather act basing on the criteria of maximizing value.

Given that the list of stakeholders is changing, a new business model that would be
able to outline major value streams (co-creation, delivery and capture) is required. The
next section of the paper will provide a conceptualized business model for an auton-
omous energy complex, which will take into account its major differences from the
existing power systems.
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3 AEC’s Business Model

The methodology of the research is presented by a holistic case study based on a review
of academic literature and a set of interviews with experts from the Russian power
industry. The Agency for Strategic Initiatives (ASI) and Ministry of Energy initiated a
special industrial strategic session on the development of smart grid in Russia that was
held in May 18–20, 2017. Field data was gathered during this event. This strategic
session involved participants from all the major institutes of the industry: federal
executive authorities, private sector, academia, etc. The main goal of the session was to
understand the perspectives of the power sector for the nearest 10–20 years. The
session included a number of profile tracks of discussion (within working groups):
management systems, energy-market, energy-science, start-ups, cooperation, etc.
During the session of the Energy Market Working Group AEC was considered as a
possible prototype for the energy market in general. The question of the future for AEC
and its business model in particular was raised.

There were three sequential sessions during which we were able to interview 28
experts from this working group. The Delphi Method and brainstorming technique
were implemented in order to generate ideas, develop creative solutions and come to
mutual agreement. During the first session general questions were raised, including the
specificity of the Russian power energy sector, its current state and possibility of
adapting the European experience. The second and third session were focused of the
formulation and validation of key requirements for the proper AEC functioning. The
results of the three sessions allowed us to create a conceptualized business model for
AEC (Table 2). Smart grids’ business models are usually studied via the framework of
Teece as in some research papers (Niesten and Alkemade 2016; Shomali and Pinkse
2016). This framework distinguishes 3 components: Value Creation, Value Delivery
and Value Capture (Teece 2010) and we applied it to the case of AEC.

AEC creates a number of value streams for all the basic actors of the system.
Members get an opportunity to choose their role within the system (pure consumer or
mixed type), achieve higher level of availability of electricity (transparency of the
system delivers higher level of sustainability) as well as a much more observable
system and ability to predict own consumption or/and generation. Moreover, the
system is able to provide various additional services, which increase the overall value
created within the AEC. AEC operator, in line with its goals, receives higher level of
observability and predictability of the whole system, which gives an opportunity to
create a more efficient (flat) load curve. Service providers get an ability to fulfill their
major goal – they receive a platform where they can provide specific services for all of
the actors in the system. All the relationships are governed and processed via specific
ICT system/platform, which creates an opportunity for balancing the interests of var-
ious actors of the system. Trading and additional services are executed within this
system as well.

At the same time, the system requires a number of specific resources and capa-
bilities vital for successful participation. Members should have necessary skills for
acting in the market (trading skills, understanding or basic market mechanisms within
AEC) and corresponding equipment (smart meters, specific software). Operator of AEC
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should have the trading system itself (it does not matter, whether this activity is
performed within the AEC or outsourced) and corresponding skills as well. Service
providers must be able to survive the competition (they should have valuable knowl-
edge and know-how). The value network composition is presented by relationships of
basic members, trading system and services.

Members get an ability to capture value through payments for generation (in case if
they sell their surplus to the system2) and/or they can save certain amount of money
through the control on their own consumption (for example, by shifting it to off-peak
periods). AEC operator is able to receive profit from trades (as a fixed percent-based fee
– by analogy with banks, who charges a certain amount for all the transactions held
within the system) and payments from those members of the system, who are ready to

Table 2. AEC’s business model

Members AEC operator Service providers

Value
creation

Value
proposition

Choice of role;
Availability;
Observability and
predictability;
Additional
Services

System’
observability and
predictability

New market (new
revenue streams)

Customer
relationship

Customized
solution via ICT
platform

Trading system
(ICT based)

Customized
solutions via ICT
platform

Value
delivery

Resources
&
capabilities

Skills for acting
in the market;
Specialized
equipment

Trading system;
Specific skills

Specific
knowledge, know-
how

Value
network
composition

Market
relationships

Trading system Services

Value
capture

Revenue
streams

Payments for
generation;
Savings from
controlled
consumption

Profit from trades;
Payments for
providing data

Payments for
services

Cost
structure

CAPEX (smart
equipment);
OPEX
(equipment
maintenance)

CAPEX (hardware
and software for the
system); OPEX
(system support and
maintenance)

CAPEX
(equipment and
R&D, necessary
for providing
service); OPEX
(support and
maintenance)

The table does not include the regulator due to the nature of the AEC concept, which was
explained in the paragraph 2 of the paper

2 Activity, performed by so-called “active consumers”/“prosumers”.
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buy aggregated3 data accumulated within the system (for example, for future propo-
sition of various optimization mechanisms and/or software). The main revenue stream
for service providers is the payment for these services.

At the same time, such flexible and market-like system requires certain investments
(some of which are upfront and some even stranded). Members have to invest in
equipment and incur expenses for its future maintenance. AEC operator should invest
(upfront) in the equipment and software necessary for establishing the trading system
and maintain its stability and reliability in the future. Cost structure for service pro-
viders is determined purely by the service they provide and may vary from high
CAPEX/low OPEX to the vice versa situation, basing on the existing economies of
scale of a particular service.

In terms of risks and value for the whole energy system the proposed AEC business
model allows for additional value creation through the introduction of market mech-
anisms, while risks are mitigated due to the implementation of smart grid technologies
and the employment of “smart contracts”.

4 Conclusions

To the authors’ best knowledge, this is the first time such a concept is being discussed
regarding the Russian energy sector. As a conclusion, we would like to outline some
limitations and suggest directions for future research. As far as our findings are
explorative in nature and mainly describe the situation in the energy sector of Russia,
their transferability to other countries’ situations is limited. Therefore, future research
has to be devoted to conducting additional case studies and cross-country comparisons
– it is worth investigating to how similar concepts are executed in various countries in
terms of the main components of the business model. The most interesting would be to
determine whether there is any difference in value co-creation, delivery and capture.
And if there is, then what it is due to – specificity of the power industry of a particular
country or other factors.

Changes in generation, transmission and distribution as well as consumption of
power energy are driven by the global transition towards more sustainable and efficient
energy systems. However, additional costs related to developing smart infrastructures
may weaken incentives for the implementation of micro grids like AEC. An important
issue concerning the adoption of new business models and practices is related to the
resistance from incumbent market actors, especially network operators, financial
intermediaries, generation companies and T&D utilities, as their sales depend heavily
on the existing integrated energy system and large fuel producers. Network operators
will lose some of their authority, while financial intermediaries will be excluded from
the whole process as well as retailers.

In addition, the influence of institutional changes (i.e. higher demand for EV’s,
renewables penetration or high-capacity energy storage systems development) has to be

3 No specific and precise data should be sold, because it may arise the question of securing (and even
freedom).
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taken into account. Thus, national level regulatory frameworks and energy policies
concerning public energy infrastructures are crucial for the process of modernization of
the sector and establishing incentives for all stakeholders. At the same time, new
market driven business goals have to be balanced with societal goals, so that to
guarantee affordable and secure energy supply. The possibility of such balancing was
shown on the example of AEC which provides incentives for businesses (there is an
open and competitive market) as well as for end-users (by ensuring a safe and reliable
energy supply) and contributes to mitigating risks and increasing value of the whole
energy system.

The proposed conceptualized business model of smart grid by the example of the
Autonomous Energy Complex in Russian power industry supports the thesis about the
necessity of establishing clear methods for value co-creation, delivery and capture in
order to provide a concrete evidence for participants that they will benefit from the
membership. These methods are different for all the actors and should be balanced in
order to achieve certain technical and economical synergies and maintain stability of
the whole system. Additional analysis is required in order to establish those synergies.
Business model provided in Table 2 is an attempt of such balancing, as all the com-
ponents are carefully tailored in order not to damage anyone of the participants (neither
at the initial stage, nor in the future). The research and its results may be used for
developing the roadmap of innovative development of Russian power industry.
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Abstract. Digitalization is a trend that is changing society and that will also
have significant effects on the asset management and manufacturing industry.
Simultaneously with the digitalization trend, formerly product-centric compa-
nies have been increasingly adopting service components in their products and
basing their competitive strategies on services. The purpose of this study is to
increase the understanding of how manufacturing companies see the effects of
digitalization in their business, and how digitalization might affect their product
and service provision including asset related services. The paper utilises
explorative case study approach. The research data was collected by semi-
structured interviews with experts representing different roles in manufacturing
ecosystems. The paper builds a classification for digitalization-enabled PSS for
manufacturing industry.

1 Introduction

Digitalization is one of the major global trends that is expected to transform the
manufacturing industry by enhancing the collection and analysis of information in a
crucial way. One of the commonly used definitions of digitalization is using “digital
technologies to change a business model and provide new revenue and value-producing
opportunities” (Gartner 2016). The digitalization process has been on-going in the
manufacturing industry for decades, for instance in forms of condition-based mainte-
nance and remote control. However, the recent developments in technology and the
reduced cost of sensors and IT systems enable a more advanced form of digitalization
called the Internet of Things (IoT). According to Gubbi et al. (2013) IoT can be defined
as interconnection of sensing and actuating devices providing the ability to share
information across platforms through a unified frame-work, developing a common
operating picture for enabling innovative applications. This requires seamless large-
scale sensing, data analytics and information representation using cutting edge ubiq-
uitous sensing and cloud computing.

Simultaneously with the digitalization trend, formerly product-centric companies
have been increasingly adopting service components in their products and basing their
competitive strategies on services (Lerch and Gotsch 2015; Baines and Lightfoot
2013). The service research has moved from dyadic supplier customer relationships to
service ecosystems and value co-creation through service platforms (Lusch and
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Nambisan 2015). This development has been commonly known as servitization, or
expanding the offering to product-service systems (PSS). PSS can be defined as “a
marketable set of products and services capable of jointly fulfilling a user’s needs”
(Goedkoop et al. 1999).

Recently de Senzi Zancul et al. (2016) have studied the application of IoT tech-
nologies in PSS. They argue that one major opportunity for IoT adoption is the con-
tinuing trend towards servitization. Digitalization offers possibilities to extend service
offering by enabling the service provider to monitor and to gather data from its products
during the usage phase. Rymazewska et al. (2017) present case studies and a frame-
work for developing digitalization-enabled PSS. They conclude that IoT-based solu-
tions can play a significant role in the development of the PSS of the future. IoT-based
servitization strategy enable companies to create value propositions based on reliable
data on product usage and performance.

Companies are at varying levels of development in relation to implementing the
digitalization-enabled PSSs. The level of adapting digital solutions is dependent, for
instance, on the size, industrial sector, and location of the company. Advanced PSSs
can be classified into four levels, based on their capabilities: monitoring, control,
optimisation, and autonomy (Porter and Heppelmann 2014). Tukker (2004) divides
PSS into product-oriented, use-oriented, and result-oriented services where product-
oriented services represent a low level and result-oriented a high level of servitization.

The goal of this study is to increase the understanding of how manufacturing
companies see the role of digitalization and PSS in their present business. In this paper,
we first introduce the methodology of the study, and then present the details about the
studied companies and the results of the case studies. Finally, we present conclusions
that can be drawn from the results.

2 Research Design

The methodological approach utilised in this study is qualitative case study research
(e.g. Yin 2003). The nature of the study is exploratory and its goal is to generate theory
from case study evidence (e.g. Eisenhardt 1989). Selective (or purposeful) sampling
was used to choose the case companies for the research (Morse 1991; Coyne 1997).
A typical manufacturing value network includes actors such as the lead producer and its
suppliers and customers (e.g. Miltenburg 2005). For this study, we focus on lead
producers who provide the PSS and their subcontractors and IT infrastructure providers
who are the crucial suppliers in the value network. The case firms were selected based
on their reputation as advanced actors in digitalization. The selection was made in an
expert group that conducted a study on status of industrial internet in Finland (Ailisto
et al. 2015).

Representatives from ten companies operating in the Finnish manufacturing
industry were interviewed on their views and insights regarding the effects of the
digitalization on their industrial branch and their company’s competitive position Five
of the companies were manufacturing companies providing solutions with emphasis on
systems and services. Two companies were IT infrastructure and service providers and
two companies were subcontractors for manufacturing industry. One interviewee was
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from a development agency that supports regional companies. The interviewees were
responsible for new digital services or product development in their companies or
organisations. Semi-structured interviews were conducted either face to face, by phone,
or using IP-based communication software. The interviewees were asked to express
their views on the industrial internet, digitalization, and the related product-service
systems, both in their own company and in the relevant industrial sector. The inter-
viewees were responsible for new digital services or product development in their
companies or organisations. Semi-structured interviews were conducted either face to
face, by phone, or using IP-based communication software. The interviewees were
asked to express their views on the industrial internet, digitalization, and the related
product-service systems, both in their own company and in the relevant industrial
sector.

The authors analysed the results as a team, thus increasing the creative potential of
the study and the confidence in findings (Eisenhardt 1989). Detailed write-ups were
made for each case. The interview data was coded. The cases and actors were analysed
individually to identify similarities within them. Additionally, the patterns across actor
groups were analysed.

3 How Is the Manufacturing Industry Affected
by Digitalization?

Lead producers consider that digitalization enables better integration of companies and
business networks, which has great potential for increasing the productivity of the
manufacturing industry. Overall, companies in the manufacturing industry are fol-
lowing the development and developing digital applications at varying levels; some
companies are integrating sensors into their products and manufacturing plants,
whereas others are already exploring the opportunities of big data and other forms of
advanced analytics. There are some frontrunners regarding the intelligent products, but
also a lot of those who have neither noticed nor reacted to the trend. Large companies
are more advanced than SMEs in applying digital technologies. Some bigger manu-
facturing companies are not yet very advanced in digital services, because their
machine fleet is so versatile; newer products are technologically advanced but a large
part of their revenue comes from previous product generations. Most companies are
still uncertain about what kind of impact digitalization will have on their business.

The dominance of hardware is diminishing as the new business environment
emphasises services and software. Frontrunner lead producers aim for new ecosystems
and business related to the intelligent products through partnerships. Information
produced by other actors in the business ecosystem, and also by third parties, is
utilised. This forms the basis for more transparent as-a-service business models, which
are expected to be more popular in the near future. Advanced companies consider the
digitalization of existing services that could be offered to new customer segments.
Many lead producer companies already have a strong tradition in utilising digital
applications. Currently, the digitalization affects mostly assets and asset-related ser-
vices, and the main applications concentrate on how to get better predictions from the
data, how to automate analytics, and how to increase the productivity of maintenance
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activities. More advanced companies develop innovation platforms and application
programming interfaces (APIs), organise innovation contests, and discuss with start-
ups and SMEs to provide novel content for their platform and third-party services. Lead
producers develop and offer autonomous and intelligent machines, fleet-level solutions
(optimising and prioritisation), and PSSs. Some advanced companies have a standard
portfolio of advanced digital services in place. However, digital applications currently
represent only a small part of the whole offering of the companies.

IT infrastructure provider companies see digitalization as a big opportunity that is
affecting all the industrial sectors. Intelligent products are a natural growth area for their
current competencies, as cloud services and servers are central in solution delivery. ICT
solutions will be increasingly cloud based, and electronic commerce is going to change
radically. IT infrastructure providers see two perspectives of the digitalization:
(1) having lots of data in their own networks offers business opportunities through
analysis, and (2) network management and remote control services can be offered to
customers. Internally, the intelligent products have a major role; there is a large amount
of data in the companies’ networks that can be analysed. The goal of the analysis is to
improve their processes and prioritise investments better. Digital services have been
utilised already for a long time in network management. For instance, the management
of customers’ networks, remote control, and network development are digital services
that are already offered. Companies can sell their digitalization competencies and strive
for pilot cases to test potential new services, which also include joint offerings with
third-party companies.

Subcontractors that deliver mainly components and individual subsystems to
system providers find that digitalization is not yet actualised at subcontractor level.
Subcontractors think that lead producers are the main utilisers of intelligent products,
and see the applications as an increased number of wireless sensors. The interviewed
companies do not have digital applications, apart from sensors in the manufacturing
process, in use, but they offer products in which it could be utilised in the form of
condition monitoring. Additionally, there are product development projects in place
that also concern the supporting IT solutions. The interviewed subcontractors raised up
the use of solutions that do not require as much initial investment and that are “good
enough” for their use, such as social media, cloud services, and microblogs. These
internet-based solutions are in use to spread information and hold discussions with the
lead producer’s development department.

4 Classification of Digitalisation-Enabled PSS
in Manufacturing Industry

Based on the interviews and classifications of Porter and Heppelmann (2014) and
Tukker (2004), we classify digitalization-enabled PSSs into four categories, reflecting
the complexity and potential benefits of a service delivery:

1. digital services related to products and manufacturing processes,
2. optimising the performance of a fleet of machines, components, and manufacturing

equipment,
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3. advanced asset management and productivity services, and
4. integrated business ecosystems.

The first category deals with single product-related services and aims to increase
the effectiveness of maintenance and other product-related services through operation
and business-related data. From the manufacturing perspective, the goal of these ser-
vices is to improve the reliability and quality of the product or the manufacturing
process. In the second category, the focus is on the fleet of products, services, and
manufacturing equipment. These solutions aim to improve the reliability, resource
efficiency, quality, and performance of PSS delivery and manufacturing equipment,
through analysis of a large amount of data and understanding the best practices in the
industry.

Advanced asset management and productivity services (third category) consider
intelligent, resilient, and self-adapting manufacturing equipment and the PSS. Digital
services are integrated into customers’ systems, optimising the performance and life-
cycle costs of the PSS. For instance, remote monitoring of products, and information on
asset location, condition, and use, are necessary on this level. From the manufacturing
perspective, the third category contains automated decision-making, based on predic-
tive and condition-based maintenance. The integrated business eco-system level (fourth
category) includes all the features on the previous levels on an ecosystem level. It
focuses on creating the service experience together with an extended business
ecosystem consisting of customers, subcontractors, service providers, consumers, and
so on. In this category, the manufacturing ecosystems are transparent and enable the
different actors in the network to plan their functions optimally. It includes the choice
of a manufacturing method that is optimal for the PSS.

5 Discussion and Conclusions

In this paper, we presented views of different actors in the manufacturing eco-system,
lead producers, IT infrastructure companies and subcontractors, on digitalization.
Additionally, we presented a framework of different levels of a digitalization-enabled
PSS. The study increased the understanding of how Finnish manufacturing companies
see the role of digitalization and digital services and how different actors in the
manufacturing industry position themselves in the framework. Manufacturing industry
companies have been adopting, or have considered adopting, digital services as a part
of their offering, or to enhance their manufacturing processes. Based on the interview
results, lead producers are the most advanced in providing a digital PSS to their
customers.

Solution and IT infrastructure providers, in particular, see that digitalization brings
new types of PSS and business models. The importance of service components
increases and the nature of service delivery may change, especially in maintenance.
These changes require new information management and information systems-related
competencies in companies. With the increased data intensity of the PSS, questions
about the ownership, availability, and security of data become more important.
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In our study, the subcontractors (all SME companies) expected that the lead pro-
ducers would drive the change. On the other hand, lead producers were anticipating
new entrants to the market and changing roles in the supply chain. IT providers
expecting changes in the logistics chains and major changes in the industry. This
suggests that manufacturing ecosystems are in transformation. We still lack under-
standing on the transformation towards digitalization enabled PSS. Especially, how to
involve SMEs to the change and new value sharing models.

The importance of IT and service components increases when moving towards
more advanced PSSs (see Fig. 1). The increased importance of IT is a potential source
of disruption for the manufacturing industry. It is uncertain which actors in the business
ecosystem will take control of the increased value in IT, and which will be reduced to a
lesser role. IT infrastructure providers or platform providers may take over the man-
agement of platforms and take a major share of the value of manufacturing. However, it
is also possible that their role will be reduced to providing connectivity between the
actors in the network. Similarly, solution providers may control the whole ecosystem or
may be “just” hardware product providers. Additionally, subcontractors may take a
larger role in the supply chain, and may start to compete with solution providers, retain
a similar position as currently, or be forced out of the market.

The most advanced solution providers are already active or have plans to be
involved in providing PSSs to their customers. All the actors in the manufacturing
industry have been adopting or have considered adopting digital services as a part of
their offering, or to enhance their manufacturing processes, but there are significant
differences in the level of digitalization between actors. Subcontractors are adopting
digital services in their service portfolio more slowly than solution providers or IT
infrastructure providers. All the actor groups see a transition towards deeper partner-
ships and ecosystems in the future. This is enabled by connecting all the machines to
the internet, if there is a benefit seen in the connection. The connection of machines and
applications is enabled by platforms, which are of rapidly growing importance (e.g.,

Fig. 1. Advanced forms of the PSS increase the importance and value of IT and service
components
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Porter and Heppelmann 2014; Yoo et al. 2012). Solution providers seem to be the most
likely leaders in developing both advanced asset management and productivity ser-
vices, and integrated business ecosystems. However, the other actors, or the functions
they provide, are also needed in the complex integrated business ecosystems of the
future.

Companies provide a PSS to their customers based on the data created in their
business ecosystem. Advanced manufacturing companies already offer knowledge as a
service component, as a part of their PSS. In the future, an increasing number of
companies may move from providing data or information as a service, to providing
comprehensive knowledge-based services as a part of their PSS.

The research explores the state of digitalization in the manufacturing sector. As
such it contributes to the scare body of literature that deals with digitalization enabled
PSS. Our research also raises up some important topics like data ownership and
changing service delivery beyond traditional PSS. These findings should also be
reflected in the future PSS research. This paper gives managers guidelines on how to
develop a more advanced digitalization-enabled PSS in their companies. Additionally,
it enables the comparison of their digitalization-enabled PSS to some of the more
advanced companies. The case study research has been criticized of its lack of rigor and
basis for generalization, and requirement of lots of resources and time to conduct (Yin
2003). The case studies presented in this paper rely on qualitative data, which can be
regarded as a limiting factor. In this study, the number of case companies and inter-
views in the three actor groups is limited which affects the generalisability of results.
The effects of the limited amount of case companies and interviews on reliability of
results are diminished by careful sampling of companies and interviewees.
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Abstract. To manage successfully a fleet of assets requires data collection from
a fleet that can be distributed globally and to several companies. Thus, data
collection is often conducted by multiple actors in business ecosystem, which
makes it difficult to get access to all the data concerning a fleet. There is a huge
potential to benefit from fleet data due to increasingly gathered data, Internet of
Things technologies, and data analysis tools. It is important to demonstrate the
value that can be achieved by systematically utilizing fleet data as a support of
fleet-level decision making. In this paper, a conceptual model is proposed to
illustrate the costs and benefits of fleet life-cycle data utilization in business
ecosystem. The model has been developed based on the prior literature and
research conducted in collaboration with industry. An example ecosystem is
proposed, formed by an equipment manufacturer, its customer company, and an
information service provider. The model demonstrates the costs and benefits for
each actor in the ecosystem and works as a managerial tool to develop the
collaboration, fleet data utilization, service development, and data-based value
creation in the ecosystem. The results deepen the scientific discussion about
value of information and emphasize the importance of measuring the benefits
that need to exceed the costs of data refining in order to create value from data.
Further research focuses on the actual modelling based on the structure pre-
sented in this paper.

1 Introduction

Data from industrial assets are increasingly gathered with advanced technologies, and
Internet of Things (IoT) applications and services are developed based on the data.
Technologies for data collection are developed but the focus is shifting to the utilization
of the data in decision-making. The massive amounts of data need to be refined and
utilized to create value rather than only be stored in data warehouses and systems. In
asset management, the technologies have enabled analyzing and predicting the state of
assets and managing large groups of assets, i.e. fleets. Assets of fleet can be similar
units, share features or certain purposes why they are considered and managed as a
fleet. The benefit of managing asset fleets is improving the management of assets so
that it enables to gain cost savings and maximize profit during the life cycle of an asset.
Cost savings and increased revenues can be related e.g. to improved maintenance
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planning (Feng et al. 2017), improved resource and capacity utilization (Archetti et al.
2017), increased asset availability (Gavranis and Kozanidis 2015), and learned best
practices (Galletti et al. 2010). However, the challenge in fleet-level analysis is that the
fleet data is often fragmented and none of the actors in ecosystem has access to the full
life-cycle data of assets. Often manufacturer has certain technical data of their products,
but the process and event data is stored in customer’s systems. In addition, other actors,
such as service providers, might be involved. Thus, the fleet-level consideration
requires the reviewing of eco-system, i.e. who has been involved in producing, storing
and refining the data. It is meaningful to look into the process in order to develop the
value creation from data.

Literature lacks models and frameworks that present how fleet data can be turned
into value in business ecosystem. To develop data utilization and to create value for
business, research is needed to increase the understanding how the costs and benefits of
data utilization are realized and how value is created. In fleet data utilization, the key is
to understand how the actors of ecosystem around a fleet are involved in data refining
process and what are the costs and benefits for each actor. To respond this need, this
paper aims to clarify the generation of costs and benefits in the eco-system around a
fleet. The research question is: How can the costs and benefits of utilizing fleet data in
decision-making be categorized for each actor in ecosystem?

The research question is answered by developing a model that illustrates the
generation of costs and benefits of fleet data in the ecosystem around a fleet. This paper
presents the structure of the model and works as a basis for further research in which
the analytical modelling and testing is conducted. The model is developed based on the
prior research and research work done in research program dealing with the topic of the
service solutions for fleet management (DIMECC S4Fleet). The themes have been
studied in close collaboration with companies involved in the program. Different types
of working methods, such as seminars and workshops, have been used and empirical
materials, such as interviews and secondary data (e.g. discussions, company bro-
chures), have had an effect on the research process. Theoretical background for the
model is discussed in Sect. 2 in which the essential literature is reviewed and theo-
retical frame is presented. Section 3 presents the structure of the model and Sect. 4
concludes results and proposes ideas for further research.

2 Theoretical Frame of Benefits and Costs in Fleet-Level
Decision-Making

The benefits of fleet management are recognized in literature and the basic idea is to
improve the management of assets so that cost savings and maximized profits can be
achieved during the life cycle of an asset. Fleets are widely discussed in marine,
military, logistics, and aviation industries, where fleets consist of ships, aircrafts,
trucks, or other vehicles (Archetti et al. 2017; Feng et al. 2017; Tran and Haasis 2015).
Machineries and equipment are also considered as fleets in asset management and
maintenance contexts (Al-Dahidi et al. 2016). Fleet management and decisions con-
cerning fleets are often related to optimization problems, including capacity and routing
problems, but also to proactive and real-time decisions e.g. in maintenance planning
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and performance monitoring, as well as to strategic decisions, including e.g. investment
management (Al-Dahidi et al. 2016; Archetti et al. 2017; Feng et al. 2017; Richardson
et al. 2013; Tran and Haasis 2015). Fleet management and decisions at fleet level
pursue the economies of scale, minimizing unit costs, and maximizing profits during
the lifetime of assets (Tran and Haasis 2015; Archetti et al. 2017). Savings can be e.g.
savings in maintenance operations, spare parts, quality costs, and decreased downtime
(Al-Dahidi et al. 2016; Feng et al. 2017; Gavranis and Kozanidis 2015; Yongquan et al.
2016). Other benefits can be e.g. increased revenues in the form of new service sales
and new product development (Kortelainen et al. 2016). The connection between fleet-
level decision-making, supportive analyses and models, achievable benefits and gen-
erated costs is described in Fig. 1. Literature has presented pieces of this puzzle (see
e.g. Al-Dahidi et al. 2016; Berghout and Tan 2013; Feng et al. 2017; Gavranis and
Kozanidis 2015; Miragliotta et al. 2009; Richardson et al. 2013) but the pieces have not
been previously put together, as is presented in Fig. 1.

Although the benefits of fleet level analysis are seen, the comprehensive under-
standing of the value of fleet information is limited. Value of information is challenging
to determine which can be seen as relatively slight attempts to evaluate the value of
data or information. Instead, discussion focus on describing single applications and
models to solve certain decision-making needs (see e.g. Archetti et al. 2017). However,
there is literature that describe the principles to the value of information in general
(Evans and Price 2012; Moody and Walsh 2002). For example, it can be said that the
value of information increases with accuracy and use and it is valuable only when
utilized in decision-making (Moody and Walsh 2002). When discussing the value of
fleet data we need to bring other aspects to discussion, such the roles of actors in
ecosystem, due to the nature of fragmented fleet data (Kinnunen et al. 2017). The
challenge is that the value is often contextual (Evans and Price 2012) and the value of
fleet data vary depending from which perspective it is evaluated. In the case of fleet
information, data is generated, processed and utilized by multiple actors in ecosystem
around a fleet. Who should actually benefit from the data and to whom the value should
be maximized? Should the asset owner get the most value from information concerning
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the fleet (Archetti et al. 2017) or equipment provider who delivers the assets, and can
e.g. utilize the data in product development to gain value in a form of improved
products and increased new product or service sales (Kortelainen et al. 2016)? And
what is the role of information service provider, who refines the fleet data into analyses
and models, in this value formation?

When considering the value of information the costs of data processing need to be
considered (see Fig. 1). Costs are generated through the whole process from data
collection to storage, maintenance, and utilization of information (Miragliotta et al.
2009; Moody and Walsh 2002). Costs of data utilization can include costs of initial
(e.g. hardware), running (e.g. software licenses and maintenance), and other organi-
zational (e.g. personnel working and training) costs (Berghout and Tan 2013). In the
case of fleet information it is essential acknowledge that the costs and benefits are
realized to multiple actors in ecosystem depending on which phases and to which
extend they participate in data refining process (Kinnunen et al. 2017). However, the
ecosystems around fleets are distinctive and the roles in fleet data refining process may
differ depending the case, and thus the roles need to be defined and modelled in each
case separately.

3 Model to Illustrate the Value of Fleet Information
in Ecosystem

The conceptual model presented in this section is developed based on prior literature
and supported by empirical observations in the research program. Previously presented
model (Kinnunen et al. 2016) discusses the value of fleet information and it is extended
to ecosystem level in this paper. The model illustrates the value formation of fleet data
for the actors of ecosystem. We have developed the model for an example ecosystem
consisting of an equipment provider, its customer company, and an information service
provider. The structure of the model is presented in Fig. 2 and the components of the
model are described in this section.

The ecosystem consisting of three actors represents a simplified example of the
fragmented fleet data refining process from data collection to the value for each actor.
Typically, the ecosystem includes an equipment provider who manufactures the assets
and owns e.g. product development data of the assets. Customer company usually owns
the assets and has the most extensive data from the operations phase of assets’ life
cycle. In addition, service providers are often involved in the fleet life-cycle data
generation by producing and mastering e.g. service history data. In this model, we have
an information service provider as the third actor. Information service provider pro-
vides e.g. the technical solution for fleet level analysis. As a presumption in the model,
the fleet is the same for each actor: the assets owned by the customer and provided by
the equipment provider. Equipment provider supports customer’s maintenance deci-
sions by providing fleet level analysis. Both, customer and equipment provider, utilizes
fleet life-cycle data also for their own decision-making, e.g. equipment provider can use
fleet data to support product development.

In Fig. 2, the value for each actor is illustrated as the components of costs and
benefits followed from data processing and data utilization in fleet decisions. In
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general, benefits for each actor are defined as cost savings, increased revenues or other
benefits, as was discussed in theoretical frame in Sect. 2. Benefits are monetary benefits
that can be achieved when better decisions are made because of fleet-level analyses.
Cost savings are gained if e.g. maintenance costs can be reduced with better decisions
compared to the situation where the fleet-level analyses are not available. Each actor of
ecosystem views the fleet data utilization from their own perspective and thus, the
benefits for each actor are different and reflect their decision making needs. In the
model, costs are monetary costs that are followed from data collection, data processing
and data utilization. In general, the costs include hardware, software and data
processing-related work costs, as was presented in theoretical frame in Sect. 2. Because
it is assumed that the actors of ecosystem are responsible for different phases of the data
refining process, e.g. equipment provider and customer gather fleet data and infor-
mation service provider is mainly responsible for data processing, different costs are
caused for each actor. Next, the benefits and costs from each actor’s perspective are
discussed.

First, from customer’s perspective the benefits are related to asset management
decisions and include, e.g. savings in maintenance and quality costs and other benefits.
Costs in maintenance can be reduced, i.e. cost savings can be achieved, when better
decisions can be made concerning the fleet of assets thanks to informative fleet anal-
yses. According to empirical findings, significant potential is related to savings in
decreased downtime from customer company’s point of view. In other words, customer
can reduce downtime by predicting the maintenance needs more effectively and gain
savings in quality costs. For customer the cost components of processing fleet data
include service costs for equipment provider, who is assumed to offer the fleet analysis
services, and working costs derived from the utilization of analyses and decision-
making. Costs can be non-recurring or recurring costs by nature.

Secondly, from equipment provider’s perspective the benefits of fleet analyses are
increased revenues that can be gained from increased product and service sales, and
other benefits, such as savings in reclamation costs and benefits in product develop-
ment. Costs from data processing for the equipment provider include (1) hardware
costs (e.g. sensors in assets), (2) software costs for information service provider for
providing the technical solution of fleet analysis, and (3) working costs including
development work used to develop the fleet analyses in collaboration with information
service provider, and utilization of analyses e.g. in own product development decisions.

Thirdly, the benefits for information service provider include revenues from service
sales for equipment provider, and other benefits, e.g. benefits for service development
in future. These other benefits can be evaluated for example as annual monetary
benefits. Costs for information service provider are mostly from the technical solution
development of fleet analyses, including hardware costs (e.g. data center), software
development and maintaining costs, and working costs of technical realization and
development.

Finally, the value of fleet information is considered as economic value for the
investment in fleet data refining process. In Fig. 2, time or interest suggest that the costs
and benefits of fleet data utilization are realized during certain period and when eval-
uating the value, the time value of money need to be considered. The value for each
actor can be viewed e.g. as the net present value of the discounted total benefits and
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total costs. The value can be evaluated for each actor separately but the value of fleet
information can be defined for the whole ecosystem. However, if we consider the value
of ecosystem as a whole, it is not obvious which value we should maximize. The model
can be adapted to other ecosystems but the fleet and the actors in the ecosystem need to
be defined. The roles in fleet data refining process may vary as well as the benefits and
costs for each actor.

4 Conclusions

The conceptual model was developed to demonstrate the value of fleet life-cycle data
for the actors in fleet ecosystem. The model works as a basis for further research that
focus on analytical modelling of the value of fleet life-cycle data in eco-system.
Understanding the value of fleet data is important for companies in order that they can
develop the fleet data utilization both inside company but also with the stakeholders in
their fleet ecosystem. The fleet data are usually fragmented between multiple actors and
actors in ecosystem need to develop the fleet life-cycle data management process to
generate the value. Because the data has the value only when used, it is important to
promote the utilization of data in decision making, instead of just storing the data in
data warehouses. The efforts to assess the value of information in literature are scarce
and thus more research is needed to evaluate and to model the value of information.

The developed model presents a simplified example of fleet ecosystem and the
value of fleet data for each actor in ecosystem. The model can work as a tool to
understand the relations of actors in fleet data refining process and how the ecosystem
can more efficiently create value from fleet data that is currently fragmented and the full
potential of data remains unused. If we consider the value of information in ecosystem
we need to remember that targets of actors may differ and the value that should be
maximized need to be considered case-specifically. Further research should focus on
examining the value of data for business in ecosystems, which can be done e.g. by
modelling the logic of valuation and by testing and simulating case ecosystems with
real or illustrative data.
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Abstract. Remote monitoring services are required to meet the very high
demands on availability and efficiency of industrial systems. The fast evolution
of technologies associated with the deeper penetration of Internet of Things in
industry creates considerable challenges for such services. These are related to
the whole data lifecycle, encompassing data acquisition, real-time data pro-
cessing, transmission, storage, analysis, and higher added value service provi-
sion to users, with adequate data management and governance needed to be in
place. The sheer complexity of such activities the need to ground such pro-
cessing on sound domain knowledge emphasises the need for context infor-
mation management. The aim of this paper is to survey and analyse recent
literature that addresses Internet of Things context information management,
mapping how context-aware computing addresses key challenges and supports
delivering appropriate monitoring solutions.

Keywords: Internet of Things � Context management � Remote monitoring
services

1 Introduction

In recent years, research into context management for Internet of Things (IoT) has
received increased attention in academia, aimed to address the increasing complexity
challenges of IoT-enabled data value chains (Perera et al. 2015). When considering IoT
usage in industrial environments, the term Industrial Internet of Things (IIoT), or
simply Industrial Internet, is often employed, and is being considered synonymous to
Industrie 4.0 (Jeschke et al. 2017). IoT brings together many functionalities such as
identification, sensing, communication, computation, services, and semantic informa-
tion management (Al-Fuqaha et al. 2015). Although it offers many benefits and solu-
tion enablers, substantial effort is required to manage and exploit the data generated by
things. Among the key instruments to tackle such complexity is the concept of context
information management. The term context in computing, originally employed in
computational linguistics and later adopted in web-based information management,
refers to establishing the background circumstances or specific situation regarding
specific data or computing service requests. Context-awareness is the ability of a
system to give appropriate information or services to consumers utilising context
information (Abowd et al. 1999).
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With the deeper penetration of IoT technologies in monitoring tasks, the need for
context information management increasingly manifests itself as a requirement for
industrial applications. Context gathering, modelling, reasoning and dissemination are
needed for the efficient handling of vast amounts of data, produced by numerous
devices, and their efficient integration in enterprise systems. This is further fueled by
the accelerating shift to service-based business models, wherein service level agree-
ments must be ascertained, supported by adequate monitoring systems.

This paper offers a survey and analysis of recent literature that addresses context
management in IoT. It maps how context-aware computing techniques have con-
tributed to delivering solutions and identifies key challenges that IoT-enabled moni-
toring services need to address. The rest of this paper is organised as follows: Sect. 2
provides a review of context-awareness, including a critical analysis of their strengths
and weaknesses. Section 3 deals with context information lifecycle management,
offering also a mapping view of context-awareness in IoT for remote monitoring
services. The analysis results in identifying some key challenges to be addressed by
further research in the field, as summarised in conclusion.

2 Context Awareness in IoT

Context-awareness has an increasingly significant role to play in deploying IoT solu-
tions in complex industrial environments. Many different definitions of context are
reported in the literature. Abowd et al. (1999) have argued that context is used to give
necessary information and services to the consumer, where relevance depends on the
consumer’s task. According to Dey et al. (2001), some definitions relied on examples
and therefore could not be utilised to identify a new context, proposing instead to
employ synonyms of context, such as environment and situation. Five W’s (Who,
What, Where, When, Why) were identified as the basic information that is required to
understand context (Abowd and Mynatt 2000). The management of large-scale sensing
was recognised as a prime target for context management, as such data need to be
gathered, modelled, analysed, fused, and interpreted (Raskino et al. 2005). The data
produced by sensors may not supply the useful information that could be utilised to
understand the whole situation. Consequently, additional knowledge and context-
relevant information may have to be fused with sensor data for successful context
identification. In order to address this, middleware solutions have been proposed,
addressing various aspects of IoT data management, such as context-awareness,
interoperability, device management, platform portability, as well as security and pri-
vacy (Perera et al. 2014). Several surveys have been conducted in this area (Bellavista
et al. 2012; Kjaer 2007; Molla and Ahamed 2006; Saeed and Waheed 2010). The
viewpoint of such surveys is mapped in chronological order from left to right in Fig. 1.

Surveyed worked shows that context management has largely dealt with the chal-
lenges of ubiquitous environments, as well as the data heterogeneity and services scal-
ability. It plays a central role in defining what data needs to be collected and how to be
processed, as well as in determining what information and services that require being
presented to the consumer. Context management issues increasingly progressed from
dealing with context acquisition and modelling to context reasoning and dissemination.
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Early context information management literature targeted mobile computing and web-
based information processing. IoT has expanded the range of applications with sub-
stantial needs for context management, and this was reflected in the focus of relevant
surveys. Nonetheless, while substantial research efforts have been devoted to context
lifecycle management in web-based, mobile, and ubiquitous computing, including IoT-
enabled computing, little attention has been given to translate these advances to tangible
progress in remote monitoring services. Various types of context have been identified by
researchers based on different perspectives (Henricksen 2003; Chong et al. 2007; Guan
et al. 2007; Rizou et al. 2010; Li et al. 2015; Valverde-Rebaza et al. 2018). Abowd et al.
(1999) distinguished context between primary and secondary, as well between con-
ceptual and operational. Operational context can be further classified as sensed, static,
profiled, and derived. Chen and Kotz (2000) distinguish between passive and active
context, depending on whether context is directly actionable or not, considering the way
it is used in applications. Liu et al. (2011) classify context into user, physical, and
networking. An overview of different context categorisation schemes in chronological
order is shown in Fig. 2.

Fig. 2. Different context categorisation schemes

Fig. 1. Summary of surveys on context awareness
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An outline of strengths and weaknesses of typical context classification approaches
are depicted in Fig. 3.

Based on the assessment of context classification, it is clear that existing context
classification schemes have weaknesses and it is particularly unclear to what extent
they meet needs for monitoring services. Therefore, in order to design an appropriate
framework to manage context for IoT-enabled monitoring services efficiently, further
analysis is needed. In order to do so, an outline of how the lifecycle of context
information can be managed is first introduced.

3 Monitoring Services Context Information Life Cycle

Context lifecycle refers to how data is gathered, modelled, processed, and how
knowledge is deduced from the obtained data (Sezer et al. 2018). The context lifecycle
management generally consists of four steps, namely context acquisition, modelling,
reasoning, and dissemination (Perera et al. 2014). However, a more detailed handling
and analysis of what these steps actually involve when considering monitoring services
are largely missing in the relevant literature. Figure 4 offers an illustration of the
different stages of context information management, placing them against the moni-
toring services functionality.

Context acquisition involves acquiring and bringing together data from physical
objects in different ways, based on sensor types, responsibility, acquisition process,
frequency, and source (Aguilar et al. 2018). From a remote monitoring perspective, it
would be of contextual relevance to understanding what type of measurement data need

Fig. 3. Comparison of context categorisation schemes adapted from Perera et al. (2014)
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to be collected (e.g. temperature, vibration, and pressure) by using IoT devices and
sensors, making also sure that these are indeed acquired. At context modelling level, is
further generally referred to as representation and formalization of the context, through
certain modelling approaches (Cabrera et al. 2017). Context modelling techniques have
been surveyed by (Chen and Kotz 2000; Strang and Linnhoff-Popien 2004), and
include Ontology-Based, Key-Value, Logic-Based, Markup Scheme, and Graphical
ones. From an IoT perspective, service management enables to work with heteroge-
neous objects, and it also concerns the operations to manage and orchestrate the ser-
vices exposed through it. From a remote monitoring perspective, information handling
is the process of converting digital data into real quantities of working conditions of
machines to produce meaningful information, while filtering out perceived outlier data.

Context Reasoning can be defined as a process that contributes significantly to the
collection of new knowledge based on the acquired contextually relevant data (Bikakis
et al. 2008). Typical context reasoning techniques include Rule-based approaches,
Supervised learning, Fuzzy logic, Unsupervised learning, and Ontology-based ones
(Bikakis et al. 2008; Perttunen et al. 2009). The importance of this layer of context
management lies the ability to provide high-quality intelligent services to meet end-user
needs. In remote monitoring ser-vices, this can enable not only fault detection,

Fig. 4. Context management lifecycle in IoT for remote monitoring services
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diagnostics, and prognostics, but also action recommendations consistent with the
inferred context of the analysed situation.

Context Dissemination. This is where actionable context is made available to other
applications and services, or users. Two methods are typically used for context dis-
tribution 1) Query: The user requests the context, such that the context management
system answers to that query. 2) Subscription also called publication (Perera et al.
2014). This constitutes the high-end of the IoT-generated data process chain and can
fuel added value services, such as visual or other types of analytics, as well as decision
support. From the end-user’s perspective, this stage is actually the most important, as
the initial data are now disseminated in enhanced form and are essentially converted to
visual information, insights and action recommendations.

4 Conclusion and Further Research

This paper’s aim was to outline and analyse key issues related to context management
for IoT – enabled remote monitoring services. This highlighted the need for handling
the whole context information management lifecycle, from context acquisition and
modelling, through reasoning, all the way to context dissemination and the relevance
that each such phase has to monitoring services. IoT has expanded the range of
applications and the scale of involved data, creating a clear need for context man-
agement, and this was reflected on the recent focus of relevant surveys. Such research is
contributing towards filling the gap in relevant literature, which focused on context
lifecycle management in web-based, mobile, and ubiquitous computing, including IoT-
enabled computing, while paying little attention to translating these advances to tan-
gible progress in remote monitoring services. Consequently, further research is required
to develop context-aware approaches and architectures to deliver more efficient IoT-
enabled monitoring services, including non-functional issues, such as IoT security,
which constitute a critical adoption barrier in current IIoT – enabled systems.
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Abstract. Climate change and the associated rise of the sea level is one of the
major concerns for urban deltas, which house about half the population of the
world. Part of the mitigation pack is decarbonizing the energy production, by
means of renewable energy sources. These are geographically distributed by
nature, putting a higher demand on the distribution grid. Because of regulatory
pressures, most network operators connect them by means of an incremental
strategy. However, decarbonizing the energy system requires electrification.
This means the capacity of the grid has to increase with a factor 10 in 30 years.
An incremental strategy is unlikely to result in such a growth, on the contrary is
more likely to waste resources. In this paper we demonstrate the waste of
resources by incremental strategies under strong growth scenarios with a case
study of wind turbines in the Netherlands. Visionary strategies can outperform
incremental strategies in these conditions by as much as 30%. We end the paper
with an appeal to all asset managers to develop visionary strategic plans to
support the coming energy transition.

1 Introduction

According to the IPCC (2014), the climate change will result in a sea level rise,
projected to be between 0,5 and 1 m by 2100. Furthermore, the risks from extreme
weather events tend to increase progressively with further warming. Both risks tend to
impact coastal areas and especially deltas, which house about half the population of the
world. The ability to deal with these impacts depends strongly on the wealth of nations,
and thus may have a very uneven distribution around the world. This is why it is argued
that 4 °C warmer world should be avoided (World Bank by the Potsdam Institute for
Climate Impact Research and Climate Analysis 2012).

A major element of this preventative strategy is decarbonizing the energy pro-
duction, by means of renewable sources like wind and sun. However, integrating these
into the existing energy system is not a triviality. The average annual production power
density of renewables is orders of magnitude below that of traditional power plants.
Wind farms reach about 2 megawatt (MW) per square kilometer of earth surface,
photovoltaic (PV) about 8 megawatt per square kilometer, compared to over 1 gigawatt
per square kilometer for a coal fired plant (based on load factors of 1000 h per year for
PV, 3000 h for wind and 8000 h for Coal) (MacKay 2008). Renewable energy is thus
distributed much more in the geographical sense than traditional power plants, putting a
higher demand on the distribution grid. But renewables are also distributed in terms of
decision making, as in principle each wind turbine (i.e. each MW) or PV plant (down to
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about 1 kW) can be a separate decision. This is in strong contrast with power plants
that come in hundreds to thousands of megawatt at the time. The capacity need for the
distribution grid is therefore highly unpredictable.

Many network operators struggle with these new demands. Distribution Network
Operations (DNO’s) tend to seek a solution in smart grids so that as much renewables
as possible can be allowed in the current grids (Jonathan Fox (SP Energy Networks)
2017). This is due to the regulatory regime in most European countries: DNO’s are
only funded for necessary investments, to be paid by consumers and not producers of
electricity. Necessity can only be proven by existing or planned loads, but due to
distributed decision making no long term plan exists for renewables. As a result,
network operators have to implement an incremental approach, building on what
already exists. However, given that decarbonizing the energy system essentially comes
down to electrification, the amount of electricity needs to grow with a factor of 10 in
the coming 30 years. This means doubling the capacity roughly every 7 years. An
incremental approach is unlikely to result in this growth, on the contrary it is much
more likely to waste resources following inefficient development paths.

In this paper, we will demonstrate this waste of resources by incremental strategies
under strong growth scenarios with a case study of wind turbines in the Netherlands.
We will end this paper with a call for more asset management in the energy infras-
tructure planning.

2 Case Introduction1

The situation of the case study is substation Zeewolde, located in the Flevopolder, a
part of the Netherlands claimed over the sea in the period between 1950 and 1968. The
area is several meters below sea level. The map below shows the Zeewolde area with
wind turbines, a power station and power lines marked on the map. The map is a screen
shot of the ENIPEDIA power plant database of the Delft University of Technology
(Fig. 1).

The land use is mostly agricultural, with a few population centers. The dotted line
on the top left is a 380 kiloVolt (kV) line, the dotted line on bottom right is a 150 kV
line. To indicate the scale of the map, the distance between those lines is 9,8 km. The
Zeewolde 150 kV substation is marked by the red circle. The red dots represent wind
turbines. Detailed information on the wind farms can be found in an online database
(The Windpower 2012). The table below lists the windfarms in this area (Table 1).

1 This case is an update from Wijnia (2013), accessible via http://www.assetresolutions.nl/userfiles/
Pubs/Delta_Conference_2013paper.pdf.
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Almere

9,8km

150/10kVstation Zeewolde
Harderwijk

Fig. 1. Map of the Flevoland area showing the locations of wind turbines (ENEPEDIA 2012)

Table 1. List of windfarms in the “Zeewolde Area 4” (The Windpower 2012). The voltage
guess is based upon the power. Up to 13 MW can be supplied by a single 10 kV at 800 mm2

cable.

ID Name Power
[kW]

Number of
turbines

Average power per
turbine [kW]

Voltage [kV]
(guess)

24 Bloesemlaan 18.150 20 908 20
58 Dodaarsweg 18.780 23 817 20
67 Eemmeerdijk 18.000 18 1.000 20
74 Eolienne 10.000 10 1.000 10
82 Futenweg 10.500 6 1.750 10
92 Gruttoweg 19.710 23 857 20
151 Lepelaarweg 11.400 12 950 10
187 Ooievaarsweg 15.280 16 955 20
204 Pijlstaartweg 36.000 24 1.500 20
207 RachelCarson 18.000 18 1.000 20
208 Reigerweg 12.570 16 786 10
221 Schollevaarweg 20.400 22 928 20
239 Sterappellaan 10.950 12 913 10
289 Wulpweg 14.600 17 859 20
295 Zeewolde 125.560 126 997 20

Total 359.900 363 991
Total 10 kV 55.420
Total 20 kV 304.480
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These wind turbines are connected to the Zeewolde substation. Apparently it was
easier to connect them to Zeewolde, even though there are other 150 kV stations in the
neighbourhood as shown in Table 2 and Fig. 2.

This list reasonably complies with the estimate based on the wind farms. That these
numbers match should not be surprising. The wind farm operators would have to pay
for the cable connecting their farm to the substation. As long as the only voltage was
10 kV, it makes sense to match the wind farm power output with the cable capacity.
Most 10 kV farms therefore have a power in the 10 MW range, whereas 20 kV farms
are in the 20 MW range.

3 Alternative Technical Solutions

The wind farms were first connected to the grid using the existing transformers.
However, in hindsight this may not have been the best solution. Implementing the
20 kV solution earlier might have been more cost effective from a total societal per-
spective. And what if the voltage would have been even higher, up to 30 kV? Given the

Table 2. The connected load and production to the stations of Fig. 2 (source: Quality and
Capacity document 2011–2016 (LIANDER 2011))

Substation Voltage
[kV]

Capacity 2011
[MVA]

Peak load basis
2012 [MW]

Wind 10 kV
[MW]

Wind 20 kV
[MW]

Total

Almere 150 132 57,6 0 0 0
De Vaart 150 132 56,8 0 0 0
Zeewolde 150 380 28,2 54,9 301 355,9
Zuiderveld 150 132 59,4 56,2 0 56,2

Fig. 2. Substations near the wind turbines

902 Y. Wijnia



large amount of wind power, that higher Voltage might have been a better solution
right from the start.

To answer this question, a simple model has been developed to evaluate the options
economically. The average length of the cables to connect a wind farm to substation
Zeewolde has been set at 10 km. At the average power per wind turbine is set at 1 MW
and the distance between the turbines is about 500 m. It is assumed wind parks could
be reshuffled to reach the cable capacity (Table 3).

These costs are high level estimates, based upon the tariff list of LIANDER (ACM
2012). The tariff list applies to 10 kV connections. The costs for 20 kV and 30 kV are
higher, but not exceptionally. Manufacturer TKF supplies their Twenpower cable for
all voltages in the table above, with the only difference between cables in isolation
thickness (TKF 2012)2. The cost difference therefore is estimated at +10% for 20 kV
and +20% for 30 kV. The same reasoning holds for the compact substation. The largest
part of the costs are the building and its installation, the costs for the switchgear inside
is in the range between 10 and 20 thousand Euros. Switchgear for higher voltages is
more expensive, but again not exceptionally. ABB supplies their Ring Main Unit
SafeRing up to 36 kV (ABB AS Power Products Division 2015). Extra costs of 5 k€
and 10 k€ are used for 20 and 30 kV respectively (Table 4).

Table 3. Base data

Item Operating voltage
10 kV 20 kV 30 kV

Cable capacity (630 Al) 10 MW 20 MW 30 MW
Max number of turbines 10 20 30
Base cable length 10 km 10 km 10 km
Additional length 500 m 500 m 500 m
Total length at full capacity 15 km 20 km 25 km
Cable cost 100 k€ 110 k€ 120 k€
Energy loss at full load per km (2200 h,
40€ per MWh, 20 years equivalent use)

45 kW
135 MWh/yr
6.750 €/yr
135 k€ NPVa

45 kW
135 MWh/yr
6.750 €/yr
135 k€ NPV

45 kW
135 MWh/yr
6.750 €/yr
135 k€ NPV

Connection cost per turbine (compact substation) 60 k€ 65 k€ 70 k€
Connection cost 150 kV substation 100 k€ 120 k€ 140 k€
Transformer cost 150 kV (150 MW) 2.400 k€ 2.400 k€ 2.400 k€
Transformer cost per MW 16 k€ 16 k€ 16 k€
aNPV = Net Present Value

2 The specs used are 50420 (10 kV), 54218 (20 kV), 56195 (30 kV).
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It is clear that from the perspective of the needed distribution grid the higher
voltages are preferred. The 20 kV solution performs about 20% better than the 10 kV
solution and about 10% worse than the 30 kV solution. This holds even if the cost of
the transformer is excluded for the 10 kV solution, given that the first amount can be
connected without installing a transformer. The difference is also large enough for the
conclusion to hold if the estimates for cable and equipment costs at higher voltages are
more than 20% off.

4 Comparing Strategies

If the average costs per wind turbine are considered, it is clear the 30 kV solution
performs best. However, when the first wind farm requested a connection, it may not
have been clear that the number of turbines would grow that high. Building a
150/30 kV substation for wind turbines with a total power of just 10 MW is not a wise
decision, especially if it is possible to connect about 55 MW to the existing station.
Therefore the decision to be made was on the path to be followed, and not the tech-
nology as such. In Table 5, several strategies are drafted with their total costs of
ownership. In the incremental strategy the first farms are connected to the existing
transformer. Once the existing capacity is used, the substation is expanded by means of
the cheapest investment, i.e. another 10 kV transformer. In the enhanced incremental
strategies, a new technology is chosen when the limit of the existing installation is
reached. In the visionary strategies, that new technology is implemented from the start.

As is clear from the this table, the “visionary plus” strategy performs best, whereas
the “incremental strategy” performs worst. The actual situation is the result of the
“enhanced incremental” strategy. It is perfectly understandable why this strategy was

Table 4. Cost calculation

Cost item Operating voltage
10 kV 20 kV 30 kV

Feeder (base length plus sub connection) 1.600 k€ 2.320 k€ 3.140 k€
Transformer cost per cable 160 k€ 320 k€ 480 k€
Connections 600 k€ 1.300 k€ 2.100 k€
Total per farm 2.360 k€ 3.940 k€ 5.720 k€
CAPEX Per turbine (a) 236 k€ 197 k€ 191 k€
Energy loss connection NPV 1.350 k€ 1.350 k€ 1.350 k€
Energy loss intra farm NPV (full load at 1/3 of length) 225 k€ 450 k€ 675 k€
Total OPEX NPV per farm 1.575 k€ 1.800 k€ 2.025 k€
OPEX NPV per Turbine (b) 158 k€ 90 k€ 8 k€
Total costs per turbine (a + b) 393 k€ 287 k€ 259 k€
Total cost excluding transformer 377 k€
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chosen. The first 55 MW required least investments from the DNO. And when it
became clear the growth would be significant, the change was made to a technology
already commonly used in the Netherlands, i.e. 20 kV. But in hindsight, this was not
the best choice to be made. Switching to 30 kV at the decision point would have been
better.

5 Conclusion

Sustainable energy production is required to decarbonize the energy system. Because
of the distributed nature, connecting renewable sources to the grid is not a triviality. If a
(almost regulatory enforced) incremental strategy is used, it is highly likely that
resources will be wasted on inefficient grid designs. In this paper it was demonstrated
that the difference between incremental and visionary strategies in a high growth
scenario can be in the magnitude of 20–30%. This is significant by all means. Given
that decarbonizing the energy system is a high growth scenario for electricity, asset
management for the energy transition should commit itself to developing visionary
strategic plans which allow for radical changes by means of new technologies in the
asset base.
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Abstract. The wake shadowing problem is the main cause to the wind power
exploitation losses for a wind farm. In order to boost the cost-competitiveness of
wind energy compared to other renewable energy sources, it is imperative to
reduce the wake losses for wind power exploitation in the wind farm. Among
different approaches, the wind farm layout optimization is one of the most
effective tools, which however, is very dependent on the condition of local wind
resources for the optimization results. This paper aims to study the optimization
of wind farm layout considering the uncertainty of wind conditions due to its
unpredictability and randomness. The effect of uncertain wind condition on the
wind farm optimization results is investigated by conducting the robust opti-
mization of wind farm layout with the description of wind speed variation by
Weibull distribution, while the evaluation of wind farm layout under the Weibull
distribution is achieved by the Monte Carlo simulation. The robustness of the
wind farm layout optimization results is evaluated by the wind farm expected
total power output and the power variation for the sampled wind speed and wind
direction obtained by Monte Carlo simulation. Through the robust optimization,
it is found that under the Weibull distribution for a square-shape wind farm, the
optimal wind farm layout is very sensitive to the incoming wind directions. It
shows a very distinctive distribution of wind turbine placement even when only
the probability of wind directions changes while the wind directions are fixed.

1 Introduction

The wake shadowing problem for developing a wind farm project has attracted great
attention for the engineer and academia due to its adverse effect of reducing the power
production and increasing the fatigue load on exploiting the wind energy [1]. In order
to mitigate the effect of wake interaction for wind turbines, the optimization of wind
farm layout plays a key role as one of the most effective tools to solve the problem [2,
3]. However, the wind farm layout optimization results are extremely vulnerable to the
wind condition employed for the optimal design, which is hard to be accurately pre-
dicted in the real world [4]. Hence, the robust optimization results of wind farm layout
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considering uncertain wind conditions are vital for wind farm developers to obtain the
reliable optimal design outcomes.

The study of wind farm layout optimization problem began in 1994 by Mosetti
et al. [5] to study a wind farm with the ideal square shape. Different types of wind
conditions including the constant wind speed and wind direction, constant wind speed
and variable wind direction, and the variable wind speed and wind direction, are
investigated. The wind farm power output has an evident increase compared to the
random wind farm layouts after optimization for all wind conditions. In order to
provide a more realistic assessment of wind properties of a given region, more complex
wind condition (speed-direction joint distribution of wind) is employed for the wind
farm layout optimization study in reference [6]. The wind farm layout optimization
under the similar joint distribution of wind speed and wind direction is also investigated
in reference [7]. Nevertheless, the study of wind uncertainties has rarely been incor-
porated into the wind farm layout optimization in literature. Among those few study,
the uncertainty of wind direction is evaluated by Gaumond et al. [8], and then applied
for correcting the commonly used analytical wake models for wind farm optimization.
In reference [9], the optimization model is accommodated to incorporate the uncertain
parameters in wind characteristics and applied for the wind farm layout optimization.

Up to now, the robust optimization of wind farm layout considering the uncertainty
of wind conditions (both wind speed and wind direction) has not been studied in
literature, which will be the topic of interest for this paper. When studying the
uncertainty of wind condition, the wind speed is described by Weibull distribution and
its uncertainty study is carried out based on the Monte Carlo method, while two
dominant wind directions with different probability index values are studied to conduct
the wind direction uncertainty study for simplicity. The remainder of this paper is
organized in the manner that Sect. 2 describes the modelling and methodology applied
for the wind farm layout optimization study, Sect. 3 discusses the optimization results,
and Sect. 4 concludes the research of this paper.

2 Modelling and Methodology

2.1 Wind Farm and Wind Turbine Models

The wind farm model studied in this paper is a square shape with 2 km length indicated
in Fig. 1. This model has been extensively studied for the wind farm layout opti-
mization as a benchmark model for the test of new optimization algorithms or new
wind farm optimization methods in literature.
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The properties of wind turbine model used for the wind farm optimization study are
extracted from literature given the consistency of study for the same wind farm. They
are indicated in Table 1. In this paper, constant 38 wind turbines are studied for the
wind farm optimization work.

2.2 Weibull Distribution Model of Wind Speed

The wind scenario features can be typically represented with two variables: wind speed
and wind direction. For the wind condition studied in this paper, the wind speed is
described by the Weibull distribution which has been widely used to characterize the
wind scenario all across the world. Its Probability Density Function (PDF) is repre-
sented by:

pðvÞ ¼ k
c

v
c

� �k�1
exp � v

c

� �k
� �

ð1Þ

Fig. 1. Ideal wind farm with square shape with two-dimensional Cartesian coordinate system

Table 1. Properties of wind turbine model

Parameters Values

Rated power 630 kW
Rotor diameter 40 m
Default hub height 60 m
Cut-in wind speed 2.3 m/s
Rated wind speed 12.8 m/s
Cut-out wind speed 18 m/s
Power coefficient 0.59
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where p(v) represents the probability density of wind speed v, while c and k denote the
scale parameter and the shape parameter, respectively. In this paper, the constant scale
parameter equals 9 and the constant shape parameter equals 2 for the Weibull distri-
bution. Two predominant wind directions from 0° and 90° hit the wind turbines, and
their probabilities are set to be 20% and 80% to study their impact on the optimization
results.

2.3 Objective Function Representation

The objects of the wind farm layout optimization are the total wind farm power output
(Ptotal) and the variance of power output (Var) under Weibull distribution. Single
objective genetic algorithm is adopted as the optimization algorithm and hence, the two
optimization objects are incorporated into one objective function (f) connected with the
weight parameter (a) as:

Objective function: f ¼ a� Ptotal þ 1� að Þ � Var

s:t::
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xi � xj
� �2 þ yi � yj

� �2q
� dmin ð2Þ

where, xi and yi are the wind turbine Cartesian coordinates while dmin is the minimal
allowed distance between any two wind turbines. As can be seen, the optimization
objective function is the variance of the power output when a equals 0 and it is the total
power output when a equals 1. For the optimization, weight values from 0 to 1 with the
increment of 0.2 are adopted to investigate the trade-off between the two objects under
the Weibull distribution wind condition.

2.4 Monte Carlo Method for Objective Function Evaluation

In order to calculate the wind turbine power output under the continuous Weibull
distribution, the classic way of discretizing the wind speed is dividing the wind speed
into certain number of bins with the constant interval, and the power output is cal-
culated using the average wind speed of different bins [10]. However, such method has
distinctive disadvantages including complex discretization steps and equations which
lead to a large computational burden for the optimization, and its dependency of
accuracy on the selection of wind speed interval value. Hence, more advanced Monte
Carlo simulation method is introduced in this paper for the calculation of the wind farm
power output under Weibull distribution wind condition. The steps are described in
detail as bellow:

Firstly, the random variables (xi; i ¼ 1; 2; . . .; S) that are uniformly distributed
between 0 and 1 are generated using the random variable generator in the Matlab
software. In this paper, the sample number is set to be 10000.

According to the Cumulated Density Function (CDF) of Weibull distribution, i.e.,

F v; k; cð Þ ¼ 1� e�
v
cð Þk , transform the samples of [0, 1] uniform variables (xi) into

samples of random variables (Xi) that follows the CFD by the inverse transformation
Xi ¼ F�1 xið Þ.
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Based on the transformed random variables which are the discrete wind speed data
for the study in this paper, the j-th wind turbine power and power variance can be
calculated based on the equations of wind turbine power curve and the discrete data
variance, that are:

Pi jð Þ ¼
0 if vi\2:3m/s or vi [ 18m/s
0:3v3i if 2:3m/s� vi\12:8m/s
630 if 12:8m/s� vi � 18m/s

8<
:

and Var jð Þ ¼ 1
S�1

PS
i¼1 Pi jð Þ �

PS

i¼1
Pi jð Þ

S

� �2

. The total wind farm power output and

total power variance is the accumulation of all individual wind turbine power output
and power variance as: Ptotal ¼

PN
j¼1

PS
i¼1 Pi jð Þ and Var ¼ PN

j¼1 Var jð Þ.

3 Results and Discussion

Two different wind conditions are employed for the wind farm layout optimization
study in this paper. Firstly, the results of 80% probability of 0° wind direction and 20%
probability of 90° wind direction are presented. Figure 2 shows the trade-off of power
output variance and total power output of the wind farm and the wind farm efficiency
(calculated as the ratio of real wind farm power output deducting power losses to the
theoretic wind farm power output neglecting power losses) for different a values. As
the a value increases from 0 to 1 (indicating the weight of power output optimization
objective goes up from zero to one hundred percent, or the weight of power output
variance goes down from one hundred percent to zero), the variance and total power
output generally increase (see Fig. 2 (a)). At particular points (a equals 0.6, 0.8 and 1),
the trade-offs almost maintain constant. When the weight value is small, the variance of
power output exhibits higher weights than the total power output, and hence less
variance of power output along with less power output are obtained after optimization

Fig. 2. Wind farm layout optimization results under the dominant wind direction of 0°:
(a) variance of power and total power output comparison and (b) wind farm efficiency for
different weight values of a
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than that when the weight value is large. Less power output implies more wake losses,
which can be seen in Fig. 2 (b). As the weight value increases, the wind farm efficiency
also increases in general.

The optimal wind farm layouts after optimization with different weight values are
presented in Fig. 3, and three particular values of a with 0, 0.4 and 1 are selected.
When a equals 0, the objective function is the variance of power output. It has the
largest wake losses, which can also be reflected from the optimal layout that the wind
turbines are in line with the dominant wind direction and spreading all over the wind
farm area. When a equals 1, the objective function is the total wind farm power output
and it has the least wake losses. Hence, the wind turbines are staggered inside wind
farm to avoid the wake interaction as much as possible. When a is in between, the
objective function aims to achieve the trade-off between variance and total power
output. Hence, the wind turbine positions are characterized with the properties of both
aligned and staggered distributions.

Next, the results of 80% probability of 90° wind direction and 20% probability of
0° wind direction are presented. As can be seen in Fig. 4 (a), similar to the above wind
condition, both the variance of power and total power output increase as the weight
value increases. At the points of a = 0 and a = 0.2, the trade-offs are close to each
other. Almost unchanged trade-offs are obtained for the weight values of 0.6, 0.8 and 1.
Close trade-off of variance and power output indicates approximately the same wake
losses, which can be seen in Fig. 4 (b). In general, the wind farm efficiency increases
when bigger weight value is employed. Then the optimal wind farm layouts with the
weight values of 0, 0.4 and 1 are presented in Fig. 5. When the objective function is
equivalent to the variance of the power output, the distribution of wind turbines is well
organized in line with the dominant wind direction. And they are concentrated inside
one portion of the wind farm area with the safety distance apart from each other. When
the objective function is equivalent to the total wind farm power output, the wind
turbines are staggered across the wind farm to achieve the least wake interaction.

Fig. 3. Optimal wind farm layouts under the dominant wind direction of 0° for different weight
values of the objective function: (a) a = 0, (b) a = 0.4 and (c) a = 1
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4 Conclusion

The robust optimization of wind farm layout considering the uncertainty of wind
conditions is conducted in this paper. Uncertainty of wind speed (represented by
Weibull distribution) is investigated by the Monte Carlo simulation with randomly
generated wind speed data. Uncertainty of wind direction is investigated for two
constant dominant wind directions which have variable probability of occurrence.
Trade-offs between the variance of power and total power output are obtained for
different weight values of the objective function. It is found that as the weight value
increases from 0 to 1 (implying the optimization objective changes from variance of
power to total power output), both the variance and the total power output increase
generally, along with the increase of wind farm efficiency. When the objective function
is equivalent to the variance of the power output, the distribution of wind turbines is
well organized in line with the dominant wind direction. When the objective function is
equivalent to the total wind farm power output, the wind turbines are staggered across
the wind farm to achieve the least wake interaction. By comparing the results under two
different wind direction conditions, it shows a very distinctive distribution of wind

Fig. 4. Wind farm layout optimization results under the dominant wind direction of 90°:
(a) variance of power and total power output comparison for different weight values, (b) wind
farm efficiency for different weight values

Fig. 5. Optimal wind farm layouts under the dominant wind direction of 90° for different weight
values of the objective function: (a) a = 0, (b) a = 0.4 and (c) a = 1
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turbine placements even though only the probability of wind directions changes while
the wind directions are fixed.
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Abstract. This paper discusses how science and technology parks (STPs) act as
intermediaries for projects regarding green innovation. The empirical evidence
is gathered through a case study of the City of Knowledge in Panama. For the
recent Panama channel’s expansion, local authorities faced the need to improve
the water resource management to secure enough fresh water for the canal’s
operation. We inductively analysed data from 24 interviews, documents and
participant observer. Preliminary results show the intermediation of STPs in
green innovation processes in three phases: a first intermediation process is the
STP as a hub for knowledge generation, including training for entrepreneur-
ship. A second stage of the park as an innovation intermediary regards to an
arena for knowledge and technology transfer, including collaboration with
universities. A third phase implies financing and brokerage of green innovation
between local and global actors. Our results challenge the existing literature
about STPs with a narrow focus on economic spillover effects, or as hubs for
attracting and developing cutting-edge technological innovations.

1 Introduction

Literature about science and technology parks (hereafter just STP) has grown expo-
nentially in recent years, becoming a central topic within innovation management,
industrial policy and science and technology studies (Hobbs et al. 2017). Research
about STP in sustainability issues, however, remains fragmented. Some scholars focus
on pollution control and end-of-pipe technologies, especially in southeast Asia (Wu
et al. 2006). Other researchers seek to apply cleaner production principles to the
operation of science parks (Chen et al. 2015) or the inclusion of sustainability goals in
strategic planning (Ribeiro et al. 2016). However, there is a lack of studies about STP’
role in supporting the generation of green innovation, contrasting to the vast literature
examining support to start-ups and knowledge spillovers (Todo et al. 2011), or research
on regional growth and science parks (Zhou 2005; Zhu and Tann 2005). As actors that
join several other organizations, STP act as intermediaries (Löfsten and Lindelöf 2002)

© Springer Nature Switzerland AG 2020
J. P. Liyanage et al. (Eds.): Engineering Assets and Public Infrastructures
in the Age of Digitalization, LNME, pp. 915–922, 2020.
https://doi.org/10.1007/978-3-030-48021-9_101

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-48021-9_101&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-48021-9_101&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-48021-9_101&amp;domain=pdf
https://doi.org/10.1007/978-3-030-48021-9_101


providing different sets of services towards helping collaborative innovation projects
(Thomas et al. 2017). However, more theorizing is necessary to address the gap of
knowledge on the role of science parks in green innovation as intermediaries for
projects in their hosting regions. Therefore, in this article we address the question: how
are science and technology parks acting as intermediaries for the generation of green
innovation?

To help answering this question, we research one case study, City of Knowledge, a
STP located in the proximity of the Panama Canal (Dettenhofer and Hampl 2009).
Panama authorities have recently faced the challenging situation of having to balance
the construction of the channel’s extension for commercial purposes with the needs of
the country’s citizens, and the social and environmental problems this activity causes
(Floris 2012; Carse and Lewis 2017). The science park, along with other actors in the
Panamanian innovation system, is a key actor in achieving this goal.

Our paper contributes to two streams of literature. First, we aim to fill the gap of
knowledge about the role of STP in fostering and supporting the generation of green
innovation. Second, we add to innovation intermediaries’ literature by theorizing about
intermediaries’ roles in inter-organizational collaboration for green innovation. We
structure the paper as follows: Sect. 2 presents a literature review focused on the
science parks as innovation intermediaries. Section 3 presents the materials and
methods. Section 4 presents findings from the case study and the discussion of results.
Due to limitations of space for the paper, we opted to present them together. Finally,
Sect. 5 presents preliminary conclusions taking into account that this study still seeks
further discussion.

2 Literature Review

2.1 Science and Technology Parks as Places in Which Innovation Is
Created

Science and technology parks (STP) are organizations with the main aim of promoting
the culture of innovation and competitiveness for firms, universities and R&D insti-
tutions. This can be delivered for the associated organizations via facilities and high
value-added services (IASP 2018). STP can also include incubators and accelerators to
facilitate the creation and growth of new technology-based companies. Ratinho and
Henriques (2010) argue that the two most important characteristics for the success of
STP are university links and suitability of management. Löfsten and Lindelöf (2002)
also state that “the assessing of academic knowledge and expertise by businesses
located on-site is a key principle of Science Parks”. By creating supportive spaces for
knowledge and technology-based firms, STP may also facilitate technology transfer
and help companies’ growth (Guadix et al., 2016). This way, STP may become
important drivers of regional development (Löfsten and Lindelöf 2002).
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2.2 Science Parks as Intermediaries of Inter-organizational Relationships
and Governance of Networks

The fact that actors geographically located close to each other interact more easily helps
to explain the role of STP in the support for the generation of innovation through inter-
organizational collaboration (Villani et al. 2017). As seen, one of the main charac-
teristics of STP is the connection of companies located in the facilities with universities
and research centres for knowledge sharing aiming at the creation of innovation.
Networks provided by science parks benefit also new firms based on technology
(Löfsten and Lindelöf 2002). However, Ratinho and Henriques (2010) found that the
mere proximity of STP with universities is not enough for their success. Besides
internal partners, Guadix et al. (2016) say that STP also aim to cooperate and promote
cooperation with other actors in the public and private sectors, and these external
collaborations have a positive effect on the outcomes of companies. Therefore STP act
as innovation intermediaries by facilitating the identification of external knowledge
sources and by making external knowledge accessible (Agogué et al. 2017).

As such, STP are considered innovation intermediaries or brokers, which are
broadly defined as organisations that provide services and support role for collaboration
between two or more parties during different stages of the innovation process (Howells
2006). Intermediaries are central to creating and maintaining a successful innovation
ecosystem (De Silva et al. 2018). Park (2016) summarizes the roles of innovation
intermediaries in facilitation, mediation, or coordination. According to Villani et al.
(2017, p. 87), intermediaries can purposefully influence proximity among actors
through specific direct and indirect activities, taking into consideration that “proxim-
ities are strongly related to context-specific characteristics, such as the complexity of
the knowledge being exchanged and the type of actor involved in the technology
transfer.” Besides promoting proximity among companies, intermediaries provide a
broad set of services to innovative firms and collaborative projects, such as coordi-
nating knowledge between actors through to commercializing new technologies (De
Silva et al. 2018).

Regarding green innovation, “intermediaries can be critical to the exploration of
new opportunities and the development of new ways to address shared issues, such as
sustainability and environmental issues” (Agogué et al. 2017, p. 20). According to
Ekins (2010), eco-innovation have complex political, institutional and cultural, in
addition to technological and economic, dimensions. Coordination capability, which is
the involvement of individuals and other firm resources across a company in regard to
creating value for customers and other stakeholders, is positively related to green
innovation (Huang and Li 2017). Green innovation or eco-innovation, in this paper, is
defined as innovation that results in a reduction of environmental impact (OECD 2009).

3 Method

This research follows a qualitative approach through the case study technique.
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3.1 The Case Study: Watershed Management for the Panama Canal
Extension

The case study is the science and technology park City of Knowledge (COK) involved
in the Panama Canal extension. COK is at the same time a “Science, business and
technology park” at the former USA military base of Fort Clayton, besides the Panama
Canal; and, a “Knowledge Management Network and Node” (COK 2017). Its origins
date back to 1977 when Panamanian president Omar Torrijos and the American
president Jimmy Carter signed an agreement by which the U.S.A. government com-
promised to give back to the Panama government the full sovereignty over the Panama
Canal Zone, including the land, water and existing infrastructure by 1999. The main
purpose of COK is to encourage innovation, and to foster the establishment of research
centres, and knowledge transfer organizations.

In 2007, the Panamanian government started a 6 billion USD project to expand the
Panama Canal. The engineering activities required widening the canal’s entrances,
deepening the canal, and building the infrastructure of the new locks (Spengler et al.
2014). The Panama Canal Authority (PCA) was the manager of the project. The
success of such a megaproject in the long term depended on a secure supply of fresh
water (Newbery 2017). In parallel, Panama authorities are in the challenging situation
of having to balance the commercial activity of the channel with the needs of its own
citizens, and the social and environmental problems this activity necessary causes
(Floris 2012; Carse and Lewis 2017). The science park, along with other actors in the
Panamanian innovation system are key actors in achieving this goal.

3.2 Data Collection and Analysis

A total of 24 interviews were carried during three phases of data collection (2010–
2016). The interviews targeted key informants at the higher hierarchy of organizations
dealing with one way or another involved in transition processes linked to water
resource management. Thus, advisors (6), consultants (2), directors (1), managers (8),
professors (1), rector (1), officers (1) and researchers (3). These interviews were carried
in the units of analysis: City of Knowledge and PCA, supportive interviews were also
conducted. In total 5 interviews involved staff from PCA, NGOs (4), companies (5),
research centres (1), universities (5), cooperation agencies (1) and government agencies
(3). The semi-structured interview guides started with a broad discussion about pre-
vious or existing collaboration initiatives between the science park and the canal
authority with focus on water resource management. When specific projects where
highlighted more detailed questions were addressed in regards to the type of innovation
developed along the project, and specific aspects of the innovation - resources, key
actors and stages. Interview transcripts and field notes were coded using the software
QSR NVivo. The analysis of data was performed according to the content analysis
technique where the authors used previous literature to analyse empirical findings to
generate implications to practitioners and to the literature.
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4 Findings

Due to limitations of space, we opted to present findings from the case study organized
according to the literature regarding the roles of innovation intermediaries.

4.1 Knowledge and Technology Transfer

Firms in the park related to green innovation and connected to the case of the canal’s
extension include consulting agencies, maritime R&D service companies, and clean
tech companies selling technology. Environmental related activities of these organi-
zation range from environmental studies (like consulting companies which can prepare
environmental impact assessments), capacity building (training on specific topics like
ISO norms), sales of “clean technology” (renewable energies or waste management), or
technology related to the maritime sector.

The case portrayed the value of STP to develop educational programs consultants,
which become reliable for particular insights and capacity building. This finding is not
a fortuity, in the literature, consultants’ importance in the transformation of knowledge
and innovation is often stressed (Swan et al. 2003). Among non-for-profit organiza-
tions, there are research centres and academic institutions. From an environmental point
of view, research centres’ work relates to policy, innovation, knowledge management
and environmental studies. Academia comprises universities, NGOs and government
bodies. Similarly, innovation promotion government agencies are also located in City
of Knowledge. These agencies fund prizes for start-ups and finance settlement of
human capital (national or foreigner researchers who propose research agendas). This
examples correspond to Guadix et al. (2016) regarding the aim of STP to cooperate and
promote cooperation with external actors in the public and private sectors.

4.2 Knowledge Generation

Different from knowledge and technology transfers, interactions between City of
Knowledge and ACP’s environmental strategies aim at generating knowledge through
the provision of education, training, and consultancy. Educational and training activ-
ities evidence interactions between industry, government and universities promoted by
the park. In a first example, one private firm established at City of knowledge, created
agreements with a major national university in order to launch a master program in
Environmental management information systems. The government was involved as it
provided funding for the program.

Another example of knowledge generation highly involving City of Knowledge is
in the fields of medicine and biotechnology. The park has been attracting international
firms which are gradually creating a cluster in these domains. Foreign Direct Invest-
ments may fund R&D in this case. Local universities train human capital doing
research in these two areas. The knowledge generation, in the case of the cluster,
happens around tacit and explicit types of knowledge through formal and informal
means (Thomas 2018). In this case, the STP facilitates the identification of external
knowledge sources and makes external knowledge accessible to firms, acting as an
intermediary (Agogué et al. 2017).
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Besides educational activities, consulting offers opportunities for interaction
between organizations in City of Knowledge and ACP environmental division. For
example, CATHALAC1 has developed close links with ACP. From the one side, it has
exploited its integrated water resource management experience by training ACP hired
educators working on environmental education in the watershed: “We are about to start
a project to integrate climate change adaptation to sustainable development plans”
(interview CATHALAC). Similarly, other City of Knowledge based organizations
have provided consulting to ACP’s PCW protection programs (i.e. Ramsar, and the
NGO Panama Verde).

4.3 Financing Innovation

One interviewee, the head of the entrepreneurial innovation division from the National
Innovation Agency, stated that it is not difficult to get funding in Panama; “the problem
is not the money. The problem is to have good and competitive projects presented [to
calls managed by national or international cooperation agencies]”. In Panama, gov-
ernment agencies provide direct funding for innovation. At lesser extent, other orga-
nizations including the City of Knowledge indirectly provide funding to innovation by
administering external funds that come from international cooperation agencies. The
access to financial resources as a fundamental resource for a collaborative R&D project
is regarded as one of the roles of innovation intermediaries (Thomas et al. 2017). At the
City of Knowledge, a private equity group called ECOS S.A. finances projects dealing
with renewable energy, community tourism, biofuels and others. Yet, its operations are
regional (e.g. Latin–America, with most projects located in Colombia and Brazil).

5 Conclusions

This paper aimed to analyse science and technology parks acting as intermediaries for
the generation of green innovation. We presented the case study of City of Knowledge,
a park located near the Panama Canal and involved in the project for the watershed
management on the constructions for the canal’s extension.

From our data, we can see that City of Knowledge Foundation’s interest to promote
the science park as a hub to develop knowledge on natural resources management, such
knowledge emphasizes new modes of institutional innovation. Hence, the case illus-
trates a particular type of “green innovation” focused on new institutional modes of
natural resource management. This has consequences as ICT and bio-tech organiza-
tions seem to quantitatively dominate over environmental services providers. Thus, it
gives an impression that no specialization can be expected in City of Knowledge with
regard to green technology or services. Even though, our analysis showed the inter-
mediation of the park in green innovation processes. These activities can be organized
in three ways: a first intermediation process is the STP as a hub for knowledge

1 Water Center for the Humid Tropics of Latin America and the Caribbean (Centro del Agua del
Trópico Húmedo para América Latina y el Caribe).
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generation, including training for entrepreneurship. A second stage of the park as an
innovation intermediary regards to an arena for knowledge and technology transfer,
including collaboration with universities. A third phase implies financing and bro-
kerage of green innovation between local and global actors. Our results add to the
existing literature about STPs which present mostly a narrow focus on economic
spillover effects, or as hubs for attracting and developing cutting-edge technological
innovations.

Nevertheless, the proximity of the STP to the canal has hitherto not yielded with the
creation of a “green cluster”, which could be a precedent to better promote green
innovations. Our findings suggest that interactions of the science park with the Panama
Canal Authority and other actors in the region are not institutionalized but take place
through adhoc projects. Therefore, there is opportunity for the STP to establish itself
clearly as an intermediary and service provider for collaborative projects between
industry, universities and governments. Although this paper generates insight for fur-
ther discussion on the role of science parks as innovation intermediaries for green
innovation, we acknowledge some limitations to its results. As a single case study, it
does not allow the validation of results to a wider population of STP. Also, the Panama
Canal extension present some unique attributes of its case that may not be found in
other projects regarding green innovation.
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Abstract. Low-voltage local electricity intelligent management is an essential
portion of smart grid research. Thereinto, a precise prediction of domestic
energy consumption is a pivot in establishing household/neighbourhood energy
management system to achieve local smart solutions including consumption
auto-balancing, micro generation & storage system, neighbourhood energy
sharing, etc. Recent years, a large amount of literature has considered the use of
artificial neural networks (ANNs) on electric load forecasting. Various ANN
structures and configurations are employed and discussed. However, the solu-
tions are generally developed as case by case studies. The advised network for
each specific problem is commonly selected through empirical or enumerative
approaches. In this article, an evolutionary ensemble approach is proposed to
pool ANNs with various structures and configurations to forecast domestic
energy consumption efficiently. The approach utilizes an evolutionary method to
select and reproduce better performed network individuals in a network pool to
optimize prediction quality. Forecast results demonstrate that the approach
achieves a more accurate energy consumption prediction comparing with ANNs
with commonly used configurations.

1 Introduction

As novel electrical characters for instance electric vehicle, micro-generator, household
battery array, etc., are integrated into family daily life progressively. A structural
transformation is undergoing among domestic electrical environment (Kotilainen and
Saari 2018). In the perspective of power system, domestic users are transforming from
a single consumer to a combined role gathering electricity generation, consumption and
storage. This change in role makes the accurate prediction of domestic electricity
consumption a necessity.

In future energy systems, either smart grid or energy internet involves low-voltage
local intelligent energy management system (EMS) as an essential portion to realize
intelligent and precise domestic load allocation and management (Javaid et al. 2013;
Huang et al. 2017). Thereinto, a precise prediction of domestic energy consumption is a
pivot in establishing household/neighbourhood EMS to decrease the potential peaks by
shifting the operating time of controllable energy intensive non-critical loads from a
potential energy demand peak to an off-peak period, in order to reduce the risk of
damage caused by energy overload. Through further intelligent integrating with local
generation, storage at household/neighbourhood level, as well as interacting with
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higher level power grid, the household/neighbourhood EMS is able to achieve
advanced local smart solutions including consumption auto-balancing, micro genera-
tion & storage system, neighbourhood energy sharing, etc.

Recent years, artificial neural network (ANN) as a promising approach on machine
learning and data mining, has attracted the attention of research and industry com-
munities on many fields (Kabir et al. 2018), which include energy informatics. Vari-
ous ANN topologies and training methods are employed and discussed, such as
convolutional neural networks, recurrent neural networks in topology and backprop-
agation, genetic algorithm for weight updating.

ANN is particularly appealing because of its ability to model the unspecified non-
linear relationship between variables. For instance, the relationship between hourly
household energy consumption and the hour of a day, the day of a week, temperature,
etc. is discussed in Songpu et al. (2015). However, the network structure and activation
function are generally developed as case by case studies. The advised network structure
and activation functions of the neurons for each specific problem is commonly chosen
by empirical or enumerative approaches (Arifovic and Gençay 2001). At the same time,
the initialization of the network and neurons is also an affair which may impact the
achievement of efficient analysis. Normally the initial values of weights and bias in
neurons are randomly selected, which may cause uncertainties on training time, local
optimize, etc.

To overcome the realistic dilemmas discussed above, an evolutionary ensemble
neural network (EENN) method is proposed in the article as the main contribution of
this study. EENN is a novel type of ensemble learning which pools ANNs with various
structures and configurations to obtain analysis result. The network pool is trained
through an evolutionary approach. A more accurate hourly household energy con-
sumption prediction is achieved using the proposed method.

The remainder of the article is organized as follows. Section 2 presents the EENN
we proposed. Afterwards, the studied case including the description of utilized data and
data processing methods is introduced in Sect. 3. In Sect. 4, the performance of the
proposed method is illustrated and discussed. Finally, Sect. 5 provides the conclusion
of the work.

2 Evolutionary Ensemble Neural Network

In brief, EENN utilizes ensemble method to attain analysis output and to use evolu-
tionary algorithm to update the population of networks in the pool. Random configured
ANNs are firstly initialized in a network pool. Then, along with the iterations of
training, the individuals in the pool are selected to drop or reproduce (fitness process).
Ultimately, the final analysis result is given by the survived networks (which are the
most suitable ones for the problem) collaboratively.

2.1 Ensemble Learning

Ensemble learning is the art of integrating different machine learning models to achieve
better performance (Zhou 2012). It is developed basing on the outcomes of multiple
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learning models. A commonly utilized ensemble approach for ANN is ensemble
averaging. The results of a set of ANN are combined and averaged to attain the output.
Meanwhile, special architectures are also utilized to fit diverse needs, which are called
hybrid ensemble learning. In the work of Ai et al. (2018), a two-layer hybrid stacking
ensemble learning is developed, in which multiple machine learning algorithms are
combined through averaging. Time series data is forecasted in Wichard (2016) using
hybrid ensemble learning with weighted mean of several component algorithms.

In this article, an innovative hybrid ensemble learning model is proposed, which
can be seen as an integration of evolutionary algorithm and ensemble averaging.
Various networks in a network pool are trained separately. The selection is done
evolutionarily and the analysis results of networks in the pool are combined and
averaged to get a joint output as showed in Eq. 1.

OUT ¼ 1
N

XN

i¼1
Oi ð1Þ

Where N denotes the total amount of networks in the pool; Oi denotes the output of
the i0th network.

2.2 Evolutionary Algorithm

Evolutionary is a cluster of machine learning methods which simulates the generic
population optimization process happening in nature. Evolutionary methods are of the
advantages like robust to dynamic changes, with capability for self-optimization, etc.
(Fogel 1997). The methods are generally simple in structure and easy to be realized.
Considering that the objective we have here is to achieve a better performed model on
numerous potential configurations, it is interesting to utilize evolutionary method to
discover a set of networks with good enough network structures and proper parameters
configured at the same time.

Specifically, in this study a set of potential network structures with varying acti-
vation functions and weights are initialized in the network pool. The network pool here
can be analogous to the pool living environment of fishes. Various types of fishes
(networks) live in the same pool environment utilizing data as food. Networks fitting
well to the environment can survive and reproduce in the pool and become the
mainstream.

We denote a neural network in the pool as NNi, where i 2 1;N½ �. N is the total
amount of networks in the pool. Then, each network in the pool is trained init iterations
before sent be selected. In selection, all networks are evaluated by an amount of
evaluation data samples and the ones with the worst performance are dropped. Ones
with better performance are reproduced and filled back to the pool to keep the popu-
lation. The percentage of networks to drop is denoted as Pdrop. After each selection, the
evaluation data set is integrated into the training set to train all networks T iterations
before the next round of selection. Through multiple rounds of training and selecting, a
test set is sent to the pool and the all networks in the pool give their forecast result
collaboratively using Eq. 1. The entire process of the method is shown as a work-flow
diagram in Fig. 1.
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Comparing with genetic algorithms which are adopted in ANN optimization like
Arifovic and Gençay (2001), Mahajan and Kaur (2014), etc. evolutionary algorithm in
our study is utilized on the selection of better performed network structures and con-
figurations among various network models, rather than simply selecting edges between
neurons or adjusting weights of one network.

The word “pool” in this study also has the similar implying sense as the “pool” in
the pooling layer in convolutional neural network, which combines the outputs of
neurons at one layer as the output of the next layer. In the case study, we adopt the
ensemble averaging to obtain the final output, which is analogous with the average
pooling in convolutional networks.

In implementation, the required capability of computation decreases along with the
progress of the program running, since the duplications of good networks are unnec-
essary to be computed more than once.

3 Case Study

In this study, a practical case is investigated to forecast hourly energy consumption
using EENN. The sample situation is a typical household in western Norway. The
study is programmed in Python 3.0 (Python 2018). TensorFlow (2018) and Scikit-learn
(2018) libraries are utilized to implement ANN configuration, initialization, training
and evaluation.

3.1 Data Description

The power usage of an anonymous western Norwegian domestic household energy
consumption data is recorded approximately 4 months. The real-time power read is
monitored every 10 s locally and then the data is sent to cloud and stored there. The

Fig. 1. Work-flow of EENN.
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raw data includes two features: timestamp and power read in Watt. For an intuitive
understanding, the power usage of the household among 24 h is presented in Fig. 2.

3.2 Data Processing

Data processing is a necessary step before feeding data into the proposed model. Any
errors or incompletions in the raw data is needed to be addressed in a suitable way to
prepare proper inputs for the prediction models. Through analysing the available raw
dataset, it is observed that the interval between rows are not static. Although 99:0% of
them are in range 9:5; 10:5½ � (s), still a certain amount pair of rows hold longer or
shorter intervals. In addition, there are dozens of row-pairs with interval less than 0.5 s.
Through enumeration, all pairs with less than 5 s interval hold the same power reads
among each pair. Hence it is reasonable to have an assumption that, for a pair of
consequent rows, if the interval between them is less than 5 s then the latter row is a
redundant data row. In addition, we assume that if the interval between rows is greater
than or equal to 15 s, it is considered that one or multiple missing rows exist between
these two rows, while the intervals which are greater than or equal to 5 s and less than
15 s are recognized as normal, as expressed in Eq. 2. Due to there are both certain
amount of redundant and missing data in the raw dataset, it is supposed that a possible
origin of data errors is from the communication process.

0� interval\5; Redundant Data
5� interval\15; Correct Data

interval� 15; Data Missed

8
<

:
ð2Þ

The missed m rows in row-pairs with interval greater than or equal to 15 s are
refilled by the m-equidistant values of power reads of the start- and end-row. As
observation, the two reads of row-pairs with missing data are relatively stable gener-
ally. The differences are normally less than 10W. Very few of them have larger

Fig. 2. Power usage data of the household among 24 h.
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differences. Therefore, the refilled data rows probably do not have greatly impact on
energy consumption in hour level.

The hourly energy consumption is calculated through the integral with respect to
time of the piecewise function of power usage. The input components of the ANNs are
chosen based on the input combination of our early study on household hourly demand
prediction (Songpu et al. 2015), with certain enumerative tuning for the data utilized in
this article. The input components consist of eight energy components: energy con-
sumption of five latest hours, energy consumption of the same hour of one, two and
seven days ago (with 24-/48-/168-h lag respectively), as well as three components of
time: the hour of the day, the day of week, and workday/holiday. All components are
normalized to avoid biases.

The purpose of implementing this case study in the article is to evaluate the per-
formance of the EENN contrasting with commonly used ANNs. This article does not
discuss whether the input combination is the optimal one for energy consumption
prediction. Yet it is important to provide the same data for EENN and ANNs with
commonly used structures to compare the performance of the predictions.

4 Model Performance

The performance of EENN is investigated in this section. The model configuration and
evaluation criterion are bestowed firstly. Then the model performance is presented and
compared with the results of ANNs adopting commonly used structures and
configurations.

4.1 Model Configuration and Evaluation Criterion

The total number of ANNs in the network pool is configured as N ¼ 10: For each
ANN, the number of hidden layer, LNNi , can be randomly chosen between one to four
layers, i.e. LNNi 2 1; 4½ �. The number of neurons in each hidden layer, nLNNi , is set
within the range between ten and a hundred, i.e. nLNNi 2 10; 100½ �. Each neuron has two
options on activation function, either sigmoid function or hyperbolic tangent (tanh)
function. Mean squared error is allocated as the cost function and the learning rate is
fixed as 0.005. It is because the difference on learning speed may lead to faulty
eliminating networks with better structures and configurations indeed. The weights and
bias of each neuron are set up randomly.

All the available data samples are divided into three sets, 70% of data samples are
utilized as training set, 15% for evaluation and the remaining 15% are utilized on
testing. The training steps are configured as init ¼ 20, T ¼ 10, Pdrop ¼ 10%, and the
iteration limit is set as 100.

To evaluate the performance of prediction models, mean absolutely percentage
error (MAPE) is adopted in this study. It measures the performance of a method by
calculating the average absolute of occurred errors, as showed in Eq. 3.
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MAPE ¼ 1
M

XM

j¼1

OUTj � TGTj
TGTj

����

���� � 100%: ð3Þ

Where M denotes the total number rows in the test set.

4.2 Model Performance

The prediction evaluations of EENN and ANNs with several commonly utilized
configurations are shown in Table 1. The ones with better performance are marked as
bold. It can be observed that among ANNs with commonly utilized network & neuron
configurations, the one with four 10-neuron hidden layers and the one with two 50-
neuron hidden layers attain the best performance among sigmoid and tanh activation
function networks respectively. If an enumerative approach is used to develop the
prediction model, these two networks are promising to be chosen. However, the
evaluation results elucidate that our proposed method accomplishes even better per-
formance, which obtains 0.0199 on MAPE. The progress of utilizing the EENN
achieves approximately 45%.

The relationships between evaluation and network iteration time of the top two
ANNs and the proposed method are presented in Fig. 3. It is observed that at the
beginning of the selection stage (since init ¼ 20), the performance of the proposed
method is not as good as the ANNs. The reason could be that the two ANNs acquire
relatively “lucky” structures and weight-sets during their network initialization, which
means that their structures and weight-sets are originally more fit the problem than
others. However, the progress rate of EENN is higher than the ANNs. The perfor-
mances of the EENN and the ANNs become similar after 90–100 time of iterations for
the evaluation set. Then, EENN achieves a better performance on the test set.

Table 1. Prediction results of ANNs with commonly used network/neuron configurations and
EENN.

Num. of hidden
layer

Activation function Sigmoid Tanh EENN
Num. of neuron
each layer

10 50 100 10 50 100

1 0.0645 0.339 0.273 0.288 0.479 0.826 0.0199
2 0.156 0.194 0.0879 0.171 0.0353 1.04
3 0.144 0.274 0.194 0.481 0.991 0.538
4 0.0390 0.159 0.0537 0.349 0.130 0.481
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When looking into the details of the later portion of the iterations, it can be aware of
certain overfitting issues on the ANNs. The performance of the “sigmoid” ANN (the
blue dot line) gets certain negative growth along with the join of evaluation data items
into training set. The evaluation of the “tanh” ANN (the black dash line) grows worse
when forecasting the test set. However, EENN improves the performance while the
evolutionary process (even at the final time of population update at iteration 100) and
becomes better than the ANNs. Meanwhile, the reason that EENN achieves better
performance could also get the contribution from the utilization of ensemble averaging
which neutralizes errors among the network pool.

5 Conclusion

In this article, a novel type of ensemble learning, EENN, is proposed, which pools
ANNs with various structures and configurations. An evolutionary approach is
developed to train the network pool. Case study demonstrates that a more accurate
household energy consumption hourly prediction is achieved using the proposed
method.
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Abstract. The Department of Energy’s Light Water Reactor Sustainability
(LWRS Program) is being carried out to enhance the safe, efficient, and eco-
nomical performance of US nuclear power plants and extend the operating
lifetimes of this reliable source of electricity. It has two facets with respect to
long-term operations: (1) manage the aging of plant systems, structures, and
components (SSCs) so that nuclear power plant lifetimes can be extended and
the plants can continue to operate safely, efficiently, and economically; and
(2) provide science-based solutions to the industry to implement technology to
exceed the performance of the current labor-intensive business model.
The Department of Energy’s (DOE’s) role is to partner with industry and with

the NRC and key industry support groups to conduct the research needed to
inform major component refurbishment and replacement strategies, performance
enhancements, plant license extensions, and age-related regulatory oversight
decisions. When appropriate, research and development (R&D) and demon-
stration activities are cost-shared with industry or the NRC. Pilot projects and
collaborative activities are underway at commercial nuclear facilities and with
industry organizations.

1 Background

Nuclear energy is an important contributor to meeting national electricity generation
objectives. It provides reliable, base-load capacity at historically high availability rates
while supporting national greenhouse gas emission goals. The United States (U.S.)
commercial nuclear power industry has demonstrated a substantial history of safe
operation and serves as a vital element that ensures the stability of the nation’s elec-
tricity grids.

Near the year 2030, unless second license renewals are granted, decommissioning
of the current fleet of nuclear power plants will begin. Over the next three decades
beyond 2030, decommissioning of the existing fleet would result in a loss of nearly
100-GWe of emission-free electrical generating capacity, leaving a shortfall of required
emission- free generating capacity. Early (prior to 60 years of operation) shutdowns
due to economic factors will increase this shortfall. Hence, the continued safe and
economical operation of current plants to and beyond the current license limit of 60
years is an important option for supplying needed electricity and maintaining the
existing level of emission-free power generation capability at a fraction of the cost of
building new plants.
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Decisions on second license renewal and required investments to support long-term
operation are being made by plant owners. On January 31, 2018, Florida Power &
Light filed to renew its licenses for its Turkey Point nuclear Units 3 and 4 with the
NRC that, upon approval, will allow the utility to operate the units until 2052 and 2053,
respectively. This follows previous announcements by Dominion Generation Group of
second license renewal submittal plans for its Surry Power Station and by Exelon
Corporation for two operating reactors at the Peach Bottom Atomic Power Station in
Southeastern Pennsylvania.

The LWRS Program has worked with owners/operators to provide the technical
basis for second license renewal specifically, as well as to address current and future
issues needed to ensure a long-term viable source of nuclear power generation remains
available to U.S. electricity markets.

2 Program Description

The Light Water Reactor Sustainability (LWRS) Program is a research and develop-
ment (R&D) program sponsored by the U.S. Department of Energy (DOE), performed
in close collaboration and cooperation with industry. The LWRS Program provides
technical foundations for the continued operation of the nation’s nuclear power plants,
utilizing the unique capabilities of the national laboratory system.

(1) This involves leveraging national laboratory facilities, staff, and expertise to
conduct research needed to inform decisions, demonstrate technical solutions, and
provide methods needed for the long- term management and operation of nuclear
power systems.

The following research and development pathways address the objectives of the
LWRS Program:

Materials Research. R&D to develop the scientific basis for understanding and pre-
dicting long-term environmental degradation behavior of materials in nuclear power
plants. This work will provide data and methods to assess the performance of SSCs
essential to safe and sustained nuclear power plant operations. The R&D products will
be used to define operational limits and aging mitigation approaches for materials in
nuclear power plant SSCs.

Plant Modernization. R&D to address nuclear plant economic viability in current and
future energy markets through innovation, efficiency gains, and business model
transformation through digital technologies. This includes addressing the long-term
aging and modernization or replacement of legacy instrumentation and control tech-
nologies by research, development, and testing of new instrumentation and control
technologies and advanced condition monitoring technologies for more automated and
reliable plant operation. The R&D products will enable modernization of plant systems
and processes while building a technology-centric business model platform that sup-
ports improved performance at lower cost.
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Risk-Informed Systems Analysis. R&D to support decision-making related to eco-
nomics, reliability, and safety, providing integrated plant systems analysis solutions
through collaborative demonstrations to enhance economic competitiveness of the
operating fleet. This pathway will demonstrate a risk-assessment method coupled to
safety margin quantification that can be used by decision makers as part of their margin
recovery strategies; and apply the RISA toolkit that enables more accurate represen-
tation (e.g., reduce conservatisms, increase realism) of margins for the long-term
benefit of nuclear assets. The R&D products will be used to optimize plant economic
performance and safety by incorporating plant impacts, physical aging, and degradation
processes.

Reactor Safety Technologies. R&D to improve understanding of beyond- design basis
events and reduce uncertainty in severe accident progression, phenomenology, and
outcomes using existing analytical codes and information gleaned from severe acci-
dents, in particular the Fukushima Daiichi events. This information has been used to
aid in the development of mitigating strategies and improving severe accident man-
agement guidelines for the current light water reactor fleet. In addition, methods for
enhancing plant resilience to accident initiating events have also been explored.

3 Key Outcomes

Measurable milestones have been developed for each of the pathways; these include
both near-term (i.e., 1 to 5 years) and longer- term (i.e., beyond 5 years) milestones.
High-level planned accomplishments in the near-term include:

Provide a mechanistic understanding of key materials degradation processes, pre-
dictive capabilities, and high-quality data to inform decisions and processes by both
industry and regulators including:

• Containment Inspection Guidelines for extended-service conditions
• Predictive models for swelling in light water reactor components, aging of cast

austenitic stainless-steel components, cable degradation, and nickel-base alloy stress
corrosion cracking susceptibility.

• Model for transition temperature shifts in reactor pressure vessel steels, precipitate
phase stability and formation in internal primary water coolant components and
reactor pressure vessel steels, and environmentally-assisted fatigue in light water
reactor components.

• Methodology and techniques for a system for nondestructive examination of con-
crete sections, impact assessment of alkali- silica reaction affected concrete,
radiation-induced changes and synergistic environmental stressor damage in con-
crete and cable insulation.

• Development and transfer of weld repair technique for irradiated materials to
industry and the evaluation of new replacement alloys.

Technical basis and supporting reports and studies needed to broadly implement
digital technologies and modernize plants including:
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• Methods and studies on migrating existing analog control rooms to hybrid inte-
grated control room technologies incorporating digital systems, advanced alarm
systems, and control room computer-based procedures.

• Cost-benefit studies for deploying technologies that are the subject of R&D in
actual nuclear power plants.

• Human performance improvement for nuclear power plant field workers based on
application of technologies, such as radio- frequency identification (RFID), for
management of tools and materials used in nuclear plant maintenance.

• New analytical capabilities for reducing operational and schedule adherence risks
for nuclear refueling outages.

• Advanced online monitoring technologies used for applications of structural health
monitoring of nuclear plant passive components, such as structural concrete and
process piping.

Integrated Probabilistic Risk Assessments with cost analysis, and multi- physics
best estimate plus uncertainty engineering tools to optimize the economic and safety
performance of existing nuclear power plants:

• Demonstrate enhanced plant resiliency with industry adoption of accident tolerant
fuel, optimal utilization of FLEX equipment, augmented or new passive cooling
systems, and improved fuel cycle efficiency.

• Demonstrate improved economic performance of existing nuclear power plants by
recovering safety margins by reducing uncertainties and conservatisms of legacy
licensing, design and analysis bases through applications of the Risk-Informed
Systems Analysis (RISA) toolkit.

• Use the RISA toolkit to quantify predicted market revenue gaps for existing fleet
through analyzing electricity market attributes and stress case conditions.

Improved understanding of and reduced uncertainty in severe accident progression,
phenomenology, and outcomes, including:

• Gap analysis of accident tolerant components and severe accident analysis.
• Validated Terry turbine models for input into system-level severe accident analysis

codes (e.g., MAAP, MELCOR) for evaluating extended core cooling capabilities
during off-normal plant conditions.

• Validated a set of high fidelity analysis tools to support industry efforts in the
implementation of boiling water reactor (BWR) severe accident water management
(SAWM) strategies.

4 Summary

Government cost-sharing and involvement is required to promote the necessary pro-
grams that are of crucial long-term, strategic importance.

The LWRS Program, by incorporating collaborative industry stakeholder inputs
and shared costs, supports the strategic national interest of maintaining nuclear power
as an available resource.
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Decisions on second license renewal and required investments to support long-term
operation are being made by plant owners. On January 31, 2018, Florida Power &
Light filed to renew its licenses for its Turkey Point nuclear Units 3 and 4 with the
NRC that, upon approval, will allow the utility to operate the units until 2052 and 2053,
respectively. This follows previous announcements by Dominion Generation Group of
second license renewal submittal plans for its Surry Power Station and by Exelon
Corporation for two operating reactors at the Peach Bottom Atomic Power Station in
Southeastern Pennsylvania.

The LWRS Program has worked with owner-operators to provide the technical
basis for second license renewal specifically, as well as to address current and future
issues needed to ensure a long-term viable source of nuclear power generation remains
available to U.S. electricity markets.

The science-based technical results from the LWRS Program provide data, meth-
ods, and technologies that are used by owners/operators to make informed decisions
and take actions needed to ensure the continued operation of the existing U.S. light
water reactor (LWR) fleet. Through the variety of R&D activities carried out together
with and used by industry, the LWRS Program reduces some of the key uncertainties
and risks that many owners/operators face regarding the long-term performance of vital
materials, plant modernization, efficiency improvement, and other issues needed to
make the investments required for nuclear power plant operation periods to and beyond
60 years.
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Abstract. Large scale technological, economical and environmental changes
led to increased energy consumption all over the world. Electrical energy
became an indispensable daily factor due to the large automation and emergence
of smart devices and equipments. Therefore, efficient resource management is a
major goal of the energy market. In order to adapt electricity supply to demand
and to prevent waste, companies rely on accurate and granular forecasting of
future consumption. Electricity demand forecasting is a complex and deep task
as it is influenced often by weather conditions and seasonality. Thus, the aim of
this work is to offer more accurate short-term forecasting, evaluating data pro-
duced by electricity meters, from individual house holds, and considering fac-
tors influencing the consumption.

1 Introduction

Energy Load Forecasting (ELF) is a highly treated subject in various and sophisticated
levels. Driven by energy supplier’s and consumer’s needs, researchers and data sci-
entists have been focusing their work on aggregated and non-aggregated electricity
demand forecasting. Moreover, forecasting is divided in three main categories which
are as follows: long-term, for months, seasons or longer periods of the year, medium-
term, for a few days, weeks or up to a few months ahead and short-term, for a few
minutes ahead or a few days ahead [1, 3]. This last category is usually more chal-
lenging, as forecasting can be also done for seconds, but data is not always available for
such short periods.

Another aspect contributing to the complexity of future energy demand estimation
is granular forecasting, which means decomposing the overall electricity consumption
to the level of appliances or single consumer. Energy Informatics, is meant to address
energy related challenges and questions using Information and Communication
Technology methods [2]. These methods vary from simple mathematical approaches to
modern Artificial Intelligence (AI) algorithms, which capture non-linear relationships
and correlation of lagged datasets.

Solid and accurate estimation of future energy consumption holds great advantages
for electricity suppliers and consumers as well. Data collected through Electricity
Meters combined with high performance AI models offers revolutionary effectiveness

© Springer Nature Switzerland AG 2020
J. P. Liyanage et al. (Eds.): Engineering Assets and Public Infrastructures
in the Age of Digitalization, LNME, pp. 937–945, 2020.
https://doi.org/10.1007/978-3-030-48021-9_104

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-48021-9_104&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-48021-9_104&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-48021-9_104&amp;domain=pdf
https://doi.org/10.1007/978-3-030-48021-9_104


[3]. Capturing characteristics such as trends, seasonality or outliers, highly benefits
decision making and optimal planning.

Thus, in this work we propose an AI model, for short-term forecasting based on
energy and weather data (as influential factor). The reason of choosing short-term
forecasting is that it represents a rather hard task compared to medium and long term
forecasting, where it is easier to capture the trend and estimate consumption, based on
average daily and monthly usage.

2 Theoretical Framework

In the era of Big Data decision making and process planning within companies are data
driven, therefore scientists and engineers are in constant improvement seeking for
learning future behavior and customer needs. Predictive Analytics has been highly used
in this scope in the energy field, that is, matching energy generation to the con-
sumption. This way, consumers can benefit from the market driven pricing and sup-
pliers have control over the production, managing Earth’s resources in the most
efficient manners.

2.1 AI Footprint on ELF

Throughout the years AI truly added value to the process of forecasting the energy load
with strong and robust techniques. Competitive results have been carried out by
Machine Learning (ML) models such as Support Vector Machine (SVM) [4, 5], Back
Propagation Neural Network (BPNN) [6], Gradient Boosting Machines [7, 8], Fuzzy
Logic [9, 10], Hidden Markov Model and so forth. However, the rapidly increasing
volume of generated data in combination with higher computational power led to Deep
Learning (DL), a group of more sophisticated ML algorithms.

DL models in fact imply deeper and more complex structure in terms of hidden
layers, nodes, interaction of activation functions and information transfer between
layers. Deep Neural Networks (DNN) have been used successfully in ELF as these
prove a high compatibility with Time Series data. DNN’s can vary from Multilayer
Artificial Neural Networks to more complex architecture such as Recurrent Neural
Networks (RNN). The feasibility of using RNN on electricity data is determined by its
chainlike structure which allows learning over time.

Several types of RNN have been applied in the energy field in load and in elec-
tricity price forecasting such as Long-Short Term Memory (LSTM) [11, 12], Gated
Recurrent Unit (GRU) [12], Non-Linear AutoRegressive with eXogenous inputs
Recurrent Network (NARX) [13], Conditional Restricted Boltzmann Machine (CRBM)
and Factored CRBM [14]. These, and many more DL models, are suitable for sensor
data, having great applicability in the industry of Internet of Thing (IoT), Smart
Homes/Cities and supply chain. A major capability of a RNN is recognizing patterns in
sequences of data, hitch makes them the most powerful and useful type of neural
network.
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2.2 Influential Factors

Enormous amount of sensor data is being produced all over the world by different
devices. This data is diverse and unprocessed, but it carries extremely valuable
information and it contributes to enterprises resource planning. Therefore, the mail goal
of data scientists is to extract the most relevant knowledge out of energy consumption
data even when this is influenced by other factors. Appliances automation evidently put
a major stamp on electricity consumption, especially when it comes to heating devices.
Thus, weather conditions undoubtedly influence the consumption pattern of the
households.

Energy consumption data combined with weather data highlights two primary
characteristics, trend and seasonality. The trend in a time series dataset indicates either
an increasing or a decreasing tendency. The seasonality illustrates a pattern change in
the usage with respect to different seasons of the year [15]. However, the problem of
estimating energy consumption is way more complex due to the global climate change,
which induces inconsistency in monthly and seasonal temperatures of consecutive
years.

Beside weather imprint, there are many various circumstances influencing the
electricity consumption, formed by individual household characteristics. Regarding
heating, most relevant aspects are the size of the house, the material constructed with,
the number of cohabitants, isolation and geographical position of the house. Moreover,
the houses period of occupancy, specific indoor activities such as using the stove,
washing machines, TV sets, computers, etc., also effects the consumption pattern [15,
16].

Figure 1 represents the decision making process, based on raw data obtained from
Electricity Meters, and it emphasizes the possibilities of using the clean, processed
data. Forecasting is made either based on simple reading of the consumption or by
including weather and other significant aspects.

In this work, we follow the steps presented din Fig. 1, which means we get the raw
electricity consumption data, apply processing techniques to obtain clean data, then
following the vertical arrow, we forecast future consumption. In addition to the clean
data we set as input weather parameters as well. This way, our model will have two
inputs (past consumption and temperature) and one output (future consumption).

Fig. 1. Process of data analysis and forecasting.
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3 Approach

In the first part of this section we will present the data and the necessary steps taken to
justify the choice of our model. The second part starts with a short description of neural
networks and it continues with a detailed description of our model.

4 Data Characteristics

Time series data for four consecutive months and multiple households was used in this
work, provided by the local electricity supplier. The readings are made on interval of
10 s, adding up to over eight thousands of meter points per day. In other words, we
have a time series dataset, containing timestamps and read electricity consumption
values. In order to obtain a more accurate forecasting, we wish to investigate the
relation of the observed electricity consumption values.

Thus, we create 3 more columns of data containing observations with lag 1, lag 2
and lag 3, by shifting the values by 1, then 2 and 3 positions downwards. Next step is to
plot the created dataset and analyze the position of the values and the shape and
direction that these form on the plot. The result is as follows:

The relationship of a time step with one ore more previous time steps is one
important characteristic of time series data. Figure 2 shows the relationship between
each observation and 3 lags of it. That is, the relationship of each observation with the 3
previous observations. These plots show a strong positive correlation between obser-
vations and their lagged values, as the points are gathered from the bottom left to the
top right corner along the diagonal. More specifically, the strength is given by the
multitude of points tightly clustered to the diagonal.

5 Proposed Model

For a better understanding of how our NARX model works, we introduce the concept of
a Neural Network (NN). Similar to the human brain, NNs have a “learning” process,
which means they get inputs from the real world and produce a requested output by using
a set of mathematical operations. NNs have in their composition an Input layer, a Hidden
layer and an Output layer, each containing “nodes” (neurons) allowing the information to
flow in a specified way. For the sake of clarity we will call this type a Simple Neural
Network (SNN), as shown in Fig. 3(a). Here, all the nodes from 2 consecutive layers are
fully connected to each other by edges. These edges are marked with “weights”, which

Fig. 2. Lag scatter plots at lag1 (t−1), lag2 (t−2) and lag3 (t−3).
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express the importance of the inputs to the output. Furthermore, a function called “ac-
tivation function” will determine the values that are passed to the output.

Next, we present a more complex type of NN, namely Recurrent Neural Network
(RNN), better fitting our dataset. RNNs are more similar to how human brain works, as
they allow information to persist over time. These learn form input that contains current
and past values and the information flows in a directed cycle, as shown in Fig. 3(b).
Since electricity data is of time series nature, this type of NN can easily forecast future
consumption based on past values.

NNs are able to solve 2 major type of problems. On one hand, these are capable of
classifying objects based on their characteristics. On the other hand, NN have high
performance on regression problems, such weather forecast, stock market prediction or
in our case, electricity consumption forecasting [17].

Our model for this work is a Recurrent Neural Network, called Non-Linear
AutoRegressive with eXogenous inputs (NARX). The strong relationship between
points in the dataset and their past values, as described in Sect. 3, validates the choice
of an RNN for forecasting future values. The nodes in an RNN form a directed cycle
allowing information to persist in time. This information contains specific patterns and
past features which can influence future behavior [17].

Beside information about past electricity consumption we feed simultaneously
weather (temperature) data as inputs to NARX neural network. This model has been
used previously on forecasting electricity price [10], however not on electricity con-
sumption. Therefore, the contribution of this work is building a NARX capable of
predicting electricity consumption based on past usage and weather condition.

The output of the model at given time, Yt, for our model is calculated as a com-
bination of the inputs and previous outputs. For the sake of simplicity we call the
previous outputs as “steps”. One or multiple steps can be maintained for a particular
value. A representation of the network structure is presented in Fig. 4.

Fig. 3. Interaction of layers in a Simple Neural Network (a) and a Recurrent Neural Network (b)
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Here, the inputs are transmitted to the nodes in the hidden layer and activation
function yields the values transmitted to the output layer. However, communication of
the hidden and output layers is bidirectional. The current output is computed using its
steps, and the formula is as follows:

Yt ¼ FOðFHð
X

i¼0

xs

Xt�i � Uhi þ
X

j¼1

ys

Yt�j � Vhj þ BhÞ �
X

k¼1

N

Wok þ BoÞ ð1Þ

where, FO; FH are output mapping function and activation function for the hidden layer
respectively, Uhi; Vhj; Wok; Bh; Bo are weights and biases for the hidden and output
layers and finally xs; ys represent the number of inputs and number of steps fed to the
hidden layer from both the input and the output layer, and N the number of the output
nodes.

First, we take the linear combination of the inputs and steps, we add the biases and
apply the activation function FH . Then, we apply again weights and biases and run the
results through FO function which will map our outputs. The type of activation
functions and the size of the hidden layer will be both determined in the parameter
optimization process. Based on Fig. 4 and Eq. 1, a high level representation of the
hidden and output layer computations is given below:

H ¼ FHðX � U þ Y � V þ BhÞ ð2Þ

O ¼ FOðH � W þ BOÞ ð3Þ

In order to validate the performance of NARX neural network on the given dataset,
we compute the MSE (Mean Square Error), computed as follows:

MSE ¼ 1
n

X

i¼1

n

ðYi � PiÞ2 ð4Þ

where, Yi are the true consumption values, Pi are the predicted values and n is the size
of the test set. The size of the test set will be determined based of the type of exper-
iment that will be conducted. The goal is to train the network to carry out more accurate
predictions, when using temperature data in addition as input. The next section presents
the results of the conducted experiments.

Fig. 4. Interaction of input, hidden and output layers in NARX network.
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6 Experimental Results

Electricity consumption is highly dependent on geographical position, seasonality,
weather outliers and period of occupancy. Moreover, often we find a noticeable dif-
ference between the week and week end days. Therefore, we build a subset of the given
dataset consisting only of Monday’s consumption.

The dataset used for experiments, was provided by the local energy supplier, in a
Norwegian Southwest city. In this region the weather is quite constant, with a few
outliers (days or even weeks). However, the main source for heating and cooking,
washing and cooling equipment is electricity, resulting in continuous electricity usage
all over the year. We consider as influencer only the weather, as other factors such a
number of inhabitants is not provided and for instance the houses construction material
is less relevant (all being similar).

The decreasing trend is attested by Fig. 5, which represents the hourly average of
the consumption of four days of Monday, in February, March, April and May. In this
period the temperature is increasing and this leads to a valid dataset for our model, due
to inversely proportional relationship between the usage and temperature.

The first experiment is conducted using the whole dataset which consists of plain
time series data of the electricity consumption. In this case the neural network is built as
follows: one input node, two hidden and one output node. As testing data we use the
last Monday of May.

6.1 Temperature Effect

In the second experiment we increase the complexity of the forecasting problem by
adding the temperature values to the input. Thus, the neural network has the following
structure: two input nodes, two hidden and one output node. Here, we feed to the
network a set of aggregated inputs over hours from all Mondays in the dataset, except

Fig. 5. The deceasing consumption (a) and increasing temperature over months (b).
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the last one. The last Monday will be used as test data and the predictions will be made
for each hour on that day.

This outperformed the first experiment (without temperature values). In Fig. 6 we
notice a different consumption pattern in the last three Mondays of the dataset (the
zoomed in box). However, the network learned successfully from the training set and
produced the presented MSE in Fig. 6.

7 Conclusion

In main contribution of this paper is to offer a technique of forecasting short- term
electricity consumption, for a cheaper and more efficient finite resource management.
We built a dataset containing values of similar days (Mondays), over a period which
implies season change. First, the raw time series was fed to the NARX neural network
and the values of the last day in the dataset were predicted. Second, we added measured
temperature to the input and the model has been proven to carry out better results.

For future work, the same approach can be applied to a larger dataset, as the
prediction based on only similar days of the week is quite successful. The same
approach can be tested on medium and long term forecast, for creating a more general
image of the future consumption pattern, however the main interest of this work was
short-term forecasting, as it offers detailed information on future consumption.
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