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Preface

Historically, physicians have been the sole gatekeepers of medical knowledge. If a
patient had a question more complicated than the choice of cold remedies or how to
nurse a sprained ankle, they had to make an appointment to see a doctor. With the
advent of the Internet and personal computers, patients can now quickly learn about
possible diagnoses to explain the presence of blood in the urine, or even take a
picture of a mole with a phone to determine if it is cancerous or not. Most of us
could not have imagined that watches would be able to diagnose atrial fibrillation,
or that body parts and prosthetic devices could be “printed” to produce 3D
facsimiles as required. However, with this widespread access to knowledge and
technology, there has been an accompanying explosion of incorrect information and
data misuse to advance various agendas. Consequently, today’s providers need to
adapt and learn pertinent aspects of data science if they are to keep up with the
information revolution.

Something else happened since the dawn of the Internet: The medical profession
as a whole has become more self-critical (Graham et al. 2011; Makary and Michael
2016; Wennberg 2001). In the field of global health, the patient safety and quality
improvement movement highlighted deficiencies in the traditional service provision
model. The first paper looking at quality of care in developing countries was
published in 2012 in the British Medical Journal (Wilson et al. 2012). These
investigators reviewed more than 15,000 medical records randomly sampled from
26 hospitals in Egypt, Jordan, Kenya, Morocco, Tunisia, Sudan, South Africa, and
Yemen. Rather than a lack of medications, laboratory services, or access to spe-
cialists, the two biggest factors that contributed the most to poor quality of care
were errors in diagnosis and/or treatment. Thus, poor quality in this case ultimately
centered around how medical decisions were made. In addition to this finding, a
report from the World Health Organization published in 2009 (Shankar 2009) noted
that more than 50% of drugs in low- and middle-income countries are prescribed,
dispensed, and/or sold inappropriately, and only 1 in 3 are prescribed according to
existing clinical guidelines. These two reports highlight opportunities to improve
the data-driven support of clinical decision-making around the world.



vi Preface

Research has been traditionally viewed as a purely academic undertaking,
especially in limited-resource settings. Clinical trials, the hallmark of medical
research, are expensive to perform and take place primarily in countries which can
afford them. Around the world, the blood pressure thresholds for hypertension, or
the blood sugar targets for patients with diabetes, are established based on research
performed in a handful of countries. There is an implicit assumption that the
findings and validity of studies carried out in the US and other Western countries
generalize to patients around the world.

MIT Critical Data is a global consortium that consists of healthcare practitioners,
computer scientists, and engineers from academia, industry, and government, that
seeks to place data and research at the front and center of healthcare operations.
MIT Sana, an initiative to advance global health informatics, is an arm of MIT
Critical Data and focuses on the design, implementation, and evaluation of health
information systems. Both MIT Critical Data and MIT Sana are led by the
Laboratory for Computational Physiology (LCP) at the Massachusetts Institute of
Technology. LCP develops and maintains open-access electronic health record
databases to support medical research and education (Johnson et al. 2016; Pollard
et al. 2018). In addition, it offers two courses at the Harvard-MIT Division of Health
Science and Technology: HST.936, Global Health Informatics, and HST.953,
Collaborative Data Science in Medicine. The former is now available as a massive
open online course HST.936x under edX.

MIT Sana published the textbook for HST.936 of the same name under the
auspices of the MIT Press (Celi et al. 2017), while MIT Critical Data members
penned the textbook Secondary Analysis of Electronic Health Records for HST.953
with Springer (MIT Critical Data 2016). Following a strong belief in an open
science model and the power of crowd-sourcing knowledge discovery and vali-
dation, both textbooks are available to download free of charge. The latter has been
downloaded more than 450,000 times since its publication in 2016. A Mandarin
translation is slated for release by the end of the year, and a Spanish translation is in
the works.

This book, Leveraging Data Science for Global Health, was written and
assembled by members of MIT Critical Data. In 2018, HST.936 added data science
to digital health as a focus of the course. Lectures, workshops, and projects in
machine learning as applied to global health data were included in the curriculum
on top of HST.936x, which focuses on digital health infrastructure. Leveraging
Data Science for Global Health: provides an introductory survey of the use of data
science tools in global health and provides several hands-on workshops and exer-
cises. All associated code, data, and notebooks can be found on the MIT Critical
Data website http://criticaldata.mit.edu/book/globalhealthdata, as well as hosted in
an open repository on Github http://github.com/criticaldata/globalhealthdatabook.
We recommend working through and completing the exercises to understand the
fundamentals of the various machine learning methods.

Parts I and II of this book are a collection of the workshops taught in the course,
plus workshops organized by MIT Critical Data around the globe. The workshops
in Part I focus on building an ecosystem within the healthcare system that promotes,
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nurtures, and supports innovations, especially those in the field of digital health and
data science. Part II dives into the applications of data science in healthcare and
covers machine learning, natural language processing, computer vision, and signal
processing.

Part III focuses on case studies of global health data projects. The chapters
chronicle various real-world implementations in academic and public health set-
tings and present the genesis of the projects, including the technology drivers. Other
topics that are covered include the implementation process, key decisions, and
lessons learned. While no implementation strategy will be universally applicable to
all use cases, we hope the ones presented in this section provide useful insights to
assist in successfully developing and deploying global health data projects.

For Part IV, students from the 2018 Harvard-MIT course Global Health
Informatics have contributed findings from their course projects in the form of
scientific manuscripts. Given that developing countries are uniquely prone to
large-scale emerging infectious disease outbreaks due to the disruption of ecosys-
tems, civil unrest, and poor healthcare infrastructure, the utility of digital disease
surveillance serves as a unifying theme across chapters. In combination with
context-informed analytics, this section showcases how non-traditional digital
disease data sources—including news media, social media, Google Trends, and
Google Street View—can fill critical knowledge gaps and help inform
on-the-ground decision-making when formal surveillance systems are insufficient.
The final chapter presents an example of how a country can incorporate data science
in their curriculums to build capacity that promotes digital transformation in health
care.

We believe that learning using data science tools is the best medicine for pop-
ulation health, and that research should be an integral part of global health oper-
ations. Every patient encounter is an opportunity that we can learn from, and every
healthcare provider should be a contributor and a custodian, and not merely a
passive recipient, of the medical knowledge system.

On behalf of MIT Critical Data.

Cambridge, USA Leo Anthony Celi
Boston, USA Maimuna S. Majumder
San Juan, USA Patricia Ordoiiez
Seattle, USA Juan Sebastian Osorio
Cambridge, USA Kenneth E. Paik

London, UK Melek Somai
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Chapter 1 ®)
Health Information Technology Guca i
as Premise for Data Science in Global

Health: A Discussion of Opportunities

and Challenges

Louis Agha-Mir-Salim and Raymond Francis Sarmiento

Abstract Background Healthcare systems function as an important component and
a contributing factor in global health. The application of information technology (IT)
in healthcare systems function as a basis for the utilization of data science, which—
in its practical application—not only provides opportunities to increase the quality
of care, improve efficiency, and decrease costs but also buries the risk of hindering
existing workflows, decreasing staff satisfaction, and further siloing access to patient
data. Methods Three different applications of health information technology (HIT),
applied in the context of data science, will be examined in this chapter with regard
to their opportunities and challenges for the system and, as a result of this, for global
health. Results Electronic health records, health information exchange, and artificial
intelligence have great potential to alleviate some of healthcare systems’ greatest
burdens and make modern medicine more evidence-based, yet their successful imple-
mentation yields a multidisciplinary approach, constant development and evaluation,
and collaboration amongst all stakeholders. Conclusions Stakeholders and imple-
menters must consider the opportunities and challenges that come with the planning,
implementation, and maintenance of HIT in order to minimize negative impacts and
leverage its full potential for an overall improvement of global health.

Keywords Health information technology - Electronic health records - Health
information exchange -+ Artificial intelligence (AI)

Learning Objectives

In this chapter, we discuss the role of health information technology (HIT) in increas-
ingly complex, challenging, and constantly evolving healthcare systems with regard
to its role in data science (for more details on the methods of data science, please refer
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to subsequent chapters of this book). We focus on how modern technologies, such
as electronic health records, health information exchange, and artificial intelligence,
find application in healthcare systems and how this, in turn, provides opportunities to
leverage data for improvement of care quality and efficiency. We also approach the
difficulties and unintended consequences that arise from the adoption and integration
of such technologies into existing healthcare systems and their workflows. Besides
considering technical barriers, we also examine the human layer as an important
component of driving change within this domain. Finally, we will draw conclusions
on where HIT is adding value for purposes of data science and provide recommen-
dations where barriers yet need to be overcome in maximizing their potential to
enhance healthcare as a highly complex component of global health.

1.1 Background

Although not explicitly mentioned in definitions of global health, healthcare systems
can be viewed as an instrument or executive tool that governments and organizations
deploy in striving for global health. With one of its core aspects comprising “both
[the] prevention in populations and clinical care of individuals” (Koplan et al. 2009),
global health is very much is reliant on healthcare systems as a subordinate framework
to achieve its set goals.

Nevertheless, healthcare in itself is a highly complex and information-intensive
field. The increasing integration of technology has allowed healthcare decision-
makers to collect, process, and analyze this data for a more effective care delivery
while enhancing the safety of patients and consumers (Singh and Sittig 2016).
Considering the newly gained abundance of all health data—collected through health
information technology (HIT)—coupled with the drastic developments in the field of
data science (for more details on the methods of data science, please refer to subse-
quent chapters of this book) over the last decade, allows us to reimagine the practice
of healthcare with evermore applications to address the industry’s dynamic chal-
lenges of improving care quality, decreasing costs, guaranteeing equitable access,
and fostering public health surveillance; all key components of achieving Universal
Health Coverage (World Health Organization 2013).

In efforts to improve healthcare through digitization, varying approaches within
and between countries have been taken, including the introduction of electronic
health records (EHRs), telehealth and telemedicine, electronic learning and deci-
sion support systems, mobile health (mHealth) applications, real-time surveillance
systems, artificial intelligence, etc. (Figure 1.1) (World Health Organization 2016).
eHealth, often used interchangeably with HIT, is defined as the “the cost-effective
and secure use of information and communications technologies (ICT) in support
of health and health-related fields, including health-care services, health surveil-
lance, health literature, and health education, knowledge and research” (World Health
Assembly 2005, p. 121). It facilitates countries’ health agenda by improving oper-
ational processes of service delivery, building workforce capacity, and engaging all
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stakeholders in the care process—from the healthcare leaders and managers over
healthcare professionals to patients and communities (Al-Shorbaji 2018).

However, uptake of these technologies has been uneven within and across coun-
tries due to differing levels of maturity in ICT infrastructure, lack of skilled healthcare
personnel, and more. These are often among the fundamental hurdles in updating and
maintaining up-to-date HIT, especially in low and middle-income countries (LMICs)
(Clifford 2016). In several countries, however, various pilot implementations have
been initiated but few have gone to scale (Sundin et al. 2016). This was due to several
factors with socio-cultural challenges at the core despite great financial, clinical, and
logistical enablement from supporting organizations and responsible governments
(Clifford 2016). Additionally, countries, particularly LMICs, continue to be chal-
lenged by the rapid development of HIT interventions, such as constantly evolving
EHR infrastructures. Successful adoption and implementation of HIT solutions are
also constrained by other challenges such as poor ICT infrastructure and access,
misalignment between HIT investments and the national health agenda, and poorly



6 L. Agha-Mir-Salim and R. F. Sarmiento

defined enterprise architectures and standards (Baller et al. 2016). All of these factors
limit the accountability, scalability, sustainability, and resilience of health systems.
Of course, the role of data science as a layer of added value, enabled through HIT,
is limited in settings where HIT integration is low. On the other hand, the impact
of data science in LMICs is likely to be more far-reaching with the integration of
simple HIT applications, acting as low-hanging fruits to improve care (Costa et al.
2012). Yet it is imperative to remain realistic and consider the structural, social, and
financial obstacles we are faced with.

In the following section of this chapter, we will closely examine three frequently
applied examples of HIT and how these play a role in data science. The technolo-
gies we will focus on are EHRs, health information exchange (HIE), and artificial
intelligence (AI).

Building the basis for the application of data science techniques by enabling the
availability of vasts amount of data, EHRs display a means for the collection and
storage of data. Leading on from here, HIE allows for the exchange of this data, and
Al algorithms will subsequently grant the analysis and provision of predictive models
to be applied in clinical practice and administration. Hence, these three technologies
portray different aspects of the journey a patient’s clinical data takes—from storage,
over exchange, to analysis. Additionally, they symbolize examples of relevant HIT
advancements over the years in a chronological manner.

1.2 Examples of HIT and Their Application in Data Science

1.2.1 Applied Example No. 1: Electronic Health Records
(EHRs)

One of the key prerequisites for improving the delivery of care services through
data science is the efficient collection, storage, analysis, and exchange of health
information across different service levels in a secure yet practical fashion. Data
science tools, such as machine learning and deep learning, rely heavily on massive
collections of labelled structured and unstructured data, in order to train models and
subsequently improve them to guide decision. Hence, a data acquisition pipeline
is paramount. For this purpose, EHRs have become indispensable tools to carry
patient health information and facilitate its use between different levels of care.
This is reflected by the increasing number of national HIT strategies around the
globe, starring the implementation and development of EHR systems (World Health
Organization 2016).

High income countries have seen the largest investments in EHR systems. In
the United States, the Health Information Technology for Economic and Clinical
Health Act (HITECH Act of 2009) spurred on the rapid digitization of the health-
care delivery system, eventually culminating in the Medicare and Medicaid EHR
Incentive Programs (Washington et al. 2017). Here, EHRs have provided accurate
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and up-to-date information at the point of care, enabled quicker access to patient
records for more coordinated care among healthcare providers, and reduced health-
care costs by decreasing the amount of paperwork and duplicate diagnostic exams
while streamlining coding and billing services as a result of complete and accurate
documentation of all transactions.

However, the adoption and implementation of EHRs have been a great source of
both satisfaction and consternation, particularly in the last ten years. In recent years,
physicians’ satisfaction with EHRs have become universally low (Shanafelt et al.
2016), probably due to an increasing workload and the incentives received as a result
of complete documentation. Unintentionally, this has gradually become a burden for
providers around the world by negatively affecting their relationship with patients and
clinical workflows (Goldberg 2018). In 2016, a study by Shanafelt, et al., revealed
that physicians who used EHRs and computerized physician order entry (CPOE)
systems, e.g., electronic prescribing, demonstrated a lower level of work satisfaction
due to the amount of time spent on clerical tasks and had an increased risk of burnout
(Shanafelt et al. 2016). Moreover, physicians have progressively become concerned
that medical malpractice liability may increase with the implementation of CPOE
systems due to the increased documentation of computer-related errors (Mangalmurti
etal. 2010). In LMICs, this set of problems could prove even more troublesome as the
working conditions for health professionals are likely to be even more challenging.
Adding an EHR system without taking into consideration all its implications could
have disastrous consequences for all aspects of care provision and staff satisfaction.

Further examples of this ambivalence are tools that count as subordinate functions
of EHRs, including CPOE systems and Clinical Decision Support (CDS) systems.
As mentioned above, electronic prescribing is one prominent example of a CPOE
system. As opposed to handwritten prescriptions, the electronic prescribing alterna-
tive promises greater prevention of medication errors. Reasons for this are increased
completeness, standardization, and legibility of pharmaceutical prescriptions, as well
as their frequent integration with CDS tools (Puaar and Franklin 2017). CDS systems
are digital applications to “provide alerts, reminders, prescribing recommendations,
therapeutic guidelines, image interpretation, and diagnostic assistance” (Khairat et al.
2018) and are often deployed to complement CPOE systems. This integration leads
to an enhancement of patient safety with lower prescriptions errors and improved
interprofessional communication between healthcare providers (Mills et al. 2017).

However, despite the proven potential of CDS for electronic drug alerts by
reducing the number of adverse drug events and lowering healthcare costs (Ash
et al. 2007); (Weingart et al. 2009), it is one of the leading causes of alert fatigue in
healthcare providers. Alert fatigue describes a phenomenon where the user, i.e. the
clinician, actively ignores or dismisses pop-up windows, warning the user of possible
errors or dangers with clinical information that they entered. Alerts for drug-drug
interactions, pre-existing drug allergies, weight-adjusted dosing etc., often appear
very frequently, hence ‘fatiguing’ the user’s attention to them (Backman et al. 2017).
It has been shown to debilitate the power of alerts, especially if deemed obvious or
irrelevant, leading clinicians to dismiss future pop-ups without reading potentially
important alert messages (Ash et al. 2007). Consequences of alert fatigue could lead
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to the user’s impression of being supervised and treated as distrusted in their own
decision-making with resentment due to the continuous interruption in their work.
In order to prevent this, it is therefore imperative to ensure user-friendliness, along
with the relevance and appropriateness of alerts in the given clinical context when
designing CDS systems (Ash et al. 2007).

Considering these benefits and drawbacks of EHRs, along with CPOE and CDS,
that are inherent to their integration, they certainly all allow for the further collection
of data by the digitization and integration of workflows, such as the prescription of
medication. Before the integration of HIT, these processes either used to be analogue
or non-existent, whereas now they can be streamlined and interoperable with one
another. This may ease the documentation burden of handwritten notes and enable
the collection of even more clinical data, which can much more readily find appli-
cation for research or in public health. However, as with all technological novelties
in healthcare, if not integrated well, all systems can become cumbersome and in
several ways harmful to deliver good care. Healthcare professionals may circumvent
the correct use of these electronic systems, which may negatively impact overall
efficiency, effectiveness of care, and patient safety (Blijleven et al. 2017).

The full impact of EHRs on data science in global health is challenged by smaller
and larger scale problems, ranging from human issues to technical difficulties. It
begins with the above mentioned issues, e.g., low EHR usability and staff resistance,
and ends with the major, systems-based problems of healthcare, such as the increase
in healthcare cost, the rate of medical errors, or exhaustion and shortage of workforce,
all of which limit the integration and adequate maintenance of EHR systems.

1.2.2 Applied Example No. 2: Health Information Exchange
(HIE)

Health information exchange (HIE) is the mobilization and transfer of electronic
health information within and across organizations in a community, region, or
country, ideally through interoperable health information systems (Finn 2011). It
allows healthcare providers and patients to securely access medical information elec-
tronically in order to appropriately and confidentially share patient’s health informa-
tion independent of where they are receiving care (HealthIT.gov 2017). The United
States, Canada, Australia, and the UK are some of the countries who have, to a certain
extent, successfully implemented regional or state-wide HIEs.

An effective implementation of HIE is critical to provide high-quality, tailored care
to patients while reducing costs and increasing access (Sadoughi et al. 2018). To do
this, HIE implementation must be aligned with inner-organizational as well as inter-
organizational needs and priorities, with mutual cooperation and collaboration being
crucial in fostering HIE. In 2016, Eden, et al., showed that facilitators and barriers
to successful HIE implementation could be categorized as to the completeness of
information, organization and workflow, and technology and user needs (Eden et al.
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2016). In particular, the lack of consistent terminology and classification of HIE was
found to be a considerable barrier to understanding how an HIE ideally functions, as
well as constant changes in sociotechnical systems (Eden et al. 2016). These findings
are consistent with the 2016 study of Akhlaq, et al., done for LMICs, wherein they
found that successful HIE implementations largely depend on effective policies,
strong leadership, and governance in order to create an evidence-based decision-
making culture within organizations (Akhlaq et al. 2016).

Revisiting the concept of EHRs and thinking a step ahead, being able to not
only access local clinical data but to exchange data across departments, organiza-
tions, regions, or even nations through HIEs, a whole new extent of data availability
becomes apparent. Due to these vast amounts of data being necessary in order to
leverage its full potential, it symbolizes a key requirement for data science adding
real-world value and effectively integrate Al on a broader scale. Still being far from
achieving a smooth and widespread HIE across regions and countries, for the most
part, we can only speculate on the impact the analysis of all this data can have once
this will be achieved. As a result of these HIE networks, we need to find the value of
all the accumulated data, not only by making medical practice more evidence-based
but also in the field of, e.g., population-based informatics, or genetic and genomic
information. Generally, once data is available, analysing it and drawing conclusions
from it for clinical practice is relatively easy as compared to the far greater hurdle of
translating these findings from ‘bench to bedside’.

Taking another step ahead, blockchain technology (for more details, please refer to
subsequent chapters of this book) has been proposed as a tool to provide the necessary
features for long sought after advancements in the industry, especially with regard to
increased interoperability, high data security, and seamless HIE (Gordon and Catalini
2018). Similarly, a good amount of temperance may also be needed. Blockchain has
been envisioned to change the status quo in clinical research, public health, patient
identification systems, and self-generated health data (Gordon et al. 2017). It has also
been explored in terms of improving global health (Metcalf 2019, p. 415). However,
one has to keep in mind that health systems are multifaceted, highly fragmented,
and very resistant to change. Thus, expectations should be kept realistic in the face
of persistent doubts on its sectoral need, appropriate use, and whether it can truly
change existing health systems—particularly on data handling, because of the lack
of scalable real-world implementations (Gordon et al. 2017).

Besides the necessary technological prerequisites, key to the successful imple-
mentation of an HIE are governance, consistency in technical nomenclature, and
effective change management. These three factors are determined to have signifi-
cant effects on the level of adoption and success that organizations experience when
implementing an HIE. As they are extremely difficult to achieve due to the need for
many disparate parties to align, conferences can foster the conversations that enable
broader and effective change management, bringing all different stakeholders to the
table. It outlines the need for collaboration as health data, if collected in an orderly
and accessible fashion, is still mostly siloed unless governance and other initiatives
drive parties towards unification and liberation of data.
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1.2.3 Applied Example No. 3: Artificial Intelligence

Given that EHRs and HIE have done their work to provide data in an accessible and
orderly fashion so that it can be further utilized, artificial intelligence (AI) can be
applied in helping to improve everyday clinical questions, predict disease outbreaks
in LMICs, monitor drug adherence, etc. The application of these new technologies
have spurred excitement and brought renewed hope in finding solutions to the intricate
and sophisticated problems inherent to global health.

With Al applied to healthcare and global health, we associate the use of computer
algorithms and statistical models to enhance the human understanding of compli-
cated medical information and coherences by analyzing medical data. Specifically,
Al usually refers to tasks performed by computers that would otherwise require
intelligence if executed by humans (The Alan Turing Institute 2018).

The field of Al has evolved over the last 60 years. First described in 1971 in medical
publications (Coiera 1996), it is only now that many Al applications have been
deployed in healthcare settings and there are signs indicating that Al adoption has
been growing exponentially. Areas that would benefit from added value through data-
driven solutions can be classified as having either a ‘patient focus’ and/or ‘healthcare
provider/payers focus’ (Garbuio and Lin 2019). Within clinical medicine, as part of
the latter focus, there is a myriad of specialties that would benefit from the integration
of AI engines, with possible tasks ranging from natural language processing over
clinical decision support to predictive analytics (Dankwa-Mullan et al. 2018); (Yu
and Kohane 2018) (for more details, please refer to subsequent chapters of this book).
Despite the fact that a range of those Al applications have already proven to perform
on par with experienced clinical specialists (Esteva et al. 2017), many experts see Al’s
future role in complementing human knowledge and decisions, by rapidly exploiting
vasts amount of data, instead of replacing doctors (Dankwa-Mullan et al. 2018).
Hence, most Al applications in healthcare are aimed at working in synergy with staff
instead of striving for a substitution of workforce.

One major application of Al-assisted medicine is the ability to make reliable
and accurate predictions on clinical outcomes, hence assisting clinicians in critical
everyday decisions, for example by finding the optimal treatment strategy for patients
with sepsis (Komorowski et al. 2018) or utilizing warning algorithms and severity of
illness scores in intensive care (AIMed 2018). Other examples include radiological
or pathological image processing through deep neural networks (Esteva et al. 2017).
Hence, machine learning and deep learning, methods of Al, will not only alleviate
a great portion of physicians’ workload but will also provide more accurate clinical
prognoses and enhance diagnostic accuracy (Obermeyer and Emanuel 2016). This
triad of features ultimately contributes to ML enhancing patients’ outcomes with the
adoption of Al in healthcare.

An industry example of an Al application currently in use for global health is
IDx, a US-based startup. The company has succeeded in building the first and only
FDA authorized Al system for the autonomous detection of retinopathy in adults
with diabetes, namely IDx-DR (FDA, 2018). The shift towards Al oriented efforts
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is also being demonstrated by academia, e.g., with the foundation of the Stanford
Institute for Human-Centered Artificial Intelligence in early 2019. Other academic
examples include free online courses, like MIT’s course “Global Health Informatics
to Improve Quality of Care” on edX (Celi 2019) or Stanford’s Andrew Ng’s course in
Machine Learning on Coursera, enabling anyone to gain an understanding of health
informatics and how to leverage Big Data (Ng 2011).

However, despite all the excitement and the predicted opportunities for bettering
healthcare using Al, bringing ML algorithms from a laboratory to the bedside remains
amajor challenge. Regulatory and ethical issues, such as confirmatory bias or reduced
patient safety, have been discussed involving the routine use of Al, with uncertainty
regarding the point of sufficient performance of a program and accountability in
the event of a medical error (Dankwa-Mullan et al., 2018). The absence of such
controlling mechanisms to date raises questions as to whether the use of Al, though
it may solve problems and enhance care delivery, may again create new unintended
problems, such as reducing efficiency (Yu and Kohane 2018) or questionable clinical
success rates of new algorithms, leading to concerns for patient safety.

1.3 Discussion

With all of the challenges faced by current global healthcare systems, including an
ever-increasing financial burden and an aging population, the use of HIT systems
and data science have the potential to improve the effectiveness of treatments while
reducing costs and increasing the quality of care, as suggested by many studies
(Silow-Carroll et al. 2012); (Murphy 2014); (Sadoughi et al. 2018). Moreover, they
may not only enable a more holistic patient care by facilitating collaboration among
different service providers but have the potential to improve patients’ and providers’
experience and satisfaction. Aside from alleviating patients’ own burden in receiving
appropriate care, the clinicians’ experience may also likely be enhanced when care
becomes again more efficacious and patient-focused, e.g., when medical records
are easily accessible, prescriptions errors would be flagged before having negative
effects, or algorithms could give specific treatment recommendations in the manage-
ment of complex clinical conditions. In an ideal situation, appropriately applied HIT
can reduce clinicians’ workload and reverse the increased documentation burden
to make physicians’ work more patient-centered again with more time allowed for
face-to-face interaction, increasing both patient and staff satisfaction. This is more
the case in LMICs where these modalities could offer the opportunity to leapfrog in
achieving Universal Health Coverage.

Despite all the benefits and advantages that these technologies deliver, one must
also consider potential problems that halt, or arise from, their integration: Healthcare
systems are extremely rigid to change, many stakeholders have very disparate or
misaligned incentives, there is resilience towards change and reluctance by users,
there is a global increase in the demand of care leading to rising costs, all of which
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is paired with persisting difficulties of data fragmentation and lacking HIT interop-
erability. These factors display significant barriers that must be overcome in order
to drive change in the right direction. As the challenges are multifactorial, multi-
faceted teams are required to tackle them. This requires a culture change to overhaul
long-established operational processes and workflows, which are highly complex
and involve a host of actors, in order to work towards optimal digitalization. Newly
arising problems, such as interoperability issues between varied health information
systems established in isolation, continue to be a substantial challenge for a smooth
information exchange. On top of this, the integration of new technologies to solve
old problems paves the way for new problems to arise. These revolve not only around
financial implications (e.g., maintenance costs) but also around regulatory and ethical
issues. As with IDx-DR, the U.S. Department of Health and Human Services for Food
and Drug Administration (FDA) has approved their algorithm as medical device and
granted its unsupervised use (Van Der Heijden et al. 2018). However, Al algorithms
function differently to what was traditionally defined as medical device, because they
must constantly evolve to maintain their accuracy. This high amount of uncertainty
demands great attention for a regulatory and ethical debate going forward. In the
global context, this might give rise to an increase in health disparity between the
have and the have-not.

The complexity of challenges that health systems are faced with increases. Despite
data science bringing hope to solve many long-established problems in the face
of aforementioned difficulties in the smooth collection, exchange, and subsequent
analysis of data, bringing change from bench to bedside cannot be done by technology
alone and involves mainly human factors. The rise of algorithms to enhance medical
diagnosis and decision-making are only of value when they are being implemented
in day-to-day practice and accessible to the entire global community. In this regard,
the efforts of organizations, such as Sana (MIT), are of paramount importance in
promoting data science in global health (Angelidis et al. 2016).

1.4 Conclusion

In order to universally improve healthcare, countries need to balance cost, quality,
and access, and HIT has proven to have the potential in addressing these needs.
Using it and applying principles of data science allows information to be stored,
processed, exchanged, and analyzed in order to maximize its value and use. If used
effectively, it can lead to a more efficient and safe delivery of care, improved access
to information and services for an evidence-based decision-making, and enhance
both clinicians’ and patients’ satisfaction. However, the necessary HIT requires a
conducive ICT-enabled environment in order to facilitate the greatest possible degree
of interoperability and cross-disciplinary collaboration.

All technological advancements and their possibilities are of limited use, however,
when they cannot be implemented and utilized effectively due to a misalignment with
the human layer. For example, when designing HIT applications, the user experience
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must be equally important as its anticipated improvement in clinical effectiveness and
efficiency. Likewise must stakeholders communicate through agreed terminology
and work towards a common goal. This can only be achieved by an evenly close
collaboration of software developers with future users, governments with healthcare
managers, and data scientists with clinicians. Especially in the context of LMICs,
joint forces between professions and regions are likely to have better outcomes than
many individual efforts to innovate healthcare. Here, governmental drive can be an
important initiating force in fostering the necessary interprofessional partnerships,
which should ideally go beyond organizational or regional interests.

The utilization of data science has the potential to tackle some of the greatest
challenges in modern healthcare that exist on various different levels, eventually
contributing to making advancements in global health. Although, in order for HIT
applications to function as they have been designed currently and will be designed
in the future, all stakeholders need to collaborate in tackling technical, behavioural,
financial, ethical, and regulatory challenges to enable the best possible use of these
technologies for leveraging data science in global health.
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Chapter 2 ®)
An Introduction to Design Thinking oo
and an Application to the Challenges

of Frail, Older Adults

Tony Gallanis

Abstract Design thinking is a valuable, iterative process to utilize when building
an innovation. Rather than starting from a singular novel technology in search of a
problem, the design thinking approach begins with assessing the environment, users,
and stakeholders, attempting to identify alternative strategies and solutions. This
process generally leads to a more holistic and sustainable intervention, improving
outcomes and adoption. This chapter provides a primer to design thinking, as well
an introductory toolkit to begin applying the approach to your innovations.

Keywords Design thinking - Innovation - Desirability - Feasibility - Empathy -
Ideation

Learning Objectives: In this chapter, we will explore the process of design thinking
as a discipline. We will then explore its integration within healthcare. By the end of
the chapter, a reader shall be able to:

— Define the concept of design thinking

— Examine the intersection between design thinking and innovation

— Identify the role of empathy in the design thinking process

— List the tools that are useful to embed design thinking in global health projects
— Apply design thinking to tackle a global health challenge.

2.1 Design Thinking Introduction

Innovations are seen to be bold, new, creative solutions to problems. Often, these
innovative solutions require an explicit understanding of the problem that needs
to be solved from the user’s perspective. This approach to drive innovation—coined
Design Thinking—requires discipline and is often different than the way most people
conduct traditional problem-solving. Traditionally, innovation projects result from
a team gathering together, creating specifications for the innovation, and fulfilling
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the specifications within the allocated budget. Design thinking differs by allowing
the specifications to be driven by the user’s needs and the nature of the problem.
Design thinking has been the linchpin of the tech and startup ecosystem in the recent
decade. Still, the problem-first nature of design thinking is applicable beyond the
startup world and has the potential to provide the global health workforce with
better tools to work through the most challenging of global health dilemmas. Design
thinking digs quickly to the root cause of a problem and provides tools and resources
for teams to then create powerful solutions. In the following chapter, we will address
how design thinking can match the unmet need for user-driven innovation in global
health and how global health practitioners can embed this disciplined approach to
support global health initiatives.

2.1.1 Design Thinking Workshop for Global Health

Addressing air pollution, noncommunicable diseases, potential influenza pandemics,
high threat pathogens, ageing society, and weak healthcare systems are among some
of the several profound challenges in global health (WHO 2019a). Aging societies
pose numerous challenges to global health. Around the world, populations are aging
at a faster rate than before. By 2050, the over 60 age demographic will more than
double, reaching 2 billion people. With the rising population of older adults, geriatric
syndromes will increase in prevalence causing strain on the healthcare system to
treat more dementia, hearing loss, cataracts, back and neck pain, and diabetes (WHO
2018). Already, dementia among older adults is an $800 billion challenge that causes
strain on healthcare systems, caregivers, and those affected by the illness (WHO
2019b). Aging societies need bold solutions to address the health needs of older
adults. Each of these challenges is daunting due to the complexity of the problem
and scope of the intervention required to effect positive change. Challenges that are
vast and imposing are often those best poised to benefit from design thinking. This
chapter is based on the lessons learned using design thinking during a Global Health
Datathon organized at the Khon Kaen University in Thailand. The Datathon worked
through one of the many challenges in global health—aging societies—and applied
design thinking to bring about solutions for three different users who vary in frailty
severity.

For participants of the Khon Kaen University (KKU) Datathon workshop that
inspired this chapter, the design focus was on understanding problems faced by frail
older adults. Frailty refers to the clinically recognizable state of an older adult who
is vulnerable for severe complications or injuries. The frailty phenotype, as put forth
by Fried et al., is commonly denoted as a combination of three of the five following
traits: physical weakness, slow walking, low physical activity, low energy, or weight
loss (WHO 2016). The challenges experienced by frail adults are many since frail
population are at elevated risk for falls, hospitalizations, and mortality (Ensrud et al.
2007).
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2.1.2 Overview of the Workshop

The workshop was composed of two sessions. During the first, participants learned
vital tools and methods of design thinking. Design methods are frameworks and
tools used to shape one’s workflow and mindset through the course of the design
thinking process (Jones 1992). The second session focused on the application of
those tools within the context of the challenge of ageing. The total length of the
KKU Datathon workshop was 3 hours with a short break in the middle. Participants
ranged in age from university students to older executives. The backgrounds of
participants included data scientists, clinicians, researchers, public health workers,
nurses, and administrators. There were approximately 25 participants in attendance.
A PowerPoint presentation was used to guide participants through the design thinking
workshop. Markers, easel-pads, and sticky notes were provided for participants to
work through the applied portion of the workshop. Like the workshop, this chapter
first will focus on design methods and then apply them to the design challenge: the
experience of frail, older adults.

2.2 Part I: Introduction to Design Thinking

2.2.1 General Overview

Design thinking is a process with mindsets to navigate uncertainty and arrive at
insightful innovations (IDEO 2019). Design thinking mindsets are ways for the
designer, as the practitioner of design thinking, to approach the problem and the
various stages of design thinking. Mindsets guide the designer on how to embrace
the problem and where to look for inspirations and solutions.

Often, people assume design thinking to be the holy grail of innovation. Simply
employ design thinking and innovations will spontaneously spring forth, but this is
not the case (Nussbaum 2011). As a disciple of design thinking, it is important to first
to indulge the mindsets that unleash one’s creative confidence and second to ensure
the space and support to employ innovative work through design thinking. Simply
following the design thinking process will not bring about the intended innovations.
One must buy into the processes with certain thoughtfulness to build one’s creative
confidence (Kelley et al. 2019). Secondly, support systems, buy-in from leadership,
diversity of skillsets, space for working, and time to create are all key ingredients in
fostering the right ecosystem for design thinking (Waters 2011).
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2.2.2 Defining Innovation

Innovation in design thinking is the intersection of desirability, feasibility, and
viability. Desirability refers to the user’s want for the product or offering at hand.
Feasibility refers to the ability of the team to create the product. Viability refers
to the sustainability of the solution. The intersection of desirability, feasibility, and
viability is innovation (IDEO 2019) (Fig. 2.1).

One caveat in the definition of innovation employed by designers is the expressed
prioritization of desirability over feasibility and viability. In global health, one could
constrain the innovation to whether it was feasible given the resources on hand or
whether it would be viable after implementation. When designers prioritize desir-
ability chiefly among the three, designers are hinting that it may be more beneficial
to build an innovation that addresses a person’s needs rather than an innovation that
can be allocated funding or be built with available resources. One of the fatal flaws
of innovation teams is the creation of things that do not serve real problems. This
fatal flaw has vast repercussions in global health. Occasionally, governing bodies,
non-profit organizations, or ministries of health may be keen on implementing a
solution, but the solution itself may not address a real need for the intended user.
This problem leads to a solution that is not desired by the target population.

During the West African Ebola outbreak in 2014 as well as the recent 2019 Congo
Ebola outbreak, occasionally all-white personal protective equipment (PPE) was used
by frontline health workers when treating Ebola patients. All-white PPE conjured
notions of ghosts and death, notions that hindered the ability of frontline health
workers to treat patients (UNICEF 2019). Frontline health workers who donned the

Fig. 2.1 Innovation
intersection

Desirability Feasibility
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all-white PPE would instill fear in their patients during treatment. Patients would
fear the frontline health workers who traveled into towns to extract sickly patients or
avoid treatment altogether. In this scenario, the actions of the frontline health workers
were hindered because patients did not desire the treatment provided. The nature of
the Ebola epidemic was perceived to be one of patients not receiving medical care
when the true nature of the problem was patients not finding comfort and security in
the treatment available. A proposed solution to the challenge of comfort and security
of the patient during the treatment process was the PPE Portrait Project. The PPE
Portrait Project taped a portrait of the frontline health worker’s face to the outside
of the all-white PPE. With the portrait adorned on the front of the PPE, patients
could see the humanity of the person behind the ghostly white suit. This humanity
connected the patient and the frontline health worker to lessen fears of treatment. The
PPE Portrait Project taped a portrait of the worker to the outside of the PPE, enabling
patients to connect with the frontline health workers and alleviate fears (Heffernan
2019; Crossan 2015).

2.2.3 Developing Empathy

Empathy is critical in the design thinking process, especially when a designer places
an explicit emphasis on the desirability of an innovation. In design thinking, empathy
is the process of uncovering the desires and aspirations of the users for the intended
product or service. Without researching and learning what a user truly struggles
accomplishing, a designer will be unable to know how to create a desirable innovation.

There are many ways to conduct empathy research and the methods parallel other
qualitative research methods including those of ethnographic research and primary
market research (Reeves et al. 2008). The key to empathy research is to engage a
user in some way and then to probe deeper into the user’s perspective. One strategy
employed by a top design consulting firm, IDEO, is to conduct The Five Whys during
aninterview (Design Kit 2019a). Through successively asking the user why they acted
in a certain way, the interviewer is able to peel away at the internal motivations and
underpinnings behind a user’s actions. In the KKU Datathon workshop, participants
were asked to pair up and conduct empathy research in the form of 1 on 1 interviews.
For three minutes one partner would interview the other person to uncover why
their partner decided to attend the KKU Datathon workshop on design thinking
and global health. A profound empathy interview that occurred during a different
Datathon workshop went as follows:

Participant  Hi there, why are you here at this workshop on design thinking and
global health?

Interviewee I recently switched jobs from finance to healthcare and am hoping to
make an impact.

Participant Why did you switch jobs to healthcare?
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Interviewee My previous job became dull over time and I felt disconnected to
people.

Participant Why do you desire to be connected to people?

Interviewee There’s something special about getting to know people’s health
challenges and finding ways to help.

Participant 'Why is it so special?

Interviewee It’s not every day that someone opens up to you about their struggles,
so you have to make the most of it when they do.

Participant 'Why do you have to make the most of it?

Interviewee Well, someone helped me through a hard time and, I guess, I just want
to do the same.

Without conducting an empathy interview, there would have been no way that the
participant would have known that her interviewee had such a profound interaction
with the healthcare system at a young age as to warrant a mid-life career change. It
may feel strange to probe so deeply into the user’s nuances and complexities, but it
is the duty of the designer to engage the user genuinely and to learn raw insights that
will later evolve into impactful innovations.

2.2.4 The Data Behind Design Thinking

Empathy interviews are chances to create data points from real users. The data
produced during the empathy stage could be from interviews, phone calls, user jour-
nals, shadowing the user, photo journals, or any other mean of learning the user’s
perspective. From these insights, a designer would likely categorize the findings, seek
patterns in the data, and discern insights from the observations. A simple empathy
categorization method is an empathy map (Stanford D School 2010) (Fig. 2.2).

The goal of an empathy map is to distill the needs of a user in a routine and
systematic way. An empathy map breaks down an empathy interview into four key
groupings: the user’s thoughts and beliefs, feelings and emotions, actions and behav-
iors, or quotes and defining words. If a designer repeats this process multiple times
with different users, patterns emerge among the collective body of interviewees
giving rise to a growing need.

When finding patterns in the data, it is important to note than not all users are
the same. People have vastly different needs and lifestyles leading to a dichotomy
in the design community known as extremes and mainstreams (Design Kit 2019b).
Extreme users are the minority who inhabit disparate opinions towards the project
at hand. Mainstream users are the majority who carry the popular opinion towards
the project at hand. Empathy is useful to uncover the varying needs and desires for
different users, especially extreme users. In global health, an appreciation for the
vastly differing needs of users enables more tailored innovations. In the Ebola case
previously discussed, the fear of ghostly health workers wearing PPE may have been
the opinion held by extreme users, but these extreme users may also have been the
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Fig. 2.2 Empathy map. Colored rectangles represent sticky notes

group disproportionately transmitting the disease. In this case, a tailored innovation
for the extreme users would be most impactful.

2.2.5 Problem Definition and Problem Reframing

Following empathy, participants were introduced to problem definition and problem
reframing. In design thinking communities, the problem definition and problem
reframe are notoriously challenging. Defining a problem involves brutal honesty
with oneself regarding the purpose of the design thinking project and the challenges
facing the user. Sometimes designers believe they know the challenges facing the
user without ever consulting the user through empathy. This leads to blind designing
where products are built that completely miss the mark and do not address the user’s
true need. To avoid this horrendous mistake, always define the problem facing the
user honestly.

Reframing the problem is equally challenging. To reframe the problem, one needs
to know the systems that generate the problem and have the perspective to identify
the root cause of the challenge.
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Example: Creating a Music Ecosystem

An example of a problem definition and problem reframe is Apple’s entrance into
the music industry. When Apple decided to enter the music industry, the logical next
step in product development should have been to create a device that would compete
with the Sony Walkman. This device, by all means, would have built upon Apple’s
expertise in the computer industry and have been a smaller, more portable Macintosh.

Apple did create the iPod, which performed much like a smaller computer with
the ability to play MP3 songs; however, during the process of creating the iPod,
Apple reframed the problem users faced with the music industry. During the time
when Apple was creating the iPod, the music industry was having challenges with
illegal music piracy (Silverthorne 2004). Consumers could freely download music
from illegal websites and store these songs on devices for listening. Downloading
music was not the issue for consumers; finding quality music and sharing this music
with friends was an issue. During the process of creating the iPod, Apple also created
iTunes, a platform that would become the largest in its time. Apple addressed the
challenge of finding quality music so well that people would pay to download songs
from iTunes even though free piracy services still existed. By reframing the problem
from listening to music to finding and sharing music, Apple created a product and a
platform that would dominate the music industry for years to come (IIT Institute of
Design 2009).

2.2.6 Bold Innovations

As the final didactic teaching moment for participants of the KKU Datathon work-
shop, a framework was presented to help participants categorize innovations and to be
open to bold, groundbreaking innovations. This framework categorized innovations
as either step, jump, or leap (Fig. 2.3).

Often, ideas that are seen as bold innovations are simply not as disruptive as one
might think. These ideas are predictable and are the obvious iteration. These are
step innovations. Jump innovations are where the starting point for the innovation
is known, but the endpoint for the innovation is not. A jump innovation may start
with a clearly defined problem but end with a solution that was unexpected. The last
category is the leap innovation. These innovations are groundbreaking in that once
they are introduced, they alter the landscape and workflows of their field forever. A
leap innovation example is Airbnb where after its introduction, all around the world
people changed how they viewed spaces in their home, travel, and the definition of
a hotel (Thompson 2018).

Leap innovations are similar to Clayton Christensen’s popularized term—disrup-
tive innovation (Christensen 2012). These groundbreaking innovations are hard to
materialize and often result in failure. Regardless of the risk involved in leap inno-
vations, truly great companies, researchers, and entrepreneurs must take leap inno-
vations and have a willingness for success and failure alike. Creative companies are
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known for encouraging leap innovations by rewarding failure (Acton 2017; Bodwell
2019). Incentivizing failure loosens the shackles of conservative innovation from
teams and enables bolder ideas. During the KKU Datathon workshop, a preference
for leap innovation was stated as this opened participants to opportunities and realities
with the greatest potential impact.

2.3 Part II: Application of Design Thinking

At this point in the KKU Datathon workshop, participants learned the skills needed
to begin working through their respective design challenge in frailty. For this phase
of the workshop, we use the five stages of the design thinking process as put forth by
the Stanford D-School (Stanford D School 2010). Using the five stages, we helped
participants indulge their creative capacity and apply skills learned earlier to develop
new innovations. Participants began the design thinking journey by familiarizing
themselves with the design briefs. A design brief is a short and concisely worded
framing of the problem that needs to be addressed. Design briefs provide context and
direct the designer where to begin the innovation journey (Open Design Kit 2018).
A properly constructed design brief acts as the first stepping stone in the design
thinking journey. Below are the design briefs that were supplied for participants of
the KKU Datathon workshop.



26 T. Gallanis

2.3.1 The Design Brief

Three design briefs were provided for participants:

1. Preventative Care Measures Among the Pre-frail.
2. Addressing Challenges Among the Actively Frail.
3. Quality of Life Among Frail Individuals with Declining Health.

These three cases each captured different stages of life for the particular fictitious
user, Joy Susan, who had unique needs and aspirations. All three cases pulled upon
central themes and challenges among the elderly and all three cases needed thoughtful
innovations to address the challenge presented.

2.3.2 First Case—Preventative Care Measures Among
the Pre-frail

The first case introduced a fictitious, elderly woman, Joy Susan, who was 71 years of
age, married, and overall decently sound in mind and body, but was beginning to show
signs of decline. Joy Susan was pre-frail. She was on the cusp of showing the frailty
phenotype—physical weakness, slow walking, low physical activity, low energy,
weight loss—but was only partially frail. Joy Susan was experiencing functional
decline and she and her husband were both concerned.

2.3.3 Second Case—Addressing Challenges Among
the Actively Frail

The second case introduced Joy Susan as an actively frail older woman who was
contemplating an upcoming surgery. As a frail individual, she had added concern for
complications following her surgery. Her husband was especially concerned about
the potential for delirium since he heard a doctor say this may be a complication
(Verloo et al. 2016). Joy was actively weighing the possible benefits of her surgery
against the potential complications that could result.

2.3.4 Third Case—Quality of Life Among Frail Individuals
with Declining Health

The last case introduced a challenging design space where Joy Susan neared the end
of her life. Joy had been severely frail for quite some time and her health outlook
was not favorable. At this moment, Joy had difficulties embracing her situation,
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the physician had difficulties conversing to Joy about her options, and her husband
struggled to embrace Joy’s situation as well.

2.3.5 Beginning the Design Thinking Process

Each of the three design briefs posed a challenging problem with an unclear answer
as to the best direction to follow. Especially for challenges such as those posed to Joy
Susan where the immediate answer may not be known, design thinking is especially
useful. By first uncovering Joy Susan’s needs through empathy and then building
from the empathy insights, teams had the chance to create profound new products
and ideas. Participants started with empathy and continued through the full design
thinking process (Stanford D School 2010) (Fig. 2.4):

1. Empathize
2. Define

3. Ideate

4. Prototype
5. Test.

2.3.6 Logistics

The original 25 participants were divided into teams of 8. Each team had a different
design brief and worked through the following schedule with hands-on mentoring
from the workshop leader. A PowerPoint highlighted directions for participants and
a timer was used to keep the teams from lingering too long on any one part of the
design process. Each portion of the below agenda is explained in further detail later
on.
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Empathize

a. 10 min: 2 rounds of 3 min interviews with the remaining time spent writing
down thoughts

Define

a. 15 min: 3 min writing down personal insights, 3 min sharing insights, 9 min
defining the point of view statement

Ideate

a. 15 min: 6 min crafting the ‘how might we’ statement, 3 min personal ideation,
3 min group ideation, 3 min selecting the top idea

Prototype
a. 10 min: all time spent building prototypes
Test

a. 10 min: 3 min per team sharing their user’s story, needs, aspirations, and the
insightful innovation.

Empathize

Within their teams, participants created pairs and interviewed each other about
their particular design brief. The difficulty with this form of empathy was that Joy
Susan was not present for individuals to question or interview. Rather, participants
drew upon their relatives, interactions with elderly adults who had similar stories,
or own opinions about how Joy Susan might feel with respect to each design
brief. At the end of the Empathize section, Joy Susan became a much more real
individual with desires and needs that were both complex and embedded within
her relationship to her family, husband, job, and more.

Define

The define stage was marked by teams sharing insights found through empathy
interviews and then later defining the point of view (POV) statement (Rikke and
Siang 2019). It was important that groups share their notes from empathy since
the interviews were conducted within pairs and not all team members had the
same conception of their Joy Susan. The difficult part of the Define section was
creating the POV statement (Fig. 2.5).

Using a prompt, teams each spent the next few minutes identifying the problem
Joy Susan faced that they found to be most poignant. The POV statement needed

Joy Susan needs a way to

{verb)

because

{surprising insight)

Fig. 2.5 POV statement fill-in-the-blank
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to have two components: (1) an action that Joy Susan had difficulties accom-
plishing and (2) areason as to why this action was important to Joy Susan. The first
part of the POV statement identified a challenge in Joy’s life whereas the second
half drew upon Joy’s unique needs and aspirations. In general, teams needed help
identifying a problem that needed to be accomplished without providing a solu-
tion as well. During the Define phase, no solutions were provided. Rather, only
problems were shared and the reasons as to why the problems were pertinent to
the user.
3. Ideate

During the Ideate phase, teams were finally able to start working through creative
solutions to Joy’s challenges. The Ideate phase was broken into two sections: (1)
crafting a how might we (HMW) statement and (2) ideating around the HMW.
A HMW statement is a launch pad for generating ideas. How opens the team to
the reality that solving Joy’s challenge is possible. Might shows the team that
it is alright to fail during this process. We shows the team that this process is
inclusive and collaborative (Google 2018). Crafting a proper HMW statement
involves providing just the right amount of specificity to hint as to the direction
for innovation while building upon the user’s needs and aspirations. For instance,
an HMW statement that is too narrowly focused is as follows:

1. How might we provide digital resources in mobile format to guide Joy Susan
through her pre-operative procedure
This HMW statement provides a solution already to Joy’s challenge with
surgery: digital resources in mobile format. The HMW statement also does
not tie to any insights about Joy Susan. Lastly, this HMW statement does not
enable the participant to generate that many ideas due to its narrow focus.
The following HMW statement is too broad:

2. How might we lessen Joy’s fears?
Why is Joy afraid? How do we know where to target our ideas and inno-
vations? This HMW statement is so broad that a designer would not know
where to begin in ideating solutions.

3. Howmight we engage Joy’s family through the pre-operative journey to lessen
Joy’s fears about family relations falling apart?
This HMW statement identifies a direction for the innovation—engaging
family pre-operatively—and provides an insight to ground ideas that are
provided—Iessen Joy’s fears about family relations falling apart. The HMW
statement is not too broad and it is not too narrow. It leads designers to the
sweet-spot of ideation.
After crafting the right HMW statement, teams used sticky notes to write
down ideas that could solve the problem and then shared these ideas as a
group. Three minutes were provided for personal ideation since solo-ideation
leads to greater quantity of ideas produced. Then, group ideation followed
where participants shared ideas together.
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4. Prototype

Once teams had selected their desired solution for Joy’s challenges, teams were
directed to prototype their idea. The only supplies provided for teams were
markers, sticky notes, and easel-pads. Teams created paper prototypes—drawings
or sketches—or acted out their prototypes to convey the innovation. The key to a
successful prototype is the ability to create something tangible that can be used or
engaged with by a real user.

5. Test

The final step in the design process and the workshop was to test the prototypes with
each other. The form of testing used during the workshop was a design critique (David
and Yu 2017). Each team had 3 min to present Joy’s challenge, her desires and needs,
and then the solution created to solve Joy’s problem. Following the presentation,
other teams provided feedback that would be incorporated into future versions of the
prototype.

2.3.7 The End Result: Khon Kaen University Datathon
Workshop 2018 Prototypes

Pre-frail: Full Recovery

The first team was tasked with helping Joy overcome her challenges as a pre-frail
individual who was sensing a looming health decline. The team identified the poten-
tial disconnect between Joy and her husband, Sam, that would arise as Joy’s health
declined. Who would take care of Joy if Sam wished to go outside? How could
Joy stay connected with Sam as her health declined? The proposed solution: Full
Recovery, a preventative home visit and consulting service to deter health decline
and falls among the elderly. Full Recovery works to assess Joy’s home environment
before she becomes actively frail to see if there are features of her house or her living
situation that could pose potential threats to her as she ages. Full Recovery would
then create a list of activities that Joy performs at home for the physician to see. This
way, the physician has a better sense of what is valued by Joy and how Joy’s healthy
decline is manifesting itself in activities that matter to her. If Joy enjoys gardening,
the physician would know this and be able to see if Joy’s treatment plan enables more
gardening in the future.

Actively frail: Re-happy

The second team was tasked with designing an innovation for an actively frail Joy
who was contemplating an upcoming surgery. The team identified the challenges
of depression among the elderly, especially following surgery due to prolonged
bedridden periods as a particular challenge for Joy. This team’s solution was Re-
Happy, a virtual reality system to allow Joy to explore and travel within a virtual
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world during the course of her recovery. The game would enable Joy to travel to
new places, complete challenges, and also track her recovery. This innovation was
addressed Joy’s desire to stay immersed in the outdoors, which was a source of
happiness for Joy, even during her prolonged bedridden recovery process.

End of Life: FulFill

The third and final team redesigned the end of life experience for Joy. This team
tackled the communication breakdown that would occur for Joy through a platform
called FulFill, which was a data-gathering platform to capture Joy’s preferences and
updated the family and physicians on Joy’s desired course of action. The platform
provided navigable care options and showed possible end of life scenarios for Joy to
decide how she wanted her treatment to proceed. This team tapped into the difficulty
Joy would experience in understanding her care options at such an advanced age
and also relaying her care desires with her family. FulFill was a platform for sharing
health information and end of life decisions that could be digested by both family
members and physicians alike.

2.4 Conclusion

In global health, design thinking can be applied to ensure that resources, products, and
services address the true needs of the people they intend to serve. By understanding
the needs of the target population and testing proposed solutions rapidly, design
thinking teams can avoid common pitfalls when delivering on a new innovation.
Whether the challenge is to implement an intervention in a small community or devise
a population level digital solution, innovators can benefit from the principles and
application of design thinking. During the brief KKU Datathon workshop on design
thinking in global health, participants formed teams and quickly exercised their
creative capacity by delivering three tailored innovations to address challenges among
frail older adults. Most certainly, these three innovations as they were delivered at the
KKU Datathon workshop were not finalized, ready to implement, nor sustainable.
One quick entanglement with the design thinking process did not bring about finalized
products, but it most certainly guided the teams where the solution might be that
would address a true user need. For readers who are curious about bringing products
to market and building sustainable startups, an entrepreneurial guidebook will help.
For readers looking to build creative capacity in their organization and lead teams
that produce insightful innovations, design thinking is the avenue to pursue.
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Chapter 3 ®)
Developing Local Innovation Capacity Gzt
to Drive Global Health Improvements

Christopher Moses

Abstract In global health, innovation often comes from “outside-in”: industrialized
countries develop new drugs, devices, or services, and export them to low- and
middle-income countries (LMICs) (Syed et al. in Global Health 9:36, 2013). Yet
there is a growing recognition that there is real potential for “bi-directional flow of
knowledge, ideas, skills and innovation” (Syed et al. 2013). To generate sustainable
impact at scale, high-income countries should further encourage this local innovation
capacity. One way to do so is to export more than just finished products to LMICs,
but also the knowledge, processes, and cultural mindset that support repeated success
in new product and service development.

Keywords Design thinking - Empathy + Outcome driven innovation + Agile
Software Development + Product lifecycle

Learning Objectives

This chapter begins with an overview of core concepts in product innovation, then
presents an innovation workshop. The goal of this chapter and its accompanying
workshop is to provide teams with a set of fundamental concepts for thinking about
new product development, as well as a detailed set of exercises whose output offers
concrete steps for either increasing the chances of success for an existing product
or service, or taking a brand new idea into the prototype phase. This workshop has
been taught in multiple settings (corporate, academic, and startup) in both the United
States and Thailand. By training teams in this way, we might best support nascent
innovation capacity and help teams in LMICs bring more desirable, feasible, and
viable innovations into their local communities, and potentially to the world at large.
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3.1 Core Concepts in Product Innovation

There are many strategies high-income countries can leverage to best catalyze global
health innovation in LMICs (National Academies of Sciences, Engineering, and
Medicine 2017), but many of these approaches focus on technology investments.
However, not all great innovations are technological in nature, and innovations
in processes and implementation methods can have significant impact (Donaldson
2014). Interestingly, while the United States and other high-income countries are
recognized for taking the lead in defining, refining, and systematizing innovation as
a practice, their chief exports are often the products themselves rather than the less
tangible, but critical knowledge and processes that enable repeated success in inno-
vation. To build a common foundation for readers, we first review five core concepts
in product innovation, and highlight frameworks that implement them. These frame-
works are not mutually exclusive, and are in fact closely related in their approach
to product innovation. Together, they can offer valuable points of view. These core
concepts are (Table 3.1).

Table 3.1 The five core concepts of product innovation and their corresponding frameworks
reviewed in this chapter

Core Concept Framework
1. Conduct qualitative interviews to build Design Thinking (Brown 2009; Dam and Siang
empathy with users to better understand 2019)

their unmet needs

2. Translate users’ needs from high-level Outcome Driven Innovation (Ulwick 2016)
qualitative descriptions into standardized,
testable statements to derive quantitative
results that guide product development

3. Identify underlying assumptions about the | Sense and Respond (Gothelf and Seiden 2017)
user, their needs, or how the product or
service will be implemented, then define a
test plan to reduce risk and increase chances
of success

4. Test a new product or service with users as | Agile Software Development (Beck et al. 2001;
it’s being built to better respond to changes | Koch 2011; Lucidchart Content Team 2017a)
in the user, their needs, and their
environment

5. Products have a lifecycle—a beginning, Think It, Build It, Ship It, Tweak It (Kniberg
middle, and end—and there are important | 2013)
trade-offs to consider between product risk
and operating cost over the life of the
product
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3.2 Core Concept 1: Build Empathy with Users

In global health, those developing new products and services are often not the end
beneficiaries of the innovation. As such, it is critical to deeply understand the target
population as individuals to enable us to design more relevant solutions that better
fit into their lives. Without building this empathy, we’re more likely to miss impor-
tant factors and apply misconceptions that could result in less useful products and
failed implementations. As noted by Juma and Yee-Cheong (2005), “Creating appro-
priate products for low-resource settings requires not only a rethinking of what is
considered a health technology, but also cross-disciplinary innovation and in-depth
understanding of the particular needs of each country.” Design Thinking is one
popular approach to innovation with a foundation in building the empathy necessary
to understand our target audience:

What’s special about Design Thinking is that designers’ work processes can help us system-
atically extract, teach, learn and apply these human-centered techniques to solve problems
in a creative and innovative way — in our designs, in our businesses, in our countries, in our
lives. (Dam and Siang 2019)

For more detail on how to build empathy with users through qualitative interviews,
readers are referred to the chapter by Tony Gallanis in this book and to Tim Brown’s
capstone book (Brown 2009) on Design Thinking.

3.3 Core Concept 2: Define Standardized User Need
Statements

Spending time empathizing with users enables the designer to formulate the user’s
problems and goals in a user-centric way. These user need statements, also called
problem statements or point-of-view statements, capture what a user is trying to
get done and why. They can be defined in various formats (Gibbons 2019; Dam and
Siang 2019; Barry 2010), and can help direct the ideation process when brainstorming
solutions. For example:

Carolyn, a frail retiree recovering from knee surgery, needs to learn and practice mobility
exercises so that she can quickly return to her normal daily activities that really matter to
her.

In his book, Jobs to be Done (Ulwick 2016), business consultant Anthony Ulwick
proposed an alternative format for need statements as well as a process to enable
teams to more exhaustively define, prioritize, and test which user needs are most
significant and ripe with opportunity for innovation. His process, called Outcome
Driven Innovation, focuses on better understanding what “job” a user is trying to get
done, and how users measure the value of a solution they might use when getting
that job done.
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Given the user defined above, Carolyn’s “job” is to recover from surgery. There are
many solutions that might help her get that job done. Some solutions are better than
others. But how do we know? We must understand how our users measure value.
According to Ulwick, the way we do that is by understanding our users’ desired
outcomes. These tell us how our users gauge to what extent a solution helps them
get their job done. For Carolyn, she might value the speed at which she recovers, her
level of pain, and the extent of knee mobility she regains after surgery and physical
therapy. Desired outcomes like these are uncovered during the course of empathizing
with users, such as in user interviews.

3.4 Core Concept 3: Identify and Test Underlying
Assumptions

New product innovation benefits from a diversity of input and feedback. We might
think new discoveries and novel products are the result of the lone genius tinkering
away in his or her laboratory or office, but more commonly innovation is the result
of cross-disciplinary teams working together to achieve a common goal. This is
perhaps even more prevalent in the global health context, where a multi-faceted and
synchronized approach is crucial for successful implementation. This diversity is
crucial for uncovering assumptions made by the innovation team.

Akin to testing a scientific theory, assumptions should be formulated into ques-
tions or hypotheses statements, then tested to validate or invalidate what the team
is building or believes to be true. These hypotheses might be about the innovation
itself (e.g. technical assumptions), about the users (e.g. who the users are or what
they need), or about how the innovation might be built or implemented. For instance:

Are we solving the right problem for our users?

Do we have the right solution to those problems?

How can we implement our solution to best reach our users?

Can our solution be built? Does it depend on new science or new technology?
Can our solution be sustainably financed, and sustainably fixed when it breaks?

One way to test whether or not the right problem has been identified is to rigorously
uncover and test users’ desired outcomes, as described in the previous section on the
Outcome Driven Innovation framework. This and the other questions above represent
risk that should be iteratively reduced over time to improve the chances of success.
The next core concept offers one approach to addressing risk.
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3.5 Core Concept 4: Adapt to Changes with Continuous
Iteration

Most global health initiatives are static and follow the traditional, linear product
development cycle. In software development, the traditional approach follows the
Waterfall methodology, where requirements are fully specified upfront, the design
is executed, then the software is finally built, tested, and shipped to users. While the
Waterfall approach can be used successfully to deliver “clean” bug-free code and
new features, it does a bad job in helping teams quickly respond to changes in the
market, such as evolving user needs, or in managing the inherent uncertainty of the
software development process itself (Lucidchart Content Team 2017b).

The Agile approach to software development, popularized by the publication of the
Manifesto for Agile Software Development in 2001 (Beck et al. 2001), was developed
in response to the weaknesses of the heavier, more planned Waterfall approach.
Several methods implementing Agile principles have been developed over the years,
and include Scrum, Kanban, and Extreme Programming (XP) (Lucidchart Content
Team 2017a). In general, Agile principles value experimentation and responding to
change over following a strict product plan. This helps minimize sunk costs from
over-planning or from building too much before testing the product with target users
(Koch 2011).

If possible, teams should plan their product development in such a way that the
product is developed in steps, where each step offers an incremental increase in
value to the user and can be tested. In this way, the build process for each step will be
drastically shorter than the build process for the entire finished product. Shorter build
times enable teams to test those scoped-down products directly with stakeholders
or end users, which provides a vital source of feedback to help guide the team.
Regular testing can also help uncover assumptions that had not yet been identified.
For instance, perhaps there are local government regulations that influence how a
product or service can be sold or delivered, or there are unexpected social factors that
affect last-mile implementation. Identifying these assumptions as early as possible
helps reduce risk, and iterative product development is a key tool that enables these
key insights to occur.

3.6 Core Concept 5: Products Have a Lifecycle

The final core concept and its framework are discussed in significant detail, as they
provide a useful mental model to help teams better understand the entire innovation
process, and allow us to tie together the previous four core concepts.

At the most basic level, products have four stages in their lifecycle: ideation,
development, delivery to end users, and end-of-life or sunsetting, where products
are taken off the market. Whereas Agile provides teams a set of values and practices
to plan, develop, and deliver software during the development phase, it is helpful to
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Fig. 3.1 In the Think It, Build It, Ship It, Tweak It framework, product risk is highest early in
the product lifecycle, before the product has been built, tested, and shipped to users. However, the
operating cost can be kept at its lowest during this early stage by committing only limited resources
(e.g. a small team instead of a large team). Once product risk has been reduced through user testing
and prototyping, more resources can be more safely committed (e.g. a larger team) as the product
moves into the Build It stage

have a higher-level view of the entire product development lifecycle. This section
provides an overview of the product lifecycle using the “Think It, Build It, Ship
It, Tweak It” framework, developed by the company behind Spotify, the music app.
Readers are referred to the original article (Kniberg 2013) for a more in-depth review
of this framework. These four lifecycle stages help us understand important tradeoffs
between product risk and operating cost over time.

3.6.1 Think It

The goal of the Think It stage is to provide the team evidence that their target users
do in fact have a significant unmet need, and that the proposed solution might fulfill
that need. The evidence must be compelling enough to further develop the product.
If not, teams can save time and resources by shifting their efforts elsewhere. Teams
should be able to answer by the end of this stage, “Are we building the right product?”
To get at this answer, teams should start by defining all their assumptions, as well as
criteria to help the team gauge whether or not the product is successful once launched.
Basic assumptions that should be addressed include:

e Who is our user?
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What do they need?

What value will this product provide them?

What value will this product provide our team (or company) if it’s successful?
Can we build it?

How will we acquire our users?

Examples of product success criteria include:

User behavior measures, such as adoption and retention

Technical measures, such as service uptime, total bugs, and bug severity
Business measures, such as revenue, cost of customer acquisition or implemen-
tation, and length of sales or implementation cycle

Assumptions represent risk, which can be minimized by running tests, usually
in the form of building and testing prototypes with potential users. Business and
technical risks might also be reduced in this stage using other experiments, like
measuring landing page conversion from a Google AdWords campaign that describes
the software idea, or by building technical prototypes of the most challenging parts
of the software architecture. In general, the more iterations tested, the better the
final product (First Round Review 2018). There are a plethora of types of exper-
iments teams can run. For a non-exhaustive list of examples, readers are referred
to Jeff Sauro’s writing on user research methods (Sauro 2014, 2015). This proto-
typing approach is extremely important in projects for global health initiatives. In a
global health context, the product innovators are often not the same as the end users,
even if the team is a local one. These differences in context can lead to a multi-
tude of assumptions that could result in failure of the product or in its sustainable
implementation.

Not all assumptions will be satisfactorily addressed during the Think It stage. It
is a judgment call by the team for when to commit the resources to move forward
with building the product. In addition, even if some evidence was acquired for certain
assumptions, these tests often extend into the next lifecycle stages as the product is
built and delivered. This is a different approach from many current global health
initiatives, which rely on more traditional, linear development. The challenge is to
strike a balance between enough good evidence to support the potential of a product
and the speed of development. This ensures that the innovation cycle is faster and
provides relevant, tangible, and timely interventions and products for the global
health community.

The Innovation Workshop presented later in this chapter is designed to take place
during the Think It stage, although it is applicable to the other stages as well. We
come back to this point later in the chapter.
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3.6.2 Build It

If the team agrees what’s been prototyped is valuable enough to build, more resources
are committed and the team enters the Build It stage. Operating costs increase as
headcount goes up, but because the team hasn’t yet shipped product to real users,
they can’t be sure they’re further reducing product risk.

During this stage, it helps to narrow focus and prioritize efforts, as one team can’t
build everything, all at once. Instead, teams should prioritize work on the hardest,
highest-risk assumptions first. A simple analogy is drug development—while it’s
easier to design the product packaging for a new drug (bottles, boxes), pharmaceutical
companies instead focus first on testing whether or not a drug candidate can deliver
on its target health outcome. Why develop the packaging if they can’t build the drug?
Teams should force-rank their assumptions defined in the Think It stage based on
risk, with the greater-risk items having higher priorities. If two risks are gauged
roughly equal, then the risk that is lower-effort to test should be prioritized higher to
increase the speed at which teams can address these risks.

During the Built It stage, it’s also important to develop the product from the start
with a focus on quality: well-written code and robust, performant product compo-
nents. However, this doesn’t mean delivering the perfect product. The balance is in
delivering a narrow product with the fewest possible features such that it delivers
compelling value to the user, but built in a way that it won’t catastrophically fail
during usage. Once a small increment of working product is built, it’s ready to be
delivered to users.

3.6.3 Ship It

The Ship It stage is when teams start to roll out product to real users. To manage
risk during software development, teams often rollout products in three phases
of increasing penetration into the user base: alpha, beta, and generally available.
This requires teams to listen to user feedback, and iteratively fix bugs while main-
taining focus on achieving their previously defined product success criteria. Partic-
ular success criteria, like service uptime or customer satisfaction, can help identify
whether or not there are new problems to address as more users adopt the product.
While there are no standards for how many users to reach during each rollout phase,
the rule of thumb is to generate sufficient evidence for the success criteria that the
team can confidently rollout to more users.
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3.6.4 Tweak It

If success criteria continue to be met, and any performance issues that arose during
rollout are addressed, the product or feature has achieved general availability when all
target users have it available for use. At this point, the feature moves into the Tweak
It stage. In this stage, the product or feature might be iteratively improved upon, or
simply moved into a maintenance mode and supported by only occasional bug fixes.
The operating costs in this stage decrease over time as product developers shift their
focus to other projects. Products only leave this stage if they’re fully deprecated or
sunset.

In this model of product development, the operating cost (the cost it takes to build
the product) is lowest during the Think It stage: there might only be a small team
(2-3 people) developing prototypes, after which a larger team is hired to develop the
product in the Build It and Ship It stages. However, the product risk is highest during
the Think It stage as the team is not yet sure if they’re solving the right problem
or have the right solution. While this sounds like a grave challenge, in reality this
presents a great opportunity to learn as much as possible (to reduce product risk)
while the costs are lowest (before significant funds have been invested). In this way,
by prioritizing research and development on the highest-risk assumptions, teams can
incrementally collect evidence that helps them either change course or end the project
entirely.

3.7 Core Concepts Summary

These core concepts and their corresponding frameworks are not mutually exclu-
sive, and are often used in tandem during product development (see graphic below).
For example, qualitative user interviews provide the foundation for formulating user
need statements. These user need statements can be re-written as outcome statements
following the Outcome Driven Innovation framework, which can then be tested to
provide more quantitative data to guide the team. Assumptions about the product,
user, and implementation plan can then be systematically identified, and a research
plan developed using the Sense and Respond model. Next, Agile practices like iter-
ative development and regular user testing can help keep the product relevant and
focused on meeting the users’ needs identified earlier. Finally, the “Think It, Build
It, Ship It, Tweak It” framework helps us keep in mind that upfront testing of our
hypotheses is very cost-effective, and even after a product has been implemented with
its target users, a long tail “Tweak It” phase is often necessary to continue adjusting
the product so it continues to meet its users’ needs over time (Fig. 3.2).

Each framework contributes valuable methods to the innovation process. Butitcan
be difficult to reconcile them into a cohesive model of effective product innovation.
Together, these core concepts and the accompanying workshop exercises presented
below provide both a high-level mental model for successful product development,
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Fig. 3.2 The five frameworks fit together across the product lifecycle

as well as the tactical detail necessary to help teams implement innovation best
practices. The goal is to enable teams to zoom out to understand where they are
headed, then zoom back in to take measurable steps toward achieving their goals.

3.8 Innovation Workshop

In general, innovation is usually seen as more art than science, but in reality the
innovation process can be broken down into concrete steps. By following a best
practice innovation process, teams might both increase their chances of success as
well as better repeat those accomplishments, thus creating a sustainable cycle of
innovation. This workshop presents a set of eight exercises designed to generate
discussion and produce a diverse set of ideas used to develop an actionable research
plan for validating new product ideas.

During the workshop, teams identify target users, describe and prioritize their
users’ unmet needs, and then brainstorm features that might fulfill those needs.
Next, teams identify any underlying assumptions they’ve made and then rank those
assumptions by level of risk should their assumptions prove invalid. Finally, teams
develop a user and market research plan for testing their highest-risk assumptions.
The exercises are presented together as a single cohesive workshop, but each exercise
can optionally take place individually over an extended period of time. The eight
exercises are as follows:

Define your objective: 10 min
Identify target users: 5 min

Define users’ needs: 10 min
Prioritize desired outcomes: 25 min
Brainstorm features: 35 min
Decide: 10 min

Identify assumptions: 15 min

Nk w =
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8. Define the research plan: 10 min.

Each exercise is covered in more detail below, and in the accompanying work-
shop slides (Moses 2018). The workshop is designed for 2 hours of active time for
exercises, with an additional hour for facilitator-led instruction to teach participants
the five core concepts, for a total of 3 hours to complete the workshop. If there is
more than one team participating in the workshop, there is an optional 20 minute
exercise at the end of the workshop for teams to take turns presenting their results.

These exercises are not only for those interested in starting a commercial business
or working in a large enterprise, but are equally as applicable for improving global
health interventions. While the workshop is framed around product innovation, a
“product” can be anything that meets a user’s needs. Products need not have large
user bases, nor do they need to be commercialized. A product might be physical,
digital, or service-based. It can be proprietary or open source.

The workshop is designed to take place during the Think It stage of product
development to give teams a foundation to kickoff new product innovation with the
greatest chance of success. However, if teams have already progressed to prototyping,
or have an existing product or service in use by their target population, they can still
benefit from these exercises. Product functionality and product-market fit can always
be improved. These exercises can direct more advanced teams to systematically
assess what desired outcomes their product should be meeting, identify outstanding
assumptions, and determine a research plan to test those assumptions.

The workshop is best conducted for a team of 5-7 participants. No prior
entrepreneurial or product development experience is required. While more than
one team can participate in the same workshop, each team is best served by a single
dedicated, trained facilitator who is familiar with the instructions. Each team should
have ample colored sticky notes, 57 sharpie markers, blank printer paper, and a
large whiteboard for assembling their Outcome Map. For the Solution Sketches, it is
helpful to use larger, 6 x 8 in. sticky notes. If that is not available, participants can
fold a piece of printer paper in half. Slides for facilitating the workshop are provided
in open-source format on Github (Moses 2018).

3.9 Workshop Output

The output of the workshop is organized into an outcome-based product roadmap,
or Outcome Map. The Outcome Map is a simple visualization that combines a target
user’s desired outcomes, potential features that might meet those outcomes, assump-
tions about the user, product, or market, as well as ideas for testing those assumptions.
It enables teams to collaboratively identify and refine a series of practical steps for
effective product innovation (Fig. 3.3).

The Outcome Map is prioritized first by “Opportunity” (a measure of user’s needs),
then by risk. Teams may choose to prioritize the Outcome Map in other ways, such
as by a measure of financial sustainability or technical feasibility. However, even if
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Fig. 3.3 The outcome-based product roadmap, or Outcome Map, that teams will develop in this
workshop. The map can be assembled on a whiteboard or table using colored sticky notes

a product or feature is technically feasible, it might not be financially sustainable if
there is not strong demand, i.e. if we do not target our users’ significant unmet needs.
For this reason, teams focus first on prioritizing by Opportunity to ensure they’re
meeting their user’s greatest unmet needs.

To save time during the workshop and aid in presenting instructions to participants,
it is helpful for facilitators to prepare the basic four-column structure of the Outcome
Map on a whiteboard before the workshop begins. The facilitator might also provide
a completed example Outcome Map to give participants better direction for how to
define items within each column.

3.10 Workshop Scenario

The workshop provides participants the following shared scenario:

Laboratory studying interventions for treating frailty

Imagine we’re working in a lab studying interventions to improve health outcomes for
frail individuals, and preventing frailty among adults 65 years and older. Frail individ-
uals have less ability to cope with acute stressor events like surgery or emergencies,
which can lead to worse health outcomes than those who are not frail. Specifically,
we’ve found that a group exercise program improves health outcomes, and we’ve
published our results. A review article was recently published that cited our paper
and backed up the evidence with additional articles supporting our findings. Our
intervention is comprised of 5 upper- and lower-body exercises, done for 60 seconds
each, 3 times per week, for 12 consecutive weeks. After reading an interesting article
in Forbes describing significant business opportunities in this space, our principal
investigator sets an objective to guide our team to productize our intervention:

Launch a product or service that improves functional capacity and mobility for frail adults
65 years and older.
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Table 3.2 Good and bad objective statements

Good objective statement Bad objective statement

Launch a product or service that improves Build a mobile app for seniors that delivers a

functional capacity and mobility for frail adults | workout plan that tailors 5 exercises for the

65 years and older user, and allows them to schedule and track
their performance over time

3.11 Workshop Exercises

3.11.1 Exercise 1: Define Your Objective

Conventionally, in many companies product planning happens in a Waterfall fashion:
the leader defines the vision and a 3-5 year product roadmap, and his or her leader-
ship team translates that into each of their respective team’s goals. The problem with
this approach is that it doesn’t take into account the inherent nonlinearity of product
development, caused by the iterative nature of building, testing, and learning from
users as well as changes in the market that might come from new regulations or the
entry of a new competitor. Teams need a way to navigate these challenges without
being constrained to any particular solution, but are provided enough guidance that
they can remain focused on delivering their target user outcome. This can be accom-
plished with a well-defined Objective statement, which describes the outcome to be
achieved but not how the team will achieve it (Gothelf and Seiden 2017) (Table 3.2).

3.11.2 Exercise 2: Identify Target Users

Imagine you were going to give a talk at a conference. When preparing, you might ask
yourself, “Who is my audience?” Similarly, we need to understand our audience—
our user when developing a product. In this workshop, we provide the following
simplified user persona as part of our scenario:

Frail 85-year old after surgery
I just had surgery and am returning home. Because I’'m frail, I might have worse health

outcomes. My goal is to recover as quickly as possible and to return to my previous state of
health.

Participants should reference this user persona for the remaining exercises.
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3.11.3 Exercise 3: Define Users’ Needs

Participants are asked to brainstorm desired outcome statements for the target user
persona defined above. For example, these statements might be:

Desired outcome statements

e Minimize the time it takes to recover from my surgery
e Minimize the likelihood I'm injured when exercising
e Maximize the amount of fat I lose when exercising

In reality, a user might have 100-200 desired outcomes, but for the purpose of
this workshop, participants are asked to generate as many as they can in 5 minutes.
Facilitators are urged to read Ulwick’s book (Ulwick 2016) for more detail on this
methodology.

3.11.4 Exercise 4. Prioritize Desired Outcomes

In Outcome Driven Innovation, user need statements are assembled into a survey,
which is then fielded to hundreds of target users to provide more quantitative evidence
to help teams understand which needs are most unmet. This is achieved by asking
survey respondents to rank on a Likert scale their level of agreement with two key
questions for each desired outcome:

1. When [doing the job or activity], how important is it for you to [achieve desired
outcome]?

2. When [doing the job or activity], how satisfied are you with the way you currently
[achieve desired outcome]?

For instance:

1. When recovering from surgery, how important is it for you to recover quickly?
2. When recovering from surgery, how satisfied are you with how fast you’re
currently able to recover from surgery?

By aggregating responses to these two questions, teams can visualize each desired
outcome as a coordinate in a two-dimensional plot of Importance vs. Satisfaction.
Those desired outcomes that rank very important but very dissatisfied reveal key
opportunities for innovation (Fig. 3.4).

In lieu of conducting a large survey to collect quantitative data on users’ ratings of
satisfaction and importance, we use a quicker, easier method during the workshop.
First, facilitators ask teams to force rank the desired outcomes they brainstormed in
order of estimated importance to the user, from high to low. The facilitator records
the rank order of each outcome, then asks the team to re-order the outcomes by
estimated user satisfaction, from low to high. By adding together these two rank
orders, and using the importance rank to break any ties between two equal sums, teams
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can approximate a relative “Opportunity Score.” The desired outcome statements
can now be placed on the Outcome Map in ascending order, where the smaller the
Opportunity Score, the greater the users’ unmet need, and the higher on the map the
outcome will be placed. If they haven’t already, facilitators ask the team to write the
desired outcome statements on sticky notes and then place them on the left side of
the Outcome Map in one vertical line.

At this stage, the participants have defined their user’s needs and estimated the
opportunity for innovation for each need based on how important and dissatisfied
the user is in achieving that need. Next, we take these results and brainstorm features
that might meet our user’s needs.

3.11.5 Exercise 5: Brainstorm Features

What features will help our users meet their desired outcomes? Facilitators should
remind participants to develop features that would help the user achieve their desired
outcomes—not just the features they like. This section is broken down into three key
exercises, adapted from the Design Sprint method developed at Google (Knapp et al.
2016), and described in more detail in the accompanying slide deck:

1. Brain dump: write down anything that comes to mind on a sheet of paper

2. Crazy 8’s: rapid low-fidelity sketches of eight concepts, or a user flow of 1-2
concepts

3. Solution Sketch: more detailed sketch of a single concept.

Once the Solution Sketches are complete, facilitators ask teams to place them
on the Outcome Map next to the desired outcomes they help achieve. If a feature
achieves more than one desired outcome, then move that outcome statement into the
same row.
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3.11.6 Exercise 6: Decide

Time permitting, facilitators can setup a “Gallery Walk”, where participants observe
each other’s features, then “dot vote” on the best ones. In this way, teams can narrow
down the number of potential features they’ll need to consider in the remainder of
the workshop (and later, build during product development). This workshop does
not detail this method, but readers are referred to Chapter 10 in the Sprint book
(Knapp et al. 2016) for an explanation of this process. In this workshop, participants
simply present their Solution Sketches to team members and vote on which one or
two designs to move forward with.

At this stage, teams have defined their user’s needs and brainstormed potential
solutions for the most significant unmet needs given their estimated Opportunity
Scores. The result of this exercise is to build a shared understanding of other team
members’ Solution Sketches, and to decide which one or two designs will become
the focus for the remainder of the workshop. For instance, if a team of five produces
five Solution Sketches, the team will vote to move forward with only one or two of the
designs. In this way, teams can focus their efforts for the remainder of the workshop,
where they exhaustively identify their assumptions, prioritize those assumptions by
risk, and outline a research plan to test these assumptions.

3.11.7 Exercise 7: Identify Assumptions

As a group, have participants discuss the risks associated with delivering their chosen
design(s). These risks might include:

e What challenges could the team face during product development? During
implementation?
e What must be true about:

— Our users?

Our technology?

— State or federal regulations and policy?
— The business model? Market?

Participants record assumptions on sticky notes and place them on the whiteboard,
then force rank each assumption by risk. To rank by risk, ask: “How bad would it be
if we got that assumption wrong?” For example, if your feature relies on access to
user data, can you feasibly gain access to this data, and if so, how? How bad would
it be if the technical approach you planned to use to access this data didn’t work? If
access to user data is critical to the functioning of your application, then this is a high
risk and should be prioritized towards the top of your list. If your team also planned
on a particular revenue model, but have not yet tested it, then that presents another
risk. However, in comparison to the technical risk of your product not functioning
if your team is unable to access user data, then this revenue model risk would be
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prioritized lower. In this case, by addressing that particular technical risk first, at least
your team would have a functioning product, and perhaps could find a new revenue
model if the one originally planned did not work out.

3.11.8 Exercise 8: Define the Research Plan

There are a plethora of user, market, and product research methods available to the
team to validate their assumptions. Participants are asked to write one experiment
per sticky note to address each assumption on the whiteboard. While the details
of these methods are out of the scope of this book and workshop, a number of
methods are listed in the accompanying slide deck for this exercise (Moses 2018).
For example, teams might need to better understand their users, and could decide
to run an ethnographic study or diary study to learn more about how their target
users work. If a team needs to learn more about their product offering, they might
build technical prototypes to investigate technical feasibility, or design a clickable
prototype of screens to test the usability of a new product workflow.

3.12 Workshop Wrap Up

By the end of the workshop, teams have assembled an outcome-based product
roadmap, or Outcome Map. Potential solution ideas are prioritized by users’ greatest
unmet needs, and the research plan is prioritized by risk. At this point, teams are
still in the Think It stage of product development. Armed with a research plan,
teams have greater direction for what to do next. However, facilitators should caution
participants to carefully consider how much research they conduct. While teams will
never achieve zero risk, they should strive to collect enough evidence to confidently
decide whether to end the project, pivot to a new idea, or move forward with product
development of their proposed solution.

In this workshop, teams focused primarily on solving for users’ unmet needs, but
participants are urged to think more holistically about a few additional factors when
designing real-world applications. To successfully launch a product, even for global
health and grant-funded projects, teams should carefully consider all of the following
factors (Gerber 2019):

e Desirability
— What significant unmet needs do our users have?
e Feasibility

— What assets do we have (people, data, skills)?
— Can we build it?
— How long will it take to build it?
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e Viability

— Can we find a group of users or sponsors willing to pay?
— Does the revenue or sponsorship cover the cost to build, sell, and service this
product?

For example, even if we were to identify a large market of potential users and
employed a team capable of building and delivering the product, there is risk no one
adopts it if the product doesn’t solve the users’ significant unmet needs. By weighing
these considerations, teams can better prioritize what to build.

3.13 Summary

Innovation is not a linear path, and there is no one right way. However, we can break
down the process into faster, lower-cost chunks and then thoughtfully reflect on the
outcomes along the way. As taught in this chapter and workshop, it is valuable to
identify all high-risk assumptions upfront, then design experiments to test potential
critical failures early on in the product development process. The Outcome Map is
never complete, and is best treated as a living document. Similarly, product devel-
opment never ceases—that is, until the product has achieved its goals and it comes
time to deprecate it.

Building local innovation capacity by encouraging and teaching innovation best
practices is only part of the puzzle. During debriefs with workshop participants at the
2018 Khon Kaen University Datathon in Thailand, the author learned that a cultural
shift is also a critical component of progress. This is perhaps the greatest difficulty
for a team, organization, or society to accomplish. In medicine, cultural change can
be at the root of implementation challenges for evidence-based medical practices,
despite clear results of positive outcomes (Melnyk 2017; Best et al. 2013; Rice et al.
2018). The reasons might seem intractable: limited resources, competing priorities,
the need for leadership support and training, hierarchical relationships, a culture of
shame for failure of new initiatives, among other factors.

But there is hope. In Estonia, the small Baltic country in former-Soviet Union,
half of its citizens did not have a telephone line 30 years ago, yet today Estonia
represents one of the most digitally-advanced societies in the world (A.A.K. 2013).
Toomas Hendrik Ilves, the fourth president of Estonia, has said that Estonia’s success
in technological innovation has not been so much about using new technologies, but
about “shedding legacy thinking” (A.A.K. 2013).

By rethinking how high-income countries might best catalyze global health
improvements, we might derive new, effective, low-cost approaches. Building local
innovation capacity through transferring knowledge, processes, and encouraging a
culture shift about risk taking and failure offers an alternative. Given the inherent
difficulties of culture change, local innovation capacity might be further supported
by training teams in strategies for organizational change management techniques
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(Kotter and Schlesinger 2008; Kotter 2014), in addition to innovation best prac-
tices. As a global community, we are still learning how best to catalyze global
health improvements. Skill building in innovation best practices and organizational
change management offers an alternative, low-cost approach to driving global health
improvement.
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Chapter 4 ®
Building Electronic Health Record e
Databases for Research

Lucas Bulgarelli, Antonio Nuifiez-Reiz, and Rodrigo Octavio Deliberato

Abstract This chapter presents information about the development and use of Elec-
tronic Health Record (EHR) Databases. There are petabytes of untapped research data
hoarded within hospitals worldwide. There is enormous potential in the secondary
analysis of this clinical data, leveraging data already collected in everyday medical
practice, we could gain insight into the clinical decision-making process and it’s
impact on patient outcomes. In this chapter we outline a high-level overview of
some of the important considerations when building clinical research databases.

Keywords Electronic health records - Disease repositories + Data mapping - Data
pipeline - Deidentification

Learning Objectives
The main objectives include:

e Understand the differences between traditional disease information repositories
and EHR databases, and why they are useful
Review examples of current EHR clinical databases
Learn the necessary steps to develop an EHR clinical database

4.1 Background

4.1.1 Introduction to Clinical Databases

Health care information has traditionally been presented in “disease repositories”—a
listing of manually collected disease specific information, often stored as aggregate
registries. More recently, clinical databases have been developed, resulting in new

L. Bulgarelli - R. O. Deliberato (B<)
Laboratory for Computational Physiology, Massachusetts Institute of Technology, CA, USA
e-mail: deliberato.rod @gmail.com

A. Nuiiez-Reiz
Servicio de Medicina Intensiva, Hospital Universitario Clinico San Carlos, Madrid, Spain

© The Author(s) 2020 55
L. A. Celi et al. (eds.), Leveraging Data Science for Global Health,
https://doi.org/10.1007/978-3-030-47994-7_4


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-47994-7_4&domain=pdf
mailto:deliberato.rod@gmail.com
https://doi.org/10.1007/978-3-030-47994-7_4

56 L. Bulgarelli et al.

ways to present, understand, and use health care data. Databases are defined as sets of
routinely collected information, organized so it can be easily accessed, manipulated,
and updated. Different from disease repositories, these new clinical databases are
characterized by heterogeneous patient-level data, automatically gathered from the
EHRs. They include many high-resolution variables originating from a large number
of patients, thus allowing researchers to study both clinical interactions and decisions
for a wide range of disease processes.

Two important phenomena accelerated the evolution of traditional disease repos-
itories into new clinical databases. The first one is the global adoption of EHRs, in
which paper-based systems are transformed into digital ones. Although the primary
purpose of EHRSs is not data collection, their implementation allows health systems
to automatically gather large amounts of data (Bailly et al. 2018). Recognizing
the enormous potential of the secondary analysis of these data for initiatives from
quality improvement to treatment personalization, health and research institutions
have started to leverage these novel clinical databases. The second phenomenon that
supported the development of clinical databases is the extraordinary expansion of
computational power that allowed the development of the necessary infrastructure
to store vast amounts of diverse data, and the capacity to process it in a reason-
able timeframe. These events enabled the emergence of the field of data science and
machine learning. This new knowledge has been made accessible to a large and global
audience through new massive open online courses (MOOCs), spurring substantial
interest in analysis of large amounts of health data and the opportunity to crowdsource
new machine learning techniques through available open source programming tools.
(Sanchez-Pinto et al. 2018).

4.1.2 Goals for Database Creation

The main goal of creating a healthcare database is to put clinical information in a
format that can be intuitively explored and rapidly processed, allowing researchers to
extract valuable knowledge from the data. In a traditional database, there are relational
structures built into store the data which guarantee consistency of the relationships
between its entities (e.g. between patient and hospital visit). These structures are
commonly referred to as “data models”, and consist of the definition of tables, fields,
and requirements for that database. When developing such models, it is essential to
capture meaningful representation of the concepts and processes we want to study.
This can be a challenge in health care because there are many different actors, and
faithfully representing their relationships is crucial to understand what is occurring
and also to achieve relevant and reliable research conclusions. Another critical step
when creating and maintaining a clinical database is incorporating data quality and
security, so it can be appropriately and reliably used in secondary data analysis.
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4.1.3 Examples of Clinical Databases Worldwide

4.1.3.1 Medical Information Mart for Intensive Care (MIMIC)

The Medical Information Mart for Intensive Care (MIMIC) (Johnson et al. 2016) is
one of the most popular and widely used open access clinical databases worldwide.
Launched in 2003, MIMIC originated from a partnership between the Massachusetts
Institute of Technology (MIT) Laboratory for Computational Physiology, Philips
Medical Systems, and Beth Israel Deaconess Medical Center, with funding from
the National Institute of Biomedical Imaging and Bioengineering. It is currently
in its third version and has de-identified data from 40,000 medical and surgical
patients admitted to the Beth Israel Deaconess Medical Center (BIDMC). Originally
created with the aim of leveraging machine learning in the healthcare setting to build
advanced ICU patient monitoring and decision support systems, MIMIC’s main goal
is to improve the efficiency, accuracy, and timeliness of clinical decision-making for
ICU patients.

MIMIC has been used for many clinical studies from independent researchers
(Aboelsoud et al. 2018; Johnson et al. 2018; Komorowski et al. 2018; Sandfort
et al. 2018; Serpa Neto et al. 2018; Waudby-Smith et al. 2018; Block et al. 2018;
Collins et al. 2014; Computing NCfB 2018; Deliberato et al. 2018; Dernoncourt et al.
2017; Desautels et al. 2016; Desautels et al. 2017; Farhan et al. 2016; Feng et al.
2018; Fleurence et al. 2014; Ghassemi et al. 2014; Johnson et al. 2016). Since its
first version, MIMIC allowed researchers to freely access the data, after registering,
completing a preliminary course on human research, and abiding by a data use
agreement to avoid the potential misuse of clinical data. This has been one of the
main reasons for its popularity in the clinical research community, along with the
enormous quantity of diverse information for all patients in MIMIC, making complex
cross-evaluating studies feasible. Another important feature for researchers is that
individual patient consent has been waived by BIDMC’s Institutional Review Board,
an essential and challenging prerequisite to allow for a clinical database to go public
in the real world.

In addition to clinical data extracted from the EHR such as demographics, diag-
noses, lab values, vital signs, events, and medications, there is a subset of patients
with bedside monitor waveforms from ECG, EEG, and vital sign tracings that are
stored in flat binary files with text header descriptors. MIMIC also maintains docu-
mentation of data structure and a public GitHub repository for researchers interested
in working with the database. As result, new users can benefit from the work of others
by accessing the available code, and are encouraged to contribute their own work,
thereby strengthening and furthering the impact of MIMIC.
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4.1.3.2 eICU Collaborative Research Database (eICU-CRD)

Another example of an open-access database is the eICU Collaborative Research
Database (eICU-CRD) (Pollard et al. 2018). This project is derived from a critical
care telehealth initiative by Philips® Healthcare. The eICU-CRD was made freely
available by the same team as MIMIC and features a distinct patient pool originating
from 208 ICUs across the U.S. from 2014 to 2015. As a result, MIMIC and eICU-
CRD are independent yet complementary. Similar to MIMIC, the main objective
of the project is to boost collaboration in secondary analysis of electronic health
records, through the creation of openly available repositories.

4.1.3.3 Other Databases for Collaborative Research

There are other clinical databases that can be used for collaborative research, although
access is more restricted, and data tend to be more general and less granular than the
clinical information available in MIMIC or eICU-CRD. One example is PCORnet
(Collins et al. 2014), a patient-centered clinical research project that aims to build a
national research network, linked by a common data platform and embedded in clin-
ical care delivery systems (Collins et al. 2014; Fleurence et al. 2014). This network
aims to provide enough data for studies of rare or uncommon clinical entities, that
have been difficult to conduct with the “classical” model. Medical record collections
from over 60 million patients allow for large-scale observational and interventional
trials to be accomplished more easily (Block et al. 2018). Access to the data can be
requested through their web platform “Front Door” and is granted with a case-by-case
policy depending on the project.

Other initiatives aim to create common data models, enabling the construction of
multiple databases using a common ontology, so that data from each source means
the same thing. The Observational Medical Outcomes Partnership (OMOP) and i2b2
have been established using this concept and aim to translate healthcare concepts to
a common language in order to facilitate the sharing of meaningful data across
the compatible databases. OMOP is managed by a network called Observational
Health Data Science and Informatics (OHDSI), a multi-stakeholder, interdisciplinary
collaborative network that spans over 600 million patients. A list of databases ported
to their model can be found at their website (Observational Health Data Sciences and
Informatics (OHDSI) 2018; OMOP CDM 2018). The i2b2 tranSMART Foundation
(Computing NCfB. i2b2 (Informatics for Integrating Biology and the Bedside) 2018)
is a member-driven non-profit foundation with an open-source/open-data strategy. It
provides an open-source data model similar to OMOP, and a list of databases can be
found at their website (Computing NCfB 2018). Both OMOP and i2b2 have open
source software tools to manage and access the data, and a very active community of
users with forums where relevant information and implementation tips can be found.
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4.2 Exercise: Steps for Building an EHR Database
for Research

4.2.1 Putting Together the Right Team

One of the most important steps at the start of any successful project is putting
together the right team. Bringing together the range of skilled professionals with the
required skills is essential when building an EHR database. One key role is that of
a clinician with the knowledge to understand and decipher the highly specialized
data collected in the EHR, especially because these data are often poorly organized
within the EHR. Clinicians also have an important role in assessing the accuracy of
the resulting database and working with data scientists to optimize its usability for
targeted end-users.

Another critical member for the team is someone with substantial knowledge in
data architecture, who can ensure consistency while modeling the highly complex
data from EHRs. This person needs to work closely with the clinicians and data
scientists to achieve a high quality, functional clinical database.

4.2.2 The Six Steps to Building an EHR Database

Once the multidisciplinary team has been formed, the next step is familiarizing
everyone with the steps for building the database. This is important because the
process of building a clinical database is iterative and continuous, as developers
work to guarantee data quality and security. The six main stages for developing a
clinical database are summarized in Fig. 4.1.

4.2.2.1 Step 1: Access and Data Model

Atthe start of the project, it can be helpful to acquire some resources to help with some
of the laborious tasks that are inherent in the process of building clinical databases.
For instance, if the clinicians building the database work at the hospital where the data
is generated, obtaining access to a real time copy of the EHR source database (Step
1, Fig. 4.1) can facilitate mapping. In this scenario, clinicians can use one of their
current patients to search for the information that the data architects are trying to map
in the EHR system. This helps locate the data to be mapped in the source database. It
also helps validate the mapping, by comparing the current reported values after the
information is found. This resource is extremely valuable in the assessment of data
consistency, since most of the data found in these source databases are used only for
maintenance of system functionalities and have no clinical value, thus confusing the
mapping process. Although obtaining real time copy of databases may be useful, it
can be difficult to do in resource limited settings. In such cases, looking for other
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Fig. 4.1 Main stages for the process of clinical database development

ways using the available computational infrastructure in order to acquire the data
in a faster time frame is recommended, as any highly available data is valuable in
building the database and creating a data-driven environment.

In addition to working with a copy of the EHR source database, the database devel-
opment team needs to combine their skills in data architecture with their knowledge
about the targeted uses of the database in order to find a data model that would fit all
the stakeholders’ requirements (Step 1, Fig. 4.1). Balancing these needs is difficult,
but critically important at this stage. While modeling all data to fit clinical or analyt-
ical mindsets might be desired, creating a model using high granularity and resolution
data causes some limitations. Additionally, if conducting multicenter studies is one
of the goals, the adoption of open-source health data models, or converging to a data
model that can be used by prospective partners might be taken into consideration, as
the use of common data models not only facilitates those studies, but also improves
their reliability. It is important to emphasize that there is no ideal model and it is
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highly recommended to choose a common data model most likely to become part
of the initiatives already in place in your institution, having an active voice in the
process, and helping the community to decide the future direction of the model.

4.2.2.2 Data Mapping

With access to the EHR source database acquired and a data model determined,
mapping the data will be main activity of both data architects and clinicians (Step
2, Fig. 4.1). This step is the longest in the process, so obtaining documentation
from the source database will prove helpful and can shorten the time needed. Data
architects will need to dive into the specifics of the source database, and work on
the Extracting, Transform and Load (ETL) process, and fitting the data in the chosen
data model. The clinicians’ role in this stage is to help the data architects in finding
the information in the source database, by browsing through the EHR system and
identifying where data is stored. The clinicians will also need to validate the data
whenever new information is added to the ETL, verifying if the information being
stored corresponds with their actual clinical meaning, making each iteration of the
data mapping more reliable and consistent. If the clinicians do not work in the source
hospital, their expertise will be used to validate the iterations based on whether the
given value for each variable is reasonable for its type.

4.2.2.3 Homologation

If the validation steps during the iterations of data mapping were performed well,
the next step, homologation (Step 3, Fig. 4.1), will be short and only require small
adjustments to the mapping. Homologation consists of checking to make sure all the
mapped data are correct, and have not been corrupted during the ETL process, as a
result of improper deletion or modification of information, inclusion of irrelevant and
confounding data, and inaccurate verification of correct clinical meaning. During this
process, some of the clinicians’ current patients are randomly chosen and information
from their latest stay is verified by comparing the information in their medical record
to the mapped data. If real time access to the EHR source database was not obtained,
this process can be more time consuming as the information from the randomly
chosen patients needs to be adapted to the current conditions. If the clinicians on
the database development team do not have access to the EHR system, they must
homologate the records using their expert knowledge, as they did when validating the
data mapping. It is very important that the database development team be thorough
during the homologation process, as every piece of mapped information must be
checked in order to guarantee the consistency of the data.
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4.2.2.4 Data Pipeline and Quality

After completing the homologation process, the prototype of the database is essen-
tially completed. The next step in the process is to establish the automatic input of the
mapped data into a repository, by using a pipeline that assesses data quality (Step 4,
Fig. 4.1). The pipeline is made up of sequentially executed computer tasks, scheduled
and ordered according to desired intervals and availability of the source database, i.e.
real-time or daily, in order to maintain the consistency of the data and the relation-
ships between them. The last and most important task before the final incorporation
of the data into the repository must be checking data quality, for example looking for
values that differ significantly from current historical data, thereby preventing the
inclusion of possibly corrupted data in studies utilizing the database.

4.2.2.5 De-identification

With the completion of the data pipeline, a usable database is in place. In order to have
a clinical database that can be used by other researchers and applications, most insti-
tutions and governments require further development to comply with privacy policies
and regulations. Additional steps, commonly referred to as de-identification, need to
be included in the pipeline (Step 5, Fig. 4.1), in order to produce a database which
complies with these requirements. For structured data, i.e. columns of a database,
these methods rely on categorizing information, and then deleting or cryptographing
the ones flagged as protected. For unstructured data, such as clinicians’ notes, various
methods of natural language processing are used, from simple regular expressions,
that are pattern matching sequences, to sophisticated neural networks, ultimately
trying to identify all protected information throughout the free text for deletion or
cryptography (Neamatullah et al. 2008; Dernoncourt et al. 2017). These methods
have been included in software and services (Amazon Comprehend Medical 2018)
to assist healthcare institutions to comply with patient privacy policies.

4.2.2.6 Feedback and Correction to Continually Improve and Maintain
the Database

After completing the first version of the database, the process is not over. It is essen-
tial to understand that constructing a database is a continuous process, relying on
continual user feedback to improve and maintain the integrity of the information.
The users will have important insights on what can be improved in future versions.
The data architect who will be responsible for the maintenance of the database must
continually monitor the source database and the pipeline for any possible data corrup-
tion. Additional data quality assessments with expert knowledge from clinicians are
recommended, who can provide ongoing input regarding whether the data is being
properly populated in the database. This can help detect problems in the EHR system,
source database or inform directives on how clinicians input information in the EHR
system.
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Chapter 5 ®)
Funding Global Health Projects e

Katharine Morley, Michael Morley, and Andrea Beratarrechea

Abstract Clinicians and engineers are improving medical practice and healthcare
care delivery in low and middle-income countries (LMIC’s) through research and
innovation using data science and technology. One of the major barriers to translating
their ideas into practice is the lack of financial resources. Without adequate funding,
many of the critical issues regarding the development, implementation, and impact
of technology innovations—including whether there is an actual improvement in
clinical outcomes—cannot be adequately evaluated and addressed. While securing
funding is a challenge for everyone, researchers and innovators in LMIC’s often lack
training and experience in proposal writing to support their work.

Keywords LMIC - Funding - Funding strategy - Grants + Implementation
research - Grant writing + Funding - Research + Technology - Innovation

Learning Objectives

This chapter is designed to provide clinicians and engineers with information on
how to develop an idea into a fundable proposal. We will focus on understanding
why research is an important strategy in the development and implementation of
digital innovations such as mHealth and artificial intelligence (AI) technologies,
developing a problem statement and research question, understanding the compo-
nents of a research proposal, and learning about funding sources and strategies. We
use research as a framework for developing a funding proposal because funding
opportunities for health care technology development and implementation often are
centered around research. Even if you are not planning to seek funding for research,
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the concepts in this chapter can be adapted to support the development of your idea
for other types of funding opportunities. A “toolkit” with worksheets, guidelines,
and additional reference materials is included to help you get started on your own
funding proposal.

5.1 Background

5.1.1 Introduction

5.1.1.1 The Importance of Research in Digital Health Innovations
Why You Need to do Research in mHealth and Data Science

In order for any technology intervention to achieve an improvement in health, several
requirements need to be met. The technology needs to be acceptable, usable, and
feasible for the target population; a new technology cannot impact health unless
people actually use it. This is especially true in LMIC’s, where the culture and
environment have a major effect on technology adoption. Research is necessary to
determine the innovation’s efficacy and impact—does it result in the desired clinical
outcome in a controlled setting and how much of a true benefit is measurable? Finally,
implementation research provides critical information about its use and effectiveness
on a larger scale in real world situations (Tomlinson et al. 2013)

The number of mobile health apps is growing rapidly, and Al innovations are
quickly being incorporated into powerful tools on smart phones. Many of these apps
never make it past the pilot stage because they lack proof of usability and accept-
ability, clinical impact, and value (Roess 2017; Labrique et al. 2013). As a result,
there are a plethora of incompletely developed apps of unclear value for clinicians
and patients (Kuehn 2015). Research provides evidence for funders, investors and
donors who all want to understand the potential impact and risks involved in all stages
of technology innovation before making financial investments which are necessary
for technology innovations to realize their promise of improving accessibility and
quality of care in LMIC’s (Kumar et al. 2013).

The Importance of Implementation Research

Successfully implementing a new process or innovation has many challenges. Under-
standing the technology, user, and context in which it will be deployed is critically
important for success. Research focusing on implementation outcomes can help us
understand why and how technology innovations are successful, or unsuccessful,
so improvements can be made (Peters et al. 2013). For example, the developer of a
smartphone app to help diabetics track blood sugar readings and diet may conduct
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Table 5.1 General questions

* Why is/is not a new innovation an improvement? For whom?
for technology research

In what context?

* What are the barriers and facilitators for technology adoption?

* What new knowledge can we learn from large databases of
information?

* How can we successfully implement a new process using a
technology innovation?

Table 5.2 General concepts

for developing a research
proposal Thoughtful organization

Pay meticulous attention to details

Good leadership and communication

Use a high level of scientific rigor

a qualitative research study using interviews and focus groups to identify facili-
tators and barriers for using the app. Studying these challenges and gaps is an
important opportunity for maximizing the probability of a successful and sustainable
innovation.

Pilot studies provide the opportunity for preliminary evaluation and are helpful
before scaling up an intervention. They often reveal a myriad of adoption and feasi-
bility issues and unintended consequences. Keeping with the example of a smart-
phone app for diabetics, a simple mixed methods pilot study looking at adoption
might collect quantitative outcomes like the number and characteristics of users who
stopped using the app within the first month, and then collecting feedback about
why they did or did not continue. This information guides subsequent revisions in
the technology and the way it is used, laying the foundation for rigorous research to
demonstrate effectiveness of the innovation in a larger population.

5.1.1.2 Develop Your mHealth or Data Science Research Project
Going from an Idea to a Real Project

Ideas are where research and innovation start—but transforming an idea into a useful
product requires effort, planning, and collaboration. In most cases, it requires funding
as well. In this section, we present some general concepts for developing a research
proposal and how it can be used as a framework for writing a funding proposal
(Table 5.1). The general concepts for developing a research proposal, summed up in
Table 5.2, are easy to understand. Applying these principles from the beginning is
necessary for success.
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Developing Your Research Question

Formally defining your research question is the foundation for any good research
proposal. It clarifies and crystallizes the problem you want to address, and how you
intend to address it. Importantly, it determines the study design, outcome measures,
and analysis methodology youneed to use. A good research question is clear, relevant,
achievable, and measurable (Hilsden and Verhoef 2004).

There are three main steps to develop your research question. First, you need
to carefully define the problem you want to address. You may already have signifi-
cant knowledge about this issue, but specifically defining the problem you want to
address greatly increases your chance of actually solving it. This process can also
help identify gaps in your understanding of the problem and identify issues you need
to consider in your research strategy. Try to start with a specific, narrowly focused
problem, which can then be analyzed using a “Cause and Effect” diagram to under-
stand the contributing factors and how they relate to the problem. After defining
the problem, you need to establish you research objectives. It is helpful to think
about the purpose of your research, such as discovering new knowledge, describing
phenomena, explaining phenomena, or testing an intervention. From here you can
start to consider possible study designs. The third step is to determine the actual
question you want to ask, and convey it in a clear and concise manner—one sentence
if possible. Methodologists have proposed the use of a structured research ques-
tion. For example, a structured research question about therapy should contain the
following five elements: population, intervention, comparator, outcome, and time-
frame. These elements are commonly referred to by the acronym PICOT (Haynes
2006). Using the five PICOT elements prompts the investigator to think about the
design of the study and the balance between the research question and the feasibility
to answer it (Kanji 2015). Keep in mind that you can keep revising your research
question as your understanding of the research objectives deepens.

Plan Your Research

After establishing a research question, there are several issues to be addressed as you
plan your funding proposal. If you are planning to do a research study, you will need
to specify the study design, research protocol, sample size, and data management
and statistical analysis plan. Good research projects require high levels of scientific
rigor to deliver high quality, believable data. This process takes time and effort, but
it will pay great dividends.

Determining what resources you will need for your project is a necessary step
when preparing a funding proposal. One of the most important decisions is deter-
mining your research team. Based on your research question and objectives, you
will need to bring together a team that has the necessary skills and time to devote
to your project. Having the right people in the right roles not only maximizes your
success, but shows funders that you have the resources and expertise to accomplish
your research objectives. The composition of the study team is of particular interest
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Tablg 5.3 Big picture Who are you? | What do you want to | How do you want to
questions to ask before .
. . do? do it?
seeking funding
¢ Individual * Design and develop |* Research
» Affiliate * Implement * Collaboration
* Organization |+ Build/equip * Education
* Business * Scale up * Innovation

to granting agencies as they must be confident that the project will be completed if
they decide to fund it. You will need to include a detailed description of the roles
and expertise of each team member in the application. Seeking advisors and mentors
early in the process is helpful; their input can save you time and effort. Time is
another important resource to consider at this stage; specifically how much time you
have to devote to the project, and what additional staff you may need to complete the
project. Other important resource considerations include equipment and supplies,
access to research space or facilities, and populations in which to test your idea.

All research studies will require an ethical review process such as an Institutional
Review Board (IRB). This can take time, often several months, so understanding what
is required for your specific research and location is an important step to consider
early in the process. Research or projects involving technology innovation have
additional considerations such as access to databases, data sharing agreements, and
intellectual property issues.

5.1.1.3 Develop Your Funding Strategy
Define the Big Picture

Before starting your search for funding sources, it is important to define the “big
picture”. Developing clarity about “who you are”, “what you want to do”, and “how
you want to do it”, is just as important as developing an achievable and focused
research question. Table 5.3 summarizes some of the main categories for each of
these questions. Nearly all funders have established parameters regarding the types
of organizations and projects they will fund, so understanding your organizational

structure and project goals is essential evaluating potential funding opportunities.
Funding Sources

There are several types of funding sources available for research and innovation
projects. Grants—"“‘award of money that allows you to do very specific things that
usually meet very specific guidelines that are spelled out in painstaking details and to
which you must respond very clearly in your grant proposal” (Karsh and Fox 2014)
are the most commonly sought type of funding source. There are several types of
grants: research, innovation, program development, educational and travel. You may
want to consider other types of funding sources depending on your answers to the “big
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picture” questions. Examples include prizes or awards, crowdsourcing and venture
capital investor funds, corporate sponsors, and in-kind service and donations. Even
if you will not be doing a research study, this framework is still a valuable approach,
as most funders will require specific objectives, a clear methodology, and defined
outcome measures.

As you start your search, keep in mind that funders usually have very specific
requirements for eligibility. The most common categories are specific health condi-
tions or diseases, geographic regions, technologies, and target populations. There
are also eligibility requirements related to you and your team such as career stage,
previous experience, presence or absence of preliminary data, organization type, and
type of project (e.g. research, training, service delivery). Information on potential
funders can be found in several different ways. If you are affiliated with a university
or other large organization, check to see if you have access to subscription searchable
databases of grants or other lists of funding opportunities. Another option is using
one of the free databases of grants on the Internet. A good way to start is simply
searching directly on the Internet using key words or going directly to the website
of a known funder. Many of the best funding opportunities come through personal
contacts so “networking” with colleagues and attending conferences can help you
find opportunities not available through databases or websites.

Reviewing Funding Announcements

There are many different parameters to review for each potential funding opportunity.
First, look at the basic requirements such as the funder’s area of interest, application
deadlines, geographic restrictions, and applicant eligibility requirements. Once you
go through these requirements, the next, and most critical step, is to determine if the
objective of your research or innovation aligns with those of the funder. In addition
to reading the funding announcement very carefully, review the funder’s website and
previously funded projects to deepen your understanding about their organization and
goals. At times, this step can be nuanced, and may require adjusting the emphasis of
your research or even reframing your research question or study population to align
better with the funder. Even the best written and most compelling application will
not be funded if it is does not align with the goals of the funder, so it is wise to think
through this step carefully and proceed only if there is a definite match between you
and the funder.

Writing a grant application is time consuming, so you want to make sure the
funding opportunity meets your needs, too. For example, not all grants will cover
salary or travel expenses. If these are necessary for you to proceed, you need confirm
that these requirements are eligible. Some grants require matching funds, or require
specific collaboration arrangements. It is often possible to contact the funder by
email or phone before you start the process in order to fully understand the funder’s
requirements.
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Writing Your Grant

Once you have found a good funding opportunity for your project, you can plan
your writing strategy. There are different ways funders request proposals, and are
included with the funding announcement, or the “request for proposal” (RFP). This
document provides detailed information about eligibility and what the funder is
looking to support. It also explains the application process, including deadlines,
page limits, and formatting requirements. The content varies widely, but be sure to
read and understand everything completely to avoid unnecessary work, or worse yet,
having your application rejected due to a technicality. Some funders ask for an initial
concept paper. This is a typically a 2, 3 page document with a few questions about
your research or project, which the funder uses as a first round screening tool. If
they like your idea, you will be invited to submit a full application. You may also
be asked to submit a “letter of intent” or LOI, indicating that you plan to submit
an application, and is for planning purposes so funders can manage the volume of
applications smoothly.

Before you actually start your application, it is a good idea to develop a writing
plan so you can complete your application efficiently and on time. Read all the
application materials very carefully, creating a list of required documents, and how
you will obtain them. It is essential to start early and develop a timeline with due
dates, as this endeavor always takes longer than you think. If others will be helping
you write the proposal, delegate responsibilities at this early stage. You also need
to starting preparing your budget at this early stage. If you have never developed a
budget before, it is advisable seek help with this part of the application. If you will
be applying through an organization, seek out someone who manages grants as they
can help you with planning and writing the budget. In addition, it is also advisable
to seek for a person who is familiar with the funding agency platform where the
application should be uploaded.

It is very helpful to re-read the application instructions again at this time, and
make sure you have a plan to address all the specific questions they have requested
in the RFP. Your writing style should be clear, succinct, and avoid using jargon or
technical terms; quality of content matters more than quantity—excessive length or
“wordiness” is not helpful. Perhaps the greatest task the researcher or innovator has, is
to “sell” the research idea to potential collaborators, co-investigators, administrators,
ethics boards, and ultimately funding agencies. It is important to not only convince
them that the project can be done, but that it should be done and why your study team
should be the one to do it. A compelling case can be made by identifying knowledge
gaps or the new opportunity your innovation will create using examples, and facts
or data.

It is also important to think about how you intend to evaluate and sustain your
project. Some important concepts to address include a plan for capturing the lessons
learned in the project and how you will share them with the funders, other organiza-
tions and the community, a plan for continuing the project after the grant period, and
how your project will have a broader impact through replication and scaling up in
other locations. Finally, leave plenty of time to revise and edit your content. Ideally,
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find other investigators or team members to read and critique your application. It can
also be helpful to have a reader without direct knowledge of your study area.

5.2 Exercises

5.2.1 Introduction

In this section we describe a series of exercises to guide you through the process
of developing your idea into a fundable proposal. Each exercise has worksheets and
accompanying documents with more detailed information, templates and checklists
(Table 5.4).

5.2.2 Exercise 1: Develop Your Research Question

The research question is the foundation for your entire project. Exercise 1 is a work-
sheet to guide you through the three main steps to develop your research questions.
There are examples of a cause and effect diagram (Ex1.1), a blank template (Ex 1.2),
and guidelines on writing a good research question (Ex1.3) (Bordage and Dawson
2003).

Table 5.4 “Toolkit” for

developing your funding
proposal Ex1.1 Cause and effect examples

Exercise 1 Develop your research question worksheet

Ex1.2 Cause and effect blank template

Ex1.2 Cause and effect blank template

Exercise 2 Ex2.1 Planning your research

Ex2.2 Sample timeline

Ex2.2 Sample timeline

Exercise 3 Funding strategy worksheet

Ex3.1 Reviewing funding opportunities

Ex3.2 Finding funding sources

Ex3.3 Grant writing suggestions
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5.2.3 Exercise 2: Research Study Planning Worksheet

Exercise 2 presents the major components of the research study. This includes
defining the study population, selecting a research study design, developing a time-
line and determining outcome measures. The exercise is accompanied by documents
which provide: considerations for planning your research (Ex2.1), a sample timeline
(Ex2.2), and an overview of study designs (Ex2.3) (Creswell and Clark 2017). At
the completion of the exercise, you should have an initial outline of a fundable grant
proposal, and a framework for a research proposal.

5.2.4 Exercise 3: Funding Strategy Worksheet

Exercise 3 is designed to help you develop a funding strategy and search for funding
sources. The first part of Exercise 3 guides you through the process of determining
what types of funding sources you may want to consider and defining your funding
needs for your specific project. The second part of Exercise 3 is a checklist on
reviewing funding opportunities, determining if it is a good match, and if your project
can meet the requirements of the funding announcement. There are 3 documents to
provide additional information: a checklist on reviewing funding announcements
(Ex3.1), information regarding finding funding sources including a list of web links
to funding sources (Ex3.2), and grant writing suggestions (Ex3.3)

5.3 Uses and Limitations

5.3.1 Various Use Cases

The material in this chapter was originally developed for a workshop for individ-
uals interested in learning more about finding funding for research and technology
innovations. It has been revised for use by individuals to develop their own funding
proposal, using the worksheets and reference materials provided in the exercises. The
original workshop was a half day event with three short presentations introducing
the content from the chapter subsections on “The Importance of Research in Mobile
Health and Data Science Innovations”, “Developing your mHealth or Data Science
Research Project”, and “Develop you Funding Strategy”. The rest of the time was
dedicated to working on the exercises in multidisciplinary teams with assistance
from the workshop mentors. There is enough content to support a longer event, so
participants can present their work to others for feedback and discussion.
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5.3.2 Limitations of Information

Getting funding is hard. This chapter will help you be organized and have a clear
view on how to succeed in getting your project funded. It provides is an overview of
issues that need consideration when planning and funding a research proposal, so it
does not cover many of the important details which often determine success or not.
The intent is to help researchers and innovators get started, emphasizing the major
elements of a successfully funded project. We also recognize that funding sources
and opportunities change over time, and that some of the funding links provided may
no longer be available.

5.3.3 How this Chapter Links with Other Materials
in the Book

In order for any idea or innovation to reach its goal of improved access and quality of
health care, it requires significant resources. This chapter aims to provide insight into
how researchers and innovators can find and obtain funding so they can transform data
science ideas and techniques discussed in the other chapters into usable technologies
that can be implemented into the health care delivery system.
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Chapter 6 ®)
From Causal Loop Diagrams to System oo
Dynamics Models in a Data-Rich

Ecosystem

Gary Lin, Michele Palopoli, and Viva Dadwal

Abstract The lack of global data flow in healthcare systems negatively impacts
decision-making both locally and globally. This Chapter aims to introduce global
health specialists to causal loop diagrams (CLDs) and system dynamics models
to help them better frame, examine, and understand complex issues characteristic
to data-rich ecosystems. As machine and statistical learning tools become popular
among data scientists and researchers, they can help us understand how various data
sources and variables interact with each other mechanistically. These complemen-
tary approaches go a step beyond machine and statistical learning tools to represent
causality between variables affecting data-driven ecosystems and decision-making.

Keywords Data-rich environments + System dynamics - Stock & flow diagrams -
Causal loop diagrams - Feedback loops - Statistical learning tools -+ Data-driven
ecosystems

Objectives

This chapter will proceed in three parts. First, in the background, we will describe
how system dynamics has suitable applications to data-rich ecosystems. Next, we
will share key introductory elements of system dynamics, including CLDs, stock
and flow diagrams, and systems modelling. Finally, in the hands-on exercise, we
will simulate a system dynamics model of clinical trial data for application in global
health.

No prior modelling experience is assumed.
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6.1 Background

System dynamics is a fundamentally interdisciplinary field of study that helps us
understand complex systems and the sources of policy resistance in that system to be
able to guide effective change (Sterman 2001). Within system dynamics, causal loop
diagrams are the main analytical tools that assist in the identification and visualization
of key variables and the connections between them. The related systems modelling
methodology of system dynamics involves computer simulation models that are
fundamentally unique to each problem setting (Homer and Hirsch 2006: 452).

This section will proceed in three parts. We will introduce, first, what we mean
by data-rich ecosystems; second, the terminology of system dynamics; and third, a
few applications of system dynamics in data-rich ecosystems.

6.1.1 Data-Rich Ecosystems

Data-rich ecosystems are defined as “technological and social arrangements under-
pinning the environments in which [data] is generated, analysed, shared and used”
(Marjanovic et al. 2017: ii). These systems give rise to dynamic complexity because
the system is: (1) constantly changing, (2) tightly coupled, (3) governed by feedback,
(4) nonlinear, (5) history-dependent, (6) self-organizing, (7) adaptive, (8) character-
ized by trade-offs, (9) counterintuitive, and (10) policy resistant (Sterman 2001:
12). Indeed, problems plaguing data-rich ecosystems require understanding how the
whole system will react to a seemingly inconsequential modification in one part of
the system (Sterman 2001).

One example of such a data-rich ecosystem is global health, where the poten-
tial of data holds promise across all the building blocks of health systems. In its
broadest sense, health data refers to any type of data that provides use for improved
research and innovation, as well as healthcare related decision making (Marjanovic
et al. 2017). As a result, a supportive health data ecosystem requires at least the
following five elements: (1) collaboration and coordination, (2) public acceptance
and engagement with health data, (3) data protection regulation and models of data
access and use, (4) data quality, interoperability, and other technical considerations,
and (5) workforce capacity (Marjanovic et al. 2017). These complexities, coupled
with the still growing landscape of global health data generation, interpretation and
use, require a systematic approach that has the potential to facilitate decision-making
that aligns our long-term best interests with those of the system as a whole (Sterman
2001).
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6.1.2 System Dynamics

A system can be characterized as a group of multiple components that interact
with each other. System dynamics was originally meant to invoke systems thinking
by endogenizing relevant variables and mathematically connecting causally linked
variables (Richardson 2011). In particular, it requires moving away from isolated
events and causes and toward the organization of the system as a set of interacting
parts (Kirkwood 1998). As a result of its conceptual intuition, the system dynamics
paradigm originally came to be interdisciplinary in nature (Sterman 2001). This
has notably allowed researchers without quantitative backgrounds to participate in
structural formation of the model.

Today, a system dynamics model consists of an interlocking set of differential and
algebraic equations developed from a broad spectrum of relevant measured and expe-
riential data (Cavana and Mares 2004). Systems thinking and causal loop diagram-
ming allows researchers to move from conceptual understanding of unidimensional
problems to a completed systems model containing scores of such equations, each
with their appropriate numerical inputs. Once computerized, these models offer ways
of systematically testing policies and scenarios in ways that answer both “what if”
and “why”” (Homer and Hirsch 2006).

Further, since modelling is iterative, the process relies on repeated attempts of
scope selection, hypothesis generation, realistic causal diagramming, quantification,
reliability testing, and policy analysis. These steps are selectively repeated until
the model is able to generate useful insights while meeting certain requirements,
such as its realism, robustness, and flexibility (Homer and Hirsch 2006). Ultimately,
the ability to see systems “as a whole” provides a framework for understanding
complexity and change, testing levers for policies that would result in sustainable
progress (Cavana and Mares 2004; Homer and Hirsch 2006; Senge 1990).

6.1.3 Applications of System Dynamics in Data-Rich
Ecosystems

An early application of system dynamics modelling includes an integrated assessment
of anthropogenic impacts on the environment and resource scarcity which paved
the way for integrated assessment modelling in sustainability applications (Forrester
1961; Meadows et al. 1972). System dynamics models have since found application in
anumber of data-rich ecosystems. For example, management and business operations
benefit from modelling their entire enterprise at a systems-level, which includes
all relevant processes, stakeholders, and components. In the context of healthcare
delivery, system dynamics have been deployed to address problems with capacity
and management of patient flow, but it is not out of the realm of possibilities for
system dynamics to be employed as a way to study multiple, mutually reinforcing,
interacting diseases and risks, in a way that gives a more realistic snapshot of overall
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epidemiology and policy implications (Homer and Hirsch 2006). Other successful
interventions using system dynamics include long-range market forecasting, strategy
development in manufacturing and commercial product development, and models
for effective management of large-scale software projects (Sterman 2001).

6.2 Causal Loop Diagrams, Stock and Flow Diagrams,
and System Dynamics

This section will give a more thorough introduction to the terminologies, concepts,
equations, and tools utilized in system dynamics. The first part will discuss CLDs
and, with the use of a classic example, their role in visualizing the relationships
that govern complex systems. Then, we will introduce and describe how stock and
flow diagrams quantitatively build upon the qualitative relationships mapped out in
CLDs. Finally, we briefly discuss the software utilized to simulate and test multiple
scenarios for a given system dynamics model.

6.2.1 Causal Loop Diagrams

Social issues that affect people and society typically involve complex systems
composed of several components and interactions. Thus, answering policy questions
typically involves a team of interdisciplinary researchers that observe and discuss
the drivers surrounding a certain social issue. In these complex systems, “cause and
effect are often distant in time and space, and the delayed and distant consequences
of actions are different from and less salient than their proximate effects—or are
simply unknown” (Sterman 2001: 16). These components and interactions can be
visually mapped using a methodological paradigm or a “language” for understanding
the dynamic, interconnected nature of our world, known as CLDs.

CLDs allow researchers to use a systems approach to understand the different scale
and scope of an issue. One of the more immediate advantages of CLDs is the intuitive
methodology behind building these maps. Indeed, the development of such diagrams
or maps (that aim to capture the complexities of a multifaceted issue) do not require
extensive quantitative training in engineering or mathematics. Detailed methods for
developing CLDs have been outlined by Roberts et al. (1983), Richardson and Pugh
(1981), Richardson (1991), Coyle (1996), Sterman (2001), and Maani and Cavana
(2004).

For our purposes, the mapping legend to make CLDs comprises two basic features.
First, CLDs are composed of variables and directional links (i.e., arrows) that repre-
sent causal interactions. The directional links illustrate a “cause and effect” relation-
ship such that the origin variable will affect another variable (i.e., cause — effect).
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Fig. 6.1 Positive versus negative polarities

Second, causal linkages have two polarities: positive (same direction) and nega-
tive (opposite direction) (Cavana and Mares 2004; Kim 1992; Maani and Cavana
2004; Richardson 1991). A positive causal link indicates that two linked variables
will increase or decrease together (same direction). A negative polarity between
two variables implies an inverse or opposing relationship (opposite direction); an
increase in one variable causes a decrease in the other linked variable and vice versa.
In this way, a CLD is developed based on linking variables that are causally related.
The following figure represents a simple example that is commonly observed in
population modelling (Fig. 6.1).

Once the problem is defined, the next step is to identify the relevant variables
that affect the issue. Subsequently, the goal is to identify the variables in the adjacent
systems that affect the ‘primary variables’. From a graphical standpoint, one can view
all the variables in a CLD as ‘nodes’, and links as ‘edges’. After all the variables
(nodes) and links are mapped, the ‘feedback loops’—or closed loops of variables—
become more apparent. A coherent and holistic narrative about a particular problem
is created by connecting the nodes and links of several loops (Kim 1992).

Feedback loops are next classified into two categories: reinforcing and balancing.
In literature, reinforcing and balancing feedback loops are sometimes called positive
and negative feedback loops, respectively (Kirkwood 1998). The reinforcing feed-
back loop is composed of all positive polarities in the same direction and/or an even
number of negative polarities in the opposite direction (Kim 1992). If a reinforcing
loop has a positive polarity, an even number of negative polarities would simply result
in an overall positive polarity (i.e., two sequential links with negative polarity). We
demonstrate an example of a reinforcing feedback loop in Fig. 6.2. In this example,
we show how a raise in income leads to a rise in savings, in turn, boosting amount
of interest accrual. The idea of reinforcing loops is quite provocative since these
systems lack nontrivial equilibrium, rendering them unstable.

In contrast, balancing feedback loops exist when a series of variables that are
connected in a loop has an odd number of negative polarities. An example of a
balancing feedback loop is shown in Fig. 6.3, where we recreated a CLD of the Lotka-
Volterra system, which is more commonly known as the ‘predator-prey’ model. In
our example, we show that sheep are prey population and the wolves are the predator
population. If there are more wolves, then the population of sheep will decline because
the wolves would be consuming more sheep. When there are not enough sheep to
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Fig. 6.3 Example of a Lotka-Volterra system of a balancing feedback loop

sustain the consumption requirement of wolves, the wolf population will dwindle.
Therefore, this system is inherently a balancing feedback loop because of the inverse
relationship between the population of wolves and sheep (Fig. 6.3).

The CLD is constantly analysed visually to identify the key variables and the
range of balancing and reinforcing loops it contains. A key feature of this process
is also to simplify the conceptual diagram so the resulting insights can be used as
the basis for developing and implementing policy (Cavana and Mares 2004). Based
on the definition of feedback loops researchers should be able to understand certain
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mechanisms of a system they are studying. Further, in order for there to be a system
that is stable, in other words, self-correcting or equilibrium-seeking, there must be a
balancing loop that exists in some combination with a reinforcing loop. We encounter
many examples of stable systems on a daily basis. For instance, a swinging pendulum
eventually returns back to its original resting position (stable equilibrium point) due
to gravity and remains stationary after some time.

We can also characterize a system as being unstable when a certain variable or
mechanism is perturbed from its equilibrium. When aloop loses stability or balancing
variables, one must correct the system by adding more counteracting forces. The
variables responsible for this instability are typically targets for policy interven-
tions. An example of an unstable system includes social dynamics in a country with
conflicting groups. In this situation, the equilibrium would be peace. However, peace
would be relatively fragile if those groups did not get along with each other. A slight
provocation would cause the system to stray away from peace (unstable equilibrium
point).

6.2.2 Stock and Flow Diagrams and System Dynamics
Modelling

Systems academics have long noted human limitations when dealing with dynamic,
evolving, and interconnected systems (Sterman 2001). Stock and flow diagrams and
system dynamics modelling can help us avoid mental models that are ““static, narrow,
and reductionist” (Sterman 2001: 11). Specifically, dynamic systems change over
time, which necessitates considering the behavior of each variable in a femporal
domain. This involves translating the visual mapping of CLDs to diagrams that
measure the accumulation and dispersal of resources over time (Sterman 2001).

In a stock and flow diagram, there are four main variables: stock, flow, auxiliary,
and delay. A stock variable can be thought of as a “memory” variable which carries
over after each time step. Due to their characteristics as defining the “state” of the
system, these variables send out signals to all the other parts of the system. For
example, one can imagine the volume of water in a container to be a stock variable
since the volume in a previous time will carry over into the present unless there is
a change in volume, i.e., someone adding more water or draining the container. In
contrast, the idea of a changing stock variable can be represented by flow variables.
These variables are subject to disappearing if time is hypothetically stopped. Thus, in
a situation where the volume of water is increasing due to more water pouring into a
container, we can consider that volumetric flow rate as an inflow variable. While the
volumetric flow loss due to a drainage of the container will be an outflow variable.
Thus, in Fig. 6.4, stock variables are sheep and wolves, whereas flow variables are
Wolf Births, Wolf Deaths, Sheep Births, and Sheep Deaths.

Outside of stock and flow variables, there exist auxiliary variables which are
simply defined as variables that influence the flows. These variables do not change
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Fig. 6.4 Stock & flow diagram of the Lotka-Volterra model. Assuming arbitrary initial values and
constants, the theoretical results of the Lotka-Volterra system were generated using the software
Vensim to demonstrate that the stock and flow diagrams is identical to the mathematical formula-
tions. The top right represents the phase space between wolf and sheep populations. The bottom
right diagram represent the time series of wolf and sheep populations

the mathematical structure of the system, but do help bring transparency to the model.
In the diagram below, auxiliary variables (endogenous) include Wolf Fertility Rate
and Sheep Mortality Rate. We also have constant values (exogenous) which includes
Sheep Fertility Rate and Wolf Mortality Rate.

Lastly, delay variables exist when a casual action occurs at a later time. Delay
variables exist when there is a time lag between policy interventions and change in
a pattern of human behavior. For example, a tax imposed on a specific good may not
result in an immediate decline in demand because it takes time for the consumers to
realize and respond to the surge in the price of the good. It should be noted that the
delay length itself is a constant that needs to be parameterized and may introduce
additional mathematical complexity.

System dynamics models use stock and flow diagrams to translate conceptual
models to a mathematical one. Stocks can mathematically be expressed as integrals
and generally considered the state variables of the system. Stock variable y can be
explicitly represented as:

d
% =x;n() —xour(®)

t

y(t) = y(t) +/X1N(f) — xour(T)dt (6.1)

Iy
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In Eq. (6.1), the variable x;y is the inflow, and x oy is the outflow of the system.
The combined effect of the inflow and outflow variables represent the derivative of
the stock such that inflows are a positive change and outflows are negative change.
There could be multiple inflow and outflow variables associated with a stock. As a
result, we are able to mathematically solve a system dynamics model as a system
of ordinary differential equations. The phase plot and time series plot in Fig. 6.4
were generated using a system dynamics approach with chosen parameters. This
was executed by converting stocks and flow diagram of the Lotka-Volterra model
into corresponding mathematical equations. The auxiliary variables that determine
the inflow of wolves and outflow of sheep are

Wolf Fertility Rate = « - Sheep
Sheep Mortality Rate = w - Wolves

where o and w are constants.

In stock and flow diagram in Fig. 6.4, the two stocks (represented as the bottom
right plots)—Wolves and Sheep—are modified by births and deaths which corre-
spond with the inflow and outflow variables for both stocks and they are described
as the following differential equations.

dWolves(t)
dt

= Wolf Fertility Rate - Wolves — Wolf Mortality Rate - Wolves

=o - Sheep - Wolves — Wolf Mortality Rate - Wolves

= Wolf Births — Wolf Deaths

dSheep(t)
dt
= Sheep Fertility Rate - Sheep — Sheep Mortality Rate - Sheep

= Sheep Births — Sheep Deaths

= Sheep Fertility Rate - Sheep —w - Wolves

In this predator-prey model, Wolf Mortality Rate and Sheep Fertility Rate will
also be considered constants.

6.2.3 Software and Computational Implementation

System dynamics modelling is originally meant to simulate the emerging mechanics
and explain a system. Simulation of the mathematical model following the above
system conceptualization stages can be undertaken using computers and software.
Modern system dynamics modelling software makes it possible for almost anyone
to participate in the modelling process. These simulations allow researchers to
experiment, test their decision-making skills, and just ‘play’ (Sterman 2001: 21).
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System dynamics models can be easily implemented in a number of open-source
and commercial software such as: Vensim (Free personal learning edition); STELLA
(Proprietary); AnyLogic (Proprietary); and NetLogo (Free).

When choosing a suitable software, researchers working in data-rich ecosystems
should pay particular attention to the capacity of the program to handle large datasets
and advanced analytical tools. R and Python are a favorite for data scientists and
researchers because both computing environments are open-source and adept to
handling large data (Thaka and Gentleman 1996; Johansson et al. 2012; McKinney
2013; Pedregosa et al. 2011). Furthermore, these computing languages have access
to a wide range of libraries that allow for easy implementation of structural equations
modelling.

Although machine learning and probabilistic methods typically perform better in
prediction due to their enhanced capabilities of detecting trends in big data, system
dynamics models provide more inferential capabilities by allowing researchers to test
an expertise-based hypothesis with a complex causal structure. Nevertheless, recent
advances in dynamical systems theory has allowed careful and effective parame-
terization using statistical learning and probabilistic methods (Brunton et al. 2016).
Therefore, system dynamics can be robust and incorporate the human domain knowl-
edge and advanced statistical tools. Parameters and initial conditions of the model are
usually estimated using statistical means, market research data, analogous product
histories, expert opinion, and any other relevant sources of data, quantitative or
judgmental (Sterman 2001).

Finally, it is worth mentioning that simulation experiments can suggest the collec-
tion of new data and new types of experiments to run to resolve uncertainties and
improve the model structure (Sterman 2001). Building model confidence is truly an
iterative process that requires robust statistical testing.

6.3 Exercise

Having completed an overview of CLDs, stock and flow diagrams, and system
dynamics, this section will now proceed to simulate a system dynamics model for
application in global health. Specifically, we apply the system dynamics model to
undertake a case study on research data generated by clinical trials, electronic medical
records (EMR), and patients. This is an important area of research because move-
ment of data in the global health research system has the potential to impact treatment
development globally.

The current premise in global health research is that using clinical trials—and thus
using the underlying data for clinical trials—will lead to better treatment development
and public health outcomes (Rosala-Hallas et al. 2018). However, in order to bring
the right treatment to the right patient at the right time, the process must utilize data
from, and contribute data to, a larger global health data ecosystem. Generating real
time, pragmatic evidence is not enough; a human-centered data ecosystem will learn
from the experience of real patients in real-time, employing all tiers of biological
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and non-biological data, across therapeutic areas and stakeholders, to better respond
to individual and population-based health needs.

Our question seeks to address the relationship between patient EMR data and
clinical trial data, and whether the prior can complement existing global health
research data sources to enhance our understanding of human disease progres-
sion, with the ultimate goal of improving general health outcomes globally. This
problem helps us think about the types of policy-based changes that might be neces-
sary for governments, research organizations, and health-service organizations (e.g.,
providers, hospitals, and clinics) to encourage sharing and use of proprietary data
(EMR and clinical trial data). This, we hope, will help identify the types of feedback
loops necessary to facilitate better data flows in global health research and make
medical breakthroughs benefitting the entire world.

This exercise will proceed in five parts. First, we will identify the key variables in
the system. Next, using CLDs and their components (feedback, stock/flow, time delay,
non-linearity), we conceptually visualise the ways in which data flows within the
current global health research system are conceived. Equations were logically derived
using variables and developed CLDs. These equations were next computationally
modeled using R. Lastly, we share the types of policy questions and directions that
may be run on the model.

6.3.1 Identifying the System and Variables

When choosing variables, it is important to use variables that describe patterns of
behaviour and activity in global health, rather than specific singular events (Kim
1992). Further, it can be helpful to think about the types of variables that affect the
problem the most, and which the least. In this regard, subject matter experts should
be consulted to broadly identify key factors affecting the model in the form of expert
elicitation.

In our case study, four stock variables were ultimately decided as being critical
to the movement of data within the global health landscape. Specifically, patients in
hospitals, shared EMR data, health research data, and available treatments were all
identified as key recurring variables contributing to the data-rich ecosystem of global
health. These four variables were chosen because we are interested in the amount
of data generated (EMR and clinical) and the impact data has on public health and
research (patients and treatment availability). Further, these variables represent the
units of measure for data (Shared EMR data and Health Research Data), as well as
a surrogate measure for general health (Patients in hospitals) and scope of health
products (Available treatments).

Efforts were taken to brainstorm some of the key factors that would affect the
aforementioned stock variables (Table 6.1). In a real exercise, these factors would be
consulted upon by experts to confirm their suitability for the model, including whether
they could be easily measured and monitored. Moreover, it must be mentioned that
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Table 6.1 Brainstorming variables for systems conceptualization

Factors causing growth

Factors causing decline

Shared EMR data

Technologies (devices) that measure
RT data; interoperability of devices
and health systems (data from
patient wearables automatically
uploaded to record); more patients
in hospitals; early EMR capture
(time-based input, birth-to-death);
paid data (individuals could sell
their own data)

Negative patient perspectives
(privacy and mistrust); time taken
to collect data; poor infrastructure
(devices and hospital systems not
lined up/interoperable)

Health research data

Number of clinical trials; low cost
of clinical trials; less regulatory
barriers to conducting CT;
cooperation between research
companies; inclusion of different
types of data (failure data); funder
requirement for data sharing;
computer and animal modelling

Exclusivity clauses between
pharma companies; IP rights; less
clinical trials (due to high cost,
over-regulation, poor trial
enrollment, poorly designed trials;
IRB approval); cyber attacks;
funder restrictions on data sharing

Patients in hospitals

Sick people; hospital mergers and
acquisitions; referrals; improved
patient perceptions (high quality
care, and overcoming historical
fears); population demographics
(old age, low socioeconomic status,
or poor quality food); diseases and
epidemics; environment; public
health/epidemiology failure; bad
vaccination predictions/crops and
patient perceptions of vaccines

Prevention, better primary care,
population demographics
(characteristics associated with
better worse outcomes);
personalized care; no insurance

Available treatments

Clinical trial success; approval rate;
encouraging innovation
environment; number of clinical
trials (lower cost of research,
governmental incentives, funding,
trained research workforce, clinical
trial design); regulatory
environment

Adverse events/toxicity; recall
based on post-market surveillance;
less clinical trials (cost of research,
no funding/incentives, lack of
workforce, poorly designed
clinical trials); legal and regulatory
barriers (ethical/moral
constraints); cost of drugs;
manufacturing issues (ingredient
shortage, and GMP violations)

a number of variables were decidedly not included in the system conceptualiza-
tion of global health research, including disease prevention, intellectual property

governance, research infrastructure, and workforce.
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6.3.2 Causal Loop Diagrams (Feedback, Stock/Flow, Time
Delay, Non-linearity)

Next, we proceed to establishing the links between the stock variables on the CLD,
the polarity or direction on each link, stocks and flows, and the identification and
labelling of the reinforcing or balancing loops in the diagram. For example, we know
that one of the primary causal links that drives public health outcomes is the number
of approved treatments (stock variable) with an inflow variable called approval rate.
Similarly, approval rates are affected by research productivity and total number of
clinical trials—both reinforcing loops. On the other hand, research and development
budgets have a balancing effect on the total available treatments.

We have identified two balancing loops in Fig. 6.5. These are loop B1, indicated
by the red counter-clockwise arrow, and loop B2 indicated by the clockwise arrow
(Fig. 6.5). B1 regulates the amount of EMR data being generated, and B2 helps
control the amount of patients that gets admitted into the hospital. The reinforcing
loop R1 is seen as amplifying the system, which through the positive (+) signs at
the arrowheads indicate that the effect is reinforcing in a positive direction. We only
show these three feedback loops to demonstrate examples but it is worth noting that
this CLD contains other feedback loops that also contribute to the behavior of the
system.

In our hypothetical system, we assumed the hospital directly collect the data from
the patients and their EMR. The patients have the right to share their data which
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determines the amount of data that should be shared; however, the amount of data that
is shared is influenced by their willingness to share their own data. As an example, the
threat of cyber attacks on EMR systems impact the patients’ willingness to share. This
effect is captured by the feedback loop B1. In loop B2, the single negative polarity
between general health outcomes and sick fraction causes the entire feedback loop
to be a balancing. This loop signifies the tradeoff between number of sick people
in hospitals generating data that contributes to treatment development and general
health outcomes. In other words, it is assumed that having a healthy-only population
would stall the treatment development process.

In feedback loop R1, we assume that pharmaceutical companies are the sole spon-
sors of clinical trials, having direct access to both EMR and clinical trial data (health
research data). The number of available treatments is directly linked to research &
development budget. Furthermore, we assumed that all of the research & develop-
ment budget is spent on conducting clinical trials (represented as number of clinical
trials) in each time period. The cost of clinical trials is positively correlated with
number of enrolled subjects in clinical trials (enrollment per trial).

Although a host of other variables and loops, both reinforcing and balancing, could
be identified as being relevant in the process, care was given to keep the conceptual
diagram as simple as possible in order to ensure a parsimonious model. Thus, only the
dominant loops were reflected in the CLD, which signify the behaviour of the system
shifting from acceleration to deceleration, and gradual equilibrium. As mentioned,
the CLD may be revised and a number of times as understanding deepens and the
multidisciplinary process unfolds.

6.3.3 Constructing System Dynamics Equations

Based on the CLD/stock & flow diagram that we developed in Fig. 6.5, we can
formulate the conceptual model into mathematical equations. To illustrate how one
would formulate a stock and flow equation, let us look at the stock variable ‘patients
in hospitals’.

Patients in
o= Hospitals X0

Admissions Discharges

For patients in hospitals P, we can deduce that there are primarily an inflow and
outflow: Admissions I P and Discharges O P. We assume that no one dies in our
fictional hospital. As a result, our equation looks like the following:

dP (1)
dt

=1P@1) — OP(t) (6.2)
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The inflow, admissions 7 P, in our model is simply equal to the sick population
S P (auxiliary variable), which makes the assumption that all sick person go directly
to the hospital in our fictional world. For real life applications, we could include a
delay variable and/or constraint on the impact of sick people on hospital admissions.
Thus,

IP(t)=SP(1) (6.3)

While the outflow, discharges O P, can be a function of patients if we model it
as a fraction, A, being discharged from the hospital. As mentioned previously, this
value is being subtracted in Eq. (6.2) because it is an outflow.

OP(t)y=Xx-P(t) (6.4)

As aresult, we substitute IP and SP and rewrite the differential equation for stock
variable, P, as
dP (1)
dt

= SP(t)— - P(t) (6.5)

It also worth mentioning that if we continue substituting auxiliary variables into
the flow variables of our stock differential equations, we can mathematically reduce
the entire model into a system of only four differential equations because our system
only has four stock variables, and each differential equation corresponds with a stock
variable.

We present several examples in the following paragraphs to illustrate the logic
behind formulating a balancing feedback loop. This includes three auxiliary vari-
ables, one inflow variable, and one stock variable based on expert knowledge. Take
a look at the balancing feedback loop B1, highlighted in Fig. 6.6:

Since security risk « is fixed in our model, we assume that if more people share
their data that would lead to a frequency of security breaches. Therefore, secu-
rity breaches S is defined as a function of security risk (percentage of data that is
compromised) and the amount of shared EMR data Dyg.

S(t) = a - Ds(t) (6.6)

In turn, security breaches negatively affect the willingness to share EMR data
W S which follows the logic that less people are willing to share their personal infor-
mation if they observe higher incidences of security threats. This negative polarity
enables feedback loop B1 to be balancing. Therefore, we must choose a mathemat-
ical function that has an inverse relationship between the dependent and independent
variable. As a result, we can express an inverse mathematical relationship between
WS and S as
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where S is the sensitivity of patients to security risks. The willingness to share data
positively influence the data shared by each patient (labeled as data shared per patient
and symbolized as Dy).

Ds(t) =y - WS(t) (6.8)

Proceeding along the link, we get to the inflow variable, creation of shared EMR
data I Dg which is the number of patients P multiplied by the data shared per patient
Ds

IDs(t) = Ds(1) - P(1) (6.9)

Finally, the creation of shared EMR data directly feeds into the shared EMR data
stock.

dDgs (1)

S =1Ds(0) (6.10)

For a complete listing of all the equations in our model, please refer to the
supplement Jupyter notebook.
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6.3.4 Modelling and Data Integration

As we have demonstrated, we can convert our CLD/stock and flow diagram into a
system dynamics model by prescribing each causal link with a mathematical equa-
tion. After populating each link with an equation, we are able to numerically solve the
entire of system as a set of ordinary differential equations using previously developed
methods to solve differential equations.

The system dynamics model that was described in the previous section was imple-
mented in R, a statistical programming environment. As previously mentioned, R
is a robust programming language that allows users to develop their own numer-
ical solver or access a wide variety of libraries that are useful for statistical anal-
ysis and numerical methods. In our example, we used the library package deSolve
(Soetaert et al. 2010) and FME (Soetaert and Petzoldt 2010) to, compute the
dynamic behavior and parameterize our coefficients, respectively. To solve these
models, we would need to employ a numerical method (e.g., forward and backward-
stepping Euler’s method, or Runge-Kutta family of solvers). These solvers have been
programmed in the deSolve library in R which makes it easy to implement into any
system dynamics model. The reader may refer to the accompanying Jupyter note-
book located in the following URL that contains the steps needed to implement
the system dynamics model: https://github.com/scarygary89/SimpleHealthDataSh
aringSD/blob/master/HealthDataSharingModel.ipynb.

System dynamics models can be developed to formalize logic without much data.
However, the model’s usefulness is greatly enhanced if the parameters can be deter-
mined based on amaximum likelihood estimation and finding the confidence intervals
using likelihood methods or bootstrapping (Dogan 2007). The parameters that we
adjust to fit the model are the constant variables system dynamics model. There may
also be times where initial values are also considered a parameter. Figure 6.7 shows
how fitted parameters produce a simulated trendline (teal line) compares with “actual
data” (red points). For demonstration purposes, the data in Fig. 6.7 is generated
synthetically and not based on any real dataset.

The resulting parameter values based on the calibration and fit is located in the
following Table 6.2.

Based on these constants, we have enough information to replicate the model and
develop a baseline scenario in which we can test alternative policy scenarios. These
parameters are estimated based on maximum likelihood estimation that calibrates a
parameter that minimizes the (errors) residuals to best fit the data.

Error analysis can be conducted to calculate standard statistical measures that
are similar to regression models. We can conduct hypothesis testing on each param-
eter by assuming a null hypothesis that a parameter is equal to zero and testing
that against alternative hypothesis the parameter is equal to the calibrated value and
comparing the error distributions—this allows us to conduct a #-test and calculate p-
values assuming normality in error distribution. Other parameter validation methods
include bootstrapping (refer to Rahmandad et al. 2015a) and method of simulated
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Fig. 6.7 Model results. Dynamic trendlines (teal line) of our system dynamics model for the four
stock variables (patients in hospitals P, shared EMR data Dg, health research data D g, and available
treatments 7' R) and five auxiliary variables (general health outcomes H, willingness to share W S,
research & development budget R, motivation to join a clinical trial M T, and security breaches §)
compared with data points (red points)

moments (refer to Rahmandad et al. 2015b) which can help the modeler build confi-
dence in the estimation of each parameter. To further understand the parameters and
their sensitivities, the modeler may wish to perform a Monte Carlo Markov Chain
(MCMC) analysis (refer to Rahmandad et al. 2015c).

6.3.5 Interpreting Results and Policy Directions

Once the model is calibrated and running, researchers may wish to use it for testing
targeted policy questions. For the purposes of this exercise, we are less concerned
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Table 6.2 Parameter values based on model fitting with data

Parameter | Value Definition

o 0.0234 | Security risk (percentage)

B 6.931 Sensitivity to security risks

y 1.774 Unrestricted data sharing

) 5.582 Auvailability of treatment on general health

¢ 12.154 Inverse relationship between general health and sickness frequency
N1 11.388 Data technology multiplier

P 84.78 Market success on R&D budget

v 0.010 Cost per subject

o 54.69 Clinical trials multiplier

0 0.010 Sick population effect on enrollment motivation
A 0.500 Hospital discharge rate

m 0.010 Trial enrollment size on data generated per trial
" 20.477 Obsolete treatment fraction

with the actual results since we are only illustrating the types of questions that may
be of interest to global health policy-makers wishing to utilize system dynamics.
Three particular insights produced from our hypothetical CLD led us to consider
the impact of cyber security attacks (security risk); data capture and interoperability in
clinical trials (data generated per trial), and machine learning and artificial algorithms
(data technology) on the global health research system. These areas of interest led us
to propose the kinds of questions that may be run on the model we have generated:

e Assuming an increase in data security attacks, where can policy-makers best target
resources to ensure patient’s continue to contribute health data?

e How might birth-to-death collection of data impact the cost of clinical trials? How
does the collection of data both from sick and healthy people impact the price of
clinical trials?

e How much money can be invested in new data technology to result in a two-fold
decrease of patients in hospitals?

6.4 Uses and Limitations

Our generation faces unimagined levels of information generated every second by
new and existing actors. System dynamics complement existing modelling and simu-
lation methodologies to navigate policy questions affecting data-rich ecosystems.
Unlike the predictive and explanatory powers of machine learning and probabilistic
methods, system dynamics is simply a tool for formalizing and quantifying complex
relationships.
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Like all models, system dynamics models are ‘wrong’ due to their inherent
inability to understand all of the complex relationships and limitations of human
rationality. It must be noted that modelling complex systems require an understanding
of the dynamic behavior of variables and the range of possible parameter values which
can lead to system uncertainties. System dynamics attempts to understand complexity
by incorporating knowledge of modeler and its collaborators into a logical formalism
that allows for a mathematical structure to be developed. However, parameterization
of a complex model can be difficult due to the “curse of dimensionality” and some
have propose methods to deal with this issue (Bellman 1957; Ye and Sugihara 2016).
Finally, the validation of system dynamics models depends on availability of data
and the opinions of domain experts. For more information on this topic, please
refer to others who have written comprehensive reviews of the limitations of system
dynamics (Featherston and Doolan 2012).
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Workshop on Blockchain Use Cases e
in Digital Health
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Ada Angeli Cariaga, Raymond Francis Sarmiento, and Alvin B. Marcelo

Abstract We present in this chapter discussion of how blockchain can be used
in Digital Health. Benefits and risks of using blockchain were presented. Guide
questions with sample answers are also presented to deepen the discussion of the
topic. At the last section of the chapter, several use cases on how blockchain is used
in Digital Health are presented.

Keywords Blockchain + Crytography - Data security * Data trust

Learning Objectives

(1) Describe how public and private blockchain works
(2) Propose and evaluate blockchain use cases in healthcare

7.1 Introduction

Blockchain technology has been known since the early 1990’s through the work of
Stuart Haber and W. Scott Stornetta. In their work, How to Time Stamp a Document
(Haber and Stornetta 1991), the authors propose a methodology to time stamp docu-
ment using cryptography to prevent counterfeiting of crucial documents. The first real
implementation of blockchain was done by Satoshi Nakamoto in 2008 (Nakamoto
2008). His work was focused on using blockchain in cryptocurrencies.

Blockchain revolves on the idea of having a decentralized system of storing data,
where each participant/node will have a copy of the ledger of transactions done. By
doing so, it will be impossible for someone to alter data in the blockchain without
informing other participants. This also eliminates the need for a centralized system
that handles all the data since all participants would have their own copies (Zheng et al.
2017). Usually, blockchain is very useful in scenarios where there is a strong central-
ized entity. In this work, we discuss how blockchain can be used in Digital Health.
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Blockchain is expected to change the way how Digital Health is done. Digital
health implementations rely heavily on centralized systems. This can be seen in
the need to validate data, in having a regulatory body and in securing patient data.
All of these can be transformed by blockchain. In a survey made by the European
Coordination Committee of the Radiological, Electromechanical and Healthcare
IT industry, several areas are identified to be a good pilot use case for blockchain
(COCIR 2017).

(1) Supply Chains

(2) Drug Verification

(3) Claims Reimbursement
(4) Access Control

(5) Clinical Trials

In this workshop, we will present a framework on evaluating blockchain use cases
and examine whether the above-mentioned use cases would also be able to pass the
evaluation parameter. We will also present a sample use case for a personal health
record system using blockchain.

7.2 A Discussion on Blockchain

There are two main important ideas in blockchain.

1. Blockchain consists of a list of blocks that are cryptographically linked with one
another.
2. All participant nodes in the system have a copy of the blockchain.

Each blockchain block generally consists of three main parts: [1] the transaction
data, [2] the hash of the previous block and [3] the hash of the current block. Each
block is connected since every block contains the hash of the previous block hence
would have a way to access the previous block. Instead of storing the blockchain in
a single centralized node, copies of the blockchain are distributed to each participant
nodes. Participants can add a block, and this block will also be added to the copies
of other participants.

Because of these properties, blockchain is immutable. Any modification done on
the blockchain will change the hash values of the succeeding blocks, and all the
changes in the hash values should be reflected in the copies of the participants. The
immutability of the blocks in blockchain ensures that the data saved are authentic
as stored by the participant. However, this does not ensure that the correct partici-
pants will send the correct data. Blockchain works on this issue either by making
other participants validate the data submitted by one participant or by only allowing
authorized participants to store data in it.
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Blockchain can be categorized as public or private blockchain. For public
blockchains, anyone can send data to the blockchain, but this data will need to be vali-
dated by other participants. Private blockchain on the other hand is a limited form of
blockchain as only a select member can send data to the blockchain. Another category
for blockchains, which is also similar to the earlier classification are permissioned
and permissionless blockchain. Permissioned blockchain requires certain permis-
sions before a participant submits a data on blockchain. A permissionless blockchain
on the otherhand allows participants to add data to the blockchain without the neces-
sary permissions. In usual blockchain models, public blockchains work with permis-
sioned models, since everyone can add data to the blockchain, and thus permissions
must first be checked if the data can be added. On the otherhand, private blockchains
usually work with permissionless blockchains, since there is an assumption that users
in private blockchains are already authenticated and authorized, hence no additional
validation step is done.

Guide Questions:

(1) What benefits of blockchain can be used to leverage against Centralized
Systems?

(2) Are there any trade offs in using blockchain?

(3) What are the advantages/disadvantages of permissionless/permissioned or
public/private blockchain?

Suggested Answers:

(1) Three benefits can be identified when using blockchain as compared to Central-
ized systems. Blockchain does not require back-ups since every participant have
a copy of the chain. It is not a single point of failure component, and there is no
single source of truth.

(2) The main trade off in using blockchain is the computational overhead due to
the need to synchronize data with other participants. If validation of data is
needed (i.e. Proof work/Proof of stake) then it will add significant computational
overhead too.

(3) There is less computational overhead when using permissioned or private
blockchains since the validation stage can be removed. There are also less
participants since these participants would require authentication/permission
credentials. Public/permissionless blockchain allows everyone to push data to
the chain. This is more open; however, validation of data will still be required.

7.3 When to Use Blockchain?

Blockchain is a solution that can solve many issues in data management and data
storage. However, it is not a solution to every problem. There are overheads to
using blockchain, and it is important that its used is maximized to make it a viable
alternative to existing systems. In this section, we will present some properties of a
use case that will benefit greatly from blockchain.
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1. Data sharing is required. A blockchain based approach is viable if the use case
requires participants to share data to other entities. Data sharing allows the
content of the data to be validated and authenticated by other users. Since data
is immutable in blockchain, it will be easier for the receiving entity to validate
the data since there is a presumption that this data was not altered illegally.

2. Multiple parties modifying a single database. Another use case property that
benefits from blockchain is when multiple parties need to modify a single
database. Since modifications done in blockchain are broadcasted to all partici-
pants, the data provenance is kept and recorded.

3. Trust on the data. Given that data is shared and multiple parties modify the data,
it is important that participants can still trust it. Without blockchain, it will be not
inherent for the data integrity to be maintained, and additional steps are needed to
ensure the integrity. In blockchain, given that there are ways to validate the data
or authenticate the participants first, data stored in the blockchain can always
be assumed as true. Also unlike existing systems where a centralized database
becomes the single source of truth, in blockchain, any copy of the chain that is
with any of the participants can be a trustworthy source of truth.

4. Security is of utmost importance. Use cases where security is important benefits
greatly in blockchain since data may be encrypted (data privacy), it may not be
modified without informing other participants (data integrity), and participants
need either to prove validity of data (authentication) or would need to have the
proper credentials before submitting data (authorization).

Guide Questions:

(1) Will a general healthcare workflow of sharing of patient data benefit from
blockchain?

Suggested Answer:

Usually, healthcare workflows require multiple parties accessing and modifying
patient data. This may include: doctors, pharmacists, nurses, lab technicians, and
even insurance providers. Patient data can also be shared to multiple entities either as
individual data (i.e. insurance) or aggregated with the population (i.e. disease surveil-
lance). Also, validity/correctness of the data is important as practitioners should
believe that data written by other doctors on the patient’s well being is correct. Or
insurance agencies must be able to confirm that the medical abstract provided by
doctors truly reflect the status of the patient.

It is also important to note that health data is currently the most prized data by
hackers. Recent studies have valued the cost of a single health record to up to 400
USD, [5] and this is higher than the per record cost of financial or commercial data.
This implies the need of securing health data.

Given how current health care information systems work, and given the trend
where patient data is shared across different stakeholders, it follows that blockchain
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is really something that can improve how health information systems, particularly
health information exchanges, work.

7.4 Challenges in Using Blockchain

Despite the benefits obtained in using blockchain, there are still many identified
challenges, both technically and legally, in using blockchain. The following are the
primary challenges:

1. Scalability Issues

Since increase in the number of participants lead to increase in the number of trans-
actions, scalability has been one of the leading issues in the use of blockchain. It is
projected that there is an exponential growth in the number of transactions in Bitcoin.
The scalability issue in blockchain stems from the fact that each participant receives
acopy of the blockchain hence an increase in the number of participants increases the
number of transactions and the number of blockchain copies that need to be updated
every time a new transaction is made.

2. Data Migration

Using blockchain is premised to an assumption that the data that will be used are
already in digital format. Migrating from a system that is totally manual is a lot
harder when the migration is towards a blockchain based solution as data will need
to be structured such that it can be processed by blockchain.

3. Registration of New Participants

Another premise in blockchain use is that all participants in blockchain must have a
copy of the chain. This will create additional complexity when participants (either
facilities, health workers or patients) are added to the chain since they would need to
download all the data in blockchain to have an updated copy. This challenge is also
a direct effect of the scalability issue in blockchain.

4. Security

Another implication of the property mentioned in the earlier challenge, is that since
everyone has a copy of the blockchain, eventually it will be easier to hack on
someone’s blockchain copy. Instead of having a well-funded third party to attack,
data hackers can hack on individual holders of blockchain records.

5. Data Protection Regulations
Many countries have adapt a data protection regulation pertaining to the right of

individuals to request for a deletion/revision of their records stored in digital and non-
digital media. Examples of these data protection regulations are the Data Protection
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Act (Philippines) or the General Data Protection Regulation (GDPR) in Europe.
These provisions are somehow opposite to blockchain’s immutability property. Data
protection regulation is seen as one of the biggest challenges to blockchain use.

Guide Questions:

(1) Are there technical work-around to the immutability property of blockchain
versus the right to be deleted by persons?

Suggested Answers:
(1) Two possible ways of working around on this issue are

a. Participants don’t store personal data in blockchain, but rather just use the
chain as index to where the actual data are stored. Actual data may be stored
in normal databases with CRUD functionalities.

b. Another possible workaround is the thrashing of data. Blockchain data are
encrypted and if a person wants to delete or make his/her data useless, then
a key destruction mechanism can be done, where the key that was used to
encrypt the message will be destroyed, or be rendered useless. Once this is
done, then the data stored in the blockchain will be practically unreadable.

7.5 Blockchain Use Cases in Health Care

In this section, three use cases of blockchain in Healthcare will be presented. For
each use case, guide questions will be provided.

Use Case 1: Simple EHR Workflow

In a single health facility, all health transactions are uploaded to the blockchain.
Using smart contracts, the designated personnel will be informed if a particular task
is assigned to him. Example:

(1) Doctor X requests for an X-Ray on Patient Y from Radiologist Z.
(2) The request is stored in the blockchain

(3) Radiologist Z is informed that such a task is assigned to him.

(4) Radiologist Z performs an X-Ray on Patient Y

(5) Radiologist Z stores result of X-Ray in blockchain

(6) Doctor X is informed that the result is already available.

All the transactions are stored in the blockchain. Transactions are stored in the
blockchain because there are many participants that are modifying the health/medical
records of a patient.

Guide Questions:

(1) Who are the participants in the blockchain?
(2) What kind of blockchain design can be used?
(3) What are the potential issues in this design?
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Suggested Answers:

The participants of the blockchain are the different health providers in a facility.
All participants should have a copy of the blockchain.

A private/permissionless blockchain may be used since the health providers
in the facility is a controlled population, and authentication credentials can be
easily provided.

The biggest issue with this design is that actual health data is stored in the
blockchain. Another potential issue is scalability since all transactions done in
the hospital will be recorded in the blockchain hence increasing its length.

Use Case 2: A Health Maintenance Organization (HMQO) Claim Blockchain
Workflow

In this workflow, there will be 5 identified transactions:

ey
@)
3
“
&)

Facility and HMO agrees to a contract of service
Patient is enrolled in HMO

Service is rendered by Facility to the Patient
Facility makes a Claim from the HMO

HMO pays claim.

Smart contracts can be assigned in the process. An example of smart contract use

is to check whether there is an existing contract of service between the HMO and
the Facility, and whether a patient is enrolled in an HMO, and whether service is
provided to the patient, whenever a facility makes a claim from an HMO.
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Guide Questions:

Who are the participants in the blockchain?

What kind of blockchain design can be used?

What are the advantages of using blockchain in this workflow?
What are the potential issues in this design?

Suggested Answers:

The participants are the facilities, HMOs and the patients. Each may not need to
have the contents of the whole blockchain (patients won’t need the transaction
nodes that are attributed from other patients).

Since patients are participants, a public blockchain may be used. But since
patients won’t push data to the blockchain, it is possible that a permission-
less blockchain is used since facilities and HMOs would need to be pre-
registered/provided with authentication credentials before submitting data to
the blockchain.

Blockchain provides more sources of truth, and can be used offline. This is
because all participants have a valid copy of the chain, it is easier to validate the
truthfulness of transactions (rather than having a central entity to validate).
Scalability will be a big issue since the chain will contain transactions by all
patients in the locality,
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Use Case 3: Design for a Patient Centric Health Information Exchange using
Blockchain

In this workflow each patient will have his/her own blockchain recording all the
transactions done in a health facility or with a healthcare provider. The blockchain
will not store his/her health records, but rather it will only keep a pointer to the
location of the associated health record. The health records will be kept in the Health
facilities. Health facilities as participants in the blockchain will have a copy of the
blockchains that are assigned to the patients.

Guide Questions:

(1) Who are the participants in the blockchain?
(2) What kind of blockchain design can be used?
(3) What are the potential issues in this design?
(4) Will the design scale up?

Suggested Answers:

(1) Patients, facilities (where the patients have been seen) are participants. Each
patient has his/her own blockchain. Facilities have the blockchain of all patients
that were seen in the facility.

(2) A private/permissionless blockchain may be used since each patient would
be given credentials to his/her own blockchain, and facilities would have
permissions when submitting data.

(3) The actual sharing of health data may be an issue since health data is not in the
blockchain

(4) The design will scale up, since a blockchain will only increase in length, as a
patient goes to a health facility. It is not expected that a lot of transactions will be
stored in a chain since on average a person goes to a health facility only around
7 — 10 times a year. For each person, this amount of data is manageable.

7.6 Conclusion

Blockchain is seen as the most important technology that has been developed after
the internet. It is set to change how data are stored and secured. As shown in this
chapter, Healthcare is one of the areas that would benefit from blockchain. It has been
discussed how the various properties of Healthcare use cases can fit into blockchain.
But, despite the promises and the benefits of using blockchain, it is also quite noted
that there are existing challenges. It is thus crucial that, before any blockchain solution
is implemented, a suitable design and architecture phase must be first performed.
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Applied Statistical Learning in Python e

Calvin J. Chiew

Abstract This chapter is based on a workshop I have conducted at several datathons
introducing clinicians to popular statistical methods used in machine learning. It is
primarily aimed at beginners who want a gentle, succinct guide to jumpstart their
journey into practical machine learning and its applications in medicine. Thus, it is
by no means a comprehensive guide on machine learning or Python. Rather, my hope
is to present basic concepts in a simple, creative way, and demonstrate how they can
be applied together.

Keywords Python - Crash course - Machine learning - Classification + Random
forest + Support vector machine + Clinical prediction - Model fit - Cross-validation

Learning Objectives

Readers will be able to run a simple program in Python
Readers will be able to use a Jupyter Notebook
Readers will understand basic concepts of supervised learning such as model
fitting and cross-validation

e Readers will be able to differentiate between supervised learning methods for
classification such as random forest and support vector machines

8.1 Introduction

A crash course on the basics of the Python language and Jupyter notebook environ-
ment will be presented in Sect. 8.2 to help those without prior programming expe-
rience get started quickly. You are welcome to skip this section if you are already
familiar with Python. In Sects. 8.3, 8.4, 8.5, 8.6, I will introduce the random forest
and support vector machine for classification, as well as general concepts of model
fit and cross-validation. Finally, in a hands-on exercise in Sect. 8.7, you will be asked
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to implement and evaluate these models on a clinical prediction problem. Suggested
solutions are provided for your reference. Each section ends with a summary that
reinforces key concepts from that section. The corresponding files for this chapter can
be found at https://github.com/criticaldata/globalhealthdatabook.git. If after reading
this chapter you are motivated to learn more, there are plenty of print and online
resources available (see Suggested Readings and References lists at the end).

8.1.1 Requirements & Setup Instructions

There are accompanying demos and exercises to this chapter which you are encour-
aged to access for the best educational experience. To do that, you will need a
computer installed with Python and Jupyter notebook, the environment in which
we will write and run Python code. By far the most convenient and reliable instal-
lation method is through the Anaconda distribution. This also comes with all the
commonly used libraries or packages (i.e. the ones we need) bundled in, saving you
the hassle of downloading and installing them one by one.

First, download the installer for Anaconda (Python 3 version) on your respective
OS (Windows, Mac or Linux) from https://www.anaconda.com/download/. Then,
run the installer and use all default options when prompted. Finally, after installation
is complete, make sure you can open Anaconda Navigator and launch Jupyter note-
book. (If you need help troubleshooting or have any programming-related questions,
Stack Overflow [https://stackoverflow.com/] is a great place to look for answers.)

8.2 Python Crash Course

8.2.1 Terminology

Python is a programming language that has become popular for data science and
machine learning (Guttag 2013). A Jupyter notebook, which is denoted by the file
format.ipynb, is a document in which you can write and run Python code. It consists
of cells, which can contain either Markdown (text) or code. Each cell can be executed
independently, and the results of any code executed are “saved” until the file is closed.
Raw data files are often comma-separated values (CSV) files which store tabular
data in plain text. Each record consists of values (can be numeric or text) separated
by commas. To see an example, open the accompanying dataset births.csv in
Notepad and examine its contents. You can also open it in Excel for a tabular view.

There are many useful libraries or modules in Python which can be imported
and called to make our lives easier and more convenient. SciPy is an ecosystem of
Python libraries for math and science. The core libraries include NumPy, Pandas and
Matplotlib. NumPy (typically imported as np) allows you to work efficiently with
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data in arrays. Pandas (typically imported as pd) can load csv data into dataframes
which optimize storage and manipulation of data. Dataframes have useful methods
such as head, shape, merge etc. The pyplot module (typically imported as
plt) in matplotlib contains useful functions for generating simple plots e.g. plot,
scatter, hist etc. You will encounter these libraries and their functions in the
demo and hands-on exercise later.

8.2.2 Basic Built-in Data Types

The basic built-in data types you should be familiar with in Python are integer, float,
Boolean, string and list. Examples of each type are as follows:

Integer 7

Float 7.0

Boolean True, False

String ‘Hi’, “7.0"

List [1, [‘Hello’, 70, 2.1, Truel

Strings can be enclosed by either single or double quotation marks. Lists are
collections of items, which can be of different types. They are indicated by square
brackets, with items separated by commas. Unlike older programming languages
like C, you do not need to declare the types of your variables in Python. The type is
inferred from the value assigned to the variable.

8.2.3 Python Demo

You do not need to be a Python expert in order to use it for machine learning. The
best way to learn Python is simply to practice using it on several datasets. In line
with this philosophy, let us review the basics of Python by seeing it in action.

Open Anaconda Navigator and launch Jupyter Notebook. In the browser that pops
up, navigate to the folder where you have saved the accompanying files to this chapter.
Click on demo . ipynb. In this notebook, there are a series of cells containing small
snippets of Python code. Clicking the “play” button (or hitting Shift + Enter) will
execute the currently selected (highlighted) cell. Run through each cell in this demo
one by one—see if you understand what the code means and whether the output
matches what you expect. Can you identify the data type of each variable.

In cell 1, the * operator represents multiplication and in cell 2, the == operator
represents equality. In cell 3, we create a list of 3 items and assign it to 1st with
the = operator. Note that when cell 3 is executed, there is no output, but the value of
1st is saved in the kernel’s memory. That is why when we index into the first item
of 1st in cell 4, the kernel already knows about 1st and does not throw an error.
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Indexing into a list or string is done using square brackets. Unlike some other
programming languages, Python is zero-indexed, i.e. counting starts from zero, not
one! Therefore, in cells 4 and 5, weuse [0] and [1:] to indicate that we want the
first item, and the second item onwards, respectively.

In cell 6, we ask for the length of 1 st with the built-in function 1en () .Incell 7,
we create a loop with the for...in... construct, printing a line for each iteration of the
loop with print (). Note that the number ‘5’ is not printed even though we stated
range (5), demonstrating again that Python starts counting from zero, not one.

Incell 8, we define our own function add () withthe def and return keywords.
There is again no output here but the definition of add () is saved once we execute
this cell. We then call our function add () in cell 9, giving it two inputs (arguments)
1 and 2, and obtaining an output of 3 as expected.

In cell 10, we define a more complicated function rate () which when given
a letter grade (as a string), outputs a customized string. We create branches within
this function with the 1 f...elif..else construct. One important thing to note here
is the use of indentation to indicate nesting of code. Proper indentation is non-
negotiable in Python. Code blocks are not indicated by delimiters such as { }, only
by indentation. If indentation is incorrect (for example if this block of code were
written all flushed to the left), the kernel would throw an error. In cells 11 and 12,
we call our function rate () and check that we obtain desired outputs as expected.

Taking a step back, notice how Python syntax is close to plain English. Code
readability is important for us to maintain code (imagine coming back 6 months later
and realizing you cannot make sense of your own code!) as well as for others to
understand our work.

It is not possible (nor necessary) to cover everything about Python in this crash
course. Below I have compiled a list of common operators and keywords into a “cheat
sheet” for beginners.

Arithmetic PV P

Comparison =, l=,>,<,>=, <=

Boolean logic and, or, not

Indexing lists/strings [n], [n:m], [n:], [:n]

Selection if, elif, else

Iteration/loop for, in, range

Create function def, return

Call function function(argl, arg2, ..)

Call object’s method or library’s function object.method(argl, arg2, ..)
library.function(argl, arg2, ..)

Get length of list/string len(..)

Import library import .. as ..

Print print ()
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8.2.4 Python Exercise

You are now ready to practice your Python skills. Open the notebook
python.ipynb and give the exercise a shot. In this exercise, we will prac-
tice some simple data exploration, which is an important aspect of the data
science process before model-building. Try to give your variables descriptive
names (e.g. “age”, “gender” are preferable to “a”, “b”). If you are stuck, refer
to python_solutions.ipynb for suggested solutions. Read on for more
explanations.

In the very first cell, we import the libraries we need (e.g. pandas) and give them
short names (e.g. pd) so that we can refer to them easily later. In QI, we read in
the dataset into a pandas dataframe births by calling the read_csv () function
from pd. Note that the data file births . csv should be in the same folder as the
notebook, otherwise you have to specify its location path. births is a dataframe
object and we can call its methods head and shape (using the object .method
notation) to print its first 5 rows and its dimensions. Note that the shape of dataframes
is always given as (number of rows, number of columns). In this case, we have 400
rows and 3 columns.

It is worth spending some time at this juncture to clarify how we index into
2D arrays such as dataframes, since it is something we commonly need to do. The
element at the n-th row and the m-th column is indexed as [n, m]. Just like lists,
you can get multiple array values at a time. Look at the figures below and convince
yourself that we can index into the blue elements of each 2D array by the following
commands. Remember, Python is zero-indexed.

arr(2] arr[:, :2] arr[:2, 1:]
arr[2, :]

In Q2, we call the mean method to quickly obtain the mean value for each
columnin births. In Q3, we create 3 copies of the births dataframe—groupl,
group2 and group3. For each group, we select (filter) the rows we want from
births based on maternal age. Note the use of operators to specify the logic. We
then apply shape and mean methods again to obtain the number of births and mean
birth weight for each group and print () them out.

In Q4, we call scatter () from the pyplot module (which we have
earlier imported as plt) to draw a scatterplot of data from births, specifying
birth_weight as the x-axis, and femur_length as the y-axis. Note the use
of figure () to start an empty figure, xlabel () and ylabel () to specify the
axis labels, and show () to print the figure.

The code in Q5 is similar, except that we call scatter () 3times, using data from
groupl, group2 and group3 instead of births, and specifying the different
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colors we want for each group. We use 1egend () to also include a key explaining
the colors and their labels in the figure. If we wanted to add a figure title, we could
have done that with title ().

8.3 Model Fit

In machine learning, we are often interested in prediction. Given a set of predictors
or features (X1, X2, X3...), we want to predict the response or outcome (Y).
Mathematically speaking, we want to estimate f in ¥ = f(X, X», X3...) + ¢,
where f is a function of our predictors and ¢ is some error. (James et al. 2013) If Y
is a continuous variable, we call this task regression. If Y is categorical, we call it
classification.

We choose an error or loss function that is appropriate for the prediction task.
In regression, we commonly use mean squared error (MSE), which is the sum of
residuals squared divided by sample size. In classification, the error can simply be
the number of misclassifications.

Data s typically split into two distinct subsets—training and testing. The training
set is used to create the model, i.e. estimate f. The testing set is used to evaluate the
model, i.e. to see how good f is at predicting Y given a set of X. Therefore, the testing
set acts as an independent, fair judge of our model’s performance. The size of the
train-test split is dependent on the size and specifics of the dataset, although it is
common to use 60-80% of the data for training and the remainder for testing.

Both the training and testing error will decrease up to a point of optimum model
fit (dotted line). Beyond that, overfitting occurs as the model becomes more specific
to the training data, and less generalizable (flexible) to the testing data. Even though
the training error continues to decline, the testing error starts to go up. Another way
to think of overfitting is that an overfitted model picks up the “noise” of the function
rather than focusing on the “signals”. It is thus important for us to separate data into
training and testing sets from the start, so that we can detect overfitting and avoid it.

Optimum
model fit

error

testing

training

Underfitting Overfitting

degree of freedom
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Summary

e In statistical modelling, we want to estimate f in Y = f(X) + e, where Y is the response
(outcome), X is a set of features (predictors), and e is the error.

e To prevent overfitting, we split the data into training and testing sets. We develop the model
on the training set, then evaluate its performance on the testing set.

e We choose an error (loss) function appropriate for the prediction task, e.g. mean squared
error for regression (continuous Y), sum of misclassifications for classification (categorical
Y).

8.4 Random Forest

8.4.1 Decision Tree

A decision tree is simply a series of splitting or branching rules. Take a look at this
decision tree which predicts whether a patient walking into the Emergency Room
with chest pain has Acute Myocardial Infarction (AMI), commonly known as “heart
attack”.

Thala
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Yas Ne

No Chol |- 244 Sex|f o5

No No No Yes

We start from the top and move our way down the tree. At each branching point
or node, we either go left or right depending on whether the patient meets the criteria
specified. For example, at the first branch, we go left if the patient is < 50 years old, or
right if the patient is > 50 years old. Each branch features one predictor, for example
age, blood pressure, heart rate or cholesterol. The same predictor can appear multiple
times in the tree and with different thresholds. Eventually, we reach the bottom, in
one of the terminal nodes or leaves, where we obtain a prediction—either yes or
no. A decision tree is thus very easy to visualize and understand.

To build the tree, an algorithm called recursive binary splitting is used. While the
underlying mathematical theory of this algorithm is beyond the scope of this chapter,
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we can think of it at a conceptual level. In the case of a classification tree here, the
algorithm aims to increase node purity, indicated by a lower Gini index, with each
successive split. This means we want observations that fall into each node to be
predominantly from the same class. Intuitively, we understand why—if the majority
(or all) of the observations in one node are “yes”, then we are quite confident any
future observation that follows the same branching pattern into that node will also
be a “yes”.

Since the branching can continue infinitely, we must specify a stopping criterion,
for example until each terminal node has some minimum number of observations
(minimum node size), or a certain maximum tree depth is reached. Note that it is
possible to split a node into two leaves with the same predicted class, if doing so
achieves higher node purity (creates more certainty).

8.4.2 Random Forest

A random forest, as the name suggests, contains multiple decision trees. It is an
example of the ensemble method, a commonly used machine learning technique of
combining many models to achieve one optimal model. A disadvantage of decision
trees is that they have high variance, that is if we change the training data by a little
bit, we get a very different looking tree, so the result is not stable. To deal with this,
we want to produce multiple trees and then take the majority vote of their predictions
to reduce uncertainty.

We get that many trees form a forest, but why random? If we train all the trees
the same way, they are all going to learn the same thing—all of them will choose
the most important predictor as the top branch, and the next important predictor
as the second branch, and so forth. We will end up with trees that are just clones
of each other, defeating our original intent. What we really want are trees that can
complement each other’s weaknesses and errors. To harness the “power of crowds”,
we need diversity, not herd mentality.

Thus, at each branching point, only a random subset of all the predictors are
considered as potential split candidates. Doing so enables us to get trees that are less
similar to each other, obtaining a random forest.

In a random forest, feature importance can be visualized by calculating the total
decrease in Gini index due to splits over each predictor, averaged over all trees. The
following graph shows the relative importance of each feature in a random forest
model predicting AMI in patients with chest pain from earlier.
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Summary

e Random forest is an ensemble method combining multiple decision trees to improve
prediction accuracy.
A decision tree is essentially a series of branching rules based on the predictors.
To build a classification tree, we use recursive binary splitting, and aim to increase node
purity with each split. A stopping criterion is specified, e.g. minimum node size, maximum
tree depth.

e At each branching point, only a random subset of all predictors are considered as potential
split candidates. This is done to decorrelate the trees.

8.5 Support Vector Machine

8.5.1 Maximal Margin Classifier

Imagine we have only two predictors, x1 and x2, and we plot our training observations
on a graph of x2 against x1 as follows. Now if asked to draw a line that separates the
two classes (yellow and blue), where would you draw it?
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X2 x2

x1 x1

There are in fact infinitely many possible lines that could be drawn to separate
the yellow and blue observations in this case. However, we naturally tend to draw a
line with the largest margin—the one furthest away from the training observations
(i.e. we prefer the line on the left to the one on the right). Intuitively, we understand
why—the margin reflects our confidence in the ability of the line to separate the two
classes. Therefore, we want this margin to be as big as possible.

Once we have determined the separating line, we can easily predict the class of a
test observation, by plugging its values of x1 and x2 into the equation of the line, and
see if we obtain a positive or negative result. The observations that lie on the margin
(dashed box), closest to the separating line, are known as support vectors (points
with black outline). Note that the position of the line depends solely on the support
vectors. If we erase all the other data points, we will still end up drawing the same
line. In this way, the other data points are redundant to obtaining the solution.

We can extend this basic premise to situations where there are more than two
predictors. When there are 3 predictors, the data points are now in a 3-dimensional
space, and the separating line becomes a separating plane. When there are p
predictors, the data points are in a p-dimensional space, and so we now have a
(p-1)-dimensional separating hyperplane.

8.5.2 Support Vector Classifier

Slack
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Now imagine we have an outlier in the yellow group, which causes the position of
the separating line to shift dramatically (second box). We are uncomfortable with
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this new line because it has been unduly influenced by a single data point and is
probably not generalizable to the testing data. Ideally, we want the line to remain in
its original position, ignoring the outlier (third box). To achieve this, we allow some
“slack” for data points to be on the “wrong” side of the hyperplane in exchange for
a more robust hyperplane against outliers.

The tuning parameter ‘C’ controls the amount of slack—when C is small, more
slack is allowed (more tolerant of wrongly classified points), resulting in a softer (but
wider) margin. The value of ‘C’ is usually chosen by cross-validation (see Sect. 8.6).

feature y
feature y

feature x feature x
Hard margin (large C) (left); soft margin (small C) (right)

Given a set of data points that are not linearly separable on the input space, we
can use a kernel function ® to project them onto a higher-dimensional feature space
and draw the linear separating hyperplane in that space. When projected back onto
the input space, the decision boundary is non-linear. The kernel function can also
be chosen by cross-validation (see Sect. 8.6), or commonly the radial basis function
(RBF) kernel is used.
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Summary

e In SVM, we want to draw a (p-1)-dimensional separating hyperplane between the classes,
where p is the number of predictors.

e If multiple hyperplanes are possible, we choose the one with the largest margin.

e To make the separating hyperplane more robust to outliers, we tolerate some observations
on the wrong side of the hyperplane. The tuning parameter C controls the amount of slack
given. A smaller C results in a softer margin.
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e Given a set of data points that are not linearly separable, we can use a non-linear kernel
function (e.g. radial basis function, RBF) to project them onto a higher-dimensional space
and draw the separating hyperplane in that space.

8.6 Miscellaneous Topics

In this section, we will cover 3 more concepts that are important for the hands-on
exercise later.

8.6.1 Cross-Validation

D Validation Set

- Training Set

Round 1 Round 2 Round 3 Round 10

90% 91% 95%

Final Accuracy = Average(Round 1, Round 2, ...)

Validation
Accuracy: 93%

Cross-validation (CV) is a method of resampling often used to choose (tune) param-
eters of a model. We should not arbitrarily choose model parameters ourselves if we
cannot justify or defend these choices that may impact model performance. CV helps
us to make the best choices that maximize model performance based on the available
data.

In k-fold CV, we split the training data into k folds, take one fold to validate and
remaining k-1 folds to train. We then calculate a chosen performance metric (e.g.
accuracy or error rate), repeat k times and take the average result. Note that we do not
touch the independent set of testing data until the model is complete for evaluation.

Examples of parameters that could be tuned for a random forest model are the
number of trees, the number of predictors considered at each split and the maximum
tree depth or minimum node size. Examples of parameters that could be tuned for a
SVM model are the amount of slack tolerated (C), the kernel and kernel coefficient.
Before building any model, check the library’s documentation to see what tuning
parameters are available.

When there are two or more parameters we wish to tune concurrently (e.g. number
of trees and maximum tree depth for a random forest), we can turn to Grid Search
CV. We first define the range of candidate values for each parameter through which
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the algorithm should search. The algorithm then performs CV on all possible combi-
nations of parameters to find the best set of parameters for our chosen evaluation
metric.
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False positive rate

Receiver Operating Characteristic (ROC) curves are often used to evaluate and
compare the performance of various models. It is a plot of true positive rate (sensi-
tivity) against false positive rate (1-specificity), and illustrates the trade-off between
sensitivity and specificity. Sensitivity refers to the proportion of positives that are
correctly classified as positive (true positive rate), while specificity refers to the
proportion of negatives that are correctly classified as negative (true negative rate).
The overall performance of a classifier is given by the area under the curve (AUC).
An ideal ROC curve will hug the top left corner of the graph, maximizing the AUC.
Random guessing is equivalent to AUC of 0.5.
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8.6.3 Imbalanced Data

It is quite common to encounter imbalanced datasets in medicine, where most
of the samples belong to one class, with very few samples from the other class.
Usually, the number of negatives (non-events) significantly outweighs the number
of positives (events). This makes training of the models difficult, as there is sparse
data to learn how to detect the minority class, which tends to get “overwhelmed” by
the majority class.

Possible solutions include under- or over-sampling to create balanced datasets, or
re-weighting the sample points. For example, in this SVM model, if class weights
are applied (dotted line), we penalize the misclassification of the minority class (red)
more than the majority class (blue), i.e. we sacrifice the majority class to prioritize the
correct classification of the minority class. In doing so, we obtain a better separating
hyperplane than if class weights were not applied (solid line).

—  no weights
- - with weights

ry 2 0 2 1

Summary

Cross-validation is a resampling method that can be used to tune parameters of a model.
In k-fold CV, we split the training data into k folds, take one fold to validate and remaining
k-1 folds to train. Then calculate the chosen performance metric, repeat k times and average
the result.

e A Receiver Operating Characteristic (ROC) curve is a plot of true positive rate (sensitivity)
against false positive rate. An ideal classifier will produce a curve that hugs the top left-
hand corner, maximizing the area under the curve (AUC). Random guessing is equivalent
to AUC of 0.5.

e When dealing with imbalanced data, we can under- or over-sample to create balanced
datasets, or apply class weights.
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8.7 Hands-on Exercise

8.7.1 Sample Code Review

Let us now review some sample code for a simple machine learning project together.
Open the notebook sample.ipynb. The premise for this project is described at
the top.

We begin by importing the libraries we need, the most important of which is
sklearn, a library for machine learning containing functions for creating various
statistical models and other useful functions (Geron 2017). The code in this sample is
interspersed with comments, indicated by #, explaining what each code block does.

In the Data Preparation section, we load the datasetinto data with read_csv ()
and check its head and shape to make sure they match what we expect (see
Sect. 8.2.4 if this is unfamiliar to you). We then split da t a into the predictor variables
(named x) and response variable (named y) using its values method and appro-
priate indexing (see Sect. 8.2.4 for more help). Again, we perform a sanity check on
the shapes of x and y. Next, we feed x and y into the train_test_split ()
function from sklearn to split our data into training and testing sets. The argument
test_size=0.3 indicates that we want to use 30% of the observations for testing,
with the remaining 70% for training. The random_state = 123 argument indi-
cates the seed for the random number generator. Fixing the seed (any random number
is okay) ensures that we obtain the same train-test split every time for reproducibility.
If this argument was not specified, we would obtain different train-test splits each time
this code is executed. Lastly, we perform sanity checks again—we have 773 samples
in the training set and 332 samples in the testing set. In both sets, more patients have
benign tumour than malignant cancer, so we have some imbalanced data.

In the Model Building section, we see that it is in fact very simple to create
the models using sklearn. We instantiate two objects r£ and svm by calling
RandomForestClassifier () and SVC () from sklearnrespectively. Then,
we £it () them with the training data. The class_weight='balanced’ argu-
ment indicates that we want to apply class weights to address class imbalance. The
n_estimators = 30 argument for the random forest (RF) model indicates the
number of trees in the forest. The kernel='1inear’ argument for the support
vector machine (SVM) model indicates a linear kernel function (as opposed to RBF
for example). We have defined a custom score () function, which when given a
model and testing data, uses the model’s innate score method to calculate its overall
test accuracy, specificity and sensitivity. Lastly, we present all the scores neatly in
a dataframe. Both models have similar test accuracies (RF 83%, SVM 85%). The
RF model has higher specificity (90% vs. 87%) while the SVM model has higher
sensitivity (82% vs. 73%).



126 C. J. Chiew

In the Parameter Tuning section, we use grid search cross-validation to find the best
maximum depth of trees for the RF model and best C parameter for the SVM model.
We define the parameters and range of candidate values to search in parameters.
(Increasing the range and granularity of our search would be more thorough but at
the expense of computation time.) We then input the model and parameters to
the function GridSearchCV (). The cv = 5 argument indicates that we want to
use 5 folds for cross-validation. GridSearchCvV () returns the tuned model which
we fit () and score () again. We see that after tuning, both models perform
slightly better (overall test accuracies RF 85%, SVM 86%). The best max_depth
was determined to be 6 and the best C was 0.1.

In the Model Evaluation section, we use the tuned models to generate predicted
probabilities on the testing data, and input them with the true outcome (y) labels into
roc_curve () to obtain a series of true positive rates (tpr) and corresponding false
positive rates (£pr). We then graph these tpr and fpr using the plot () function
from pyplot, forming ROC curves. auc () is used to calculate the area under the
curve for each model. We see that the ROC curves and AUC for both models are
similar (RF 0.91, SVM 0.92).

In addition, we visualize the top 5 most predictive features and their relative
importance in the RF model. We do this by calling the feature_importances_
method from the r £ model, which returns the importance of each feature based on
the total decrease in Gini index method described in Sect. 8.4.2. We sort them in
order and obtain the indices of the last five (with highest importances). We then
match them to column names from data based on their indices. Finally, we graph
the information on a horizontal bar plot using barh () from pyplot.

8.7.2 Hands-on Exercise

You are now ready to apply all that you have learnt! Complete the questions in
exercise.ipynb. You may adapt code from sample.ipynb as a template,
but you will need to make necessary changes as appropriate. Copying-and-pasting
without understanding will most certainly lead to errors! When you are done, check
your answers against the suggested solutions in solutions.ipynb.

I hope this chapter has been a useful introduction to machine learning and to
programming in Python for those who are new. We have barely just scratched the
surface of this vast, exciting field. Indeed, there are many more modelling techniques
beyond random forest and support vector machine which we have discussed here. The
table below lists some of the popular algorithms currently. You should have sufficient
foundation now to explore on your own. Many of these methods are implemented in
sklearn and you can Google the documentation for them. The best way to make
all of this come alive is to design and implement your own machine learning project
that is of interest and value to you or your organization.
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Supervised Learning Unsupervised Learning

e K-nearest neighbours e Principal components

e Regression (linear, logistic, polynomial, spline etc.) £ analysis
regularization e Clustering

e Linear/quadratic discriminant analysis e Neural network

e Tree-based approaches: decision tree, bagging, random
forest, boosting

e Support vector machine

e Neural network
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Chapter 9 )
Machine Learning for Patient e
Stratification and Classification Part 1:

Data Preparation and Analysis

Catia M. Salgado and Susana M. Vieira

Abstract Machine Learning for Phenotyping is composed of three chapters and
aims to introduce clinicians to machine learning (ML). It provides a guideline through
the basic concepts underlying machine learning and the tools needed to easily imple-
ment it using the Python programming language and Jupyter notebook documents.
It is divided into three main parts: part l—data preparation and analysis; part 2—
unsupervised learning for clustering, and part 3—supervised learning for classifica-
tion.

Keywords Machine learning + Phenotyping - Data preparation - Data analysis *
Unsupervised learning * Clustering + Supervised learning - Classification + Clinical
informatics

9.1 Learning Objectives and Approach

It is recommended that you follow this chapter using the jupyter notebook provided
in https://github.com/cmsalgado/book_chapter, so that you can experiment with the
code on your own. Since we are not implementing most of the algorithms and mod-
els, you will be able to follow the notebook even if you have no prior experience
with coding. We will cover a large number of well-known ML algorithms, starting
with the simplest (logistic regression and k-nearest neighbors) and ending with more
complex ones (random forest), without delving in much detail into the underlying
mathematical theory. Instead, we will focus on explaining the intuitions behind algo-
rithms so that you understand how they learn and how you can use and interpret them
for any new problem.

A real-world clinical dataset will be used. It was constructed based on the code
provided in https://github.com/YerevaNN/mimic3-benchmarks for the prediction
of hospital mortality using data collected during the first two days in the ICU.
The data was extracted from the MIMIC-III Clinical Database, which is a large,
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publicly-available database comprising de-identified electronic health records of
approximately 60 000 ICU admissions. Patients stayed in the intensive care unit (ICU)
of the Beth Israel Deaconess Medical Center between 2001 and 2012. MIMIC-III
database is described in:

Johnson AEW, Pollard TJ, Shen L, Lehman L, Feng M, Ghassemi M, Moody B, Szolovits
P, Celi LA, Mark RG. MIMIC-III, a freely accessible critical care database. Scientific Data
(2016).

Before dwelling into ML, this chapter presents the data preparation phase, which
consists of a series of steps required to transform raw data from electronic health
records into structured data that can be used as input to the learning algorithms.
This is a crucial part of any ML project. First, it is important to understand what the
algorithm is supposed to learn so that you can select appropriate information/variables
to describe the problem. In other words, you want to avoid what is frequently referred
to as “garbage in, garbage out”. Second, since it is usually not handed in a format
that is ready for straightaway ML, chances are that you will need to spend some
time preprocessing and analyzing the data. You will see that in the end, your results
are highly dependent on decisions made during this part. It does not matter to keep
trying to optimize the ML algorithm if you have poor data, your algorithm will not
be able to learn. In this scenario, you probably gain more by going back to the stages
of data extraction and preprocessing and rethink your decisions; it is better to have
good data and a simple algorithm than poor data and a very complex algorithm. In
particular, the data preparation phase consists of:

e Exploratory data analysis

Variable selection

Identification and exclusion of outliers
Data aggregation

Inclusion criteria

Feature construction

Data partitioning.

The machine learning phase consists of:

Patient stratification through unsupervised learning
— k-means clustering
e Patient classification through supervised learning

— Feature selection
— Logistic regression
— Decision trees

— Random forest.
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9.2 Prerequisites

In order to run the code provided in this Chapter, you should have Python and the
following Python libraries installed:

e NumPy: fundamental package for scientific computing with Python. Provides a
fast numerical array structure.

e Pandas: provides high-performance, easy-to-use data structures and data analysis
tools.

e Scikit-learn: essential machine learning package in Python. Provides simple and
efficient tools for data mining and data analysis.

e matplotlib: basic plotting library.

e seaborn: visualization library based on matplotlib. It provides a high-level interface
for drawing statistical graphics.

e [Python: for interactive data visualization.

Jupyter: for interactive computing.

It is highly recommended that you install Anaconda, which already has the above
packages and more included. Additionally, in order to be able to visualize decision
trees, you should install pydot and graphviz. Next, we will import the python libraries
that we will need for now and MIMIC-III data.

9.2.1 Import Libraries and Data

The next example shows the Python code that imports Numpy, Pandas, Matplotlib
and IPython libraries:
In [1]: import numpy as np

import pandas as pd

import matplotlib.pyplot as plt

from IPython import display
import warnings

plt.style.use(’'ggplot”’)

The next example shows the Python code that loads the data as a Pandas DataFrame,
which is a tabular data structure that makes it easy to do all kinds of manipulations
such as arithmetic operations and grouping. The unique ICU stay ID is used as the
DataFrame index, for facilitating data manipulation. This is achived by setting the
‘index_col’ parameter to the name of the index column.

In [2]: data = pd.read_csv(’/https://www.dropbox.com/s/3120njolsb5uidg/mimic3_mortality.csv?raw=1_",
index_col='icustay’)
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9.3 Exploratory Data Analysis

A quick preview of ‘data’ can be obtained using the ‘head’ function, which prints
the first 5 rows of any given DataFrame:

In [3]: data.head()

Out[3]: hours diastolic BP glasgow coma scale glucose heart rate \
icustay
282372.0 0.066667 60.0 NaN NaN 139.0
282372.0 0.150000 73.0 NaN NaN 128.0
282372.0 0.233333 81.0 NaN NaN 127.0
282372.0 0.316667 86.0 NaN NaN 132.0
282372.0 0.400000 86.0 NaN NaN 138.0

mean BP oxygen saturation respiratory rate systolic BP \

icustay
282372.0 84.666702 100.0 20.0 134.0
282372.0 93.000000 100.0 25.0 133.0
282372.0 88.666702 100.0 22.0 104.0
282372.0 100.000000 100.0 19.0 128.0
282372.0 100.333000 100.0 21.0 129.0
temperature age gender height pH weight day mortality
icustay
282372.0 NaN 48.682393 2.0 NaN NaN 59.0 1 1
282372.0 NaN 48.682393 2.0 NaN NaN 59.0 1 1
282372.0 NaN 48.682393 2.0 NaN NaN 59.0 1 1
282372.0 NaN 48.682393 2.0 NaN NaN 59.0 1 1
282372.0 NaN 48.682393 2.0 NaN NaN 59.0 1 1

It tells us that the dataset contains information regarding patient demographics:
age, gender, weight, height, mortality; physiological vital signs: diastolic blood pres-
sure, systolic blood pressure, mean blood pressure, temperature, respiratory rate; lab
tests: glucose, pH; scores: glasgow coma scale. Each observation/row is associated
with a time stamp (column ‘hours’), indicating the number of hours since ICU admis-
sion where the observation was made. Each icustay has several observations for the
same variable/column.

We can print the number of ICU stays by calculating the length of the unique
indexes, number of missing data using the ‘info’ function and summary statistics
using the ‘describe’ function:

In [4]: print(’Number of ICU stays: ’ + str(len(data.index.unique())))
print ('Number of survivors: ' + str(len(dataldata[’mortality’]==0].index.unique())))
print ('Number of non-survivors: ' + str(len(dataldatal[’mortality’]==1].index.unique())))
print (‘Mortality: ' + str(round(l00*len(data[data[’mortality’]==1].index.unique()) /
len(data.index.unique()),1)) + '%’)
print ()

display.display(data.info(null_counts=1))
display.display(data.describe())

Number of ICU stays: 21139
Number of survivors: 18342
Number of non