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Foreword

The Times—They Are A-Changin’
—Bob Dylan
Nobel Laureate for Literature 2016

It is certainly no longer “the bad old days” in the field of oncology phase I clini-
cal trials.

The days of treating patients with advanced refractory cancer when all prior 
treatments have failed them with just the next phase I agent coming off the drug 
development assembly line are thankfully over. Potential new therapeutic entities 
are becoming available for phase I clinical trials at a rapid clip. Whether we are 
referring a patient for a possible phase I trial or consenting a patient for a phase I 
study, we must make sure we are offering our patients the best possible chance they 
will actually benefit from that new agent.

In the “bad old days,” only about 1 in every 15 or so new agents tried actually had 
evidence of helping someone in a phase I trial. Today, it is thankfully at least 1 in 
every 3 new agents (that will provide clinical benefit for a patient). In fact, with bet-
ter science, better patient selection, etc., if no participant in a phase I trial derives 
benefit from the new agent, one quickly wonders whether there is any future at all 
for that drug. Therefore, now, more than ever, it is critical that physicians trying to 
do their very best for their oncology patient be familiar with the very latest informa-
tion on strategies for the most efficient ways to develop a new anticancer agent. 
Presently, it can make a real difference for patients, e.g., they have a greater chance 
of achieving clinical benefit in the phase I trial. Done properly, a patient’s participa-
tion in a phase I clinical trial has a much higher likelihood of helping them (30% 
today versus 3% in the past). Therefore, in this day and age, to do the best for our 
patients with advanced cancer, our patients should be offered participation in a 
phase I clinical trial.

In this volume Phase I Oncology Drug Development, three of our most outstand-
ing physician investigators (Timothy Yap, David Hong, and Jordi Rodon) have done 
all of us a service by assembling a most important perspective on what we all should 
know about present-day phase I clinical trials.
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The authors in this volume cover perspectives from multiple distinguished mul-
tinational experts. They, first of all, remind us not to forget the basics like good 
pharmacokinetic/pharmacodynamic principles and how a great biomarker wins the 
day for giving our patients the best chance for clinical benefit. They also give the 
best chance for FDA approval.

Other very helpful topics covered in this volume include:

	(a)	 Differences in interactions required with different regulatory agencies (for the 
USA and for the European Union)

	(b)	 What pharmacokinetic and pharmacodynamic data should look like in various 
preclinical models before proceeding to a phase I clinical trial

	(c)	 Strategies for the selection of patients most likely to benefit from a phase I agent
	(d)	 Dose–response relationships for new molecularly targeted immuno-oncology 

agents or epigenetic modifying agents
	(e)	 Tips on how state-of-the-art preclinical studies (e.g., CRISPR/Cas9, organ-

oids) can be used for target discoveries and for the validation of that target as a 
driver. These techniques can “de-risk” a compound and give our patients the 
best chance for clinical benefit

	 (f)	 How to set up an outstanding phase I unit so patients do not have to travel far 
away from home

	(g)	 Novel trial designs: for studying dose escalation (including Bayesian optimal 
interval (BOIN) design) and selecting the proper dose to take forward into 
expansion cohorts

	(h)	 The critical area of attribution and management of toxicities
	 (i)	 Important consideration for situations that might alter pharmacokinetics. This 

includes designs with consideration for food effects, drug–drug interactions, 
and organ impairment

	 (j)	 Beautifully detailed description of the development of biomarkers, including 
imaging and regulatory requirements

	(k)	 Discussion of various new endpoints for detecting early signs of efficacy in the 
phase I trial

	 (l)	 Special consideration for the development of novel technologies (e.g., anti-
body–drug conjugate, novel formulations)

	(m)	 A unique discussion of phase I combinatorial drug development strategies
	(n)	 How molecular profiling of patients in a phase I setting can inform unexpected 

results of finding an actionable target, which is incredibly helpful for their care, 
and which may have implications for their relatives (e.g., germline mutations)

	(o)	 Special strategies for phase I trials for immunotherapeutics, including unique 
patient selection and agent-specific designs (e.g., with STING agonists, Toll-
like receptor agonists), as well as combination strategies for such agents

	(p)	 Novel phase I trial designs involving multiple types of radiation
	(q)	 Special consideration for phase I trials for patients with hematologic 

malignancies

Foreword
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Throughout the volume, there are multiple successful and unsuccessful examples 
of therapeutic development. These are very helpful examples. There are also some 
incredibly helpful tables and diagrams to emphasize important points.

In summary, this is a must-read volume for all those who want to provide the 
very best possibilities for their patients with advanced cancer. The editors and 
authors have given us their very best. Yes, the times in phase I trials, they are 
a-changin’.

Daniel Von Hoff
Translational Genomics Research Institute  

Phoenix, AZ 
USA

Foreword
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Chapter 1
The Development of a Drug: 
A Pharmaceutical Drug Development 
Perspective

Michael Lahn

Abstract  Clinical investigation of New Molecular Entities (NME) in oncology is chang-
ing. Drivers of this transformation are advances in pharmacological platforms, such as 
antibody technology, changes in the regulatory framework to accelerate approval of new 
treatments, and rapid scientific discovery. As a result of this transformation the estab-
lished drug development process is being modified and continues to adapt. Today signifi-
cant resources are being moved towards early clinical development and NME have to 
show early promise of therapeutic activity. The ideal NME targets specific pathways, for 
which diagnostic tools can be developed to select or enrich patients for the treatment with 
NME. This chapter reviews the critical steps enabling the early phase clinical develop-
ment from the perspective of a pharmaceutical drug developer. The required steps include 
non-clinical pharmacokinetic (PK) studies, pharmacokinetic/pharmacodynamic (PK/
PD) models, pharmacology and toxicology studies, and biomarker development plans.

Keywords  Drug development · First in human dose studies · Immuno-oncology · 
Kinase inhibitors · Targeted agents · Regulatory approval · Antibody · Biomarkers

Key Points
	1.	 Drug Development in Oncology is undergoing adaptation in response to new 

scientific discoveries.
	2.	 Resources are invested earlier in clinical development to reduce attrition for new 

molecular entities (NME).
	3.	 Success for identifying NME early appears to depend on the selection of specific 

targets that can be readily assessed in patients
	4.	 Regulatory framework is evolving to respond to the changes in the clinical inves-

tigation of NME.
	5.	 Pharmaceutical drug development continues to search for the right model that will 

allocate the relevant resources in the overall drug development in a timely manner.
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1.1  �Introduction

Today the drug development process for oncology NME is undergoing a significant 
change. Drivers for this change include the evolving science, operational complexi-
ties for trials and the need to develop NME in a financially sustainable manner. 
Given the number of NME in clinical development, in particular for immune-
oncology NME [1], it is important to share the perspective of the industry with 
academic partners to successfully manage this change [2]. While the pharmaceuti-
cal industry and academic research are struggling to find efficient and sustainable 
ways to develop NME [3], the development costs of NME are staggering given 
the low output [4]. In 2003, the cost of launching a NME was estimated to be over 
1 billion US dollars with an expected approval rate of about 7% [5]. Researchers 
look for reasons to explain the low output of this clinical research. For example, the 
European Science Foundation commissioned a review on drug development dur-
ing the twentieth century to uncover the drivers of successful drug development, 
but this review was not able to pinpoint a single factor that predicted successful 
drug development [6]. Reviews of recently approved NME found that biomarker-
driven programs have a higher success rate of about 13% compared to 7% when no 
biomarkers are included [7]. Other researchers suggested that the organizational 
structures of today’s pharmaceutical companies delay innovation. In fact, small 
biotech companies developed over 60% of recently approved NME [8–11]. Today 
pharmaceutical companies have to answer to diverse shareholder interests and are 
subject to increasing scrutiny from analysts or day traders, some of which have little 
or no knowledge of the complexity of drug development [12]. By contrast, small 
biotech companies may collaborate with large pharmaceutical companies at the risk 
of failing if they do not produce innovation attractive to larger pharmaceutical firms. 
Academic partners should be prepared for the eventuality that a small pharmaceuti-
cal company may be acquired by a larger pharmaceutical firm during the course of 
a clinical development. Hence, a standardized process in clinical development is 
needed and should be encouraged to allow the necessary flexibility to transfer data 
from one sponsor to another without interrupting the clinical trial.

Given this background, the following chapter will focus on the biomedical 
approaches that have shown useful in reducing attrition in drug development such as 
(a) leverage pre-existing information including bioinformatics approaches; (b) inte-
grating non-clinical information to predict clinical properties of NME and (c) optimize 
the operational costs to gain timely information in early trials [13, 14]. This chapter 
will discuss the critical components leading to the early phase studies of NME and how 
these should be integrated to justify the early investment in clinical development.

1.2  �Non-clinical Pharmacokinetic Studies

The role of non-clinical pharmacokinetic (PK) studies is particularly critical for oral 
NME, which make up a third of all NME in clinical development. Provided an 
appropriately selective oral NME has been identified, the next step is to assess its 
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properties of absorption, distribution, metabolism and excretion (ADME). Such 
ADME studies can be helpful in predicting the behavior of an NME in humans [15, 
16]. The PK profile in animals is often first used to optimize subsequent formulation 
for oral or intravenous NME. Once the desired profile is achieved, the NME is ready 
to be explored in non-clinical pharmacology and toxicology studies. The extent of 
early ADME work depends not only on scientific but also on strategic merits. 
Consequently, the development team needs to weigh early investments for compre-
hensive ADME work with the possibility that a NME may not progress beyond 
initial non-clinical toxicology studies. Thus, the costs for an early comprehensive 
ADME work may be misplaced. Before embarking on costly non-clinical ADME 
and toxicology studies it is important that the development team determines the 
general strategy of a NME. For example, early and comprehensive investment may 
be warranted if the development team is convinced that the NME will have a unique 
profile differentiating itself from other NME. Notwithstanding these strategic con-
siderations, without the desired PK properties, subsequent research in non-clinical 
pharmacology and toxicology studies risk repetitive work and delays, both of which 
can significantly impact the future development of a NME.

1.3  �Non-clinical Pharmacology Models

Non-clinical pharmacology models are often desirable to justify the clinical evalu-
ation of a NME. However, standard non-clinical cell line derived xenograft (CDX) 
models have limited value to predict activity in humans [17]. The use of patient-
derived xenografts (PDX) promises to improve the prediction of antitumor activity 
in humans than CDX, mainly because PDX retain the original histopathological 
phenotype and consequently reflect the diversity of tumors [18]. Today the use of 
PDX has become an integral part of functional assessment of NME [19]. If the 
NME is targeting immune-related targets, then models with immune-competent 
animals are preferred. Such immune-competent animal models assess not only the 
involvement of the immune system, but also the complexities of the tumor micro-
environment [20]. While these three model systems provide information that the 
NME targets a physiologically important mechanism, they are not as predictive for 
future activity in patients as desired by drug developers. One reason why immune-
competent rodent models do not predict behavior in humans may be attributed to 
the differences of the species-specific immune system. For example, mice have 
different immune systems from humans in both innate and adaptive immunity, 
such as leukocyte subsets, Toll receptors, NK cells, T and B cells [21, 22]. 
Therefore, it is important to appropriately interpret results from animal studies and 
ensure that these models are not used as predictors for antitumor activity in patients. 
Because of these limitations, there is an increasing interest in human organoids 
[23]. These in vitro 3D cultures can be grown from embryonic and adult stem cells 
and display self-organizing capacities, phenocopying essential aspects of the 
organs they are derived from. Genetic modification of organoids allows disease 
modeling in a setting that approaches the physiological environment. Organoids 
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can also be grown from patient-derived healthy and tumor tissues, potentially 
enabling patient-specific drug testing and the development of individualized treat-
ment regimens.

For purposes of drug development non-clinical pharmacology models are par-
ticularly useful if they are used to estimate drug levels and exposure. Analyzed 
appropriately, PK studies in animals have shown to be predictive for PK profiles in 
humans [16]. Non-clinical pharmacology models provide important pharmacody-
namic information, which can be correlated with exposure information of a NME 
(Fig.  1.1) [24]. Such pharmacokinetic/pharmacodynamic (PK/PD) models are 
helpful to estimate clinical dose and dose schedules in patients [25]. Today, this 
concept originally developed for chemotherapies is being used for many NME, 
including monoclonal antibodies [26]. Pharmaceutical companies use information 
derived from PK/PD models to design: (a) non-clinical toxicology studies in ani-
mals, (b) determine of drug requirements for Chemistry, Manufacturing and 
Controls (CM&C); (c) time points for blood sampling to assess pharmacokinetics 
and measurements of ADME in humans. In conjunction with animal ADME/toxi-
cology studies, PK/PD models are also helpful to estimate the safe starting dose in 
an early phase study and thus have become valuable in assessing the benefit/risk 
for a NME (Fig. 1.2). This is particularly important if the NME is considered to 
have potentially non-reversible toxicities and thus the drug exposure must be 
below an anticipated toxicity level. One such example was successfully developed 
for a small molecule inhibitor targeting the Transforming Growth Factor beta 
Receptor Type I (TGF-βRI), where the PK/PD model predicted cardiovascular 
toxicity if an exposure threshold were to be exceeded [27]. Using the PK/PD 
model a safe therapeutic window was predicted and later confirmed in clinical tri-
als [28, 29].

ResponsePlasma Effect
Site

Biosignal

+
-

+
-

Dose

PK PD

Transduction 

Fig. 1.1  Relating pharmacokinetics (PK) and pharmacodynamics (PD) to establish a PK/PD 
model for estimating antitumor responses in humans. NME is administered to animals (generally 
rodent species) to deliver a dose estimated to produce a response (for example antitumor response 
in a xenograft model). The PK is characterized and related to the effect site. The degree of biosig-
nal at the effect site and its transduction to the expected responses represents the PD effect, which 
ideally should be measured at multiple time points. The PK/PD model should include a dose range 
study to understand the degree of response in relationship to drug concentration. (Reference: 
Derendof H, Meibolm B.  Modeling of PK/PD relationships: Concepts and Perspectives. 
Pharmaceutical Research, Vol 16 (2), 1999)
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1.4  �Non-clinical Toxicology Studies

Non-clinical toxicology studies for oncology NMEs are conducted based on the 
ICH S9 guidance [30]. The most relevant species, generally a rodent and non-rodent 
species, are selected to estimate the potential risk of a NME and to determine the 
no-observed adverse effect level (NOAEL). The debate continues in finding alterna-
tives to current animal-based toxicology studies, but to date even “big data” 
approaches have not been able to supplant the standard animal toxicology studies 
[31]. In reviewing data from various therapeutic areas and the subsequently observed 
adverse events in patients, the concordance between animal and human toxicity was 
examined [32]. Data from 12 pharmaceutical companies and 150 compounds were 
reviewed and the true positive concordance rate was 71% when a NME was assessed 
in both rodent and non-rodent species. This observation was confirmed in a recent 
study, in particular the prediction of cardiovascular arrhythmia and risk of QTc 
prolongation [33].

1.5  �Therapeutic Vaccines

The clinical development of therapeutic vaccines and NME targeting immune cells, 
such as oncolytic virus, requires a different approach of drug development [34, 35]. 
The vaccine development assumes that the host will mount an immune responses 

Initial
PK Studies

in
Relevant
Species  

PD and Antitumor
Efficacy

Studies in Relevant
Species (eg murine
Xenograft models)

PK/ADME Studies in 
Relevant Species

(rodent) 

Toxicology Studies in
Relevant Species 

PK/PD
Predictive

Model 

FiH Dose
Study in
Cancer

Patients 

Fig. 1.2  Non-clinical studies to estimate the benefit/risk prior to First-in-human (FiH) dose study. 
Initial pharmacokinetic (PK) studies are conducted to understand the ADME properties (absorp-
tion, distribution, metabolism and excretion, ADME) of a New Molecular Entity (NME) to inform 
non-clinical toxicology study design, detailed PK/ADME studies, pharmacodynamics (PD) and 
antitumor efficacy studies, development of a PK/PD predictive model. Using the combined infor-
mation from non-clinical toxicology studies (risk assessment) and PK/PD model (benefit assess-
ment), a safe starting dose can be determined for the First-in-human (FiH) dose study

1  The Development of a Drug: A Pharmaceutical Drug Development Perspective
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and thus will not have an immediate antitumor effect. Consequently, vaccine drug 
development requires the participation of patients that are able to undergo long 
treatment times to assess the anticipated antitumor effect. Because of this mecha-
nism of action, there has been an ongoing debate which type of patients should be 
selected for a First-in-human (FiH) dose study. Patients with a high tumor burden 
and refractory to prior treatments are likely to be immune suppressed. Such patients 
are generally considered for FiH dose studies, because their benefit/risk assessment 
is favorable for such a FiH dose study, but they are less likely to respond to vaccines. 
On the other hand, patients with low tumor and antigen burden are considered to be 
more likely to respond to vaccines, but they are at a higher potential risk to develop 
an autoimmune response if the vaccine is potent. This last group has also a different 
benefit/risk profile and the risks must be carefully weighed. Furthermore, the clas-
sical dose-response paradigm generally observed with small molecules or antibod-
ies cannot be expected with vaccines. Monitoring immune responses is therefore 
not only a measure of efficacy, but also an assessment of safety. Currently, there is 
no agreement on the extent and type of immune monitoring needed in such a FiH 
dose study [36]. The recommendation ranges from measuring lymphocytes subsets, 
measurements of functional responses of the immune cells (such as function of 
humoral and cellular immunity) as well as degree of antigen processing, presenta-
tion and responses.

1.6  �Translational Research Plan: The Importance 
of Patient Selection

Previous successful developments of NME imply that patient selection is a key 
component in reducing attrition in oncology drug development [7]. With the devel-
opment of the non-clinical pharmacology models, it is useful to start incorporating 
pharmacodynamics measures that can be serially examined in patients. A recent 
example is related to inhibitors of the Fibroblast Growth Factor Receptor (FGFR) 
pathway [37]. Hyperphosphatemia and increase of Fibroblast Growth Factor 23 
(FGF23) levels are PD markers after administration of FGF receptor (FGFR) inhibi-
tors. Both markers are associated with activity in non-clinical models and are used 
in the clinic for safety monitoring and response measurements [38]. Another exam-
ple is the use of Epidermal Growth Factor Receptor (EGFR) inhibitors in targeting 
EGFR mutations in NSCLC [39]. As with the FGFR inhibitors, targeting specific 
driver mutations of the EGFR pathway are associated with clinical activity and 
durable responses. The EGFR inhibitor osimertinib was specifically developed to 
target the mutation T790M in NSCLC. During the FiH dose study, patients were 
asked to submit to biopsy in order to provide tumor tissue to measure the T790M 
mutation [40]. Using this approach and observing durable responses surpassing 9 
months, especially in patients with T790M mutation, osimertinib was approved in 
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about 4 years from the start of the FiH dose study. These two examples show how 
patient selection can reduce attrition in clinical development. Admittedly, biomarker-
based patient selection will not be possible for many NME and such biomarkers will 
have to be developed during the clinical development. In such situations drug devel-
opers may benefit from interrogating large tumor banks or cell lines [41].

1.7  �Planning for the First-in-Human (FiH) Dose Study

As exemplified by the drug development of osimertinib, FiH dose studies are no 
longer just safety and PK studies, but include design elements which may accelerate 
the drug development [40]. This is especially true if the drug target is clearly defined 
and the NME proves to predictably engage the target throughout all stages of non-
clinical and clinical development. Thus, the FiH dose study should be designed with 
sufficient decision points, each of them associated with investment triggers so that 
clinical development of NME can either be accelerated or expand the clinical inves-
tigation with increased translational research. Also, clinical developers must define 
stopping rules (for example if the PK profile is unpredictable and associated toxicity 
profile cannot be monitored and/or is not reversible). A project may also be stopped 
if the NME shows insufficient innovation along with unpredictable PK profiles as 
demonstrated by a multi-kinase inhibitor program [42]. For pharmaceutical compa-
nies this “early kill” allows them to focus on the most promising drugs in their 
pipeline.

Today most companies wish to stage the clinical development in such a way that 
if data in the early phase program are encouraging, the NME can be moved quickly 
towards registration. However, this general concept comes at an investment cost that 
often is difficult to justify. A company may decide to invest early in the development 
of an NME if the company is convinced the NME holds a high treatment potential.

In addition to making such early strategic decisions, companies need to select the 
appropriate centers to conduct clinical trials. Based on a research conducted by 
Batelle Technology Partnership Practice in 2015, oncology trials are the costliest 
trials among all therapeutic areas at US$60,000 per patient [43]. The reasons for this 
high cost are complexity of oncology trials (including the cost for recruiting 
patients), administrative staff costs for managing the trial and case report forms, 
complex medical procedures (e.g., biopsies and imaging), and site monitoring costs 
[44]. Once opened, nearly half of the selected centers either do not enroll patients or 
enroll less than the projected number. It is therefore understandable that drug devel-
opers are careful not only in their design but also in the operational aspects of an 
early phase trial.

Reducing attrition requires the following prerequisites: (a) anticipated biologi-
cally efficacious dose and dose schedule based on PK/PD models; (b) safe start-
ing dose based on non-clinical toxicology studies; (c) biomarker plan to identify 
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or enrich for patients to respond; (d) reduce operational uncertainties by selecting 
and collaborating with trial centers; (e) well trained staff across all parts of the 
study. Assuming these prerequisites are met, FiH dose studies consist of two 
parts: the first part employs a standard dose escalation design and the second part 
comprises of expansion cohorts (Fig. 1.3). In the first part, the main objective is 
to confirm the predicted toxicity, PK and, ideally, the PD profile of the 
NME.  Provided a moderate or low variability of the PK profile the first 3–6 
patients may confirm the prediction of the biological active dose. If the biological 
active dose is identified subsequent steps may be triggered, including allowing 
CM&C to start additional drug campaigns to support future expansion cohorts or 
Phase 2/3 studies (Fig.  1.4). If antitumor activity is observed during the dose 
escalation and the antitumor activity is associated with durable responses, the 
developer of the NME will seek accelerated approval, as exemplified by the devel-
opment of osimertinib: dose extension and expansion cohorts were started to gain 
deeper knowledge of the benefit/risk profile and help with the initial development 
of a companion diagnostic for the EGFR mutation T790M [40]. Based on these 
cohorts and the initiation of additional studies, approval and marketing authoriza-
tion was sought. The timeline from FiH dose study was under 4 years compared 
to the typical development of approximately 7 years. Also the PD1 inhibitor pem-
brolizumab used a complex FiH dose study (Keynote 001), where receptor occu-
pancy on circulating T cells and functional assays for T cell activation were used 
to define the biological effective dose (BED) [45]. It is noteworthy, that Keynote 

MTD

Part A (Dose Escalation) 

Interim 
Analysis

Dose 
escalation

Safe Starting Dose

Part B (Dose Expansion) 

Possible Expansion
Populations: 

Solid Tumors 
Specific tumor or tumors 

BED vs. MTD 
Pharmacodynamic (biopsy)

Fig. 1.3  Example of First-in-human (FiH) dose study consisting of a Part A (dose escalation) and 
a Part B (dose expansion). The safe starting dose is generally based on the non-clinical toxicology 
studies (often referred to as GLP toxicology studies), but more recently may also include a phar-
macokinetic/pharmacodynamic (PK/PD) model. The dose escalation should establish the biologi-
cally effective dose (BED) and explore the full dose range of the drug up to the maximum tolerated 
dose (MTD). The Part B (dose expansion) is generally specific solid tumor types to gain signals of 
antitumor activity at either the BED (the preferable concept) or the MTD (the traditional concept 
for chemotherapies). In this part, a particular emphasis on pharmacodyanmic readouts is placed if 
this has not been integrated in the dose escalation
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001 used an adaptive design and thus facilitated an accelerated approval, includ-
ing the development of a companion diagnostic for PDL1 expression in tumor 
tissue [46]. When the expansion cohorts of Keynote 001 were initiated, pembro-
lizumab was evaluated in a wide range of tumors from patients who had at least 
1% of PDL1 expression according to histological analysis of tumor biopsies [47]. 
This Phase 1b study (Keynote 028) laid the foundation for subsequent Phase 2/3 
studies. These examples of osimertinib and pembrolizumab illustrate how a flex-
ible design of early phase studies can accelerate the approval of NME in a cost 
efficient manner.

Lastly, many studies will combine the NME with another drug to determine 
whether the combination is superior to historic antitumor responses observed with 
the combination partner. The risk of moving NME quickly to combination studies 
is the lack of comparison and thus responses may be over-interpreted. A renewed 
debate on the value of randomized Phase 2 or Phase 1b studies is needed given the 
increase in single-arm combination studies in expansion cohorts of FiH dose stud-
ies [48].

Decision 1:
• Safety
• Tolerability
• Safe Starting Dose

Decision 1b:
• Acceptable variation in PK profile

GLP
Toxicology

Phase 1:
Single Agent
Dose Escalation
Dose Expansion

Phase 2:
Single Agent
Dose Escalation
Dose Expansion

Phase 3PD

Decision 2 & 3:
• Dose/Schedule
• PK/PD
• Tolerability
• Single Agent Activity

Decision 4 & 5:
• Efficacy (POC)
• Product Decision

Fig. 1.4  Simplified development path with corresponding standard go/no-go decisions. After 
determining the benefit/risk using non-clinical GLP toxicology studies and pharmacokinetic/phar-
macodynamic (PK/PD) modeling (Decision 1), the Phase 1 study (or First-in-human dose study) 
is initiated. During the dose escalation in the Phase 1 study the drug must show acceptable varia-
tion in PK profile (Decision 1b). Once the drug has shown an acceptable safety profile, acceptable 
dose schedule at the biologically active dose, confirmed the PK/PD relationship and shown signals 
of single agent activity (Decisions 2 and 3), the agent may proceed to Phase 2 or 3, where proof-
of-concept (POC) or even significant antitumor activity must be demonstrated (Decisions 4 and 5). 
This is the basis for the initiation of the last milestone with significant investment for a global 
launch strategy (Product Decision, PD)

1  The Development of a Drug: A Pharmaceutical Drug Development Perspective
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1.8  �Additional Clinical Studies to Facilitate 
Accelerate Approval

Approval of an NME requires additional supportive studies, which are often not 
widely published or rarely acknowledged by the wider academic community. These 
studies are often part of discussions between the drug developer and regulatory 
agencies. For example, stability studies are critical and without which an approval 
can be delayed. Because of the time requirements for such stability studies, it is 
important to initiate stability studies as early as possible. Hence, stability studies are 
often initiated before the FiH dose study, which in turn requires a strategic decision 
by the pharmaceutical developer.

In addition to the CM&C-based studies for stability, there is generally a need to 
conduct clinical pharmacology studies. These additional studies can either be incor-
porated in ongoing studies or require stand-alone studies in either patients or healthy 
volunteers. For example, drug-drug-interaction (DDI), food studies, electrophysio-
logical studies (QTc), renal or hepatic insufficiency studies are often needed. 
Electrophysiological studies in patients (in order to measure QTc prolongation) are 
often conducted to assess the risk in the intended indication. In such studies or cohort 
of patients EKGs should be conducted along with PK sampling in approximation to 
the E14 guidance [29, 49]. In such PK-matched EKG studies it is possible to associate 
the QTc prolongation with exposure, which in turn helps to differentiate the QTc risk 
of the NME from co-medication generally known to cause QTc changes (such as 
antibiotics). In order to isolate a possible QTc prolongation risk, the drug developer 
may need to also conduct a special QTc study in healthy volunteers. Furthermore, if 
there is a change in formulation the earlier formulation should be compared to the 
latest in a bio-equivalence or relative bioavailability study, especially if the most 
recent formulation is intended for final use in patients. Such studies can also be con-
ducted in particular cohorts with cancer patients [50]. Most of these clinical pharma-
cology studies are started when the final or pre-final formulation is developed. 
Otherwise the clinical drug developer risks to repeat such pharmacology studies 
because they are meant to support the final drug product. Finally, pediatric indication 
studies should be started as early as possible. Ideally these studies can be started when 
the recommended Phase 2 dose is established at the time of or immediately after the 
FiH dose study in adults. In summary, it is important to prepare all the pharmacology 
or special indication studies as soon as possible in the development cycle of an NME.

1.9  �Regulatory Implications

In the past years drug developers have attempted to optimize drug development and 
to reduce attrition in oncology. Biomarker-driven clinical development have short-
ened time to registration and in some instances also reduced the need for large 
numbers of patients within trials [51, 52]. If this approach of biomarker-based drug 
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development is broadened, the medical and pharmaceutical community will need to 
intensify research on pharmacodynamics markers that are combined with 
NME.  Recent advances in measuring circulating tumor DNA (ctDNA) and re-
evaluating standard laboratory tests may facilitate the development of such pharma-
codynamic markers.

While medical science progresses, the regulatory framework between European 
Medicines Agency (EMA) and United States (US) Food Drug Administration 
(FDA) remains different despite strives to standardize the regulations (Table 1.1). 
Approval processes for diseases with unmet medical seem to become similar 
between the two health regulatory organizations [53]. For example, the European 
Union (EU) recently introduced the “Prime” designation, which provides a more 

Table 1.1  Important interactions with health authorities of the European Union (EU), the 
European Medicines Agency (EMA) and the United States of America (USA) Food and Drug 
Administration (FDA) and differences in approval

EMA FDA

Important interactions with health authorities

Pre-investigational new drug No Yes
Scientific advice Yes No
Clinical Trial Application (CTA) Yes No
End-of Phase-1 (EOP1) and End-of-Phase 2 (EOP2) meeting No Yes
Scientific advice Yes No
Need of companion diagnostic No Yes
Special Protocol Assessment (SPA) No Yes
Scientific Advisory Group (SGA) Yes No
Advisory Committee Yes Yes
New Drug Application (NDA) or Biological License Agreement (BLA) No Yes
Marketing Authorization (MAA) Yes No
Type of approvals

Standard approval Yes Yes
Orphan drug designation and approval Yes Yes
Expedited approval programs Yes Yes
    Priority review No Yes
    Accelerated Assessment Yes No
    Accelerated approval (need to demonstrate evidence of clinical benefit and in 
need to be converted to standard approval with appropriate Phase 3 trials)

No Yes

    Conditional approval (need to demonstrate evidence of clinical benefit and 
requires renewal until full approval)

Yes No

    Prime designation Yes No
    Breakthrough (BT) designation No Yes
    Fast track (FT) designation No Yes
    Rollover new drug application No Yes
Exceptional circumstances Yes No
Companion diagnostic (requirement of prior in vitro diagnostics approval for 
NDA)

No Yes

1  The Development of a Drug: A Pharmaceutical Drug Development Perspective
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rapid approval in the EU and is perhaps similar to the “accelerated approval” regu-
lated by the US FDA [54]. In a recent review by the EMA, the Prime designation 
has been requested and granted mainly for oncology and hematology NME [54]. 
Another area of recent convergence is the use of patient-reported outcomes in clini-
cal trials, which was historically important to many EU member states and where 
FDA has recently shown an increased interest. Independent of these approval pro-
cesses, the EU and US allow approvals for NME targeting rare diseases under the 
orphan drug designation. One area where EU and US differ is related to the 
biomarker-based development, which may have an impact on the timely approval of 
a NME. The US FDA regulation requires a companion diagnostic if treatment deci-
sions are based on the results of a diagnostic test. The EU has focused more on 
ensuring that the diagnostic test is reliable and thus can be used in the general labo-
ratory setting. One example for this different approach is the use of the PDL1 
immunohistochemistry assay to detect PDL1 in tumor tissue: companion diagnos-
tics were developed for each PD1/PDL1 inhibitor to measure the expression of the 
same target (that is PDL1) without determining whether the tests could be inter-
changed. Only subsequent comparative studies were able to clarify this uncertainty 
[55]. The EU has been concerned with strengthen the comparability of the testing 
across its member states and regions. Hence, the EU has streamlined the use for 
companion diagnostic to support such comparability of tests in the general diagnos-
tic setting [56].

Key Expert Opinion Points 

	1.	 Leveraging non-clinical information as early as possible will allow for the selec-
tion of better NME. One such example is the use of pharmacokinetic/pharmaco-
dynamics modeling.

	2.	 Ability to select patients for the right NME appears to reduce attrition and accel-
erate the approval of NME.

	3.	 The focus on identifying the Biologically Effective Dose/Dose range in early 
clinical trials will likely accelerate the approval of a NME. It likely will lead to 
hybrid protocols, where two phases of classical drug development are merged 
into one (for example, a Phase I study may merge into an accelerated registra-
tion study without a Phase II).

	4.	 Standardization of the clinical development process must include close collabo-
ration between regulatory, commercial and academic contributors.
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Chapter 2
Paradigms in Cancer Drug Development: 
A Universe with Many Galaxies

Cinta Hierro and Jordi Rodon

Abstract  Cytotoxic chemotherapeutics (CHTs) have been the backbone cancer 
therapy for many years. Recently, a rapidly growing body of evidence has demon-
strated the interdependence of cancer genetics, epigenetics, and immunology, giv-
ing rise to the generation of new promising compounds. The development of new 
molecularly targeted agents (MTAs), immune checkpoint-targeted monoclonal anti-
bodies (ICT mAbs), and epigenetic drugs (EPDs) has increased the ready-to-use 
arsenal for patients with different cancers, but at the same time, has resulted in many 
substantial changes in clinical trial design, altering the early drug development 
(EDD) landscape. Despite sharing common developmental principles, the signifi-
cant differences in their mechanisms of action (MoAs) have led researchers to 
reconsider previous assumptions regarding the design and execution of Phase I 
clinical trials (Ph1), leading to the recognition of four established paradigms in 
oncology. In this chapter, we review drug development evolution with a broad view 
of the major differences in EDD between these four paradigms, namely CHTs, 
MTAs, ICT mAbs, and EPDs, addressing many of the controversial issues and chal-
lenges that helped shape them. Only a comprehensive view of their main character-
istics will enable successful design of future therapeutic options.
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Key Points
	1.	 Molecularly targeted agents (MTAs), immune checkpoint-targeted monoclonal 

antibodies (ICT mAbs) and epigenetic drugs (EPDs) represent the new para-
digms in cancer therapy after traditional cytotoxic chemotherapeutics (CHTs).

	2.	 The novel mechanisms of action that characterize these MTAs, ICT mAbs and 
EPDs entail new dose-response relationships. Integration of pharmacokinetics 
(PK), pharmacodynamics (PD), and other markers of effect, has proven to be 
crucial to define the optimal efficacious dose of these drugs.

	3.	 Preclinical models have limitations to predict toxicities in humans. Novel toxic-
ity profiles have been described during the development of new anticancer 
agents, thus early recognition measures and management guidelines have been 
implemented to adequately treat emerging adverse events.

	4.	 Distinct reliable endpoints must be carefully defined in clinical trials, according 
to the type of drug developed, since suboptimal designs can mislead the develop-
ment of new anticancer agents.

	5.	 The success of new drugs in oncology relies on our capacity of better selecting 
those patients more likely to respond. Finding validated predictive biomarkers is 
a priority that should be adequately addressed.

2.1  �Introduction

Over the last few decades, cytotoxic chemotherapeutics (CHTs) have been the back-
bone systemic therapy for treating cancer, relying on its innate ability to kill rapidly-
dividing cancer cells. Based on these underlying principles, traditional Phase I 
clinical trials (Ph1) involving the assessment of CHTs focused primarily on safety 
objectives, and served to establish the principles of early drug development (EDD). 
These initial Ph1 were designed using a 3+3 dose escalation methodology, strictly 
ruled by the emergence of observed acute toxicities. Assuming a direct single dose-
response relationship, with limited efficacy at lower doses and increased secondary 
effects at higher doses, only refractory heavily pre-treated patients with limited or 
no antitumor therapeutic options were recruited. The concomitant optimization of 
supportive medications (e.g., anti-nausea drugs, granulocyte-colony stimulating 
factors (G-CSFs), recombinant human erythropoietin) paralleled the development 
of CHTs, improving their safety profile and drastically contributing to the wide-
spread use of cytotoxic drugs for a variety of cancers. However, in the early 1990s, 
the imperative need to reduce systemic toxicities related to CHTs, parallel to the 
discovery of the hallmarks of cancer [1, 2], contributed to the incorporation of a new 
class of drugs into the therapeutic arsenal for oncology patients, leading to a shift 
from this first paradigm of CHTs towards the molecularly targeted agents (MTAs) 
era [3].

Promising early and prolonged responses were observed among patients with 
advanced cancers treated with MTAs, although this was soon tempered by a series 
of challenges. The specific mechanism of action (MoA) and toxicity profile of these 
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MTAs, the selectively targeting some of the signaling pathways involved in human 
carcinogenesis, mandated a rethink of some of the EDD assumptions dominated by 
previous experiences with CHTs. As the classic dose-response-toxicity model was 
not applicable, oncology Ph1 had to evolve accordingly. Additional information 
became necessary to further delineate the biological MoAs of these agents, care-
fully integrating pharmacokinetic (PK) and pharmacodynamic (PD) data, and also 
incorporating long-term toxicities to fine-tune the final recommended dose for a 
specific MTA. Novel dose-escalation schemes and innovative statistical methodolo-
gies that had started with CHTs became widely used in MTA development. Together 
with revisited response evaluation criteria, unprecedented modifications were 
implemented to circumvent the limitations of previous Ph1 designs, leading to a 
marked change in the populations eligible to participate in early clinical trials [4].

But if MTAs represent a revolutionary new chapter in the history of the EDD, 
immunotherapy (IT) has gained its own title as the third paradigm following CHTs 
and MTAs. Understanding of antitumor immune responses has vastly improved dur-
ing the last decade, to the point that IT was considered the scientific breakthrough 
of the year in 2013. Since then, a large and heterogeneous family of IT strategies has 
emerged, amongst which immune checkpoint-targeted monoclonal antibodies (ICT 
mAbs) have been the most frequently approved therapies so far. Obvious major dif-
ferences observed between CHTs or MTAs and ICT mAbs have led to profound 
changes in most EDD areas, but especially in clinical trial design [5]. The uncer-
tainty of novel immune regulation mechanisms, the lack of accurate preclinical 
models that could predict unexpected immune-related adverse events (irAEs), the 
difficulty in finding robust immune-predictive biomarkers, or the need to redefine 
trial designs, are some of the controversial points of this third paradigm in 
oncology [6].

Epigenetic modulation is another promising area of cancer drug development. 
Despite almost every cell in our body sharing the same DNA sequence, humans 
have evolved as complex organisms composed of specialized tissues hierarchically 
organized in different organs. Just like an orchestra can play the same piece of 
music in many different ways, cells use their DNA code differently by modulating 
gene expression depending on their needs. In this context, epigenetic drugs (EPDs) 
have emerged as an interesting option, aiming to regulate the changes in DNA 
expression that occur in cancerous cells [7]. Of note, the epigenetic targets may 
have different expression patterns and roles throughout the body, and this ubiqui-
tous pattern might make it difficult to effectively deliver EPDs to their targeted cells, 
avoiding undesired damage in normal cells. Whilst the “first generation” of EPDs 
have shown limited efficacy as monotherapies in solid tumors, promising results 
have recently suggested roles as sensitizers to other anticancer agents [8]. Epigenetics 
can be considered the fourth paradigm in EDD after CHTs, MTAs and ICTs, and 
future well-designed clinical trials should pursue an improvement in the selectivity 
of these compounds, whilst identifying molecular determinants of response and elu-
cidating the benefits of combined strategies.

In this chapter, we will review drug development evolution with a broad view of 
the major differences across these four paradigms, positioning some of the 
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milestones that contributed to define them in the timeline of oncology EDD history 
(Fig. 2.1) and addressing many of the controversial issues that helped shape them. 
In the universe of EDD, one size does not fit all. These four paradigms represent 
generalities based on their underlying mechanisms of action, which mainly serve as 
a reference, for understanding the differences and hurdles that are faced when 
developing any new drug, rather than representing a rigid classification. Since the 
EDD arena is becoming increasingly complex, the type of drug will have to be care-
fully considered when designing a Ph1, to accelerate approval and ensure that we 
continue to do more good than harm to patients. Table 2.1 summarizes the main 
characteristics that have shaped these four paradigms in oncology EDD [6, 9, 10].

2.2  �Cytotoxic Chemotherapeutics (CHTs): The Traditional 
First Paradigm in Oncology EDD

During World War II, observations of low blood cell counts in soldiers exposed to 
sulfur mustard (mustard gas) led to the birth of cytotoxic drugs. Sulfur was replaced 
by nitrogen to give nitrogen mustard, a predecessor of the alkylating agents. 
Following this, many more drugs that blocked cell replication were discovered: 
antimetabolites, antitumor antibiotics, adrenal steroids, tubulin-binders, and topoi-
somerase inhibitors.

FIRST PARADIGM
CHEMOTHERAPY

Sarcoma
responses
with
bacterial
products
reported by
W.B.Coley

Mustard gas
used against
I World War
soldiers

Waddington
describes
“epigenetics”

5-azacytidine
induces DNA
demethylation

FDA approval
of erlotinib for
EGFRmut
NSCLC

Rituximab first
mAb approved
for patients

Nobel Prize in
Medicine for Gurdon
& Yamanaka

Immunotherapy considered
breakthrough of the year

2013

FDA approval
of ipilim umab
for melanoma
& sipuleuceIT
for mCRPC

AntiPD1 mAb shows
dramatic results in Ph1

FDA approval of ceritinib for
ALKtrans NSCLC after Ph1

Birth of alkylating
agents

Gompertz
law of
mortality

Simon-Norton
hypothesis

FDA approval of
vorinostat for CTCL

Agnostic-
histology FDA
approval of
pembrolizumab

FDA  approval of
combination
immunotherapy
for melanoma

Abbreviations: LAL (Lymphoblastic Acute Leukemia); CML (Chronic Myeloid Leukemia); OS (Overall Survival); HER2+ (Human Epidermal growth
factor Receptor 2 positive); BC (Breast Cancer); Xch (X chromosome); EGFR (Epidermal Growth Factor Receptor-mutant); NSCLC (Non-Small Cell
Lung Cancer); CTCL (Cutaneous T  Cell Lymphoma); mCRPR (metastic Castration Resistant Prostate Cancer); ALKtrans (ALK-translocated)

FDA approval of imatinib for CML
using a molecular biomarker-based
approach

Slamon D. et al show OS benefit with the
addition of trastuzumab in HER2+ BC

The Hallmarks of
Cancer are
described
    20011948

1958

LAL remissions with antimetabolites

Coriocarcinoma becomes first solid
tumor cured with chemotheaphy

DNA methylation proposed as
cause for Xch inactivation

1975Philadelphia
chromosome
discovery

SECOND PARADIGM
MOLECULARLY

TARGETED AGENTS

THIRD PARADIGM
IMMUNE CHECKPOINT

TARGETED mAbs

FOURTH PARADIGM
EPIGENETIC

DRUGS

1825 1910 1915 1942 1945 1960 1970 1980 1994 2000 2003 2006 2010 2012 2014 2015 2017

Fig. 2.1  Milestones of the different paradigm shifts in the timeline of oncology EDD
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The objective of CHTs is to eradicate tumor cells, characterized by their limitless 
replicative potential. The therapeutic effect with CHTs is achieved by actively kill-
ing rapidly-growing cells, interfering with the most vulnerable points of the cell 
cycle, such as DNA synthesis or mitosis.

Modern understanding of malignant growth originated in the nineteenth century, 
when the mathematician Benjamin Gompertz postulated that biological growth 
rates of populations are not constant. According to Gompertzian kinetics, a growth 
curve in a semi-logarithmic plot would have a sigmoid shape tumor, meaning that 
smaller tumors grow faster: at first, cells number increases slowly because of the 
small number of cells, then-rapidly, and then slow again due to anoxia and a signifi-
cant fraction of cells entering in G0 [11].

The efficacy seen with traditional CHTs follows also a sigmoid dose-response 
relationship, meaning that the higher the dose administered, the greater the benefit 
expected (except at very low and very high doses) [12]. However, this relationship 
also translates to a sigmoidal dose-toxicity effect, i.e., greater toxicities with increas-
ing doses, especially among tissues with a continuously dividing population of cells 
(e.g., bone marrow or gastrointestinal epithelium) [13]. Therefore, the definition of 
an optimal safe dose was deemed the key point to be addressed by the EDD of CHTs. 
In 1970, Norton and Simon established a fundamental principle for developing 
CHTs, using a mathematical approach for integrating the information of in vitro bio-
logical growth into the definition of treatment scheduling: as tumors follow 
Gompertzian functions, lesions given less time for regrowth between treatments are 
more likely to be destroyed [14]. This hypothesis is considered one of the greatest 
advances in the EDD, because it highlighted that dose, timing, duration, and schedul-
ing of a certain compound are meaningful variables to consider in clinical trial design.

In this context, Ph1 emerged as the necessary arena for finding the therapeutic 
window of a certain CHT, the range between a toxic and a therapeutic dose. Aiming 
to define the maximum tolerated dose (MTD) that would subsequently be used in a 
Phase II trial (recommended Phase II dose, RP2D), clinical researchers implemented 
escalation strategies in Ph1 using the observed toxicity to guide fine-tuning dosage. 
Conventionally, a safe starting dose derived from one tenth of the lethal dose in 10% 
of mice (LD10) or from one-sixth of the highest non-severely toxic dose (No 
observed adverse effect level or NOAEL) in non-rodent species is used [15]. 
Assuming that dose-limiting toxicity (DLT) is the unacceptable toxicity towards 
normal cells, an average probability of DLT of 20–33% has been considered accept-
able within a trial. In 1989, Storer described the conservative 3+3 escalation method, 
where three-patient cohorts are enrolled per level, expanding them to a total of six if 
one of these three patients presents a DLT [16]. Although the 3+3 scheme continues 
to dominate the Ph1 practice, new escalation designs have lately emerged. 
Accelerated titration designs advocate for single-patient cohorts at early dose levels, 
in an attempt to reduce the number of patients treated at infra-therapeutic levels [17], 
and the continual re-assessment method proposes a pre-specified dose-toxicity curve 
which is continuously re-shaped as patient toxicity data becomes available [18].

The development of CHT combinations has represented a major challenge in the 
EDD of this first paradigm. Combinatorial drug regimens significantly increase the 
chance of remission, taking advantage of the synergistic effects of different MoAs. 
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Usually, agents that differ in their toxicity profile have been tested either in sequen-
tial or additive schemes, using cyclic regimens that allow appropriate intervals for 
the regeneration of critical healthy tissues (e.g., bone marrow). The parallel devel-
opment of many chemoprotectors (e.g., folinic acid for methotrexate) and support-
ive medications (e.g., anti-nausea drugs such as 5-HT3 or neurokinin 1 antagonists), 
has been crucial for the successful progress of CHTs [19]. The Intergroup 0148/
CALGB 9344 adjuvant trial in breast cancer illustrates the layers of complexity that 
must be considered when integrating different CHTs into a single study: the rational 
use of different MoAs to increase efficacy and overcome resistances (doxorubicin 
(A), cyclophosphamide (C), and paclitaxel (P)), the dose adjustment (three different 
doses of A tested), the feasibility of sequentiality (P following CA), the optimiza-
tion of timing and duration schedule (four CA cycles followed by four cycles of P), 
and the determination of required supportive medications (concomitant G-CSFs and 
ciprofloxacin given routinely at higher A doses) [20]. Despite the advances in this 
field, new schemes of CHTs and innovative delivery strategies are currently under 
development, in an effort to design novel approaches that ensure a desired rate of 
tumor killing without unacceptable toxicity.

Nearly 70 years after the initial development of chemotherapeutics, we are wit-
nessing a re-interpretation of the potential uses of cytotoxic drugs, thanks to 
antibody-drug conjugate (ADC) technology. ADCs are complex immunoconju-
gates, designed to selectively deliver toxic molecules that have been conjugated to a 
mAb via a stable chemical linker. ADCs have repurposed mAbs into very efficient 
delivery vehicles for many potent cytotoxic drugs, widening the therapeutic window 
of some molecules previously considered too toxic to be administered systemically 
[21]. Figure 2.2 depicts the dose-response and dose-toxicity curves that have tradi-
tionally limited the therapeutic window of CHTs. However, despite successful 
approved examples, such as trastuzumab emtansine for breast cancer [22] or bren-
tuximab vedotin for Hodgkin’s lymphoma [23], there are still many considerations 
that will need to be addressed to ensure the implementation of ADCs: (1) the ratio-
nal selection of target antigens, expressed in normal cells at very low levels (e.g., 
carcinoembryonic antigen); (2) the careful modification of the mAb (e.g., selective 
mutations to improve linker and payload distribution); (3) the improvement in 
antibody-engineered delivery systems (e.g., immunoliposomes); (4) the consider-
ation of different payloads according to each tumoral context (e.g., tubulin polym-
erization inhibitors for breast cancer); or (5) the definition of its optimal stoichiometry 
(e.g., ratio of CHT molecules per antibody), among others [24].

2.3  �Molecularly Targeted Agents (MTAs): The (R)evolution 
of a Second Paradigm of Precision Medicine

In the 2000s, Hannahan and Weinberg published two thorough reviews summariz-
ing our current understanding of tumorigenesis and its core traits. They attempted to 
describe “the hallmarks” of cancer: insensitivity to anti-growth signals, self-
sufficiency in growth signals, limitless replicative potential, apoptosis evasion, 

2  Paradigms in Cancer Drug Development: A Universe with Many Galaxies



26

1.0

0.8

0.6

0.4

0.2

Probability of
Outcome

0.0

Minimum 
Efficacious 

Dose (MED)

Maximum 
Tolerated 

Dose 
(MTD)

THERAPEUTIC
WINDOW

ANTIBODY-DRUG
CONJUGATES

2 3 4

Dose Level

5 6 7

CHEMOTHERAPY

1

Inefficacy Efficacy Toxicity

MED

MTDResponse
DLT

THERAPEUTIC
WINDOW

Fig. 2.2  Dose-response-toxicity relationship curves and therapeutic window for CHTs. The dose-
response curve for traditional CHTs follows a sigmoidal shape, slowly rising until a minimum 
efficacy threshold is met (minimum efficacious dose, MED), followed by a linear phase that then 
reaches a plateau. The antitumor activity occurs in the linear phase, although extreme doses of 
CHT do not translate into higher activity rates once the plateau phase is reached; on the contrary, 
they might correlate with toxicity towards normal tissues (maximum tolerated dose, MTD). The 
therapeutic window is the range of doses comprised in the area where the curves separate, and 
comprises those doses that achieve the greatest therapeutic benefit without resulting in unaccept-
able side effects. ADC technology offers the possibility of widening this therapeutic window and 
efficaciously targeting selected antigen-expressing cancer cells
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sustained angiogenesis, tissue invasion and metastasis, instability and mutation, 
immune response evasion, reprogramming of energy metabolism, and tumor-
promoting inflammation [1, 2]. The understanding of the cancer biology illuminated 
our knowledge of the behavior of malignant cells, and led to the development of a 
whole new set of anticancer agents, the MTAs. This class of agents emerged as 
highly-specific compounds rationally designed to modulate different altered cellu-
lar components linked to the development of cancer.

These MTAs significantly altered the landscape of EDD, forcing researchers to 
reconsider some of the entrenched CHTs principles, especially regarding the dose-
response-toxicity relationships. Given the mechanism of action of MTAs, tradi-
tional Ph1 designs based on toxicity-dosing seemed invalid, as MTAs challenge the 
underlying assumption that the mechanism resulting in toxicity is similar to the 
mechanism leading to efficacy. The basis for a certain MTA is the modulation of a 
cellular target that could translate into anti-tumoral activity, while at higher doses, 
efficacy may not increase and selectivity may even be lost, with off-target toxicities 
becoming evident. Finding the MTD was not always considered the only goal of 
this second paradigm, and these observations brought into the equation the need to 
define a biologically effective dose (BED) by evaluating markers of drug effect [10]. 
Figure  2.3 shows the changes in dose-response-toxicity curves associated with 
MTAs, and encompasses the different levels of drug effect biomarkers that should 
be integrated into the design of these MTA Ph1.

In this context, MTA Ph1 progressively focused on demonstrating the modula-
tion of the putative target in tissues of interest, by identifying pharmacodynamic 
biomarkers, as a readout that indicates the effect that a certain MTA has in the body 
(“a proof-of-mechanism”) [25]. U S Food and Drug Administration (FDA) approval 
of vismodegib in 2012, the first marketed sonic hedgehog inhibitor for the treatment 
of basal cell carcinoma, exemplifies this strategy. In a Ph1, vismodegib was tested at 
different doses without establishing an MTD. Detailed evaluation in non-malignant 
skin biopsies demonstrated evidence of GLI1 down-modulation as a PD marker that 
confirmed that the drug was suppressing the pathway even at the lower level. Hence, 
the RP2D was established at 150 mg daily based on the tumor responses seen at this 
dose, the fact that similar PK exposure was observed over 150–540 mg/day, and the 
evidence of pathway suppression PD data [26]. Using these integrative strategies, 
well-defined lower doses of MTAs might be efficacious enough when accurately 
hitting the target, facilitating the adherence of patients to chronic therapy and dimin-
ishing the number of dropouts due to long-term toxicities [27].

However, although a PD readout is necessary, it might not be sufficient, as the 
presence of PD modulation might not fully demonstrate that the MTA is acting via 
the intended target. The need for an a priori understanding of the biology behind 
each target and the feasibility of obtaining tissue biopsies may limit the implemen-
tation of PD studies, and other measurements of effect markers have been suggested 
[28]. On top of PD markers, additional effect markers have been increasingly used 
as a complementary strategy for delineating the BED of MTAs, such as markers of 
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target engagement (e.g., toxicity derived from blocking a specific tyrosine kinase 
receptor) or disease progression markers (e.g., changes in tumor size). Mechanism-
based adverse events, such as skin rash with epidermal growth factor receptor inhib-
itors, can be used as proof-of-activity markers for some MTAs. For others, tumor 
size, metabolic or radiomic changes (such as changes in density) may also represent 
an important effect marker for guiding decisions in EDD [28]. In fact, the unique 
mechanisms of these MTAs made it necessary to revisit some of the traditional 
response evaluation criteria used with CHTs, resulting in the modified Response 
Evaluation Criteria in Solid Tumors (mRECIST) [29] and the Choi criteria [30]. For 
the first time, metabolic changes assessed by positron emission tomography proved 
to be closely related to clinical benefit of an MTA, and in the case of gastrointestinal 
stromal tumor patients, even preceded the changes in size seen by simple computed 
tomography scans by months [31].
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Fig. 2.3  Dose-response-toxicity relationship curves and integration of effect markers for defining 
the biologically effective dose (BED) of a certain MTA. The traditional CHT dose-response-
toxicity sigmoidal curves have been reshaped with this second paradigm in EDD: very low doses 
of a MTA might be sufficient for hitting the desired target. Two scenarios can occur at higher 
doses: either sustained efficacy once the target modulation has reached a plateau (dotted red line), 
or a progressive decrease in clinical benefit due to loss of selectivity (straight red line). Toxicity 
might occur at very high doses or might never occur, and in certain occasions, the MTD may not 
be reached with traditional toxicity-guiding escalation designs (blue curve). Hence, to define an 
optimal BED, many markers of effect, pharmacodynamics, toxicity or radiological markers should 
be integrated into novel Ph1 designs developing MTAs
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The particular toxicity profile of these MTAs changed the participation criteria 
for early trials, favoring the conduct of studies previously deemed unfeasible in the 
era of CHTs. Based on their relatively broad safety profile, some MTAs were imple-
mented in healthy volunteer studies, aiming to collect robust PK/PD data from a 
certain drug in unbiased patient populations. Also, to confirm the hypothetical target 
modulation of a specific MTA, neo-adjuvant window-of-opportunity studies and 
Phase 0 studies emerged as an ideal scenario for obtaining tumor biopsies from 
treated subjects. Finally, the advent of new high-throughput technologies has started 
revealing specific mutational landscapes of patients, offering a valuable opportunity 
for guiding personalized strategies in molecularly-selected patient populations, the 
so-called “Precision Medicine” approach applied to EDD [4]. The FDA approval of 
imatinib mesylate, a BCR-ABL tyrosine kinase inhibitor for treating patients with 
chronic myeloid leukemia (CML) in 2001, demonstrated the potential of this model 
for the development of new anticancer drugs in small patient populations. The 
BCR-ABL rearrangement—the Philadelphia chromosome—was known to be the 
key clonal hematopoietic stem-cell event that initiates CML, and imatinib exhibited 
impressive benefits when selectively developed for treating this disease [32].

Some of the MTAs are currently developed in parallel with companion diagnos-
tics that enable identification of patient populations that are most likely to respond 
favorably. Despite the myriad of molecular discoveries, the validation of predictive 
biomarkers remains a highly complex area of research, where many challenges may 
limit the success of certain MTAs [33]. First, it is important to acquire a comprehen-
sive understanding of the tumor biology behind each particular case, assuming the 
intrinsic existence of both spatial and temporal intra/inter-tumoral heterogeneity. 
Secondly, the multiple pre-analytical procedures might interfere in the interpreta-
tion of the results for validating a specific biomarker (e.g., paraffin versus frozen 
samples), therefore it is critical to determine the best standard operating procedures 
for collecting and processing these biological specimens (e.g., selection of primary 
tumor versus metastatic lesion sample). And lastly, given that rare molecularly-
selected populations may be difficult to recruit, we need to evaluate the feasibility 
of implementing complex screening logistics among several centers for fostering 
the enrollment into experimental studies. The fast approval of ceritinib for patients 
with non-small cell lung cancer harboring an ALK rearrangement, solely based on 
the results of the Ph1, represented a milestone in the history of EDD, and confirmed 
that well-conducted Ph1 can accelerate the approval of new drugs, especially when 
they potentially fill a void for poor prognosis cancers [34].

The development of next-generation sequencing tools enabled genomic charac-
terization of solid tumors, promoting the recognition of tumors as genetic diseases, 
and facilitating the path from the discovery of new biomarkers towards the develop-
ment and approval of a new family of MTAs [35]. The development of tropomyosin 
receptor kinase (TRK) inhibitors perfectly illustrates how the advent of biomarker-
driven trials transformed oncology EDD.  The “seamless” approach where Ph1 
investigated dose and activity of TRK inhibitors in a variety of cancers sharing a 
difficult-to-find molecular aberration (“basket” trial design), became the basis for 
the development of entrectinib and larotrectinib among NTRK fusion-positive solid 
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tumors [36, 37]. Furthermore, recent well-designed Ph1 have demonstrated that the 
early implementation of translational studies may also lead to the successful discov-
ery of resistance mechanisms during early trials, guiding the subsequent develop-
ment of second-generation MTAs that could even be validated in the same cohort of 
discovery patients [38].

2.4  �Immune Checkpoint-Targeted Monoclonal Antibodies 
(ICT mAbs): A Challenging Third Paradigm 
of Uncertainties

The treatment of cancer by harnessing immune responses goes back as far as the 
late nineteenth century, when efforts to use the immune system against sarcomas 
were made by injecting bacterial products, with anecdotal successful results [39]. 
Since then, more in-depth knowledge of the biological components involved in 
orchestrating the immune response has fostered the development of cancer IT. Most 
of the initial insights into specific antitumor immune responses were obtained in 
melanomas, when high doses of interleukin 2 (IL-2), a T cell growth factor, showed 
16% response rates among studies conducted in metastatic patients, with impressive 
durable efficacy among those who achieved complete responses [40]. Despite the 
life-threatening risks associated with this strategy, IL-2 became FDA approved in 
1998. However, the immune system has a complex network of escape mechanisms 
to avoid excessive immune activation, and this hampered the development of further 
IT strategies. Nonetheless, the unique MoA of a novel class of ICT mAbs designed 
to selectively block the immune-induced checkpoint surface proteins, namely the 
cytotoxic T-lymphocyte associated antigen 4 (CTLA-4) [41] and the programmed 
death 1 (PD-1) receptor and its ligand (PD-L1) [42], provided the impetus for a third 
paradigm in oncology EDD.

These successes underscored the importance of decoding the basic concepts of 
tumor immunology. To delineate the underlying basis for cancer immune evasion 
and design more effective drugs, it was essential to consider some crucial premises 
in immune-oncology research: a) the capacity of immune adaptability and memory 
that could produce long-term antitumor effects and increase the response rate, 
breaking the ceiling of the traditional 16% response rates observed in initial trials 
(e.g., overall response rate of 57.6% with ipilimumab/nivolumab in melanoma 
patients [43]); b) unique MoAs expanded the opportunities for testing new combi-
nation strategies that may increase antitumor activity (e.g., pembrolizumab plus 
pemetrexed and platinum salts for non-small cell lung cancer [44]); c) targeting the 
immune system instead of transformed malignant cells offered the potential to 
effectively treat multiple tumor types (e.g., avelumab in Merkel cell carcinoma [45]).

Over the last few years, different ICT mAbs, mainly anti-CTLA-4 and anti-
PD-1/L1, have been approved for an unprecedented number of indications. But the 
development of checkpoint inhibitors beyond PD-1/PD-L1 and CTLA4 has not met 
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the high expectations generated, and some of them have already been discontinued 
due to their lack of efficacy or intolerable adverse events. This advocates for smarter 
clinical trial design in the early phases of development, carefully reviewing the les-
sons learned from the initial Ph1 that helped define this third paradigm shift in 
oncology [6]. One of the major limitations faced by EDD of ICT mAbs is the lack 
of preclinical studies that represent the human disease. Different in silico and 
in vitro methods are used for predicting the biological activity and toxicity of a 
certain new drug; however, immunotoxicology and immunopharmacology assays 
have not yet been fully optimized for ICT mAbs [46]. In addition, current preclini-
cal animal models are not able to faithfully recapitulate the characteristics of the 
human immune system, since mice lack some of the human targets, which can in 
turn translate into an underestimation of serious toxicities and inaccurate safe start-
ing doses [5]. A notable example was the acute development of a life-threatening 
cytokine release syndrome after a single dose of a CD28 agonist in six healthy 
volunteers participating in the first-in-human trial of TGN141 in 2006 [47]. This 
episode, known as the “TeGenero incident”, warned the EDD community about the 
challenges of dealing with the innate unpredictability of immune-modulation and 
the limitations of animal models due to the particularities of the immune system of 
each species.

Most of the Ph1 for ICT mAbs have implemented a traditional 3+3 escalation 
method, although no clear consensus regarding the most suitable escalation design 
has been reached. Since the dose-efficacy and dose-toxicity curves are less defined 
for these antibodies, the standard strategy for defining an optimal RP2D does not 
apply. Low doses of ICT mAbs are equally effective as higher doses, challenging 
the MTD and RP2D establishment [9]. Of note, none of the six Ph1 that led to FDA 
approval of ICT mAbs (ipilimumab, nivolumab, pembrolizumab, atezolizumab, 
avelumab, and durvalumab) declared an MTD, and complementary PK/PD and 
safety markers were used for fine-tuning their RP2D [5]. In the case of pembroli-
zumab, the RP2D was selected using an integrative approach that correlated PK/PD 
relationships with tumor size markers, following a smart Ph1 dosing strategy driven 
by the understanding of the immuno-biologically effective dose (imBED). First, the 
imBED was estimated to be 2 mg/kg because IL-2 responses approached saturation 
levels at exposures consistent with this dose, and posterior clinical studies using this 
dose demonstrated early clinical responses measured by changes in tumor size [48]. 
Later exposure-response analysis showed similar antitumor response over doses 
ranging from 2 to 10 mg/kg, leading to the approval of a RP2D of 2 mg/kg [49]. 
Final population PK modeling assessed that a weight-based dosing of pembroli-
zumab had no advantages, leading to the final establishment of a 200  mg flat 
dose [50].

Treatment with ICT mAbs can last for a long time, therefore Ph1 designs should 
consider the unpredictability of irAEs, which can occur outside a traditional DLT-
evaluation period, usually restricted to one treatment cycle. As ICT mAb-related 
irAEs can appear at any time during their administration, those lower adverse events 
lasting throughout multiple cycles, or isolated harmful grade 3/4 events that occur 
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beyond the DLT-evaluation period, should be integrated into the final RP2D defini-
tion. Figure 2.4 illustrates the typical Kaplan Meier curve for overall survival (OS) 
observed among trials testing ICT mAbs, positioning the probability of appearance 
of some of the commonest G3-5 irAEs.
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Fig. 2.4  Overall survival (OS) curve and probability of severe G3-5 immune-related adverse 
events (irAEs) with ICT mAbs. In the case of rapidly progressing malignancies with high tumor 
growth rates, Kaplan Meier curves for OS with ICT mAbs typically show a rapid decrease during 
the first months of therapy, then enter a slowly descending curve (red line). Those patients who 
benefit from the ICT mAb and survive beyond 24 months tend to reach a plateau and may represent 
a tail of long-term survivors [51]. Most of the G3-5 irAEs described with ICT mAbs appear within 
the first 3–6 months of the start of therapy, with no clear linear dose-dependent relationship. ICT 
mAbs are generally safe, although gastrointestinal colitis or diarrhea (light blue line), endocrine 
toxicity (lilac line), skin-rash or pruritus (dark blue line), and liver toxicity (turquoise line) are 
among the most common irAEs, with maximum reported rates for all tumor types in the main clini-
cal trials for anti-CTLA-4, anti-PD-1, and anti-PD-L1 ICT mAbs of around 12%, 4%, 2%, and 1%, 
respectively. Although irAEs are unpredictable and can occur at any time during the administration 
of these drugs, a peculiar pattern has been observed, as illustrated in this figure. Although most of 
these severe irAEs can be solved completely with early detection and adequate medication, a 
delayed response to the ICT mAb cannot be excluded even 1 year after starting administration, and 
oncologists must keep such responses in mind during the follow-up of exposed patients (dotted 
lines). Immune-related endocrine disorders (hypothyroidism, hypophysitis, adrenal insufficiency) 
tend to occur later during the treatment, but in most of cases, patients will require permanent hor-
mone replacement [52–54]
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One of the most challenging differences that ICT mAbs brought to the EDD field 
was a new toxicity profile [55]. Second-generation ICT mAbs developed beyond the 
initial inhibitory molecules, such as novel co-stimulatory antibodies targeting 
CD40, OX40, inducible co-stimulator of T-cells (ICOS), or glucocorticoid-induced 
tumor necrosis factor receptor (GITR), made it necessary to revisit the way in which 
Ph1 were conducted, as there were concerns regarding the possibility of triggering 
a life-threatening cytokine release syndrome, hyper-immune stimulation, or uncon-
trolled autoimmune reactions [56]. These new types of side effects moved investiga-
tors to reconsider study designs, leading to the implementation of measures for 
minimizing risks. These include staggering the inclusion of patients among the first 
cycles or hospitalizing patients during the first 24 h after administration. In fact, 
first-in-human Ph1 testing ICT mAb agonists require a new skill set for recognizing 
and managing these toxicities, so they should be run in EDD units with experience 
of managing irAEs and close access to intensive care units. As early recognition and 
initiation of treatment for these irAEs are crucial for reducing potential sequelae, 
great efforts have been undertaken to characterize the most frequent ICT mAb-
related irAEs and to develop management guidelines [52, 53].

Corticosteroids and immunosuppressants have been routinely used for man-
aging irAEs, although it is unclear whether these drugs should be avoided in 
patients treated with ICT mAbs, based on the hypothesis that steroids and immune-
modulators could antagonize the desired effect of experimental immunotherapies 
[57]. This particular toxicity profile has made it necessary to revisit some of the 
Ph1 patient eligibility criteria, to avoid enrolling unfit candidates or those harboring 
pre-existing conditions that indicate a degree of immune activation, such as gastro-
intestinal autoimmune diseases (e.g., Crohn’s disease). However, employing such 
strict criteria may bias the results obtained with the initial studies testing ICT mAbs, 
as they do not truly reflect the real-world patient population [58]. Many advocate 
for a redefinition of the exclusion criteria based on a stronger biological rationale, 
which we will certainly gather as we progressively gain more experience from large 
cohorts of ICT mAb-treated patients [59].

In addition to the safety considerations, the development of ICT mAbs has 
opened an intense debate regarding the suitability of the RECIST criteria v.1.1. for 
evaluating the efficacy of these antibodies. Unusual and unexpected response pat-
terns have been reported with ICT mAbs, ranging from pseudo-progressions, 
delayed or even dissociated responses. Wolchok et al. summarized these response 
patterns into the immune-related response criteria (irRC) in an attempt to reflect the 
complexity of the biological processes involved between tumor cells and the 
immune system of the host. The aim was to help recognize patients who may benefit 
from an ICT mAb and who should not be prematurely shifted to another drug 
despite not presenting clear radiological evidence of efficacy [60]. However, these 
irRC were developed in parallel with anti-CTLA-4 antibodies in melanoma, and 
their extrapolation to other ICT mAbs and in other histologies should be approached 
with caution. Also, it is worth noting that these criteria can be considered much 
more subjective than the traditional RECIST criteria, therefore the investigator’s 
own assessment might bias the progression free survival (PFS) evaluation. 
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Alternative strategies, such as the immune-related RECIST (irRECIST) [61] criteria 
have also been proposed. Whichever the criteria used, it seems crucial that they 
should be a reliable tool for capturing the dynamic changes of the immune response, 
as delayed efficacy could in part explain the discrepancies seen between OS and 
PFS rates among ICT mAb-treated patients.

The novel pattern of responses seen with ICT mAbs revolutionized several Ph1 
statistical concepts for the assessment of efficacy. The infrequent although possible 
phenomenon of pseudo-progression might impact the PFS assessment, which had 
been considered a reliable surrogate endpoint for OS with CHTs and MTAs. 
Attention has focused on the non-responder subgroups, as pseudo-progressions 
wrongly labeled as true progressions could lead to patient withdrawal from the 
study, negatively impacting the PFS evaluation and not reflecting the true benefit of 
a certain ICT mAb [62]. As an example, the randomized Phase III study in renal 
carcinoma comparing nivolumab with everolimus demonstrated a benefit in OS 
favoring the IT arm, but not in PFS [63]. On the other hand, continuing treatment in 
true progressors (which, in melanoma, for example, account for 90% of cases of 
increased targeted lesions) could hamper future treatment options of these patients. 
Also, these antibodies re-shaped the traditional Kaplan-Meier curves. Since ICT 
mAb responses can be delayed for several months, the early comparison between 
survival curves might underestimate differences in long-term efficacy [51]. All 
these observations have led researchers to consider the need for new statistical mod-
els to provide reliable outcome measures, taking into consideration that hazard 
ratios between curves are not constant over time [64]. In view of these limitations, 
we must eagerly await the future development and prospective validation of specific 
endpoints for ICT mAb trials, such as new immune-related OS (irOS) or PFS 
(irPFS) endpoints, or composite endpoints of overall response rate and duration of 
response, that could better predict the effect of IT on long-term survival [65].

Finally, early development of IT has revealed the importance of finding appropri-
ate predictive immune-biomarkers to define those patients whose cancers are likely 
to respond. Several potential biomarkers are under investigation, although the stron-
gest evidence relies on the expression of PD-L1 [66], the presence of tumor-
infiltrating lymphocytes (TILs) at the invasive tumor margin [67], the existence of a 
high tumor mutation burden (TMB) with a specific neo-antigen signature [68, 69], 
or the detection of microsatellite instability-high (MSI-H)/mismatch-repair-
deficient (dMMR) tumors [70]. The lack of standardized methods for defining the 
presence of these immune-biomarkers has long resulted in inconsistencies in the 
selection of ideal candidates.

In the case of PD-L1 expression, the variety of immunohistochemistry (IHC) 
assays and PD-L1-positive thresholds developed [71] highlights the heterogeneity 
used for the approval of ICT mAbs in different histological settings, although sev-
eral efforts have been made for validating novel PD-L1 scoring methods [72]. As an 
example, the PD-L1 combined positive score (CPS), defined a reproducible IHC 
scoring algorithm that supported the accelerated approval of pembrolizumab in 
third line PD-L1 CPS ≥ 1 metastatic gastric cancer patients and facilitated the inves-
tigation in other indications [73]. In the case of MSI-H tumors, they share common 
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predictive features of immunotherapy response, such as PD-L1 expression, high 
TMB, and TILs [74]. Fortunately, when the ICT mAb development focused on this 
population, IHC testing or PCR-based assays were already validated for detecting 
MSI patients in clinics [75]. On May 23, 2017, the FDA approved pembrolizumab 
for the treatment of adult and pediatric patients with MSI-H or dMMR solid tumors, 
irrespective of their origin [76]. This indication has represented a milestone in the 
development of ICT mAbs, linking personalized medicine based on cancer genom-
ics with immunotherapy, and the first indication of a drug for the treatment of 
patients regardless of tumor type.

2.5  �Epigenetic Drugs (EPDs): The Fourth Paradigm 
Has Arrived

In 1942, Conrad Waddington defined the term epigenetics as “the branch of biology 
which studies the causal interactions between genes and their products, which bring 
the phenotype into being” [77]. Initial epigenetics focused on the study of heritable 
changes in gene functions, describing the dynamic interactions between the genome 
and the cellular environment that lead to a final phenotype. However, these early 
principles were anchored in evolutionary theory. Increased understanding of the 
underlying biochemical mechanisms that tightly control our hierarchically orga-
nized human genome led to the development of molecular epigenetics [78]. Since 
then, many scientific discoveries contributed to describe the main set of actors that 
play a crucial role in epigenetics, namely DNA, RNA, and their intimately associ-
ated proteins [79]. In 2012, the Nobel Prize in Medicine was awarded to JB. Gurdon 
and S. Yamanaka for their discovery that mature somatic human cells can be suc-
cessfully reprogrammed into pluripotent cells [80].

It was realized that countless examples of alterations in epigenetic patterns may 
be behind the development of many human diseases [81]. Histone modification by 
different enzymes—histone acetyltransferases (HATs) and deacetylases (HDACs), 
histone methyltransferases (HMTs) and demethylases (HDMs)—has been recog-
nized as a fundamental epigenetic mechanism, as has the methylation of CpG 
islands. CpG islands are regions with a high frequency of CpG dinucleotides that 
tend to overlap with gene promoters. The methylation of cytosines in CpGs, which 
is performed by several DNA methyltransferases (DNMTs), results in a condensed 
state of chromatin, inactive for transcriptional purposes. In addition to these two 
major epigenetic modifiers, ATP-dependent complexes involved in chromatin 
remodeling, such as the switch/sucrose non fermentable (SWI/SNF) complex, have 
recently highlighted the relevant role of this multi-subunit in the positioning of 
nucleosomes, thereby regulating transcription [82]. Finally, recent work has shown 
the involvement of non-coding RNA interference transcripts (miRNAs) in post-
transcriptional RNA silencing mechanisms [83].

In the last decade, different epigenetic changes have been studied in detail, 
thanks to several high-throughput sequencing and array technologies, such as 
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whole-genome bisulfite sequencing. This work has contributed to the elucidation of 
the clinical implications of the epigenetic network in a wide range of human tumors 
[84]. Now, in the wake of cancer-applied ‘omics’, the mapping of human genome-
wide epigenetics has emerged as a new research field, so-called epigenomics [85]. 
Genomic aberrations in histone variants, promoter hypomethylation patterns, abnor-
mal expression of chromatin-remodeling proteins, or altered microRNA-processing 
machinery enzymes, account for the epigenetic traits globally displayed by cancers 
[86]. Envisaging the possibility of modulating the epigenetic regulation, a new class 
of drugs has been developed, termed epigenetic drugs (EPDs), leading towards a 
fourth paradigm shift in oncology drug development.

5-Azacytidine, the agent that improved the prognosis of myelodysplastic syn-
dromes, was initially synthetized as a cytotoxic drug, but was readily repurposed at 
lower doses as one of the first EPDs in light of the discovery that it induces DNA 
demethylation [87]. In fact, these observations highlighted one of the main contro-
versies under discussion, whether EPDs should be considered part of the CHT fam-
ily or whether they deserve recognition as a separate entity based on their particular 
DNA expression modulation-based MoAs. In the past few years, we have witnessed 
the emergence of several investigational small molecules specifically targeting epi-
genetic writers, readers, erasers, and chromatin remodelers—inhibitors for HATs/
HDACs/HMTs (e.g., enhancer of zeste homolog 2, EZH2, or protein arginine 
N-methyltransferase 1, PRMT1)/HDMs (e.g., lysine-specific HDM 1, LSD1), 
DNMT inhibitors, bromodomain extra-terminal (BETinh) and IDH1-2 inhibitors, 
blockers of transcription factors, or drugs that target miRNAs, among others—[88], 
culminating in the first FDA approval of the HDAC inhibitor (HDACinh) vorinostat 
for cutaneous T cell lymphoma in 2006 [89]. Several ideas on the trial design and 
dosing and schedules have begun to emerge from the initial Ph1 testing EPDs.

One of the major critical points about the use of EPDs in patients is how we can 
ensure a certain degree of specificity for the target. Most of the epigenetic targets are 
essential proteins ubiquitously expressed throughout the body. The therapeutic win-
dow for EPDs has been empirically defined based on the premise that cancer cells 
might rely more than normal cells on the epigenetic regulator, to sustain a malignant 
transcriptional program. However, the fact that many silenced genes might be unin-
tentionally activated by EPDs and cause deleterious effects in normal cells, is a 
sufficient valid concern that warrants further consideration in designing future Ph1 
[82]. Despite these initial concerns, early data suggests that EPDs are relatively 
well-tolerated drugs, although some of them are particularly myelosuppressant, 
especially when used at higher doses, as is often the case in Ph1 searching for an 
MTD. EPDs may take time to efficiently modulate the epigenome and reprogram 
the targeted cancer cells, therefore patients might need to stay on trial for longer 
periods of time before any benefit is seen, and in some cases, only stabilization of 
the tumor growth rate is seen [90]. Longer periods of treatment are accompanied by 
a greater risk of developing chronic toxicity, although it is worth keeping in mind 
that the epigenetic modifications are usually reversible. In light of these particulari-
ties, DLT definition and efficacy assessment are two major challenges to deal with 
in the early phases of EPDs clinical development.
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Much still needs to be done in selecting the optimal drug dosing and schedule, 
for example, we will need to obtain a better understanding of where an EPD is 
engaging its target at the chromatin level in each specific cellular setting, as this will 
allow for a more appropriate definition of respective PD biomarkers. The use of 
techniques that profile epigenetic modifications across the genome in early clinical 
trials will be essential [91]. Interestingly, the use of these PD markers may help in 
refining the definition of a low-versus-high doses of EPD, giving us a more detailed 
profile of the broad spectrum of effects that different doses of a certain drug can 
exert in a cell. A plethora of new next-generation sequencing-based technologies 
applied to DNA methylation profiling are currently investigating the changes in the 
epigenetic landscape, such as whole-genome bisulfite sequencing, methylation cap-
ture sequencing, or methyl-CpG binding domain sequencing, among others [92]. 
These massively-parallel methods represent useful tools for decoding the patterns 
of DNA modifications following epigenetic therapy, offering a great opportunity for 
unraveling the distinct changes associated with a range of doses.

In the face of modest activity as single agents, a combinatorial regimen with 
other anticancer agents represents a promising strategy for synergistically exploit-
ing the potential of EPDs [93]. For example, there is increasing evidence that 
HDACinh can effectively increase antitumor immunity, either by directly upregulat-
ing the expression of major histocompatibility complex class I/II proteins and adhe-
sion/co-stimulatory molecules, or by altering cytokine production, supporting their 
combination with ICT mAbs. Also, as they can lower the apoptotic threshold within 
a tumor cell, HDACinh have emerged as an ideal partner for CHTs or MTAs, taking 
advantage of the possibility that EPDs can contribute in reversing epigenetic-
modulated mechanisms of resistance to these cancer drugs. Finally, EPDs enhance 
the tumor-killing effects of radiotherapy. Importantly, empirical combinations of 
different therapies should be considered with caution, especially when mixing two 
drugs that can substantially alter the epigenome, because normal and malignant 
epigenetic regulation is context-cell specific, and they may potentially be detrimen-
tal (e.g., combinations of DNMTs and HDACinh) [94]. A greater understanding of 
the precise MoAs and differential characteristics that define the different members 
of the EPD family will provide a more robust molecular rationale for further guiding 
the development of Ph1 with synergistic combinations.

Undoubtedly, gaining more insights into the molecular determinants of resis-
tance to EPDs may provide the basis for optimizing therapeutic combinations to 
circumvent these resistance mechanisms. Tumor-specific factors, both at the level of 
malignant cells or tumor microenvironment, or systemic factors like PK, have been 
linked to failure of treatment with HDAC inhibitors, for example [95]. To date, most 
of the resistance hypotheses have been drawn from preclinical studies. Hence, the 
real characterization of these intrinsic resistance mechanisms in a real-world clini-
cal setting will be crucial for identifying patients most likely to respond. So far, 
most of the EPDs have shown limited success in epithelial solid tumors, revealing 
the need to improve the selection of sensitive patients for these drugs.

Based on increasing evidence regarding recurrent mutations in chromatin modi-
fiers among different cancer types, one could consider pursuing the development of 
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new compounds in epigenetic-selected populations, following an oncogene-addicted 
model. In addition, the epigenetic approach has emerged as an interesting option for 
exploiting the synthetic lethality relationships of certain loss-of-function-mutant 
tumors [90]. In this direction, some of the newest epigenetic agents are moving into 
the Ph1 stage enrolling genetically-defined patient populations in order to foster 
their path from the laboratory to the clinical setting: for example, BETinh and 
HDACinh focused on rare chemo-resistant NUT midline carcinomas, where the 
pathognomonic molecular aberration involves a BRD3/4-NUT fusion protein, and 
EZH2 HMT inhibitors focused on INI1 loss solid tumors with loss of SWI/SNF 
subunits [82]. A second strategy for an enrichment-based development of EPDs 
could be the identification of specific patterns of epigenetic modulation in cancers, 
such as DNA methylation (DNAme) profiles, histone methylation or acetylation 
markers, or specific miRNA signatures. However, the feasibility of this approach 
relies on the capacity to standardize adequate companion diagnostics for routine use 
in clinics, which has proven challenging. As an example, a variety of DNAme assays 
have been tested, but with clear technical limitations that might have resulted in 
non-comparable results across different studies [96]. To date, many promising epi-
genetic candidate markers have been identified, but unfortunately, few of them have 
found a meaningful application. This inadequate clinical validation urgently needs 
to be addressed.

2.6  �Conclusions

It has almost been a century since CHTs were initially tested, and the insights gained 
since then into human carcinogenesis have led to the development of a range of new 
promising drugs. A second, third, and even fourth paradigm in the EDD field can 
now be recognized, based on the new MoAs that defined the advent of MTAs, ICT 
mAbs, and EPDs.

The development process of these four paradigms has unveiled the universal fact 
that the efficient use of any new anticancer drug is best supported by appropriate 
markers of drug effect. Validation assays that correlate clinical responses with drug-
induced efficacy have provided strong support from a mechanistic point of view, 
and only the ability to measure the expected target engagement of a given drug has 
successfully facilitated its development. Early in the discovery of any new antican-
cer agent, researchers should refer to the pharmacological audit trail framework, 
which comprises a set of critical biomarker-driven questions that support evidence-
based decision-making in drug development [97]. Ph1 studies are progressively 
occupying a more central role in the development plan of new agents, aiming to 
enrich the participant population according to pre-specified exploratory biomarkers 
to identify trends and signals that can define responding populations early on. Also, 
resistance mechanisms to these novel therapies are being described early on as a 
result of thoughtful translational research performed in parallel to Ph1. We are, 
therefore, witnessing how clinical, pharmacological, molecular, and translational 
research have been brought closer together in EDD programs. Certainly, the final 
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success of any strategy will be determined by our ability to overcome many of the 
obstacles outlined in each of these four paradigms.

Drug classes other than mAbs and small molecules are in the pipeline, which 
may drastically change the basis of EDD concepts in the coming years. Most of 
these emergent therapies are based on immune strategies aiming to expand the role 
of IT for treating cancer: different options of adoptive cellular therapy (TILs, chi-
meric antigen receptor T cell therapies, dendritic cells), sophisticated cytokine 
cocktails, viral vaccines (modified proteins from oncolytic viruses), and/or bacteria-
engineered therapies (ADC with payloads of bacterial products). In addition, 
“pseudo-targeted” agents are emerging, such as enzyme modulators (e.g., IDO 
inhibitors), inhibitors of cell cycle-regulating kinases (e.g., aurora kinase inhibi-
tors), or inhibitors of homeostatic pathways (e.g., WNT/β-catenin inhibitors), which 
all fall into a separate miscellaneous category [98]. Perhaps, if we move forward 
and succeed with the development of one of these novel modalities of cancer ther-
apy, we shall witness the establishment of another paradigm shift in oncology.

Unfortunately, it is unlikely that any of the drugs discussed here and developed 
under any of these four paradigms will provide a cure for any solid aggressive can-
cer as a single agent, and therefore the future seems to drive the field towards strate-
gies involving rational patient selection and thoughtful combination strategies [99]. 
We are cautiously optimistic that we will witness the establishment of another para-
digm for developing combinations among the different classes of agents described 
here in the near future. Understanding the differences between these agents will be 
crucial for the future successful design of Ph1 developing new anticancer strategies.

Key Expert Opinion Points 

	1.	 Despite the incorporation of several innovative drugs into the therapeutic arsenal 
for treating cancer, cytotoxic chemotherapeutics (CHTs) remain the mainstay 
treatment option for oncology patients. Personalized CHT dosing strategies, 
novel combinatorial drug regimens, optimization of supportive medications and 
new delivery systems, aim to widen the potential uses of CHTs in forthcom-
ing years.

	2.	 Our understanding of the specific oncogenic drivers on which tumors depend is 
only beginning to emerge. The critical issue in the development of new molecu-
larly targeted agents (MTAs) relies on clarifying the biology behind the molecu-
lar targets of these drugs, to further characterize the on- and off-target effects for 
understanding their resulting activity and toxicity. Efforts in identifying and 
selecting a genetically better defined subset of candidate patients will be crucial 
to run thoughtful biomarker-driven clinical trials and successfully guide the 
development of new MTAs.

	3.	 Immune checkpoint-targeted monoclonal antibodies (ICT mAbs) have suc-
ceeded in triggering the immune system of cancer patients, an approach that has 
had impressive results in different tumor types. However, the future goal should 
focus on achieving durable responses with minimal toxicity in a broader popu-
lation of patients. Optimizing the efficacy of ICT mAbs will probably need tar-
geting multiple levels of the immune system, and this will certainly require a 
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rational design of synergistic combinations. New selection criteria based on 
biological premises and reliable immune-biomarkers, but also reflecting the 
real-world population, seem mandatory to ensure the future success of new 
ICT mAbs.

	4.	 Early successes in treating hematologic malignancies and discoveries of epigen-
etic regulators in a wide array of cancers have fostered the development of epi-
genetic drugs (EPDs). However, understanding how cancer cells exploit 
epigenetic mechanisms to induce survival, and modulate drug resistance or 
immune surveillance, will be the key point to exploit the therapeutic potential of 
EPDs, probably best combined with CHTs, MTAs or ICT mAbs. How genetic 
alterations in oncogenes or tumor suppressor genes, as well as epigenetic 
changes, can be used as predictive biomarkers to EPDs, are some of the chal-
lenges that should be adequately addressed.

	5.	 While expectations are rising with these four paradigms, a new miscellaneous 
category of drugs is emerging, comprising alternative immunotherapy strategies 
or “pseudo-targeted” drugs, among others. For researchers to be ready for this 
new era, it will be crucial to integrate the knowledge in molecular biology and 
cancer-applied omics into innovative clinical trial designs, since early phases of 
the development of these novel anticancer drugs.
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Chapter 3
Preclinical Studies to Enable First 
in Human Clinical Trials

Rajesh Chopra and Florence I. Raynaud

Abstract  Drug discovery is a multidisciplinary process which requires a 
coordinated effort to deliver a drug candidate with appropriate pharmaceutical 
properties and a clear therapeutic paradigm. Identifying a suitable target for thera-
peutic intervention requires careful biological and technical assessments to ensure 
its validity and druggability. Optimal screening strategies must be established to 
identify tractable hit matter. A robust test cascade enables triage and optimisation of 
compounds for further evaluation in models of increasing complexity. The ability 
to relate target engagement and phenotypic effect provides proof of concept in early 
studies. Investigation of the pharmacokinetic and pharmacodynamic properties in 
preclinical models facilitates prediction of suitable exposure in patients with an 
appropriate formulation and scheduling. Toxicology studies establish an acceptable 
safety margin for the product. Understanding of the clinical context in which to best 
use the development compound i.e. patient populations, resistance mechanism and 
combination strategies pave the way for a successful clinical development.

Keywords  Target validation · Screening cascade · Pharmacokinetics-
pharmacodynamics · Efficacy · Toxicology · Candidate selection · Target 
product profile

Key Points
•	 Target selection and validation based on:

–– Biological assessment
–– Technical assessment

•	 Strategy for obtaining hit matter including the establishment of a screen-
ing cascade

•	 Defining appropriate pharmaceutical properties
–– Drug candidate selection
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–– Establishing a Target Product Profile including definition of which disease, 
which patient populations, dose and schedule, combination strategies, path-
ways associated with resistance and a differentiated therapeutic impact.

•	 Clear definition of safety considerations
•	 Preclinical data to support a First in Human/Patient study

3.1  �Introduction

The discovery of new anticancer agents has revolutionised therapy for a broad 
range of tumors. In 2018 for example, 25% of all new drugs approved by the FDA 
were anticancer agents (https://www.fda.gov/drugs). Cytotoxic agents were first 
discovered and clinically used in the 1940s, and in the subsequent 50 years these 
drugs have been the mainstay of anticancer therapy. Since the late 1990s, with the 
initial success of Gleevec in targeting the BCR-ABL kinase in chronic myeloid 
leukaemia (CML) [1], there has been an increasing trend in approval of targeted 
agents for cancer therapy. Whilst cytotoxic agents continue to play an important 
role, targeted agents, based on our understanding of the molecular pathology of 
cancer, are increasingly incorporated into treatment protocols [2]. Currently, tyro-
sine or serine/threonine kinases, together with transmembrane receptors, ligand-
dependent nuclear receptors and G-coupled receptors, constitute the majority of 
targeted agents. As we move forward in cancer drug discovery there are a number 
of challenges facing the field, not least that despite major advances in our under-
standing of the underlying molecular mechanisms associated with the pathogene-
sis of cancer and billions of dollars invested in technologies, such as high 
throughput chemistry, structural biology, DNA sequencing and computational 
biology, attrition rates in the drug discovery process are unacceptably high [3]. 
Furthermore, there is a large amount of preclinical genomic data, derived through 
large scale CRISPR/cas 9 or RNA knockdown screens, available on-line (https://
depmap.org/portal/, https://www.sanger.ac.uk/, https://cansarblack.icr.ac.uk/; [4]); 
these data define cancer vulnerabilities and thereby identify potential cancer thera-
peutic targets. However, validating and prioritising these potential targets for can-
cer drug discoveries remains a challenge. Determining which networks, pathways 
or molecules are true drivers of a cancer can be difficult, particularly, if there are 
limited published data available. Where known drivers have been defined, e.g., 
c-MYC overexpression, p53 loss, Ras mutations or Wnt pathway dysregulation, 
these have proven ‘difficult to drug’ using conventional approaches. This is, in 
part, due to these targets containing ‘shallow pockets’, in which inhibitors cannot 
bind selectively and potently, or protein-protein and protein-DNA/RNA interac-
tions. In addition, with targets that are not kinases, e.g., helicases or ATPases, there 
is little precedence for drug targeting and these targets therefore present novel 
challenges.
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The aim of this chapter will be to highlight the state-of-the-art preclinical studies 
necessary to define the key steps for eventual therapeutic success in the clinic, with 
a focus on small molecule anticancer discovery. The key steps necessary for suc-
cessful preclinical drug discovery are summarised in Table 3.1.

3.2  �Target Selection and Validation

Target selection in cancer drug discovery and its subsequent validation before entry 
into a drug discovery project, which may entail a 5- to 10-year programme of work 
at a considerable human and financial cost, requires a thorough evaluation process. 
Potential drug targets will often be derived from published data that implicate a 
particular mutation, RNA species or protein as a driver of cancer. At other times, the 
target will be derived from high throughput functional genome screens using either 
Si/ShRNA or CRISPR/cas 9 screens to define targets whose loss of function causes 
cell death in a broad range of cancers. Targets are often derived from clinical obser-
vations in patients. This ‘bedside to bench’ approach (or reverse translation) requires 
the study of the molecular pathology of patients that have exceptional responses, or 
intrinsic/acquired resistance. Each one of these groups of patients are likely to 
define new therapeutic approaches, including drug targets. Irrespective of where the 
target has been identified, most drug discovery teams will undertake a full biologi-
cal and technical assessment of which target should be selected and a thorough 
evaluation process.

3.2.1  �Target Validation

Biological assessment  Reproducibility represents a major problem for drug dis-
covery, with experimental data in up to 50−80% publications (many in highly 
cited journals) failing replication attempts in another laboratory [5]. One reason 
for this poor reproducibility is the lack of robustness in experimental design, i.e., 
the inability to reproduce data using orthogonal experimental technology [6]. 

Table 3.1  Key steps in pre-clinical drug discovery to enable a successful phase 1 outcome

• � Target selection
• � Target validation based on:
      – � Biological assessment
      – � Technical assessment
• � Strategy for obtaining hit matter
• � Establishment of a screening cascade
• � Defining appropriate pharmaceutical properties
      – � Drug candidate selection
• � Establishing a Target Product Profile
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Another pitfall in target identification is the use of clinical data based on univari-
ate statistical analysis to justify target selection, comparing outcome in patients 
with low and high target expression. A Kaplan-Meier plot may clearly show a 
difference in survival between patients with different protein expression levels, 
but it does not establish causality; this approach is, however, often used to justify 
the selection of a target. If clinical studies are to be used to define the effect of a 
particular gene/protein on cancer outcome, and therefore a potential target for 
drug discovery, prospective studies should be utilised. In addition, the choice of a 
target for drug discovery does not necessarily have to be linked with a poor out-
come. For example, the estrogen receptor (ER), when overexpressed in breast 
tissue, is linked to good prognosis in breast cancer [7], and targeting ER with 
receptor antagonists has been a major success [8]. Furthermore, during studies 
undertaking whole genome/exome sequencing in large numbers of patients, many 
genetic mutations are now being identified, but often it is unclear whether they 
represent a gain or loss of function. Therefore, further functional experiments 
will be important before strategies for inhibiting or enhancing enzymatic function 
are considered.

In addition to available physiological role of the target and the link of pathway 
and network information to a specific cancer, target validation for a specific pro-
tein will often be undertaken by overexpression studies or knockdown of the target 
by Si/ShRNA or CRISPR/Cas 9 technologies. It is useful in this context to under-
stand the limitations associated with these approaches. Over expression studies 
are often confounded by the supraphysiological levels of gene expression from an 
exogenous viral promoter; these overexpression studies require careful titration of 
an inducible system, so that the target expression approaches that observed in the 
cancer of interest. For knockdown studies, off-target effects and inability to detect 
acute consequence of target knockdown are often observed. Mitigation strategies 
that take account of these limitations are necessary to increase the robustness of 
these approaches. It is customary to use at least three siRNA or guide RNA 
sequences at low nM concentrations, in order to make sure off-target effects are 
controlled for. The goal of most knockdown experiments is to achieve a knock-
down of 80%, although if phenotypic changes are seen in a broad range of cell 
lines at less than 80% the data can be accepted. The use of a broad range of cell 
lines to show penetrance or cell context-dependent knockdown of a particular 
gene is essential. Finally, it is important to rescue any phenotype with SiRNA/
gDNA resistant mutants. Another limitation of the use of genomic approaches for 
target validation is the use of antibiotic selection processes to select for cell clones 
where the target has been knocked out. This process can take up to 2 weeks, mean-
ing that acute consequences of target knockout cannot be studied. The cells 
selected will often display functional features of cells adapted to the target knock-
out, rather than acute perturbations. A number of protein degradation-based tech-
nologies, such as the dTAG system, allow the evaluation of the acute loss of 
selected proteins to be undertaken [9]. This approach will become increas-
ingly common.
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Chemical probes, where available, may be a useful tool for target validation. 
These small molecule modulators of target function should ideally be potent and 
selective for a protein target, without necessarily having the pharmaceutical proper-
ties required for a drug treatment [10–12]. The appropriate use of chemical probes 
can help to associate the particular target and its biological consequence in both 
cancer and normal tissues. Furthermore, the use of chemical probes in different cell 
contexts can reveal new biology. A number of resources, such as the Chemical 
Probes Portal and Probe Miner (https://www.chemicalprobes.org/, https://probe-
miner.icr.ac.uk/) should be used to select the appropriate chemical compound [13].

In the context of target validation, it is also important to understand the target 
distribution in normal tissue, as well as its homology to other proteins; this will 
enable an understanding of the potential therapeutic window. The availability of a 
knockout mouse, or ideally a conditional knockout mouse, for the target in tissue of 
interest may give insights into potential side effects, but it should be noted that the 
phenotype associated with complete knockout may not mirror chemical modulation 
of an enzymatic domain.

Technical assessment  It is important to establish the ability to drug a specific 
target protein, either directly via its active catalytic site or at a druggable cavity at 
a more distant site, including enzymatic function via an indirect allosteric effect, 
before embarking on a drug discovery campaign. Druggability is the presence of 
protein structures within a target that enable interaction with chemical compounds 
[14]. The type of target selected will also define the likelihood of obtaining appro-
priate pharmaceutical drug-like properties, A generally held dogma is that to be 
orally bioavailable, small molecules should follow the so-called Lipinski’s Rule of 
5 [15]: a molecular weight of ≤500  Da; Log P (a measure of the compound’s 
hydrophobicity) ≤5; H-bond acceptors ≤10; and H donors ≤5. The ‘Rule of 5’ is 
derived from the fact that the parameters derived are multiples of 5. Whilst these 
rules have been based on historically druggable targets, such as kinases, hormone 
receptors and ion channels, it is unclear whether these rules will be relevant for new 
emerging targets that are often in large protein complexes. For this reason, a num-
ber of additional approaches to predict ligandability need to be undertaken. These 
include: precedence-based assessment; knowledge of endogenous ligands for the 
target; algorithms that predict druggable pockets based on structures found in the 
protein databases [16], or druggability based on machine learning approaches [4]. 
The availability of known structures not only enables druggability assessment, but 
may also enable fragment-based drug design strategies [17].

3.3  �Establishing a Screening Cascade

Hit generation strategy  It is necessary to be able to define what strategies will be 
deployed for generating lead compounds for drug discovery. Historically, pheno-
typic screens, which focus on disease models and biological readouts to define 
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chemical matter, have been used [18]. This approach does not require knowledge 
of the target or pathways and is usually dependent on a predefined biological (in 
cell models) or physiological (in in  vivo models) response. The target is then 
deconvoluted using chemical cross-linking approaches or proteomic approaches. 
In the last few decades, large chemical libraries based on combinatorial approaches, 
together with high throughput target based screening, have become the mainstay 
of cancer drug discovery. However, phenotypic screens are making a comeback, 
particularly in the context of the discovery of drugs that degrade target proteins 
rather than modulating their function [19]. High throughput target-based screens 
require assays that exploit the biochemistry of the purified protein complexes or 
cell-based screens for identifying chemical ‘hits’. For kinases and receptors, bio-
chemical approaches have been used, whilst for nuclear receptors, ion channels 
and membrane transcription factor cell-based assays are preferable.

Screening methodologies and assays for the cascade  The identification and opti-
misation of a selective therapy is dependent on the establishment of a robust test 
cascade, designed to select for the most promising compounds and remove those 
with highly unfavourable characteristics early on. Each assay within the cascade 
helps to build a picture of the overall properties of both individual compounds and 
compound series, with assays often increasing in complexity and specificity as the 
cascade progresses. Various screening platforms can be implemented for biochemi-
cal or cellular assays, with a focus on cost and resource reduction, for example the 
miniaturisation of reactions through the use of ultra-high density (384-well and 
even 1536-well) plates. These homogenous biochemical assays have been used for 
the development of multiple inhibitors, including inhibitors of kinases, such as the 
B-Raf inhibitor, sorafenib [20], the lymphocyte selective protein kinase inhibitor, 
dasatinib [21] and protein kinase B (PKB) inhibitors [22], inhibitors of DNA repair 
enzymes, such as the PARP inhibitor, olaparib [23] and inhibitors of metabolic 
enzymes, such as the IDH2 inhibitor enasidenib [24]. More recently, it has become 
possible to perform high throughput screening reactions in sessile 2D droplet micro-
arrays on planar surfaces. These droplets contain volumes of 0.1−10 nL and can 
potentially increase the throughput to 6144 reactions per plate [25]. There are cur-
rently no registered drugs that have been developed using this technology.

In some instances it is not possible to have the active target in a suitable confor-
mation for a biochemical assay and, instead, cell-based screens have to be devel-
oped. An example of this is when the activity of the target relies upon a multiprotein 
complex that cannot be easily recreated artificially, or when the activated target 
results from protein fusion e.g. ALK and ceretinib [26].

Cell-based assays can also be used as phenotypic screens whereby effective mol-
ecules are identified on the basis of functionality as opposed to direct target engage-
ment (discussed above). The significant deconvolution is required to identify the 
primary target, which can be a lengthy and risky process, but with potential for 
novel discovery. For example, phenotypic screens have been fruitful in targeting the 
Hedghog, WNT and HSF1 networks [27–29]. However, there are several additional 
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parameters which need to be evaluated before a cellular screen is undertaken, 
including the impact of expressing reporters or overexpressing proteins on cell 
metabolism, growth kinetics and gene expression at different cell passage numbers. 
Furthermore, it is essential to counter screen with non-target containing cells, to 
obtain more selective hit matter. The use of isogenic cell line pairs is useful in this 
context.

Multiple attempts to generate models that recapitulate human cancer have shown 
that cells grown in 3D respond differently to treatment compared with cells in 2D 
cultures [30–33]. It has also been shown that the addition of macrophages or endo-
thelial cells to spheroids generates models that are more representative of tumor 
biology than single cell models [32]. This has prompted the community to screen 
libraries of compounds using 3D cell culture [34] or co-culture [35, 36]. Recently, 
nanotechnologies have allowed cellular assays to be carried out either encapsulating 
cells in microdroplets or generating microfluidics platforms [37, 38].

A number of complex technologies which may be employed to derive a suitable 
endpoint and there are various assay endpoints in biochemical and cellular assays, 
including: fluorescence (fluorescence intensity, polarization, Förster resonance 
energy transfer [FRET], and time-resolved fluorescence energy transfer [TR-FRET]); 
absorbance, luminescence, bioluminescence resonance energy transfer (BRET), 
Alphascreen technology and label-free assay systems. In addition, detection tech-
niques such as mass spectrometry and nuclear magnetic resonance (NMR) can be 
used, although their throughput is lower than that of the other detection methods 
[39, 40].

Choice of chemistry approach  The target will influence the choice of screening 
library. For example, antibodies are not usually suitable for intracellular targets 
where small molecules are more appropriate. The constitution of a library is pivotal 
and for small molecule libraries, the inclusion of the maximal chemical diversity 
will increase the chance of finding hit matter. Throughout the program and across 
all assays, it is essential to have positive controls including endogenous ligands, 
existing compounds, biologically active natural products or control peptides.

In pilot screens for small molecule drug discovery, compound selection will 
often be enriched with chemicals already known to interfere with similar targets 
(i.e. kinase inhibitors). The number of compounds screened may be dictated by the 
hit rate and the ability to identify tractable chemical matter [41–44]. For instance, 
difficult targets with low druggability scores may benefit from additional screening 
platforms to increase the discovery of validated hits. This can include fragment-
based approaches combined with crystallography, NMR assays and electron micros-
copy, all of which can guide the structure-based design [17]. In-silico screens can 
support the establishment of a pharmacophore to computationally screen libraries of 
commercially available compounds. The iteration of this approach can help refine 
the pharmacophore design, which is especially useful in the absence of suitable 
laboratory technology driving the structure-based design [45].

For cellular assays, it is paramount to focus on compounds with good cellular 
permeability. Often this can be well predicted based on the physicochemical 
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properties of a compound, and therefore virtual in-silico screens can be imple-
mented, saving both time and resource [46, 47].

Combinatorial libraries of fully human monoclonal antibodies derived from 
phage display have been utilised in target-based and phenotypic screens [48]. For 
example, target-agnostic selection strategies for isolating anticancer antibodies 
paved the way for the identification of the ICAM antibody [49].

Generation of Lead compounds  Once hits have been identified, they need to be 
reconfirmed and an IC50 or GI50 must be established. Additional orthogonal 
screens confirm activity on the target or discard potential interference with the pri-
mary screening assay. For example, a cellular assay or biophysical assay, such as a 
thermal shift assay, could complement an initial biochemical assay [40]. Correlation 
between the two types of assay increases confidence, both in the assays and the 
chemical matter tested [50].

Understanding the relationship between compound potency, target engage-
ment, measured target modulation and the resulting phenotypic effect, is crucial to 
a successful program. With novel targets, identification of a tool compound that is 
potent enough to modulate the biomarker and result in antiproliferative effects 
constitutes an additional validation of the target [10, 51, 52]. Theoretically, the cell 
line utilised should be driven by target activation (if the target is inhibited). 
Additional demonstration that the inhibitor has less effect in the context of limited 
target activation is desirable as it is suggestive of a therapeutic index in normal 
cells [53].

Finding the target engagement-biomarker-the earlier the better  The ability to 
demonstrate target engagement in order to fulfil a biological function is essential for 
the development of targeted agents. For well characterised targets, e.g., enzymes 
with a known endogenous substrate, evaluation of target modulation is relatively 
easy. For example, protein phosphorylation (AKT for PI3K) for kinases or auto-
phosphorylation (AKT) are well validated proximal biomarkers [51, 54–57]. 
Downstream effectors, such as ERK phosphorylation for MEK inhibitors or P-PRAS 
40 for AKT, are also useful markers to measure on-target activity. It is preferable to 
have at least one proximal target engagement biomarker, but this is not always 
achievable [57–62].

Mitotic targets are especially challenging for the identification of target engage-
ment biomarkers, as only a low percentage of non-synchronised cells are in mitosis 
at any given time and the progression through this cell cycle phase is fairly rapid. 
For this reason, many programs in this area utilise a proliferation biomarker (P-HH3) 
[63, 64] and engineered cell lines with reporter assays can be derived to measure 
target modulation [63]. The potential advantage that these recombinant cell lines 
confer is that they can be used for in vivo testing, but the target of interest is often 
massively overexpressed and the model becomes significantly different to the 
endogenous disease.

When the biology is novel, the biomarker of target engagement may not be iden-
tified. Tool compounds may have to be used together with SiRNA or CRISPR 
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technology to discover novel robust biomarkers. These can be obtained from gene 
expression profiling, proteomics, protein arrays, or metabolomics or a combination 
of these methods [65–67]. The development of novel robust assays may necessitate 
production of novel antibodies for ELISA or immunoassays. As a discovery pro-
grams matures into late lead optimisation, it is important to generate a quantitative 
biomarker which allows modelling of PKPD in patients in a robust and reproducible 
manner. This will be detailed later.

Secondary pharmacology profiling  The investigation of specific interactions of a 
drug at molecular targets distinct from the intended therapeutic molecular target of 
compound leads must be performed to ensure safety, as many known targets are 
associated with toxicity [68, 69]. Testing various candidates can potentially guide 
the selection of the clinical development compound or invoke further testing and 
evaluations ahead of formal toxicology studies. The International Conference on 
Harmonization (ICH) S7A recommends a number of targets that can be assessed 
in vitro [70]. For example, the human ether-a-go-go-related gene (hERG) channel is 
recommended in the ICH S7B [71], but there is no consensus as to when these tests 
should be performed. A CEREP screen is frequently carried out to unravel addi-
tional pharmacology ahead of toxicology studies in vivo (www.cerep.fr). This can 
highlight potential off-target effects that can be evaluated further in additional 
in vitro models.

Further in vitro testing—deployment of appropriate efficacy models for patient 
selection  In addition to selected testing to confirm the therapeutic strategy, addi-
tional patient populations can be sought by testing large cell panels that are well 
characterised. For instance, the NCI, Sanger Centre and Broad Institute cell line 
panels [65, 72–75] can provide sensitivity links to genetics, transcriptomics, pro-
teomics or metabolomics, which can generate novel hypothesis for patient selec-
tion. This is required when the original therapeutic hypothesis fails validation in 
preclinical models, or when additional sensitive patient population are sought ahead 
of clinical studies. Furthermore, in addition to markers of intrinsic resistance, con-
stant exposure to drugs, or mutagenesis studies, can provide information on poten-
tial mechanism of resistance or inform potential drug combinations [64, 76, 77].

Earlier in the chapter, we mentioned the fact that cells grown as spheroids can be 
used for screening purposes, but they can also be used for compound testing [78]. 
Organoids derived from patient material are a more complex system, which is even 
more representative of patient tumors than spheroids [79–81]. For instance, gastro-
intestinal organoids derived from patients contain many differential features of 
human intestinal tumors and can mimic the response to current therapy and predict 
responses [82]. A human intestine model can also be created on a chip, which can be 
used to study tissues derived from cancer stem cells [83]. Mini-tumor and organ 
systems can be generated on chips and connected by microfluidics to create a model 
system of the human body to test drug efficacy [84] and effect on metastatic disease 
[85, 86], as well as toxicity to normal tissues [87–89] and pharmacokinetics [90]. 
These systems enable evaluation of cancer and immune cells interactions [91]. Many 
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of these microfluidic devices are in development and validation, but they will 
undoubtedly become more mainstream in the future. In addition, they can potentially 
allow evaluation of metabolites as normal liver can be incorporated on the chip [92].

Optimising the PK and predicting the active dose in man  The primary aim of 
pharmacokinetic optimisation is to identify a tool compound or antibody to test 
in vivo in preclinical models to gain confidence in rationale. Understanding the 
target requirement from in vitro tests (Fig. 3.1a) is a guide to optimising PK to 
demonstrate target engagement and efficacy. Once proof of concept is achieved in 
a PKPD and efficacy experiment (Fig. 3.1b), the search for the clinical develop-
ment compound consists of balancing and optimising potency on target, selectivity 
and pharmacokinetic properties. Measurement of target engagement/modulation 
in vitro and in vivo can inform PKPD modelling, optimise scheduling in preclinical 
studies and help predict optimal dose and scheduling in man (Fig. 3.1b, c). Two 
decades ago, 40% of failure in early clinical development of small molecules could 
be attributed to suboptimal pharmacokinetics [93]. Now understanding of the major 
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Fig. 3.1  Critical activities from Hit to Lead (a) to Lead optimisation (b) and candidate selection (c)
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mechanisms of clearance distribution and absorption is aided by a battery of in 
vitro tests, including assays in microsomes, hepatocytes, permeability screens, 
LogP, protein-binding assays, transporter screens, which together support IVIVE 
(in vitro in vivo evaluations) [46, 94–98]. Even before a compound has been dosed 
to animals, it is possible to predict the main mechanism of clearance and the result-
ing concentration-time profiles in animals [99, 100]. If the animal prediction is 
relatively accurate, it builds confidence in the human prediction. For small mole-
cules metabolised by CYP450 enzymes, pharmacokinetic profiles in man and vari-
ability in the population are predicted well. In contrast, the accuracy of the 
pharmacokinetics of compounds metabolised by aldehyde oxidase or carboxyles-
terases are more challenging [101–103]. Transport-mediated clearance via the ABC 
transporters, ABCB1, ABCG2 and ABCC1, is also less accurate than CYP driven 
metabolism in predicting human pharmacokinetics [104–106], and the compounds 
that are generated will always suffer drug resistance and efflux from many tumors 
and cancer stem cells [107–109]. It is therefore preferable for oncology products to 
be metabolically cleared.

The use of humanised mice models can be of great support in quantification of 
clearance mechanisms and metabolism of novel agents. For example, engineered 
mice expressing CYP3A in the liver or gut highlighted the prominence of gut 
metabolism in the absorption and metabolism of combimetininb [110]. Identification 
of metabolites serves multiple purposes, including: a check of the potential activity 
of metabolites; confirmation that no metabolites formed are toxic; and, finally, qual-
itative and quantitative evaluation of the metabolites formed across species favours 
selection of the toxicology species where metabolites are closest to those in man. Of 
note is the fact that metabolites predicted to be more than 10% of parent compound 
in blood need to be measured in first-in-human studies (ICH guidelines).

Anticancer drugs are mostly administered as tri-therapies and co-administration 
with steroids, antiemetics or antifungal are frequent. In addition, older patients are 
often co-medicated for diabetes, high blood pressure or heart disease. It is therefore 
essential to investigate the potential for drug-drug interaction. The guidelines for 
what constitutes a risk that needs to be further evaluated in the clinic are different 
according to the EMA https://www.ema.europa.eu/en/documents/scientific-guide-
line/guideline-investigation-drug-interactions and FDA Guidelines https://www.
fda.gov/drugs/drug-interactions-labeling/drug-development-and-drug-interactions.

Physiologically-based pharmacokinetic models for human prediction are also 
used for therapeutic antibodies, despite a completely different mechanism of clear-
ance to that of small molecules [111]. In addition, allometric scaling or variants of 
thereof can be used to predict various pharmacokinetic parameters of small mole-
cules and antibodies [111–113].

Selecting the optimal in-vivo model  A challenge in drug discovery is the identifi-
cation of a suitable model to demonstrate target engagement and resulting efficacy 
in the in  vivo setting. Xenograft models in immunocompromised mice (SCID, 
NCR nude, NOD) are frequently utilised for PKPD and efficacy studies of non-
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immune-oncology targets. It is possible to engraft a variety of different tumor types 
and the experimental turnover is relatively fast compared with other alternatives. 
However, these models are often criticised for their lack of translation to clinical 
responses [114].

In vivo studies may also be carried out in patient derived xenografts (PDX). 
These studies are lower throughput, but are, in general, better predictors of clinical 
response than simple xenografts derived from cell lines [115, 116]. Alternative in 
vivo models include genetically engineered mouse models, which validate the effect 
on the target and the resulting in vivo effect. They can be very useful to test efficacy 
in models driven by known oncogenic drivers [114, 117]. They are also very useful 
models in immuno-oncology [115, 118].

For immuno-oncology targets, syngeneic mice serve as appropriate models, pro-
vided the immune pathway targeted is similar in mice and humans. Humanised 
mice models have also been created to mimic the human immune response in mice, 
including humanisation with PBMC stem cells in blood, liver and thymus. Additional 
genetic modification of these animals has improved engraftment but these models 
are still devoid of cytokines and growth factors [119, 120]. Nevertheless, they have 
been successfully used for the development of CAR-T therapy, NK therapy and 
PD-1 antibodies [118].

A further complication is that a PD assay developed originally in human cells 
may not be directly applicable in human tumor xenografts, PDX or GEMM models. 
For example, antibody-based technologies developed in human cells may be unsuit-
able in a mouse background, due to interactions of secondary antibody etc, and the 
assay may need reoptimisation, in the best-case scenario, or complete redevelop-
ment for PD testing in vivo. In some instances, the number of variants of a protein 
and their structure and regulation can vary across species and careful consideration 
needs to be given to the potential implications for target engagement, therapeutic 
effect and potential toxicity.

3.4  �Drug Candidate Selection

The selection of a drug candidate presents an important milestone in the drug dis-
covery process. In order to deliver a ‘polished’ drug candidate optimised for final 
success in the clinic, a number of criteria that are necessary for success. These are 
listed in Table 3.2 and are modified from criteria presented by [121]; https://www.
ncbi.nlm.nih.gov/books/NBK53196/).

The list of criteria in Table 3.2 for candidate selection in the ‘necessary feature’ 
category indicate the minimum properties necessary, with the ‘highly desirable’ 
criteria representing features that should be fulfilled before IND submission to 
the FDA.
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3.5  �Translating the Drug Development Candidate for IND 
Submission and First in Human (FIH) Studies

Once the candidate has been selected, a number of parallel yet interdependent activ-
ities need to be carried out.

Toxicology evaluation  Toxicology studies help to define the starting dose in man, 
which will impact on the formulation, especially in the case of capsule and tablets. 
All toxicology studies need to be completed before any regulatory documents, such 
as IND and protocol, can be finalised. Inability to obtain a sufficiently stable formu-
lation or unacceptable toxicology can derail the project at any point. Full analytical 
validation of the assays for PK, PD and patient selection must be completed ahead 
of the clinical trial.

Toxicology is currently carried out in one rodent and one non-rodent species. 
The choice of the species selected relates to the target biology in the species. If dif-
ferences exist in the number of isoforms of a target across species, it is preferable to 
focus on the species closest to man. For given classes of targets, the side effects can 
be predicted, with knowledge frequently gained from previous preclinical studies 
(ICH guidelines S7A and B, FDA Guidance for industry M3R2). Compounds with 
antiproliferative activity often cause gut toxicity and induce myelosuppression. 
Dogs are extremely prone to emesis which can affect the exposure to drugs, so mini-
pigs can be a good alternative to dogs to test these agents [122–124].

For immune-oncology and biologic agents, humanised mice models are often 
used alongside cynomolgus monkeys or minipigs [122, 125]. Despite multiple pre-
clinical safety studies, there is always a degree of uncertainty with medicinal 

Table 3.2  Selection criteria for a drug development candidate to enable IND studies

Necessary 
features

• � Adequate PK (with a validated proximal PD/target engagement 
biomarker)

• � Demonstrated in vivo efficacy/activity in ≥2−3 models
• � Acceptable safety margin (in two species—usually a rat and dog study for 

28 days)
• � Feasibility of GMP manufacture (cost-effective with optimised chemistry 

synthesis)
• � Acceptable drug interaction profiles
• � Definition of therapeutic paradigm

– � Which disease
– � Expected clinical impact in context of existing therapies and emerging 

competition
Highly desirable • � Definition of patient subpopulations with clear genetic, molecular or 

clinical definitions
• � Definition of resistance mechanisms
• � Potential combination strategies
• � Back up alternative chemical series
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products with high human-specificity. Thus, a cautious approach in conduction of 
FIH trials is always preferable. Under-prediction of toxicity was observed with 
CD28 superagonist monoclonal antibody TGN1412, as a result of the lack of CD28 
expression on the CD4+ effector memory T-cells in primates [126]. For small mol-
ecules, it is important to consider the mechanism of clearance and the metabolites 
produced in the species tested. The evaluation of impurities is also critical in case 
different batches of compound are used in the toxicology and FIH studies. 
Additionally, for oral compounds, formulation needs to be considered as it may 
affect the pharmacokinetic profile of the agent and the resulting toxicity.

It is important to ensure that the duration of the study covers all potential clinical 
applications as toxicology studies are lengthy and expensive. (https://www.fda.gov/
animal-veterinary/guidance-regulations/guidance-industry ICH guidelines S7A and 
B, FDA Guidance for industry M3R2). In oncology, a 28-day evaluation is usually 
sufficient for IND application.

Definition of dose and scheduling for FIH studies  The pivotal IND-enabling toxi-
cology studies will inform the maximum tolerated dose, will identify the dose-
limiting toxicity and establish the NOAEL (No observed adverse effects). From this 
information, together with the in vivo data from PKPD and therapy studies, it is 
possible to assess the safety and to evaluate the therapeutic index of the compound. 
In some instances, the answer may be that there is no predicted therapeutic index 
and the program will be halted. This was the case with the CDK8/19 project where 
pleiotropic toxicities not observed in the mice efficacy studies were observed in rat 
and dogs [127].

The starting dose for FIH studies is an important part of the IND package and 
fundamentally impacts on speed and success of early clinical trials. Historically, 
in oncology, for cytotoxic agents, a dose associated with maximal toxicity mul-
tiplied by safety margin was used to define the starting dose. As we employ more 
targeted approaches, we are still using data from preclinical toxicology studies 
but utilising the NOAEL multiplied by a safety factor. This is combined with 
in vivo PK/PD and efficacy models to define systemic exposure and correlated 
with the degree of target engagement and desired efficacy (Fig. 3.1). The extrap-
olation of doses from animal to human are carried out by allometric scaling, 
based on body surface, area to define the starting dose (ICH guidelines S7A, 
S7B, FDA Guidelines for industry M3R2).

Formulation  For iv administration, it is necessary for the formulation to maintain 
the stability of the compound in solution at sufficient concentration to achieve active 
plasma levels. The infusion rate can modify the profile obtained (Cmax versus 
exposure), which may offer some versatility pending appropriate solubility. For oral 
administration, formulation is likely to affect the rate of dissolution in various parts 
of the gut and therefore the overall absorption profile of the compound. In addition 
to producing an optimised and reproducible crystalline form of the material, addi-
tion of excipients ensures optimal delivery and stability of the end-product. For low 
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molecular weight kinase inhibitors, the low solubility of the salt form has resulted 
in variable bioavailability in patients [128]. The starting dose can only be estab-
lished once the toxicology studies have reported, but the projected active doses are 
often established ahead of time.

Clinically validated biomarker assays  The development and validation of robust 
assays to measure biomarkers of target engagement supports the pharmacological 
audit trail that drives clinical decisions in first in human studies [58–60, 62, 129].

In solid tumors, the biomarker selected to support preclinical studies is ideally 
validated for human tumors. Unfortunately, samples are limited by the availability 
of tumor biopsies and it is important to ensure that paired biopsies are taken: one 
before treatment and one preferably at peak effect. The use of circulating free DNA 
in this context is under evaluation and ‘liquid biopsies’ may provide a less invasive 
approach.

In order to generate concentration-time-target engagement relationship, surro-
gate tissues are generally utilised [62]. Identification of the appropriate matrix 
(blood cells, hair follicles, skin biopsies, plasma) in which to observe biomarker 
modulation, together with an established PKPD relationship in the preclinical mod-
els, will inform clinical decisions, such as scheduling and dose escalation. In hae-
matological malignancies, circulating tumors are available but often limited by the 
myelosuppressive effect of therapeutics. A variety of techniques are suitable to 
assess biomarker modulations, including: immunoassays in a variety of formats and 
platforms; gene expression profiling; flow cytometry; proteomics; and metabolo-
mics [130–132]. In all cases, the level of validation required for clinical assays can 
be difficult to attain, especially when the technology or the reagents are novel.

In addition, there is an increasing expectation that most agents, particularly 
where there is a clear patient selection hypothesis, will enter clinical trials with a 
diagnostic assay at the time of ‘first in human’ studies. This is particularly the case 
for drugs that target established drivers of cancer in patient subpopulations, e.g., 
BRaf-, V600E-mutated melanoma, EGFR-, ALK- and Ras-mutated lung cancer, 
IDH-mutated AML, and HER2-amplified breast cancer. In addition, excluding 
patients with certain molecular features, such as Ras mutations for patients under-
going treatment with EGFR antibodies, may be necessary. However, despite the 
great enthusiasm for personalised/precision medicine (successful in a subgroup of 
patients), patient selection hypotheses and assays remain elusive for a significant 
number of new agents. This is true for patients receiving pleiotrophic agents, which 
target more than one pathway (e.g., multi kinase inhibitors), or target a single path-
way with multiple consequences in a cell (e.g., proteosomal inhibitors, IMiD agents, 
immuno-oncology agents, or agents targeting DNA damage repair pathways). In 
these cases, multiplex assays or assays based on technologies such as gene expres-
sion profile, protein array and immunohistochemistry, can support personalised 
therapy [130, 133–135].
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3.5.1  �Modelling and Simulations, Pharmacometrics

Mathematical modelling and simulation can provide a framework to answer impor-
tant drug development objectives. Earlier in this chapter, the computational analyses 
that inform druggability assessment of various targets were described [136, 137]. 
We also mentioned that in silico models can predict permeability of compounds and 
assist pharmacophore design [45].

Modelling and simulation of data pertaining to pharmacokinetic, pharmacody-
namic, and disease progression is often referred to as the pharmacometric analyses. 
Using a mathematical model to describe the relationship between drug level, effect 
on the target and the resulting therapeutic effect, allows modelling of the scheduling 
that can potentially result in the best antitumor activity [136, 138–141]. Using this 
approach, it was possible to show in preclinical and clinical studies that growth 
inhibition is observed when EC50 to EC60 of ALK is reached. This was true for two 
completely different classes of ALK inhibitors [142]. A similar approach utilised 
with PI3K inhibitors showed that in preclinical models, a minimum of 30% inhibi-
tion of AKT phosphorylation is required for antitumor activity in breast cancer 
models [143].

Using the predicted pharmacokinetic profile in man, it is possible to evaluate the 
potential efficacious dose once the tumor growth rates have been adjusted. A retro-
spective analysis of gefitinib and sorafenib using a PK/PD/efficacy model showed 
that the correct clinical doses of both inhibitors could be predicted from the model 
established from the preclinical studies, assuming that free steady state concentra-
tions in human and mouse were identical [144]. In addition, a model of resistance 
was built into the preclinical model that could predict the active doses for sensitive 
and resistant models [145]. In the field of immune oncology a model of tumor 
uptake for cytokine-based immunotherapy is now available and can guide develop-
ment of future agents of this class [146].

Toxicities, such as myelosuppression, which is observed with many cytotoxic 
agents, can be modelled and compared with target requirements to optimise sched-
uling [147].

Finally, models can capture and use the predicted PK variability to predict the 
range of plausible doses. In each case, assumptions are made (especially for the 
scalability of the PD in human), which need to be considered so that the model can 
be refined further [148].

3.5.2  �Development of a Target Product Profile (TPP)

As part of the IND package or pre-IND meeting with regulatory authorities, a TPP 
is highly useful though not mandatory (FDA Guidance for Industry https://www.
fda.gov/regulatory-information/search-fda-guidance-documents). In addition, a 
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TPP serves as an important template for defining the ultimate goal of the project 
and, in this context, will enable definition of the desired therapeutic paradigm and 
determination of the impact the drug will ultimately have in the context of existing 
therapies and emerging competition—the ideal version of a claim for the drug label. 
A TPP should be considered to be a dynamic document, updated as new data emerge 
and knowledge of the drug is gained. A TPP at the pre-IND stage should include 
potential indications and usage in defined patient populations, dosage and adminis-
tration, formulation (with dosage forms and strengths), contraindications, clinical 
pharmacology, non-clinical toxicology, planned clinical studies, storage, handling 
and drug stability. Finally, patient information and the consent form for the first in 
human study should also be included.

3.6  �Conclusion

Drug discovery is a risky activity which requires time, resource and a multidisci-
plinary team with expertise in chemistry, as well as cell, molecular and structural 
biology, biochemistry, clinical pharmacology, in vivo pharmacology, biomarker 
development, oncology and Phase 1 trials. Target validation and identification of 
the correct therapeutic intervention are essential to success. Multiparametric opti-
misation of selectivity, potency and pharmacokinetics support identification of 
the clinical development compound. Preclinical models de-risk the project and 
confer confidence in the rationale for the drug discovery program and the thera-
peutic paradigm. Modelling and simulations support scheduling and optimal time 
for tumor analysis in the clinic. In addition, they predict potential drug-drug inter-
actions. Despite all safety precautions and progress in predictive tools, the ulti-
mate test of a novel agent is the clinic. The continuous improvement of models 
and tools (i.e., organoids, PDX, humanised mice, organs on a chip, pharmacomet-
ric analysis [149]) is likely to improve the predictability of our preclinical studies 
in the future.

Key Expert Opinion Points
•	 Drug discovery is a multidisciplinary process involving biologists, chemists, 

pharmacologists, computational scientists and clinicians
•	 Drug discovery tools are constantly evolving to support all phases of drug dis-

covery/development
•	 Drug discovery is a dynamic process. It constantly adapts to results from novel 

basic biology and ongoing projects
•	 Computational analysis support all aspects of drug discovery and development 

e.g. target evaluation, in silico analysis, pharmacometric analysis, predic-
tions to man

•	 Designing the right clinical study must be considered from the onset of the project
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Chapter 4
Practicalities of Setting Up a Phase 
I Clinical Trial Unit Within an Academic 
Center

David S. Hong, Kathrina L. Marcelo-Lewis, and Patricia LoRusso

Abstract  Over 1100 cancer drugs are in development representing an increase in 
effort and progress in cancer drug discovery. The starting point of clinical develop-
ment is Phase 1 clinical trials and the need for dedicated Phase I units have emerged 
as forefront necessity even in academic centers. Early phase oncology clinical trial 
units within an academic center allow for the conduct of clinical research at the 
highest standards combined with unique opportunities for intellectual development 
and research collaborations. We outline here some of the practical elements of a 
robust early drug development unit.

Keywords  Phase 1 unit · Early phase oncology trials · Academic center · Drug 
development · Human research

Key Points
•	 Early phase oncology clinical trial units within an academic center fosters the 

conduct of clinical research at the highest standards.
•	 Significant considerations must be made about the infrastructure necessary for 

the formal creation of a dedicated early phase clinical trial unit.
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•	 Among the minimum requirements for a robust early drug development unit 
within an academic center are: organizational structure, dedicated facilities, 
cores and space, institutional human research infrastructure, personnel and ser-
vices, and standard operating procedures.

As of May 2018, over 1100 cancer drugs have been reported to be in development 
in the United States alone, all of which are either in clinical trials or awaiting FDA 
review (REF: PhRMA report 2018). This represents a clear increase in effort and 
progress in cancer drug discovery, with more targeted approaches being developed, 
including genomically-matched therapies or treatments that harness the capabilities 
of the immune system, as well as even combinations thereof. With the shifting land-
scape of drug design and development, the need for dedicated Phase I units in aca-
demic centers that would facilitate efficient development and implementation of 
clinical trials has never been more front and center.

Setting up an early phase oncology clinical trial unit within an academic center 
allows for the conduct of clinical research at the highest standards, in part due to the 
accessibility of existing research infrastructures and programs, facilities, as well as 
state-of-the-art resources and equipment within such institutions. Unique opportu-
nities for intellectual development and research collaborations are also naturally 
fostered, which may then translate into healthcare innovations that could eventually 
be integrated into clinical practice.

This chapter provides a guide on the necessary structure and components that 
would allow for the formal creation of a dedicated early phase clinical trial unit in 
any academic center.

4.1  �Organizational Structure

Most academic oncology centers in the western world, whether a cancer center or 
oncology unit within a university hospital setting, are tumor histology-focused. In 
fact, early therapeutics programs are often embedded within a specific tumor histol-
ogy department. An advantage of such embedded units is that there is more syn-
chrony relative to transitioning to phase 2 tumor-specific trials and expansions. 
Although most phase 1 trials are histology-independent, embedded units can also 
work across tumor types to collaborate and enroll other histologies, especially in 
smaller institutions.

Stand-alone units have emerged because of the need for expertise in the early 
development of new molecules for cancer discovery. We could argue that a dedi-
cated unit allows for the development of expertise for all staff and processes in order 
to better serve the sponsor, clinical trial and most importantly, the patient (Fig. 4.1). 
Dedicated units have emerged in several academic centers, such as Royal Marsden 
Hospital, University of Texas MD Anderson Cancer Center, Princess Margaret 
Cancer Centre, and Yale Cancer Center.
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Regardless of whether a unit is stand-alone or embedded within a tumor histol-
ogy context, it is key for any early therapeutics program to have access to the full 
resources of the university or cancer center, thus creating a unique opportunity for 
research collaborations. Frequent meetings of researchers in various scientific disci-
plines with clinical team members can spark new collaborations and push the edge 
of exploration in new directions. It is of paramount importance to foster transla-
tional research by providing outstanding facilities with state-of-the-art equipment 
and, most critically, by bringing together in daily interchange the best and bright-
est minds.

All early therapeutics personnel and functional cores optimally should report 
directly to a Program Director, who would, in turn, report directly to the Cancer 
Center Director. Interaction with the Cancer Center administration, clinical trials 
office (CTO), and other functions should be on a liaison basis for policy and proce-
dure coordination but not in a direct reporting relationship. An early therapeutics 
Senior Leadership Council should be formed, consisting of the Program Director, 
the early therapeutics Associate Directors and Executive Director, and the Core 
Service Managers. The Senior Leadership Council should have a monthly standing 
meeting as well as ad hoc meetings. A regular weekly meeting should be scheduled 
for review and discussion of all patients, studies, slot assignments and general 
business.

It is critical that the organizational and management structure outlined be in 
place for either an embedded or stand-alone unit. Commitment to personnel growth 
is essential since this increases their long-term commitment and thus increases the 
expertise of the team. In addition, commitment to facilities and processes are like-
wise needed in order to present a cohesive case to sponsors that study commitments 

Dept of
Investigational

Cancer
Therapeutics

(Phase 1 Dept)

Clinical
Translational

Treatment
Center

(Infusion/PK
and Treament

Unit)

Clinic Center for
Targeted

Therapy (Phase
1 Dedicated

Clinic)

Fig. 4.1  Overall 
organizational structure
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can be handled efficiently and effectively and to convince them that transferring 
currently open studies will be beneficial.

4.2  �Dedicated Facilities, Cores and Space

Any early phase Clinical Therapeutics Center ideally should include a dedicated 
clinic, documentation and electronic health records (EHR), treatment unit, pharma-
cokinetics, laboratory, investigational pharmacy preparation facility, patient records 
storage, study supply storage, conference facility linked to off-site locations by full 
AV capacity, and sufficient offices/workspace for all staff as well as visiting moni-
tors. This arrangement allows the unification of all early therapeutics clinical trials 
activities, and brings into close proximity all necessary core clinical research func-
tions, which will increase efficiency and quality assurance with management 
coordination.

Clinic  An outpatient Clinic dedicated to early phase trials with varied therapeutic 
areas of interest is optimal to provide a central resource not only for oncologists 
throughout the academic institution or even the community that are in search of 
clinical trials for patients with advanced cancer, but also for patients and their fami-
lies themselves. Adequate space for exam rooms, physician and advanced practice 
provider work areas, and nursing work areas are necessary, as well as areas for 
patient screening/consenting and storage of patient records.

Documentation and Electronic Health Records (EHR)  EHR systems have been 
employed in most academic centers with varied success. Access to the medical 
records is crucial for the monitoring of trials. Ideally, the EHR will allow for easy 
access to source documentation. All regulatory documents, such as the Form FDA 
1572 (Statement of Investigator), training documentation, and other study-related 
source documentation also need to be in an easily accessed format, whether paper 
or electronic. Per 21 CFR 21.62, records are required to be kept a minimum of two 
(2) years either after the date a marketing application is approved for a drug for the 
indication for which it is being investigated, or after the study is discontinued and 
FDA is notified that no application is to be filed or if the application is not approved. 
The sponsor and/or FDA should also send a written confirmation granting permis-
sion to destroy the records. Institutional requirements may specify a longer record 
retention period.

Treatment Unit  A treatment unit where investigational therapeutic agents will be 
administered to patients, having a sufficient number of beds to accommodate the 
anticipated volume of patients enrolled in phase I clinical trials, is also integral to 
early stage clinical trial units. Here, patients will receive intensive, time-sensitive 
monitoring from clinical nursing staff who are experienced in recognizing treatment-
emergent adverse events. Nurses should also coordinate and communicate with 
patients’ treating physicians. Pharmacokinetic and pharmacodynamic studies are 
often intertwined with study drug or regimen administration, therefore EKG and 
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laboratory services are ideally integrated with the treatment unit, or at least in close 
coordination with the nursing staff. The laboratory unit should be able to provide 
phlebotomy services by certified technicians and technologists, prompt specimen 
processing, on-site storage, tracking and shipment. A sample documentation/track-
ing system that collects collection, testing, storage, and shipment information for 
every patient sample collected per protocol is essential, especially for data monitor-
ing purposes. Lastly, 24-hour availability per day may be required per study proto-
col, hence sufficient staffing should be considered to support extended weekday and 
weekend hours of treatment unit operation, as needed.

With the advent of complex cellular therapies that require intensive monitoring 
for cytokine release syndrome (CRS) and neurotoxicity from cellular therapies, 
dedicated inpatient units that Foundation for the Accreditation of Cellular Therapy 
(F.A.C.T) certified with trained nurses who can identify the signs and symptoms of 
CRS are essential. In addition, other immunotherapies such as bispecific immuno-
therapy antibodies can also lead to significant CRS and often require inpatient 
monitoring.

Investigational Pharmacy  An Investigational Pharmacy responsible for manag-
ing all investigational drugs used at any academic center is an essential component 
of an early phase clinical trial unit. Among its operational responsibilities include 
drug acquisition, inventory control and investigational drug accountability, as well 
as “provision of drug information of investigational agents and protocols for health 
care professionals both within and outside the institution”. The Investigational 
Pharmacy staff should also ensure pharmacy compliance with protocol require-
ments. All equipment used in the pharmacy must be appropriately calibrated, and 
the site must also take the appropriate measures, such as keeping a limited supply of 
the investigational product on hand, locked, and in a temperature-controlled room to 
ensure security.

Imaging Core and Interventional Radiology support  A centralized platform for 
quantitative image analysis for clinical and translational oncology research that pro-
vides independent tumor measurements according to the response assessment crite-
ria (RECIST 1.1, irRECIST, PERCIST, RANO, etc.) as required per protocol is an 
advantage for any Early Phase Clinical Trial Unit. An Imaging Core acts as a com-
prehensive computational and communication resource for image-based analytics, 
and provides services such as image acquisition consulting, quality control, and 
standardization of tumor measurement and result reporting.

In addition, Phase 1 trials increasingly require biopsies to correlate the pharma-
codynamic markers included in modern early drug development studies. Also, an 
increasing number of new therapies include direct tumor injections which also 
requires experienced Interventional radiology colleagues who understand the 
nuances and complexities of research tumor biopsies and injections. Ideally, faculty 
imbedded in the phase 1 unit eliminates miscommunication. If however, organiza-
tional structure does not allow for this, clear SOPs about communication to the 
interventional radiology colleague about biopsy selection, sample acquisition, and 
tumor injection techniques are necessary.
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Molecular Profiling Core  In the past few decades, tremendous advances in cancer 
therapy have been made possible by targeted therapy and genomic testing. 
Personalized cancer therapy, an approach that utilizes molecular diagnostics to its 
full extent to inform therapeutics in patient care, has become a cornerstone for 
oncology drug development so as to improve patient outcomes. Access to molecular 
testing is therefore critical for all cancer patients, but even more so for those that 
will be seen and treated in clinical trial centers. A Molecular Profiling Core that tests 
patient biopsies (solid/tissue or liquid/blood) for aberrations in actionable genes and 
gene products allows for the proper screening of patients and selection of appropri-
ate targeted therapies. A Molecular Profiling Core also supports and fosters preclini-
cal and translational research efforts that are driven by better characterization of 
tumors and their microenvironment, along with the integration of such molecular 
data with clinical information on patient diagnosis, response, adverse events, and 
the like.

4.3  �Institutional Human Research Infrastructure

Institutional Review Board (IRB)  The main purpose of an IRB, an administrative 
committee that protects human subjects’ rights and welfare should they decide to 
participate in clinical trials under the oversight of the academic institution, is to 
provide an independent review of research protocols and activities that fall within 
its jurisdiction, as specified by federal regulations and institutional policy. IRBs 
should be registered with the Office for Human Research Protections (OHRP) and 
are associated with the Federal-wide Assurance Document FWA-363. Human 
research subject involvement will only be permitted if the IRB has reviewed and 
approved the research protocol, and if informed consent has been appropriately 
obtained as required by 45 CFR 46.116. Several IRBs may be established depend-
ing on the volume and scope of the studies, and ideally each study will be assigned 
to a home IRB for review (initial or continuing) until termination.

Federal regulations also require each IRB to be composed of at least five (5) 
members, each with varying backgrounds and professions, and should be composed 
of male and female members. At minimum, there should be one member of the 
community who represents the perspective of research participants, a member with 
a science background and another with a non-science background, and one who is 
not affiliated with the academic institution.

Internal Protocol Review Committee  An Internal Protocol Review Committee is 
responsible for evaluating the science behind all research activities requiring a clini-
cal protocol, as well as overseeing the scientific research incorporated within such 
protocols. This includes those that originated from private pharmaceutical and bio-
technology companies, cooperative groups, studies sponsored by the National 
Cancer Institute (NCI), protocols initiated by investigators or physician-scientists 
within the Institute, and all others that require a written protocol for review by the 
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IRB. An assessment of the scientific merit of each protocol’s specific aims, back-
ground, rationale, pharmaceutical information, and methods, including biostatisti-
cal analyses and radiologic and pathologic procedures, should be made by the 
committee members to preserve the standards of clinical investigations within the 
academic center.

Investigational New Drug (IND) Office  An academic setting provides fertile 
ground for clinical research initiatives, including investigator-initiated studies 
(IITs). The FDA holds investigators responsible to the same standards as industry 
sponsors, and the responsibilities, liabilities, and funding required to support such 
studies can be overwhelming. The IND Office is a central office that serves to 
assume responsibility for, and take the obligation of, IND sponsorship off of inves-
tigators within the academic institution for investigator-initiated studies. In this 
manner, investigators are provided regulatory and monitoring support while ensur-
ing compliance with sponsor and federal regulatory requirements. Ideally, this 
office should assist investigators and provide oversight on the following areas: 
Regulatory Affairs, Monitoring Services, and Medical Affairs/Safety.

The amount of monitoring required is significant for IITs, especially if the trial 
is recruiting at multiple institutions. Not only is it important that the PI confirms 
timely data entry, but must also assure accuracy of data starting with eligibility con-
firmation through all data required to be collected through patient coming off trial, 
and often through death if the trial is a Phase 2 or Phase 3 study with overall survival 
as an endpoint. Having dedicated monitors that can review the data in a timely fash-
ion and meet on a regular basis with the trial PI and review data, is important. This 
helps to assure all relevant data is collected to help assure fulfillment of the trial 
objectives. Personnel need to be available who have the experience and knowledge 
to maintain and submit relevant regulatory documents, beyond the IND, to the FDA 
and/or sponsors, as well as central IRB if one is used for multi-institutional trials, 
assures compliance. This would include such things as amendments to the protocol, 
updated Investigator Brochures, relevant patient safety information, etc.

4.4  �Personnel and Services

The most important piece in the success of an early drug development unit is the 
people who lead, serve, and run the organization day to day. For viable growth, it is 
important that new personnel be added sufficiently in advance of new studies open-
ing to allow necessary training to competently handle all studies. Projected study 
openings should be adjusted yearly and new staff added as required in advance 
based upon agreed-upon study ratios (Fig. 4.2).

The ratio of personnel to studies depend on the design of studies, since studies 
with multiple arms or open enrollment to expansion cohorts have high accrual per 
study. Trials that require a higher number of patient visits, long treatments, more 
tests and procedures require more time from personnel and reduce the number of 
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studies each can handle. Since the design of early therapeutics studies are becoming 
more complex, the patients’ status can change dramatically and quickly, which can 
impact support services, additional visits and procedures, and clinicians and treat-
ment unit staff.

	A.	 Faculty. Dedicated faculty who have expertise in early drug are necessary in the 
development of a competitive unit. Ideally, the faculty should be medical oncol-
ogy- or medical and hematological malignancy-trained. Faculty need to have 
experience and expertise in running complex early trials with an understanding 
of pharmacokinetic principles, and pharmacodynamic and molecular endpoints. 
They should also have a grasp of varying trial designs, both early and late, and 
need a strong working understanding of, at minimum, standard and Bayesian 
statistical designs. Understanding of adverse event (AE) reporting and all stan-
dard reporting requirements such as SAEs, deviations, and violations are also 
essential for running any early trial. Perhaps most importantly, the faculty need 
strong leadership, management, and organizational skills since their role in 
leading these complex trials primarily centers on managing their research teams 
of clinical, data, regulatory, and financial coordinators.

	B.	 Clinical Study Nurses/Coordinators. Early phase studies tend to be more 
complicated than later phase trials. Patients/subjects also tend to experience 
more AEs and/or serious adverse events (SAE) than average. Clinical study 
nurses/coordinators are therefore essential not only to provide advanced patient 
care services but also for operational management of clinical trials. They are 
responsible for ensuring that patient visits and activities are scheduled in 
accordance to what is indicated in the IRB-approved protocol, reconciling per-
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Fig. 4.2  Staffing requirements in an early phase clinical trial unit. The number of essential clinical 
trial personnel, such as study coordinators and regulatory staff, should grow sufficiently in advance 
of new studies opening so studies are handled competently and patient safety is not sacrificed. 
Projected study openings should be adjusted yearly and new staff added as required in advance 
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formed assessments and following up on patient-related issues. In this manner, 
they closely coordinate quality control of clinical research studies to avoid miss-
ing protocol-specific assessments. It is important that they interact closely with 
other clinical study team members so daily patient data are captured. In addi-
tion, they serve as the point of contact for all external and internal agencies. 
Study coordinators should be trained to understand and adhere to ICH-GCP, 
FDA, and institutional policies and procedures related to the conduct of clinical 
trials, since they ultimately serve a large part in providing collaborative over-
sight by documenting patient care, maintaining patient safety, and coordinating 
with the rest of the multidisciplinary team to achieve the objectives of the phase 
I trials.

	C.	 Clinical Data Coordinators. Data coordinators, working closely with study 
coordinators or research nurses, are responsible for the accurate and timely cap-
ture of subject information in various research data system applications. Data 
coordinators should perform source document verification of protocol compli-
ance and drug accountability prior to research data capture to ensure consistency 
between protocol database and source documentation. Their knowledge of vari-
ous disease states is important in determining the appropriate clinical informa-
tion to report, as well as their ability to thoroughly review information within 
treatment records, clinical evaluations, diagnostic test results, records of sur-
gery, and pathology information. As with other study team members, data coor-
dinators should be trained to understand and adhere to ICH-GCP, FDA, and 
institutional policies and procedures related to the conduct of clinical trials.

	D.	 Advanced Practice Providers. Primarily in the United States, Advanced 
Practice Providers (APPs), which include both Advanced Practice Nurses and 
Physician Assistants, are vital to the operations of any early phase clinical trial 
unit, especially for clinic operations. They are responsible for seeing patients 
enrolled in trials in clinic. Hence, APPs should be well versed with study work-
ups and with common AEs that are associated with specific classes of investiga-
tional drugs, as well as those associated with FDA-approved oncology drugs. 
They provide prompt detection of other unusual treatment-emergent and -asso-
ciated AEs, and also provide immediate medical support to patients.

	E.	 Treatment Unit Nursing Staff. The nursing staff in an early phase clinical trial 
unit should also display familiarity with the conduct of phase I trials, especially 
with the administration of investigational therapeutics and the required treatment-
related and timepoint-specific assessments such as vitals, EKGs, and blood 
draws. Therefore, the treatment unit nurses work in close coordination with the 
Investigational Pharmacy staff for study drug administration, and with the labo-
ratory staff for treatment-related procedures. As with any medical support pro-
viders, the treatment unit nursing staff should also be familiar with common AEs 
associated with both investigational drugs and FDA-approved oncology drugs, 
and should be prompt both in detecting unusual AEs and also in providing the 
appropriate medical attention and response.
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	F.	 Laboratory staff. Laboratory staff specialize in patient specimen collection, 
processing, and storage for analysis in the laboratory. Attention to detail is criti-
cal for the laboratory staff especially during the accurate labeling of all samples 
and entering sample data into a database in accordance with prescribed proce-
dures. Likewise, it is important that samples are processed according to protocol 
requirements, transferred to appropriate containers, and stored at the specified 
temperature to ensure sample integrity. Laboratory staff may also be trained to 
perform EKGs for patients on protocol.

	G.	 Regulatory Staff. Working closely with the entire research team, the Regulatory 
Staff provides support to Clinical Trial Units by serving as the primary contact 
with external sponsors to ensure compliance with local and federal regulatory 
requirements. They act on behalf of the principal investigators beginning from 
submission of the protocol and other study-related documents all the way to 
study close-out to obtain approval from regulatory review bodies such as the 
Institutional Review Board (IRB), National Cancer Institute (NCI), and the 
Food and Drug Administration (FDA). Regulatory Coordinators assist in devel-
oping protocols and informed consent forms, amend existing investigator-
initiated protocols, and assist in ensuring quality control of research design.

	H.	 Finance Staff. The Finance or Business Operations team supports Clinical 
Trial Units by assessing the financial components of clinical trials and issuing 
appropriate recommendations, from initial negotiations to eventual trial close-
out. Having a Finance staff integrated within a Clinical Trial Unit allows them 
to work closely with the Principal Investigators, trial unit Director, Managers, 
and leadership team throughout the lifetime of any clinical trial. During the 
pre-award stage, the Finance team functions to develop budgets for clinical 
trial costs, perform coverage analysis, provide expertise in contract negotia-
tions, and facilitate contract routing and approvals, among others. They also 
serve to ensure compliance to grants and contracts, invoice sponsors for bill-
able services and associated collections, generate financial reports, and pre-
vent cost overruns and address them if they ever happen during the 
post-award stage.

4.5  �Standard Operating Procedures (SOPs)

Development of a defined set of phase I standard operating procedures (SOPs) that 
apply to all operations, center participants and processes should be in place. Below 
is a list of some of the essential topics that SOPs should cover:

•	 Reporting of AEs, SAEs, continuing reviews, other compliance issues
•	 Physicians including coverage, team meeting participation and study acceptance
•	 Advance Practice Providers, including their responsibilities, research activity 

and schedule
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•	 Training manuals for clinical research coordinators/research nurses/data 
coordinators

•	 Study management
•	 Study acceptance & Portfolio management
•	 Study closure and maintenance of documents
•	 Internal Review Committees
•	 Publications and Authorship
•	 Finance
•	 Coverage and scheduling
•	 Patient intake and clinics
•	 Investigational Pharmacy
•	 Drug administration
•	 Pharmacokinetics
•	 Tissue and blood handling
•	 Inpatient and outpatient clinic policies

4.6  �Study Portfolio

A balanced study portfolio is important to include a diversity of novel compounds, 
targets, sponsors, and study designs to provide sufficient and appropriate patient 
assignments to studies and open slots. This balance should be the result of multiple 
variables and study assessment factors. Ideally the portfolio should meet the needs 
of the patient population seen at the institution. Other considerations include the 
expertise of the unit faculty and their familiarity with the class of molecules, disease 
subtypes needed to be enrolled, or molecular subtypes. In starting a Phase 1 unit, the 
number of studies that need to be activated depends on the number of experienced 
principle investigators and research nurses/coordinators on hand.

A standard process of determining which studies should be accepted and priori-
tized should be in place. Proposed studies should be evaluated based on the interest 
of the team in the target and compound, current study portfolio, considering antici-
pated study openings or closings, compelling scientific questions to be answered, 
access to potential further interesting studies based on outcome of proposed study, 
sponsor relationships, master contracts and other relevant factors. Any of the early 
therapeutics physicians/faculty should be able to bring forward a proposal to the 
Senior Leadership Council for review and discussion of the study fit with the Center 
portfolio needs.

Letters of Intent (LOIs), grant projects, Investigator Initiated (IIT) studies, etc. 
should become a significant portion of the Early Therapeutics Portfolio to push 
forward concepts, protocols and treatments that allow for ideas and concepts out-
side industry strategies. Junior faculty and fellows should be mentored and encour-
aged to bring forward proposals. Study Principal Investigators should be determined 
by a variety of factors including: relationship with the sponsor, which investigator 
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brought the study forward, previous experience with the compound and/or target, 
balance of study responsibilities and mentoring of junior faculty.

4.7  �Protocol Review and Activation Process

To attract the best clinical trials of the most promising compounds (first in human, 
first in class, best in class), it is critical to commit to strict standards for the time it 
takes to open new studies. Ideally, the activation process should occur as quickly as 
possible without compromising a thoughtful and thorough review of the protocol 
for feasibility and safety. On average, activation of studies should take 12 weeks 
from receipt of protocol through all internal and IRB reviews, receipt of written 
approvals to site initiation visit (SIV), and study opening. Progress through protocol 
review, including all component committees, should be transparent and seamless so 
that the entire timeline from receipt to SIV falls within the 12-week metric. Processes 
such as scientific review, budget and contracting should be done, whenever possible, 
in parallel.

All internal study review committee (scientific and other) processes from the 
time of protocol submission to written receipt approval from all committees must be 
completed within a 4–6 week metric. Budgeting and contracting processes for each 
study must proceed in parallel with all internal and IRB review committee processes 
and must be completed by the time of IRB approval with no extension of the overall 
timeline metric of 12 weeks from receipt of protocol to SIV. Budgets should be 
competitive with local and national standards. Service charges may require negotia-
tion. Budgeting and contract negotiations are often the slow link in any activation 
process. Creation of budgets are complex and require understanding of research 
costs vs. standard of care costs. Institutional clinical research finance staff and pro-
cesses that understand these complexities, create and negotiate a budget rapidly, is 
key to any activation process.

Finally, whenever feasible, the potential first subject in (FSI) will be identified at 
the team meeting prior to the SIV so that FSI can be consented and screened within 
1 week of SIV.

Interacting with sponsors and tumor focused departments:
Sponsors such as mid/small biotech and large pharma are the key customers of 

any phase 1 unit. Increasingly, Clinical Research Organizations (CROs), on behalf 
of sponsors, determine sites for any clinical trial. Ideally any phase 1 unit will have 
several investigators with deep relationships with biotech, large pharma, and CROs. 
Selection of a site depends on several key factors: experience and knowledge of the 
principal investigator, staffing, patient volume, inpatient capability, time to activa-
tion, cost, and importantly previous trial performance. Many sponsors and CROs 
maintain large databases to track these metrics on sites. This poses a challenge to an 
academic site that is beginning a phase 1 unit with no previous relationships or track 
record. Nationally recognized faculty at an academic site who may not have a phase 
1 focus but have deep connections with a sponsor may help to bridge this gap and 
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help build the portfolio of a phase 1 unit just starting. Sponsors and CROs will seek 
sites out that can deliver on quick activation of trials, patient enrollment, and data 
quality. Hence, it is paramount that the phase 1 unit leadership build an infrastruc-
ture to deliver.

As shared in the introduction, stand alone phase I units are the exception. If an 
academic site decides to build a stand alone phase 1 unit clear boundaries, rules of 
engagement, and collaboration need to be written down and agreed upon. Phase 1 
trials have evolved where seamless studies have become an increasingly common 
trial design. Phase 1 trials, rapidly after dose escalation, transition to multi-arm 
basket trials or phase 2 studies that can include several different tumor types. Clear 
boundaries of which studies will go to a tumor specific PI or a phase 1 PI, whether 
the phase I PI remains the overarching PI when the trial transitions to expansion, 
where the patients will be treated and followed, are but some of the points that will 
need to be agreed upon. Finally, the currency of academia-authorship needs to be 
clearly agreed upon before acceptance of the trial.

4.8  �Conclusion

As a renaissance of new oncology drugs emerge onto the screen of drug develop-
ment, there has been a need to rapidly transition new molecules from the preclinical 
to the clinical space. As a result, phase 1 units have taken center stage. Academic 
centers face competition from alternative clinical trial sites and the need to develop 
focused phase 1 units in the academic setting is a new challenge for administrators. 
As shared in this chapter, significant investment in space, staff, and SOPs are neces-
sary to guarantee success.

Key Expert Opinion Points
•	 There are advantages to having an academic dedicated phase 1 unit: a focused 

and dedicated unit to the development of new drugs in oncology.
•	 Organizational structure and resources are the bedrock to success.
•	 Clear SOPs must be laid out before creating a unit.
•	 Staff and Faculty who are dedicated are ultimately will decide whether the unit 

will succeed and developing staff and junior faculty is paramount.
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Chapter 5
Novel Trial Designs for Early Phase 
Clinical Trials

Chia-Chi Lin

Abstract  Oncology phase I trials consist of the dose escalation part and the dose 
expansion part. The former traditionally uses the “3+3” design, which takes lots of 
patients, takes a long time, and may expose a substantial proportion of patients to 
low (and ineffective) doses. Therefore the novel designs such as the accelerated 
titration design, the continual reassessment method, the escalation with overdose 
control were implemented in some phase I trials. The latter nowadays serves mul-
tiple purposes to confirm the safety profile, to characterize the pharmodynamics/
pharmacokinetics, and to define the objective response rates in certain tumor/molec-
ular types (seamless design).

Keywords  Dose limiting toxicity · Maximum tolerated dose · Optimal biologic 
dose · Pharmacokinetics · Pharmacodynamics · Accelerated titration design  
Continual reassessment method · Seamless design

Key Points
•	 The tradition (3+3) design of the dose escalation part leads to many apparent 

drawbacks.
•	 The novel designs of the dose escalation part theoretically could solve those 

problems.
•	 The optimal biologic (immunologic) dose has been proposed to replace the max-

imum tolerated dose.
•	 The dose expansion part has become more complex in the modern oncology 

phase I trials.
•	 There were several oncology agents developed by trials using the seamless design.
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5.1  �Introduction

The objective of a phase I trial is to determine the appropriate dosage of an agent or 
combination to be taken into further study and to provide initial pharmacologic and 
pharmacokinetic studies. It is generally assumed, at this stage of testing, that 
increased dose is associated with increased chance of clinical efficacy. Therefore, 
the phase I trial is designed as a dose-escalation study to determine the maximum 
tolerated dose (MTD), that is, the maximum dose associated with an acceptable 
level of dose-limiting toxicity (DLT—usually defined to be grade 3 or above toxic-
ity, except for grade 3 neutropenia unaccompanied by either fever or infection). This 
MTD is then taken into further testing. Since evaluation of efficacy is generally not 
the objective of a phase I trial, it is not necessary to restrict to a patient population 
homogeneous with respect to disease, or even to restrict to patients with measurable 
disease (for which tumor response is determinable). It is important, however, to 
exclude patients with impaired organ function, who may therefore be more prone to 
serious toxicity. The fundamental conflict in phase I trials is between escalating too 
fast, so as to expose patients to excessive toxicity, and escalating too slow, so as to 
deny patients the opportunity to be treated at potentially efficacious dose levels.

Phase I clinical trials in oncology have been conducted using a modified 
Fibonacci “3+3” design whereby between three and six patients are accrued per 
dose level and no more than one of up to six patients experience a DLT prior to 
proceeding to the next step. Dose escalations increments are approximately 100%, 
67%, 50%, 40%, and 33% thereafter. The purpose is to allow more aggressive dose 
escalation for the initial levels, which are expected to be sufficiently remote from 
the MTD for this to be safe. If the mice LD10 (lethal dose in 1/10th of a rodent spe-
cies tested pre-clinically) accurately predicted the human MTD, only 5–6 such dose 
escalations would be necessary to complete this traditional phase I design. 
Unfortunately, this is often not the case [1].

The statistical operating characteristics of this approach are as follows. If at 
least two of three patients treated at a particular dose show DLT, we can con-
clude with 90% confidence that the true probability of DLT at that dose is greater 
than 20%. In other words, as we see in Table 5.1, unless the true probability of 
DLT at that dose is at least 20%, the probability of at least two out of three 
patients exhibiting DLT is less than 10%. On the other hand, if 0 of 3 patients 
show DLT, we can conclude with 90% confidence that the true probability of 
DLT is less than 55%. Again, as we see in Table 5.1, unless the true probability 
of DLT is less than 55%, the probability of 0 out of 3 patients exhibiting DLT is 
less than 10%. In the interest of efficiency, we accept either of these situations 
as sufficient to halt or continue escalation after treating only three patients at the 
current level. Allowing for expansion to six patients in case one of the initial 
three show DLT, the dose escalation rule gives 91% probability that dose escala-
tion will not halt at doses associated with DLT probability less than 10%, and it 
gives 92% probability that escalation will not proceed beyond doses associated 
with DLT probability in excess of 60% (Table 5.1). The process of approaching 
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the MTD from below, in successive steps, further protects against defining an 
MTD associated with excessive toxicity. Table 5.1 plus simulations show that, 
for a wide variety of dose-toxicity curves, the probability is approximately 
85–90% that the defined MTD will be associated with DLT probability of 
approximately 10–45%.

The primary criticisms of the standard phase I design [2–5] are:

	(1)	 It does not target a particular probability of DLT to be associated with the MTD, 
and, in practice, the DLT rate associated with the defined MTD will be some-
what dependent on the DLT rates of the various dose levels. This issue could be 
solved by the modified toxicity probability interval design [6].

	(2)	 With standard designs many patients are treated at doses well below the biologi-
cally active level, minimizing the opportunity for antitumor response.

	(3)	 The dose escalation is unnecessarily slow, leading to treatment of excessive 
numbers of patients at dose levels less likely to be efficacious.

	(4)	 Traditional designs provide little information about inter-patient variability, 
cumulative toxicity or the steepness of the dose-toxicity relationships.

Despite much criticism for being overly cautious, the modified Fibonacci 
approach remains the most widely used methodology for dose escalation in phase I 
trials [7, 8]. The trend seems to change in the era of more modern phase I trials of 
targeted therapy [9].

5.2  �Accelerated Titration Design

The accelerated titration design was proposed with the shortcomings of the modi-
fied Fibonacci approach in mind and have slowly been incorporated into some phase 
I dose escalation designs. The premise behind the accelerated titration design was to 
achieve the MTD using fewer patients without undue toxicity to the participating 
subjects [3].

The concept of one patient per dose level initially was originally described by 
Storer [5]. The accelerated titration scheme including those described by Simon 
et al. [3] utilizes one patient per dose level and dose escalate until a DLT is achieved 
or until grade 2 toxicities are experienced by two separate patients. There were three 

Table 5.1  Probabilities of halting or continuing dose escalation for various probabilities of DLT 
associated with the dose level, for the standard phase I trial design

True probability of DLT for dose level 0.05 0.1 0.2 0.3 0.4 0.5 0.6 0.7
Probability of halting dose escalation after 
accruing either three or six patients (≥2 DLT)

0.03 0.09 0.29 0.51 0.69 0.83 0.92 0.97

Probability of continuing escalation after only 
three patients (0 DLT)

0.86 0.73 0.51 0.34 0.22 0.13 0.06 0.03

Probability of halting escalation after only three 
patients (≥2 DLT)

0.01 0.03 0.10 0.22 0.35 0.50 0.65 0.78
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separate accelerated dose escalation schemes (Design 1 being the traditional modi-
fied Fibonacci “3+3” approach). (1) Design 2: one patient per dose level till DLT or 
two patients experiencing grade 2 toxicities during course 1. Dose escalation incre-
ments were according to usual modified Fibonacci schemes; (2) Design 3: dose 
escalation increments 100%, otherwise similar to Design 2; and (3) Design 4: DLT 
during any course causes design to revert to modified Fibonacci design, otherwise 
similar to Design 3. Additionally, two intra-patient dose escalation schema were 
described. (1) Option A: no intra-patient dose escalation allowed, and de-escalation 
if grade 3 or worse toxicity encountered; and (2) Option B: intra-patient dose esca-
lation allowed if grade 0–1 at previous course, no change if grade 2, and de-
escalation if grade 3 or worse. With all these designs, in the setting of toxicities 
described above, they would revert to a modified Fibonacci dose escalation scheme 
(i.e. Design 1) with the advent of DLTs or two patients with grade 2 toxicities. Many 
phase I trials had employed this design. For example, onalespib (AT11387, heat 
shock protein 90 [HSP90] inhibitor) [10].

5.3  �Pharmacologically Guided Dose Escalation 
Design (PGDE)

Collins et al. [11, 12] proposed using the area under the curve (AUC) for the con-
centration versus time curve as an aid to decision making in phase I trials. The 
rationale was to achieve an LD10, or the equivalent (e.g., STD10 [severely toxic dose 
in 10% animals]) observed in mice (or another species). This approach had some 
shortcomings in that it could only be used in those situations where a sensitive assay 
for the new agent was available clinically and where interspecies differences for the 
drug did not exist. It was not a good approach in the case of anti-metabolites which 
tend to have somewhat less predictable pharmacokinetics. It also required that 
pharamacokinetic analyses were performed in real-time. CI-958, a DNA intercala-
tor, was studied in the phase I setting using this approach [13]. Despite having many 
attractive features, a pure version of this design is not routinely used in new drug 
development. On the other hand, pharmacokinetic outcomes are routinely used as 
one of many factors that serve as decision points in dose escalation decisions.

5.4  �Modified Continual Reassessment Method (mCRM)

The continual reassessment method is an adaptive design first introduced by 
O’Quigley et al. [4] in 1990. It is felt by its proponents to be superior to the tradi-
tional modified Fibonacci approach because it learns from new information that is 
encountered during the course of the trial to make dose escalation decisions. Several 
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modifications were suggested to the original design proposed by O’Quigley et al. 
[4] and these have generally been referred to as modified continual reassessment 
method (mCRM). The general idea behind the mCRM is that a dose-toxicity curve 
is generated using a priori assumptions about the dose-toxicity relationship of the 
anti-cancer agent in question. As new data is generated with dose escalations and 
subsequent patients, the curve is “refitted” to incorporate this new information 
according to Bayes’ theorem. This aspect of the mCRM makes it a dynamic dose 
escalation scheme whereas the modified Fibonacci is a static scheme where all dose 
levels are chosen a priori using a starting dose and appropriate increments. 
O’Quigley et al. [4] proposed that when the sample size reached a preset limit of 
20–25, the MTD can be calculated from the final state of the dose-toxicity model. 
Numerous anti-cancer agents have been developed using this methodology. These 
include pemetrexed (LY232514, an antimetabolite) [14], and DX-8951f (exatecan 
mesylate, topoisomerase I inhibitor) [15]. The most prominent barriers to imple-
mentation of a model-based design such as mCRM were lack of suitable training, 
principal investigators’ preference for rule-based designs, and limited resources for 
study design [16].

5.5  �Escalation with Overdose Control (EWOC)

The escalation with overdose control (EWOC) trial design is an adaptive design 
which takes into account inter-patient variability due to known or presumed factors 
such as renal function, hepatic function, and age [17, 18]. Much like the mCRM, 
EWOC assimilates new information into decision making with the caveat that they 
emphasize an inter-patient variability as well. The importance of inter-patient vari-
ability is probably best illustrated from the impact of renal function on appropriate 
dosing of carboplatin [19]. EWOC was successfully employed in the development 
of PNU-214936 (a murine Fab fragment of 5T4 fused to a mutated superantigen of 
staphylococcal enterotoxin A) [20] and ribociclib (LEE011, CDK4/6 inhibitor) 
[21]. EWOC, like mCRM, needs extensive statistical support and this drawback has 
limited its practical application to no more than a handful of phase I trials.

5.6  �Dose Escalation for Targeted Therapy 
and Immunotherapy

Certain types of therapeutics are not expected to be toxic in the dose range used. 
Some targeted therapies and immunotherapies are of this type [22, 23]. Conventional 
phase I designs are not suitable for such drugs because there is no interest in the 
MTD. Nevertheless, there may be uncertainty about the appropriate dose to use for 
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clinical development. Resolving this uncertainty may not be possible, however, in 
the context of small 3–6 patient per cohort studies used for chemotherapy. Much 
larger studies may be required, depending on the specific objectives.

5.7  �Pharmacokinetics Design

A pharmacokinetics based design generally can be accomplished with a limited 
number of subjects. One determines a target serum concentration based on pre-
clinical or ex-vivo studies. For molecularly targeted drugs, the target concentration 
is chosen to maximally inhibit the target. The phase I trial then includes n patients 
for each of several dose levels. The serum concentration of the active metabolite is 
measured and the dose chosen that best achieves the target concentration. The 
target concentration is often a steady state level or a concentration integrated 
over time.

5.8  �Optimum Biologic Dose (OBD)

One may define biological activity based on inhibition of a molecular target or 
based on an immunogenic response, and attempt to identify the smallest dose that is 
biologically active. Trying to characterize the shape of the dose-biological response 
relationship or finding an optimum biologic dose (OBD) is a more ambitious objec-
tive than a two dose comparison of biological response rates. It is rarely practical in 
a phase I study unless there is an accurate quantitative assay of biological response 
with little intra-patient or inter-patient variability in assay results.

Trials utilizing biological response endpoints are also complicated by issues of 
assay adequacy and access to biological tissues. Because of the difficulties of 
accessing tumor tissue, some studies have used normal tissue in which the molec-
ular target is highly expressed. Thus, one strategy for phase I trials of targeted 
therapies is to compare dose levels with regard to biological response in acces-
sible normal tissue using an optimized highly reproducible assay. The use of 
normal tissue may serve to reduce inter-patient variability. One example to use 
surrogate normal tissue to define OBD is everolimus (RAD001, mTOR inhibi-
tor) [24].

If use of normal tissue for assessing biological response is not acceptable or if a 
highly reproducible assay is not available, trying to characterize an OBD is proba-
bly not feasible. In such cases it would probably be better to optimize the dose level 
utilizing clinical response as the endpoint. It would probably take more patients and 
more time to characterize the OBD than to compare dose levels with regard to clini-
cal response. Such studies can either use tumor shrinkage or time to progressive 
disease as the clinical endpoint. The studies are best conducted as randomized trials 
but the type I error level does not need to be set stringently at the conventional 
5% level.
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5.9  �Cohort Expansion

Phase I trial designs increasingly go beyond their former focus on safety and aim to 
identify the most-promising agents by adding cohort expansion before moving to 
phase II trials [25, 26]. Patient eligibility criteria for cohort expansion are often nar-
row and focus on specific tumor types, molecular characteristics (basket design), or 
both. Cohort expansions have various objectives: confirming that a safe level of drug 
exposure has been established; obtaining preliminary evidence of efficacy; and iden-
tifying specific patient subgroups that might derive particular benefits from the inves-
tigational treatment. Cohort expansions enable investigators to identify drugs that 
work best for specific patient populations in the context of a single trial, rather than 
using separate phase I trials and multiple phase II trials in specific patient populations. 
There remain many important questions. Are cohort expansions efficient, and to what 
extent do they help clinicians decide which drugs to take forward for further testing?

Current cohort expansions typically add an additional number of patients (usu-
ally ≥12) who are all treated at the established MTD.  Use of such cohorts can 
reduce the uncertainty in estimating the MTD, which is especially relevant in trials 
of combination regimens involving targeted agents [27]. Experimenting with mul-
tiple doses to better evaluate the dose-response curve is also a rational approach 
[28]. Other trial designs can address certain questions, such as factors contributing 
to differing levels of treatment tolerance, or whether variations in tolerance corre-
spond with differences in efficacy [28].

5.10  �Seamless Design

The premise for phase I trials of targeted therapy is different from that of chemo-
therapy. For targeted therapies, toxicity and efficacy do not necessarily increase 
monotonically with increasing dose levels, but likely plateau after they reach maxi-
mal toxicity or efficacy. Hoering et  al. [29] proposed a seamless phase I-II trial 
design to assess both toxicity and efficacy to find the best dose as well as a good 
dose [30]. Although consolidation and rapid accrual may yield efficiencies, wide-
spread use of seamless first-in-human trials without careful consideration of objec-
tives, statistical analysis plans, or trial oversight raises concerns. There are many 
phase I trials using seamless design. For example, pembrolizumab [31], atezoli-
zumab [32], durvalumab [33], and avelumab [34].

Key Expert Opinion Points
•	 Novel dose escalation designs could prevent the phase I trial from enrolling lots 

of patients, taking a long time, and exposing a substantial proportion of patients 
to low (and effective dose).

•	 Novel dose escalation designs to determine the maximum tolerated dose include 
the accelerated titration design, the continual reassessment method, and the esca-
lation with overdose control.
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•	 If there is no MTD, the optimal biologic dose could be determined by other end-
points such as pharmacokinetics and pharmacodynamics.

•	 The dose expansion cohorts serve many purposes in the modern oncology phase 
I trials to become the so-called seamless design.

•	 The designs of the dose expansion cohorts should be based on the sound statistics.
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Chapter 6
Examining Performance of Phase I  
Designs: 3+3 Versus Bayesian Optimal 
Interval (BOIN)

Kenneth R. Hess and Bryan M. Fellman

Abstract  In Phase I oncology trials, the primary goal is to assess dose limiting 
toxicities (DLT) and estimate the maximum tolerated dose (MTD). The classical 
3+3 design is still used in the vast majority of studies. In this chapter, we review the 
3+3 design and the new Bayesian Optimal Interval (BOIN) design. BOIN is easy to 
implement, similar to the 3+3, using a simple table to guide dose escalation/de-
escalation. As opposed to the 3+3 design, BOIN can target a DLT rate well above or 
below the usual 25–33% target. We explain how computer simulations can be used 
to evaluate phase I designs and present results comparing the designs under a large 
number of true dose-toxicity scenarios. We show that BOIN has better performance 
than 3+3. BOIN selects the true MTD at a much higher rate and treats a higher per-
centage of patients at the MTD. BOIN allocates fewer patients to low toxicity doses. 
Unlike older Bayesian designs (e.g., modified continual reassessment method), 
BOIN does not require a statistician to be available during the trial. Readily-
available, free software makes BOIN simple to implement. We recommend the use 
of BOIN over the 3+3 design.

Keywords  3+3 · Bayesian optimal interval · Statistical properties and performance  
Novel phase I design

Key Points
	1.	 A key goal of phase I oncology trials is to estimate the maximum tolerated 

dose (MTD)
	2.	 The vast majority of phase I oncology trials use the simple 3+3 design
	3.	 The Bayesian Optimal Interval (BOIN) design is one of a new class of model-

assisted designs
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	4.	 BOIN has superior statistical properties as shown by numerous computer simu-
lation studies

	5.	 Free BOIN software is available on a wide range of platforms.

6.1  �Introduction

The key goals of a phase I dose-escalation study in oncology are to assess the types, 
severities and incidences of dose-limiting toxicities (DLTs) and to estimate the 
maximum tolerated dose (MTD) of experimental therapy. In designing a phase I 
study, the following must be specified: the patient population, the types of toxicities 
of interest, the route and schedule of administration of the experimental therapy, and 
a set of possible doses to be studied (see Chap. 1). We assume that the probability 
of DLT increases with dose (Fig. 6.1).

In a typical phase I dose-escalation study, at a given dose-level, small cohorts 
of patients are treated and DLT outcomes are observed. Based on the DLT out-
comes the dose is escalated, de-escalated or retained at the current level. This 
process is repeated until either the maximum dose level is studied or the MTD is 
reached.

An ideal phase I study design is intuitive both to clinical investigators and statis-
ticians, painless to implement and has good statistical properties including reliably 
and accurately estimating the MTD.
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6.2  �Classic 3+3 Dose Escalation Design

Historically, the 3+3 design has been used in the vast majority of oncology studies. 
This design treats patients in cohorts of 3 following a strict set of rules (Fig. 6.2). At 
a given dose level, the dose for the next cohort is esclated if 0 of 3 patients experi-
ence DLT, the dose is retained if 1 of 3 patients experience DLT, and the dose is 
de-escalated if >1 of 3 patients experience DLT. The maximum number of patients 
for the 3+3 design is six times the number of dose levels. However, if no DLTs are 
encountered, the expected number of patients is three times the number of dose 
levels plus three additional patients to have six treated at the MTD. So, for 5 dose 
levels, the maximum number of patients would be 30 and if no DLTs are observed, 
the expected number of patients would be 18.

For example, a 3+3 design would proceed (given hypothetical DLT results) as:

•	 Step 1: 3 patients are treated at dose level 1 and 0 experience DLT;
•	 Step 2: 3 patients are treated at dose level 2 and 0 experience DLT;
•	 Step 3: 3 patients are treated at dose level 3 and 1 patient develops DLT;
•	 Step 4: 3 more patients are treated at dose level 3 and 0 of these patients experi-

ence DLT (so 1/6 patients experience DLT at dose level 3);
•	 Step 5: 3 patients are treated at dose level 4 and 1 patient develops DLT;

Start at minimum
dose level

Treat 3 patients at
this dose level

# with DLT

# with DLT

Go to next higher
dose level

Maximum dose
level?

Treat 3 patients at
this dose level

MTD identified

MTD identifiedMTD not found

0 of 3

1 of 6

>1 of 3

>1 of 6

1 of 3No

Yes

Fig. 6.2  3+3 Flow Diagram
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•	 Step 6: 3 more patients are treated at dose level 4 and 1 of these patients experi-
ences DLT (so 2/6 patients experience DLT at dose level 4);

•	 Step 7: stop dose escalation and establish dose level 3 as the MTD. Thus a total 
of 18 patients were treated and the DLT rate at the MTD was 1/6 = 17%.

6.3  �Newer Designs: Bayesian Statistics Applied to Dose 
Escalation Designs

Over the years, statisticians have developed several dose escalation designs with 
superior statistical properties compared to the 3+3 design [1]. Designs have also 
been developed specifically for targeted and immunotherapy ([2]; see more in 
Chap. 10).

They are typically model-based or model-assisted. A model-based design like 
the modified Continual Reassessment Method (mCRM) establishes a statistical 
model that relates DLT probability to dose level. Other more recent designs are 
termed model-assisted because, while they are based on probability models, updat-
ing the model parameters based on accruing data is not necessary. The decision rule 
for dose escalation and de-escalation can be predetermined and included in the trial 
protocol. This greatly simplifies their implementation and means that a statistician 
does not need to be available to update the model during the trial. The BOIN design 
described below is an example of such a design.

BOIN Design  The Bayesian Optimal Interval, or BOIN design [3] is a model-
assisted Bayesian design which is straight-forward to implement and has superior 
performance to the 3+3 design [1]. The BOIN design is very flexible in that any 
DLT rate can be used as the target rate for estimating the MTD; any reasonable 
cohort size (e.g., 1, 2, 3, 4) can be used; and the maximum number of patients to be 
studied can be pre-specified. The design is easy to implement because the underly-
ing probability model and the design parameters are used to generate a priori, a 
single table that guides dose finding. This table is easily generated using freely 
available software which can also be used to estimate the statistical properties of the 
design for a wide range of hypothetical dose-toxicity scenarios using computer 
simulations.

The goal of the BOIN design [4] is to minimize decision errors of escalating (or 
deescalating) the dose when the current dose actually is above (or below) the 
MTD. The design creates three distinct probability regions for the observed DLT 
rate: “escalate”, “retain” and “de-escalate” (Fig.  6.3). The boundaries between 
regions are derived to satisfy statistical optimization properties. The boundaries for 
the oft-chosen 30% target toxicity rate are 0.236 and 0.358 [3]. Thus, the probability 
regions are: escalate = 0 to 0.236, retain (i.e., stay at current dose level): 0.237 to 
0.357, and de-escalate = 0.358 to 1. The design monitors which probability region 
the observed DLT rate of the current dose level falls and makes decisions 

K. R. Hess and B. M. Fellman



99

accordingly (Fig. 6.4). For example, if the observed DLT rate at the current dose 
(e.g., 1/6 = 0.167) is less than 0.236, the design escalates the dose; if the observed 
DLT rate at the current dose (e.g., 3/6 = 0.5) is greater than 0.358, the design de-
escalates the dose. BOIN allows for the maximum number of patients to be speci-
fied as well as the maximum number of patients to be treated at any given dose level.

An example of a BOIN dose-finding decision table is shown in Table 6.1 (design 
parameters: target DLT rate = 30%, maximum number of patients treated at single 
dose = 15, cohort size = 3). For example, if 3 patients have been treated at a given 
dose level, the decisions are to escalate if 0 patients experience DLT, stay at current 
dose (i.e., retain) if 1 patient experiences DLT (determined by process of elimina-
tion because other options are explicitly ruled out); de-escalate if 2 or more patients 
experience DLT; and to eliminate the dose level from future consideration if all 3 of 
the patients experience DLT.
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6.4  �Making Decisions with Small Cohorts: The Role 
of Random Variation in DLT Results

Because only a relatively small number of patients are typically studied at a given 
dose level in a phase I study, it is important to understand the effect of random varia-
tion on the observed DLT results. DLT events are binary (yes/no) in nature (i.e., did 
patient experience DLT during pre-specified observation period). Binary events can 
be viewed as coin flips (i.e., two well-defined, mutually exclusively outcomes). 
Observing the number of patients experiencing DLTs out three patients total is anal-
ogous to observing the number heads in 3 coin flips. With 3 flips, there are 4 possi-
bilities: 0, 1, 2, or 3 heads. If we assume that the number of heads follows the 
binomial distribution, then we can compute the probability of observing 0, 1, 2, or 
3 heads in 3 flips if we know the true probability of getting a head on a given flip of 
the coin.

Figure 6.5 shows the probability distribution for a 0.5 probability of heads. It 
shows that even though the true probability of heads is 50%, the probability of 
observing zero heads in 3 flips or 3 heads in 3 flips is 12.5%. Of course the probabil-
ity of observing 1 head in 3 flips or 2 heads in 1 flip is much higher at 27.5%. So 
given the small number of flips, while there is a 75% chance of observing either 1/3 
or 2/3 heads, there is a 25% chance of observing either 0/3 or 3/3 heads. The lesson 
for phase I trials is that basing decisions on the observed DLT outcomes of 3 patients 
is fraught with uncertainty. If the true DLT rate at a given dose level is 0.5, and we 
treat 3 patients at this level, there is a 25% probability that the observed DLT rate 
will be extreme (0/3 = 0% or 3/3 = 100%). Figure 6.6 shows the probability distribu-
tion for a 0.1 probability of heads. It shows that the probability of observing zero 
heads in 3 flips is 72.9%, probability of 1 head is 24.3%, the probability of 2 heads 
is 2.7% and the probability of 3 heads is 0.1%. So in the phase I setting, even though 
the true DLT rate is 0.1, there is a 27% chance that the observed DLT rate will 
be >0.1.

We can also think of the precision in our estimation of the DLT rate at the dose 
level selected as the MTD. If 1/6 = 17% patients develops DLT, the exact 95% con-
fidence interval for this estimate ranges from 0% to 64%. However, if we treat 12 
patients at the selected MTD and observe 2 patients with DLT, then 2/12 = 17% and 
the exact 95% confidence interval extends from 2% to 48% and if we treat 24 
patients and observe 4 patients with DLT, then 4/24 = 17% with an exact 95% con-
fidence interval extending from 5% to 37%. Clearly the estimate based on 24 

Table 6.1  Dose escalation/de-escalation rule for the BOIN design

Actions
The number of patients treated at the current dose
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Escalate if # of DLT ≤ 0 0 0 0 1 1 1 1 2 2 2 2 3 3 3
De-escalate if # of DLT ≥ 1 1 2 2 2 3 3 3 4 4 4 5 5 6 6
Eliminate if # of DLT ≥ NA NA 3 3 4 4 5 5 5 6 6 7 7 8 8
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patients has much more precision (i.e., less uncertainty). Knowing that the observed 
data at the presumed MTD are consistent with a range of DLT rates from 5% to 37% 
is much more informative than one that ranges from 0% to 64%.

6.5  �Simulating Trial Conduct to Assess Design Performance

In order to assess the statistical properties of how a phase I dose-finding method 
performs, investigators design computer simulations. Given a number of dose lev-
els, they specify a series of scenarios of true DLT rates at each dose level (i.e., dose-
toxicity relationships). Given a cohort size (typically 3 patients), the idea is to 
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generate random data to represent the number of patients experiencing DLTs given 
the cohort size and true DLT rate (e.g., 3 patients total with DLT rate = 0.5 might 
yield 2 patients with DLT). The computer uses a random number generator to ran-
domly select a number representing the number of patients experiencing DLT given 
the cohort size and true DLT rate and assuming the results follow the binomial dis-
tribution. A computer program implementing the dose-finding method (e.g., 3+3 or 
BOIN) is used to determine for each set of generated data how the method would 
act in terms of escalating, de-escalating, or retaining the dose level. The simulation 
continues for a given trial until the MTD is found, the maximum number of allow-
able patients is treated at the highest dose level or, in the case of BOIN, the maxi-
mum total number of patients is reached. This process is repeated many, many times 
(typically 10,000) and the results averaged over these simulations.

Generally a wide range of scenarios is specified to “stress test” the design to 
show how it operates under a wide range of scenarios, including ones where the true 
DLT rates are very low for all dose levels (well below the targeted DLT rate); ones 
were the targeted DLT rate is associated with the lowest dose level; ones were the 
targeted DLT rate is associated with a middle dose level; ones were the targeted 
DLT rate is associated with the highest dose level; and ones were all dose levels 
have high true DLT rates (well above the targeted DLT rate).

Various performance metrics are reported as “operating characteristics” of a 
phase I design. These are the statistical properties of the design that demonstrate 
how it performs over a wide range of hypothetical dose-toxicity scenarios. These 
metrics include: the probability of selecting the dose level with DLT rate closest to 
the target as the MTD; the percentage of patients treated at the dose level with DLT 
rate closest to the target as the MTD; percentage of patients treated at dose levels 
with DLT rates well above the target; and the percentage of patients treated at dose 
levels with DLT rates well below the target.

6.5.1  �Example Simulation

Table 6.2 shows results from a very limited simulation study of the 3+3 design with 
3 dose levels with true DLT rates of 0.10, 0.25 (target), and 0.45. For each simulated 
cohort, random data are generated using the true DLT rates. In the first experiment, 
first cohort, 0 simulated patients experience DLT and the dose is escalated to level 
2. In the second cohort of 3 patients now being treated at dose level 2, 1 patient 
develops DLT so 3 more patients are treated at this dose level. In the third cohort of 
3 patients (2nd cohort at dose level 2), 1 patient develops DLT (for a total of 2/6 
DLTs at dose level 2). Given the rules of 3+3 design this means that we conclude 
that dose level 2 exceeds the MTD and that dose level 1 is chosen as the MTD. For 
the 6 experiments (simulated trials) shown, dose level 1 is selected as the MTD 2 

K. R. Hess and B. M. Fellman



103

times (33%) while dose level 2 (with target DLT rate of 25%) is selected as the 
MTD 3 times (50%), dose level 3 is selected 0 times (0%), and no dose is selected 
1 time (17%).

6.5.2  �BOIN Versus 3+3 Comparison, Example Simulation

For the second experiment in Table 6.2 and Fig. 6.7 illustrates the results graphi-
cally for both 3+3 and BOIN. For 3+3 (Fig. 6.7, top), in the first cohort of 3 patients, 
0 patients experience DLT and the dose is escalated to level 2. In the second cohort 
of 3 patients now being treated at dose level 2, 1 patient develops DLT so 3 more 
patients are treated at this dose level. In the third cohort of 3 patients (2nd cohort at 
dose level 2), 0 patients develops DLT (for a total of 1/6 DLTs at dose level 2). 
Given the rules of 3+3 design this means that we escalate to dose level 3. In the 
fourth cohort of 3 patients, 2 patients develop DLT and we conclude that dose level 
3 exceeds the MTD and that dose level 2 is chosen as the MTD. The DLT rate at the 
selected MTD is 1/6 = 17% with 95% exact confidence interval from 0% to 64%.

For BOIN (Fig. 6.7, bottom), following the decision rules shown in Table 6.1, the 
path is the same as for 3+3 (for ease of comparison we are using the same random 
data for the first 4 cohorts). After cohort #4, Table  6.1 indicates we should de-
escalate from dose level 3 to dose level 2. For cohort #5 (now the third cohort treated 
at dose level 2), 0 patients develop DLT and Table 6.1 indicates we should escalate 
back to dose level 3. For cohort #5, (now the second cohort treated at dose level 3), 
2 patients develop DLT and Table 6.1 indicates we should de-escalate back to dose 
level 2 (and eliminate dose level 3 from future consideration). For cohort #6, (now 
the fourth cohort treated at dose level 2), 1 patient develops DLT and Table 6.1 indi-
cates we should stay at dose level 2. For cohort #7 (now the fifth cohort treated at 
dose level 2), 2 patients experience DLT and Table 6.1 indicates we should remain 
at dose level 2. However, we have treated 15 patients at dose level 2 which is the 
maximum allowed. Dose level 2 is chosen as the MTD and the corresponding DLT 

Table 6.2  Six simulated 3+3 trials with true DLT rates of 10%, 25%, 45%

EXP # Results MTD # Pts

1 0/3, 1/3 +1/3 1 9
2 0/3, 1/3 + 0/3, 2/3 2 12
3 0/3, 3/3 1 6
4 2/3 Exceeded 3
5 1/3 + 0/3, 0/3, 2/3 2 12
6 0/3, 0/3, 1/3 + 2/3 2 12
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rate = 4/15 = 27% with exact 95% confidence interval from 8% to 55%. Thus, the 
BOIN estimate of the DLT rate at the MTD is both more accurate (i.e., closer to the 
target of 25%) and more precise (narrower confidence interval) than that from 3+3. 
Key differences between the 3+3 and BOIN designs are the ability of BOIN to visit 
a dose level multiple times, the ability of BOIN to treat more than 6 patients at a 
dose level and the ability of BOIN to repeatedly escalate and de-escalate across dose 
levels. By doing so, BOIN allows us to collect more information to learn the true 
DLT rate of a dose and adaptively corrects incorrect decisions possibly made at 
earlier stages of the trial caused by the random variation of small amounts of data 
described previously.

6.5.3  �BOIN Versus 3+3 Comparison, Simulations

An increasingly common approach to computer simulations for phase I studies is to 
generate a large number of dose-toxicity scenarios using an algorithm that creates a 
wide range of scenarios such that the DLT probabilities are an non-decreasing func-
tion of dose level [1]. Based on 10,000 generated scenarios with 2000 trials simu-
lated trials each, we can compare the performance of the 3+3 design and the BOIN 
design (assuming 6 dose levels, a DLT target of 25%, and a maximum sample size 

Time

DLT

Non-DLT

Dose 3  + 3

BOIN

Time

Dose

Fig. 6.7  Graphical illustration of phase I trial conduct
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for 36 patients for BOIN, Table 6.3) using the data from simulations reported in 
Zhou et al. [1]. The probability of correctly selecting the target dose level (i.e., dose 
level with DLT rate closest to target) is 33% for 3+3 compared to 49% for BOIN. The 
proportion of patients treated at the target dose level is 26% for 3+3 and 31% for 
BOIN. The probability of selecting as the MTD doses with DLT rate ≤16% is 40% 
for 3+3 and 25% for BOIN. Thus, importantly, BOIN is more likely to correctly 
select the MTD (49% vs 33%) and less likely to select as the MTD doses with low 
DLT rates (25% vs 40%).

6.6  �Expansion Cohorts

Increasingly, phase I studies include expansion cohorts to confirm safety and 
develop preliminary efficacy data for patients treated at the MTD. Multiple cohorts 
with different molecular defects or different histologies are sometimes specified. 
Expansion cohorts typically include 10–30 patients. The number of patients included 
is usually not given statistical justification but can be specified to achieve a given 
level of precision in estimation. E.g., to have 95% confidence interval with half-
width not more than 0.2 for a targeted proportion of 0.3, requires at least 21 patients 
while targeting a 0.15 half-width would require at least 36 patients.

Because the toxicity data for patients treated at the MTD at the time the expan-
sion phase begins is generally limited (often based on just 6 patients), it is prudent 
to monitor toxicity in the expansion phase. For the 3+3 design, we can add Bayesian 
monitoring rules [5] based on the beta distribution which stop enrollment if the 
probability of excessive toxicity exceeds some pre-specified threshold. Such rules 
are superior to deterministic rules such as stopping enrollment if DLT rate in the 
expansion cohort exceeds some threshold (e.g., 0.30) because their statistical prop-
erties can be calibrated by changing the threshold. Also, when excessive toxicity is 
observed in the expansion phase after 3+3, it is often not clear how to proceed. 
Since 6 is a very small sample, as more patients are treated at the MTD in an expan-
sion cohort, the additional toxicity data may easily contradict the earlier conclusion 
that the selected dose is the MTD. For example, what should we do if the first three 
patients in an expansion cohort all have toxicity? Should we stop the trial according 

Table 6.3  Comparison of simulation results for 3+3 and BOIN designs

3+3 BOIN

Probability of correctly selecting MTD 33% 49%
Proportion of patients treated at MTD 26% 31%
Probability of selecting doses with DLT rate ≥ 33% 8% 12%
Proportion of patients treated at doses with DLT rate ≥ 33% 10% 14%
% of selecting doses with DLT rate ≤ 16% 40% 25%
% of patients treated at doses with DLT rate ≤ 16% 45% 42%

Note: These metrics are more completely defined in [1]
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to Bayesian monitoring rule or de-escalate? If we de-escalate, what sort of rule or 
algorithm should be applied to choose a dose? On the other hand, if the toxicity rate 
in the cohort expansion is very low, should we escalate the dose? If so, what sort of 
rule or algorithm should be applied to choose a dose? The point is that the idea of 
treating a fixed expansion cohort at a chosen MTD may seem sensible, but in prac-
tice can be very problematic. BOIN does not have this issue as it allows dose escala-
tion/de-escalation continuously in light of accruing data. With the BOIN design, the 
expansion toxicity can be monitored using an expanded decision table like the one 
used for dose escalation. This allows the dose level declared to be the MTD to be 
updated based on accruing toxicity data.

6.7  �Conclusion/Discussion

The classical 3+3 design is simple in concept and implementation and transparent 
during trial conduct. However, this design suffers from poor statistical properties. 
The BOIN design is somewhat complicated in concept due to its statistical underpin-
nings but is easy to implement and has clearly superior statistical properties com-
pared to the 3+3 design. The BOIN design is also considerably more flexible than the 
3+3 design. The target DLT rate for the MTD can be set at any value. Extensions for 
the BOIN design have been developed for drug combination studies [6] and for phase 
I studies with prolonged observation periods [7]. Free software can be downloaded 
to develop BOIN designs and compute operating characteristics. A web-based ver-
sion, a desktop version, and versions for R and Stata are available for download. The 
web-based and desktop versions also provide templates of text describing the design 
giving necessary parameters and tables of decision rules and operating characteris-
tics. These templates can be inserted into appropriate sections in phase I protocols. 
The web links for the software are provided at the end of the chapter.

Key Expert Opinion Points
	1.	 The 3+3 design in phase I oncology studies should be replaced by newer designs 

with better statistical properties
	2.	 Phase I designs with better statistical properties have been available for decades 

but have not been widely used
	3.	 This is partly related to the difficulty in creating and implementing model-

based designs
	4.	 Another difficulty is that the comparisons between designs are based on results 

of computer simulations which many clinical trialists find inaccessible
	5.	 BOIN is easy to implement; very flexible; has superior statistical properties and 

is widely available as free software in several platforms.
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Chapter 7
Considerations for the Attribution 
and Management of Toxicities in  
Phase I Clinical Trials

Pedro C. Barata and David S. Hong

Abstract  The process of describing the association of adverse events with investi-
gational drugs in clinical research is known as symptom attribution. The focus of 
attribution varies and in early phases of drug development, the use of attribution 
data is predominantly used for safety assessment and ensure patient protection. The 
current symptom attribution process is often not easy and has a number of limita-
tions and challenges. In this review, we review the current status of attribution in the 
context of early-phase studies, highlight some of the limitations and challenges, and 
expand on future directions and the number of actions that may improve the effi-
ciency of the attribution process in clinical research. This review includes the dis-
cussions, challenges and recommendations from the consensus-building workshop 
on toxicity attribution (Silver Springs 2017) to develop guidance for improving 
attribution of adverse events in Oncology.

Keywords  Symptom attribution · Early-phase studies · Adverse events · Phase I 
trials · Clinical research · Patient reported outcomes · Drug development

Key Points
•	 In the early stages of drug development, the focus of attribution is predominantly 

for safety assessment of the patients included in the phase I trials;
•	 Misattribution, insufficient baseline information, trial logistics and cost/time, 

lack of education and lack of communication are among the several challenges 
and inefficiencies of the attribution process;
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•	 Optimization of the attribution process may require the revision of the 5-tier 
system; the incorporation of baseline data that includes patient-reported out-
comes, as well as long-term data on low-grade adverse events; and elimination of 
uninformed safety reports;

•	 There is an increase dialogue between from industry, academia and regulatory 
agencies, with an intent to achieve a better harmonization and synchronization of 
the attribution process in clinical trials.

7.1  �Introduction

In clinical research, attribution is the determination of whether a clinical event is 
related to the investigational treatment under study, or non-treatment causes, such as 
the underlying disease, or comorbidities [1]. The term “attribution” is most likely to 
be used in the area of clinical trials, while it is also referred to as “relatedness to 
study treatment” in published reports [2] or as “causality” in certain regulatory 
contexts.

About three decades ago (1983), an uniform and objective tool to report 
treatment-related adverse events was developed and named Common Terminology 
Criteria for Adverse Events (CTCAE) [3]. A few years later, CTCAE started the 
process of AE collection and reporting based on a set of five nominal categories of 
attribution to study drug: “definite,” “probable,” “possible,” “unlikely,” and “unre-
lated” [4]. The CTCAE has since been updated several times as new therapies come 
available and the current CTCAE version 5, with new AE terms, has recently been 
published [5].

The focus of attribution differs during the different phases of drug development. 
In early-stage development, the use of attribution data is for safety assessment to 
ensure patient protection. Endpoints such as maximum tolerated dose (MTD) and 
dose-limiting toxicities (DLTs) are carefully defined and these data is then used to 
characterize the new drug’s safety profile and to determine the adverse drug reac-
tions [6, 7].

In later stages of development, the safety profile of an investigational drug is usu-
ally completed with key toxicities of special interest and less attention is paid to 
mild and expected adverse events.

From a regulatory perspective, premarket toxicity attribution is a requirement in 
ongoing clinical trials (concerned primarily with the safety of the participating 
patients and dose finding); and regulatory use of attribution data in the evaluation of 
new drugs and indications, i.e. New Drug Application (NDA), US Food and Drug 
Administration (FDA); Marketing Authorization Application (MAA), European 
Medicines Agency (EMA). Safety evaluation is a core component of the risk-benefit 
assessment.

There are different causality reporting requirements between the FDA and EMA, 
[8] with the most important distinction being that the FDA ultimately requires spon-
sors to make the causality determination for an AE, while according to EMA’s ICH 
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E2A, AE causality is determined by either the investigator or the sponsor [8]. FDA 
requirements mandate that for serious adverse events (SAEs), attributions have to 
be made by the PI and the PI must report to the sponsor, regardless of attribution. 
The sponsor is required to expedite reporting of the SAE to the FDA if the SAE is 
serious, unexpected, suspected, regardless of attribution/causality. Either the inves-
tigator or the sponsor can make the determination that an AE is serious. However, in 
practice in the US, sponsors rarely change the causality assessment provided by the 
investigator. At the site, all SAEs have to be reported to the sponsor by the site 
investigator, regardless of whether the SAE is considered drug-related or not (21 
CFR 312.64). Investigators must also include a causality assessment (21 CFR 
312.64). All treatment-emergent AEs should be reported as per the clinical protocol. 
The site PI has ultimate responsibility for attributions at the site. There are periodic 
safety conference calls during trial among sponsor and site investigators to assess 
toxicity.

Regarding trials sponsored by NCI-CTEP, a source document called the 
Comprehensive Adverse Events and Potential Risks (CAEPR), is provided and 
serves as a guide to the investigator and is a way of determining what toxicities have 
been seen with a specific drug. CAEPR is a single source document containing 
reported and/or potential AEs associated with an agent. CAEPR utilizes CTCAE 
terminology and hierarchy. CTEP examines various items to develop a CAEPR, 
including the investigators brochure, any animal data, safety communications, and 
publications.

7.2  �Current Status of Symptom Attribution: Challenges 
and Inefficiencies

Accurate attribution of toxicities to an experimental drug versus confounding fac-
tors, such as concomitant chemotherapy or patient comorbidities itself is not always 
clear. An event may be incorrectly attributed to other causes when it is related with 
the investigational drug (type A error) or may be attributed to the experimental 
therapy by the investigator when in fact it is related to other causes (type B) [2, 9]. 
Consequently, type A errors can result in more patients being exposed to potentially 
toxic levels of the investigational drug, with a negative impact on their quality of life 
and survival. On the other hand, type B errors lead to an early termination of clinical 
trials due to a predefined sub-therapeutic dosing for further investigation. These 
errors are known to significantly impact the MTD estimation, and consequently, 
accuracy, safety, sample size and/or duration. Furthermore, the magnitude of impact 
of these errors seems to be related with the trial design used, as data suggest that the 
standard “3+3” dose escalation schema is particular sensitive to type B errors 
[9, 10].

Misattribution also results in substantial implications to sponsors due to the 
underestimation of the MTD due to dose-limiting toxicities that are erroneously 
attributed. Downstream consequences of misattribution include not being able to 
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demonstrate clinical benefit/appropriate efficacy signals in later studies, and inac-
curate safety profiling of the study drug within the label. The end-result of misat-
tribution is that the safety and treatment experience information that patients receive 
is not necessarily reflective of their experience.

Often, phase I studies allow enrollment of patients with various cancers with dif-
ferent biology and treatment strategies. Attribution of AEs is particularly challeng-
ing in patients with advanced disease who may have gone through multiple prior 
treatments (including chemotherapy, radiation, hormonal therapy, targeted agents, 
hospitalizations). They may often also be older adults with multiple comorbidities 
and concomitant medications [8].

Multiagent combinations of oncologic drugs are often times tested in early phase 
trials. Sometimes, two or more novel compounds are evaluated in combination with 
each other, and the safety profile for either of the novel drugs being tested in com-
bination may not be available. Also, although some of the individual drugs being 
tested may not have direct drug-drug interactions, they may have functional interac-
tions, and one has to decipher if these two different oncology compounds are aug-
menting, either synergistically or significantly additively with each other even in 
terms of AEs, making attributions in combination drug trials particularly challenging.

For compliance purposes, extensive amount of data on AEs are reported and col-
lected, representing an extensive burden for researchers, research sites and the FDA 
[11, 12]. The process of reporting adverse events (AEs) in the regulatory process is 
acknowledged to be flawed and inefficient, producing much information that is of 
little benefit to the regulatory process and is ultimately uninformative [8]. A recent 
study revealed that FDA’s office of Hematology and Oncology Products received on 
average 17,686 expedited safety reports each year between January 1, 2006 and 
December 31, 2014 [13]. An audit of 160 randomly selected expedited safety reports 
submitted to the FDA Office of Hematology and Oncology Products, revealed that 
only 14% of these reports were informative and met all three criteria for expedited 
IND safety reports of detailing serious, unexpected, and suspected adverse reactions 
[13]. These inefficiencies add to cost, time, and the involvement of investigators 
effort, perhaps limiting the number of agents that can advance through the clinical 
trial trajectory.

Several studies have documented that AEs collection represent one of the most 
burdensome steps during the clinical research process, as they often include useless 
information and represent a major consuming of the overall time and resources 
required for the conduct of a clinical trial [14–17]. In a retrospective analysis of 26 
trials coordinated by the North-Central Cancer Treatment Cooperative Group, only 
3% of CTCAE grade 3 or higher were noted; the majority of them had no significant 
impact on clinical practice [18]. In addition, 72% of data would be eliminated if 
only maximum severity per patient and per type were considered. In another study 
evaluating the relevance of collection of safety data for supplemental approval, none 
of the concomitant medication records contributed to labeling changes for supple-
mental indications [16].

Typically, clinical trials report the incidence of the AEs irrespective of the tim-
ing and frequency of adverse events. Baseline AEs collection is often insufficient 
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or absent, as well as the low-grade but persistent, chronic AEs that may continue 
to affect patients after they discontinue study. In reality, the number of targeted 
therapies, small molecules and monoclonal antibodies evaluated in early-phase 
trials have been increasing, which are often associated with low-grade durable 
AEs, but only uncovered with longer follow up [19]. However, useful information 
about duration, frequency and timing of toxicities is usually not captured nor 
reported [20].

Once the AE data are collected, there seems to be a lack of optimal communica-
tion between the different players in drug development, including regulators, 
researchers, and sponsors/Contract Research Organizations (CROs). Often, the 
CRO requirements and what the FDA requires and what sites are audited for by 
auditors, are very different and inconsistent. The overall communication of AE data 
between sponsors and FDA continues to be suboptimal as sponsors still report seri-
ous adverse events independent of drug exposure, manifestations of the underlying 
disease, or that are study endpoints not related with the investigational drug. These 
generally uninformative reports drain resources for the FDA, researchers and insti-
tutional review boards, and divert them from other important activities [21].

On the other hand, investigators are not reporting high-quality or complete infor-
mation in safety reports, and there is still lack of specific training on how to assign 
attribution [22]. Even though several guidelines integrating symptom management 
recommendations already exist [23, 24], compliance is not mandatory and is still 
suboptimal [25, 26]. In addition, educational programs in clinical research do not 
prepare attendees on how to properly report serious AEs in an accurate manner.

In fact, selective reporting of clinical trial results is a well-documented issue. 
Positive studies are more likely to be published than those with non-significant or 
negative results, and AEs are reported inconsistently in a significant proportion of 
the trials. In addition, publications usually report fewer serious AEs compared with 
the public database ClinicalTrials.gov [27, 28]. Reasons for this suboptimal level of 
AE reporting include the use of studies with poor capture of toxicities, space restric-
tion imposed by medical journals and intentional concealing of unfavorable data 
[29, 30]. Moreover, results from individual trials are now being reported in multiple 
forms, including regulatory documents, clinical study reports (CSRs), registries, 
publications, scientific meetings and presentations, as well as patient level data por-
tals, and other databases [20]. Table 7.1 summarizes the current opportunities for 
the optimization of the symptom attribution process in clinical trials.

Table 7.1  Challenges and 
inefficiencies with symptom 
attribution

Misattribution due to confounding factors (prior therapies, 
comorbidities, multiagent studies)
Insufficient baseline information
Trial logistics, cost and time
Lack of education on attribution
Lack of communication between regulators, investigators 
and sponsors
Inconsistent publication of safety reports
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7.3  �Next Steps for Optimization of Attribution Assessment 
and Efficiency

The optimization of the attribution process is a priority in the drug development 
process and a number of meetings have been promoted between the different play-
ers, including the FDA, academic institutions and pharmaceutical companies [31, 
32]. In fact, there is a published white paper summarizing the consensus-building 
workshop held on toxicity attribution (Silver Springs 2017) to develop guidance for 
improving attribution of adverse events [33]. Interestingly, among these different 
meetings, there are similar actions suggested to improve the efficiency of the attri-
bution process. One possibility would be to reduce the current 5-tier system by 
eliminating the “possible” and “probably related” categories that are often difficult 
to interpret [6]. Two- and 3-tier systems have been proposed, as well as arguments 
in favor of both; this change could alleviate burden and is more concordant to inves-
tigator assessments on a daily basis [6]. Sample wording for the 2-tier system is: 
“more likely related to study drug (than other causes)” vs. “more likely related to 
other causes (than study drug)”. Sample wording for the 3-tier system is “more 
likely related to study drug,” “equally likely related to study drug and other causes,” 
or “more likely related to other causes”.

Regardless of whether a 3- or 2-tiered system is recommended, clear communi-
cation based on investigators current knowledge to convey a probability assessment 
rather than the ultimate “true” attribution is needed. This could increase the quality 
of attribution by reducing the proportion of attributions to the drug that are made 
just in order to be on the “safe side”.

As mentioned before, baseline scores and pretrial data are extremely important 
because they help in attribution by providing an individual control thus, helping to 
establish if a patient’s symptom is worsening or improving. This baseline data could 
also include patient-reported outcomes (PROs), as well as objective information 
such as laboratory levels, comorbidities and current medications. Although symp-
tom attribution is the responsibility of the investigators, the inclusion of PROs espe-
cially for symptomatic toxicities best reported by the patients (such as pain, fatigue, 
nausea or neuropathy) could be extremely helpful [31, 34].

By the same token, long-term data, including low-grade AEs, are very important 
to be captured from patients who had previous cancer treatments as they inform the 
researchers about potential chronic toxicity complications. The example of radia-
tion therapy trials where long-term AEs were assessed [35, 36] may be generalized 
and used in other clinical studies investigating new therapies.

PROs are a systematic capture of the patient perspective and are increasingly 
being included in cancer clinical trials [37]. There is a broad number of different 
instruments to collect health-related quality of life, but they were largely developed 
in an older therapeutics area, are static instruments, and have different measures to 
include the same questions irrespective of disease stage or current therapy. This is 
particularly true in the era of targeted therapies.
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As a consequence of a renewed effort to incorporate valuable information from 
patients, the FDA’s Office of Hematology and Oncology Products has developed the 
systemic assessment of symptomatic adverse events reported by patients as a way to 
objectively describe the safety and tolerance of an investigational drug [34, 38, 39]. 
The National Cancer Institute’s PRO version of the CTCAE (PRO-CTCAE) was 
subsequently created and provides a standard but flexible method to assess symp-
tomatic AEs from the perspective of patients, and complement safety and tolerabil-
ity data across clinical trials [40, 41]. As patient experience is being incorporated 
more often in clinical studies, standardizing this process will foster systemic and 
consistent data collection as part of drug development and improve our knowledge 
about how to integrate patient’s data as part of a treatment risk/benefit assess-
ment [42].

On the other hand, it is frequently not possible to attribute a specific AE to an 
individual drug when testing a combination regimen in phase I studies. Thus, attri-
bution in combinatorial studies should be focused on the combination regimen 
rather than to individual drugs, alleviating the unnecessary burden to investigators.

In order to improve the quality of safety reporting, the FDA published the 2010 
Final Rule elucidating the requirements for expedited IND safety reporting [43, 44]. 
These guidelines were intended to reduce the number of uninformative reports gen-
erated by trial sponsors, so as to ease the detection of true safety signals and improve 
the overall quality of safety data. However, extensive data have shown problems and 
limitations in the current attribution process and the extent of the toxicity burden is 
unknown [1, 7, 11, 45]. For investigators already involved in clinical research, their 
engagement on teleconference call meetings with sponsors is highly recommended 
as expertise is cumulative over clinical trials. In addition, a minimum requirement 
to join safety calls may be employed, as this may have major implications for the 
attribution process and MTD definition. There must also be attention paid to devel-
oping better content to provide training in attribution (for example, using case-
studies from prior trials to train on AE attribution).

With the change in the goals and conduct of early-phase trials including the 
increasing use of seamless designs, there has been a shift towards multi-institutional 
studies and centralized study management by CROs instead of research centers. To 
adapt to this shift, junior faculty, fellows and trainees may need additional training 
in all aspects of drug development and also more years of experience to become 
truly independent with opportunities to advance their academic careers [46]. 
Similarly, continuous efforts to improving communication between multi-center 
studies should be made, to better interpret AEs in the context of clinically-relevant 
information and greater understanding the available non-clinical data [47]. 
Recognizing the instrumental value that experienced researchers offer to early-
phase studies, the quality and experience of a clinical research center and their 
investigators shall continue to be the major selection criteria, rather than their ability 
to enroll patients in trials.

Finally, there has been a crescent number of meetings and discussions between 
the different players from industry, academia and regulatory agencies, intended to 
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achieve a better harmonization and synchronization of attribution [8]. This com-
munication is key to improving consistency and compliance, and common recom-
mendations may be the results of those discussions.

Key Expert Opinion Points 

	1.	 In the early phases of drug development, symptom attribution focuses mainly on 
patient’s safety and impact important endpoints that include the maximum toler-
ated dose and dose-limiting toxicities, defining the investigational drug safety 
profile.

	2.	 The current symptom attribution process is not simple or straight forward. 
Inaccuracies are frequent given the number of possible confounding factors. 
While a significant amount of resources and time is spent on data collection and 
trial logistics, there are inefficiencies associated with uninformative data collec-
tion, misattribution and lack of effective communication.

	3.	 Optimizing the symptom attribution process is considered a priority among the 
different players in the drug development process. The number of meetings to 
discuss opportunities to discuss this topic and to enhance the overall efficiency 
and quality of symptom attribution has increased in last few years. 
Communication improvement, collection of baseline and long term data, 
Patient-Reported Outcomes while minimizing collection of non-informative 
reports are some of are some of the right steps being taken in that direction.
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Chapter 8
Strategies for Incorporating 
Pharmacokinetic Studies into Oncology 
Phase I Trials

Lingzhi Wang, Wan Qin Chong, Pei Shi Ong, and Boon Cher Goh

Abstract  The ultimate goal of therapeutics is to ensure that the appropriate treat-
ment is administered to the individual patient at the most appropriate dose for opti-
mal effects. In drug development, clinical trials are conducted in 3 broad phases 
(Phase I, II and III) before registration for a new drug is granted. In Phase I clinical 
trials, the primary objectives are to define safety and tolerability of a new treatment 
and to establish the recommended dose/s for efficacy studies. Clinical pharmacoki-
netics (PK) is an invaluable tool that can help with achieving this goal, when applied 
early and throughout the clinical drug development phases. In this chapter, the fol-
lowing topics will be covered:

	1.	 Selected PK concepts specific to clinical drug development of oncology drugs.
	2.	 Practical issues in designing PK studies in Phase I trials.
	3.	 Application of PK in specific situations and drug interactions.
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Key Points
•	 Pharmacokinetic analysis is a valuable tool to understand and guide early devel-

opment of investigational new drugs
•	 The design and conduct of PK studies requires careful thought and planning
•	 Drugs have considerable propensity for PK issues in real world use, and in such 

situations, understanding the influence of drugs, food, pharmacogenetics, renal 
or liver function on PK of a new drug is essential to prepare for its eventual use 
in the clinic.

8.1  �Selected PK Concepts Specific to Clinical Drug 
Development of Oncology Drugs

8.1.1  �Introduction to Pharmacokinetic Concepts

PK refers to the study of the time course of drug absorption, distribution, metabo-
lism and excretion after drug administration. It essentially refers to what the body 
does to the drug. Pharmacodynamics (PD) on the other hand, is the study of the 
effects of a drug on the body. It essentially means what the drug does to the body 
which encompasses both on target and off-target effects. Both PK and PD are 
important disciplines within clinical pharmacology, where the basic premise is that 
free drug concentration at the target tissue of action will determine the magnitude 
and the duration of drug response. This is in turn manifested clinically as observed 
effects or measurable effects, which include the intended therapeutic effects of the 
drug and its off-target adverse effects. Unlike drug exposure at fixed concentrations 
in cell line models, in patients, systemic drug concentrations vary as they undergo 
processes of absorption (A), distribution (D), metabolism (M) and excretion (E), 
which are processes that determine the clinical PK of a drug.

In oncology, orally administered small molecule chemotherapeutic agents will 
be subjected to absorption processes including dissolution, ionisation, active 
transport and gastric emptying. This is followed by drug metabolism at the intes-
tinal lining and liver before reaching the systemic circulation. For these drugs, a 
high hepatic drug metabolism prior to reaching the systemic circulation, also 
known as high first pass effect, will in turn reduce their respective bioavailabili-
ties in the systemic circulation. In general, drugs that are well absorbed and have 
low hepatic first pass will give rise to higher plasma concentrations or have higher 
bioavailabilities following oral consumption compared to those that are poorly 
absorbed or have high hepatic first pass effect. Regardless, there is always a lag 
time between drug administration and the appearance of the drug in the blood for 
an orally administrated drug due to the absorption and first pass metabolic 
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processes. In repeated administration, accumulation occurs when the drug is 
administered before the previous dose is completely eliminated. The amount of 
drug in the body will then progressively rise to reach a plateau due to saturation 
of membrane transporters. On the contrary, high hepatic drug metabolism prior to 
reaching the systemic circulation, also known as the high first pass effect, con-
tributes to the reduced bioavailability of orally administrated chemotherapeu-
tic drugs.

Within the plasma, a small amount of administered drug remains as free mole-
cules while majority are bound to plasma proteins especially for more lipophilic 
drugs. In the end, both bound and unbound drugs are carried to various parts of the 
body via the circulatory system. Those that are lipophilic are partitioned largely into 
fat tissues, resulting in large apparent volumes of distribution. At the tumor site, free 
drug molecules are transported into tumor cells where they exert their PD effects. 
Unbound free drug molecules that are water soluble may either be filtered in the 
renal glomeruli and excreted, or secreted at the renal tubules while those that are  
more lipophilic are metabolised, largely in the liver. Within the liver, phase 1 
enzymes metabolise these drugs through the processes of oxidation, reduction or 
carboxylation, while phase 2 enzymes conjugate a moiety to make the phase 1 
metabolites more water soluble for subsequent drug elimination. It has been 
observed that some metabolites retain PD activity, albeit at a different potency to the 
parent molecule. Due to these ADME processes, plasma concentrations of drugs at 
any point after administration is thus the summation of processes of absorption and 
distribution, metabolism and elimination from the body.

8.1.1.1  �Interindividual Variability

In a given population, it has been observed that different individuals when given the 
same dose of drug exhibit different drug effects. This is attributed to differences in 
the PK processes between them that in turn result in different PK parameters such 
as drug clearance (CL), half-life (t1/2), area under the concentration-time curve 
(AUC). This interindividual variability in PK results in higher exposure in some 
individuals, and lower exposure in others and hence the differences in drug effects 
among different members of a population. For oncology drugs, this poses as a sig-
nificant challenge for precision dosing to achieve consistency in drug effects in 
different patients. This is because the therapeutic window, which is the range of 
drug concentrations required to achieve the intended therapeutic effect without 
unacceptable toxicity is narrow for most chemotherapeutic agents. In other words, 
the desired target concentrations are close to that associated with toxic effects. 
Fortunately, these adverse events are most frequently due to PD effects exerted by 
the drug binding to its other targets and are dose dependent, rather than due to 
unpredictable, idiosyncratic effects. Nonetheless, the high interindividual variabil-
ity in drug response can act as a significant conundrum to development of chemo-
therapeutic drugs in the clinic as they are often dosed at close to the highest clinically 
tolerable dose in the hope of getting optimal benefit.
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8.1.1.2  �Plasma Protein Binding

Another crucial factor potentially affecting the effect of an anticancer drug is its 
protein binding capacity which is variable between different anticancer drugs. 
Plasma proteins that can bind chemotherapeutic agents include albumin, alpha-1-
acid glycoprotein (α1AGp), globulins and lipoprotein. α1AGp is a crucial plasma 
protein involved in the binding and transport of many drugs, especially basic com-
pounds. This also applies to chemotherapeutic agents whereby for example, 
docetaxel is 98% bound to α1AGp, leading to potential risk for those with lower 
protein binding [1–3]. This protein binding process is reversible and the free drug 
fraction is relatively constant for a given drug in a given patient. This is an important 
parameter for some oncology drugs with extremely high protein binding as it could 
result in a big difference in free drug (unbound fraction) concentration since it is this 
form of the drug that is active and can cross the membrane to reach targeted sites. 
Hence, there has been increasing interest in the measurement of plasma free drug, 
and the most commonly used approaches for determination of plasma free drug 
concentration include ultrafiltration and equilibrium dialysis before actual drug 
concentration analysis. For the former, the drug containing plasma samples are fil-
tered through a very small pore size membrane filter by centrifugation at 37 °C. The 
unbound fraction may be calculated as the ratio of the free drug concentration in the 
filtrate over the total drug concentration in the plasma. For the latter, free drug is 
separated from the bound drug in the plasma by utilizing a dialysis chamber divided 
by a semipermeable membrane which allows the transfer of the free drug but not the 
drug bound to proteins.

8.1.1.3  �Clearance, Volume of Distribution and Half-Life

Clearance (CL), a commonly used parameter in clinical PK, links the rate of elimi-
nation with plasma concentration of a drug. It is defined as the volume of plasma 
that is completely cleared of the drug in a unit of time. As most drugs are mainly 
cleared from liver or renal routes, the summation of CL via all these routes of CL is 
therefore the total CL of the drug. For an intravenously administered drug, the CL 
derived reflects the whole administered dose assuming full bioavailability via this 
route of administration. For orally administered agents, the parameter derived is 
called apparent oral CL (CL/F), which takes into account the reduced bioavailabil-
ity of the drug due to drug absorption efficiency and first pass elimination. This 
parameter is calculated from an oral PK experiment by dividing the actual dose 
administered by the AUC attributable to the dose given. An understanding of the 
factors of interindividual variability of a drug such as body size estimates, liver 
function, renal function, can be obtained by studying their effects on drug clearance. 
In drugs administered continuously, at steady state, rate of elimination will be bal-
anced by the rate of dosing. Since CL relates the drug concentration to rate of elimi-
nation, CL will determine the maintenance dose to be administered to maintain 
therapeutic concentration. This parameter is in turn related to drug exposure and 
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dose. Since drug exposure is related to its PD effect, the effect of a drug can thus be 
adjusted by changing the administered dose. Depending on the main routes of CL 
of drugs, careful selection of agents is prudent in patients with impairment of either 
liver or renal function (see below, special populations).

Volume of distribution (Vd) of a drug is the apparent volume of fluid into which 
a drug distributes on the basis of the amount of drug in the body and the measured 
concentration in the plasma or serum. Since the drug is not equally distributed to all 
parts of the body, Vd does not represent a real volume, such that it is often known as 
the apparent Vd. Vd may be affected by many factors, such as physicochemical 
property of the drug, tissue characteristics, protein binding and co-administered 
drugs, etc. Hence, the Vd of a drug affects the difference between peak and trough 
concentrations at steady state or maximum concentrations for single intravenous 
bolus dosing. The Vd can be used to determine the loading dose needed to achieve 
a certain concentration.

Half-life (t1/2) is the time required for the concentration or amount of drug in the 
body to be reduced by one-half when a drug follows linear PK (dose and concentra-
tion independent PK, also called first-order kinetics). In fact, t1/2 which can be cal-
culated using CL and Vd and is a hybrid parameter that takes into account drug CL 
as well as its Vd. Although CL can be easily related to the elimination capacity of a 
specific organ such as the liver and kidney, it is not easy to have a precise judgement 
on how fast a drug is removed from the body based on CL. The elimination t1/2 is 
better suited for this because after 5 half-lives, approximately 97% of the drug has 
been eliminated from the body. Hence, understanding t1/2 is particularly important 
when determining dosing intervals for chronically-administered drugs, such as vari-
ous kinase inhibitors, as dosing adjustments may impact a drug’s systemic exposure 
and changes in plasma concentrations.

8.1.1.4  �Dose-Proportionality

In drug development, it is essential to determine if the disposition of a new drug is 
linear (dose-proportional) or nonlinear. Linear PK is also known as dose-independent 
and concentration-independent PK because the PK parameters (t1/2, CL, Vd) are 
constant and do not change with a change in drug dose. These drugs are said to have 
first-order kinetics. Examples of drugs that follow linear kinetics include most small 
molecule drugs and chemotherapeutic agents whereby drug metabolism is the main 
pathway of drug disposition. In addition, for these drugs, the change in drug dose 
results in a proportional alteration in the drug concentrations in both the systemic 
circulation and tumor tissue. Owning to the difficulty in direct measurement of drug 
concentration in tumor tissues, plasma drug concentration is thus used as a surro-
gate marker for tumor drug concentration in studies investigating dose proportional-
ity and PK of investigational oncology drugs assuming kinetic homogeneity.

Conversely, drugs with nonlinear PK exhibit distinct PK properties at different 
plasma concentrations. Nonlinear PK is also known as dose-dependent or 
concentration-dependent PK whereby one or more ADME PK processes parameters 
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(such as t1/2, CL, Vd) are dose-dependent. They do not follow first-order kinetics 
whereby doubling of drug dose will result in doubling of plasma drug concentra-
tion. Rather, an increase in dose will result in a disproportional increase in plasma 
concentration. These drugs are therefore more difficult to use in clinics especially 
when the drug therapeutic window is narrow. Examples of oncology drugs with 
non-linear PK include high dose methothrexate and monoclonal antibodies widely 
used recently in the treatment of cancer. The latter are not typically metabolised.

In general, based on FDA guidelines, a drug in development does not need to be 
dose proportional or exhibit first-order kinetics. However, dose proportionality of 
investigational new drugs—where an increase in the administered dose is accompa-
nied by a proportional increase in a measure of drug exposure, such as AUC or maxi-
mum plasma drug concentration (Cmax)—will greatly help clinicians have better 
control over their safety and toxicity when used clinically. Of note, it should be 
highlighted that the use of different formulations of the same drug can also impact 
its dose proportionality. For instance, the PK of cremophor-formulated paclitaxel is 
non-linear following short (<6 h) infusions, whereas that of long (24 h) infusions is 
linear [4]. Reformulating paclitaxel as Abraxane, where paclitaxel is available as an 
albumin-bound nanoparticle also results in dose-proportionality in patients.

A few approaches are available for the evaluation of dose proportionality. The 
most commonly used method is known as the power model approach (physiologie.
envt.fr/wp.../04/Dose_linearity_and_dose_proportionality.ppt). In this model, an 
empirical relationship between AUC and dose is established based on the following 
equation:

	 Ln AUC a Ln Dose( ) = + ( ) +b  	 (8.1)

Here, β also known as the slope, is a measure of the proportionality between 
Dose and AUC. If β = 0, it implies that the response is independent from the dose. 
If beta = 1, dose proportionality can be declared. Investigational new drugs that are 
dose proportional are therefore attractive candidates for further development as pre-
cision dosing to ensure that the right drug dose is given to individual patients to 
maximize therapeutic benefit and minimise risk.

8.2  �Practical Issues in Designing PK Studies for Phase 
I Trials

8.2.1  �Pharmacokinetics, Bioanalytical Method Development 
and Validation in Phase I Clinical Trials

A Phase I trial involves the initial introduction of an investigational new drug into 
humans. These studies are typically closely monitored and are designed in cohorts 
of patients with gradual escalation of doses. The purpose of such a study design is 

L. Wang et al.

http://physiologie.envt.fr/wp/04/Dose_linearity_and_dose_proportionality.ppt
http://physiologie.envt.fr/wp/04/Dose_linearity_and_dose_proportionality.ppt


125

to minimise potential exposure to serious toxicity and yet maximise the chances of 
antitumor response. Patients are started at a safe starting dose according to preclini-
cal animal studies and each dosing cohort is kept small during the dose escalation 
phase according to a dose escalation schema that is typically either model-based or 
algorithm-based. From these studies, the metabolism and pharmacologic actions of 
the drug in humans and side effects associated with increasing drug doses are evalu-
ated. Such studies may also provide early evidence on the antitumor activity of the 
investigational new drugs.

Importantly, sufficient information about the drug’s PK property and PD effects 
should be obtained during these studies. This is because the early assessment of 
PK parameters at initial doses of a first-in-human study would be highly informa-
tive about the estimation of bioavailability, and the AUC compared with the 
intended target AUC in animal models. This in turn provides an estimation of the 
dose ranges that would achieve target modulation, assuming PK linearity. 
Conversely, the investigation of PD effects of the drug will provide information on 
target and pathway inhibition. This is particularly relevant to targeted drug therapy 
in oncology whereby the PD biomarkers will act as surrogates of target engage-
ment. More importantly, such PD biomarker endpoints should be interpreted in the 
light of PK results of the drug to provide a more thorough understanding of its 
mechanism of action in relation to systemic drug levels. From all this gathered 
information, the investigator should also be able to determine if the dosing regi-
men is appropriate, and to assess the relevance of active metabolites to the PD 
effects of the drug. Such PK and PD data accumulated during the early phases of 
clinical drug development, when iteratively integrated into population PK and PD 
models, will also provide valuable insights into patient variables that influence 
drug effect. It in turn aids in choosing doses and dose intervals for subsequent 
Phase II studies (FDA Good Review Practice: Clinical Review of Investigational 
New Drug Applications).

In first in human (FIH) studies of oncology drugs, the key objectives are to inves-
tigate the safety, tolerability, PK and PD of these drugs in humans. Importantly, PK 
data from FIH phase I trials of these new investigational drugs in oncology are 
essential for the following: (i) to discern whether a given dose and schedule pro-
vides a potentially effective level of systemic exposure to the drug by comparison 
with biologically relevant concentrations or exposure that inhibits the target, (ii) to 
monitor the magnitude of intra-patient and inter-patient variability which is critical 
in understanding interindividual PK/PD variability, (iii) to assess whether changes 
in drug disposition or metabolism are related to the development of toxicity or the 
lack of efficacy, and (iv) to predict or monitor drug-drug interactions, with the ulti-
mate goal of optimizing clinical outcomes [5]. With this information, early PK stud-
ies in a phase I trial may provide essential guidance for the development of 
investigational oncology drugs. For example, PK data from a FIH study may reveal 
unfavourable pharmacology which would lead to discontinuation of development, 
or reformulation. This is exemplified by vemurafenib (PLX4032), the first structur-
ally designed small molecule inhibitor of BRAF V600E [6]. In the initial phase I 
study of vemurafenib using a crystalline formulation, a modest bioavailability of 
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vemurafenib using this preparation was revealed. This led to the replacement of this 
formulation by a microprecipitated bulk powder, which yielded a tenfold increase in 
bioavailability.

Another important aspect in the conduct of Phase I trials is the development and 
analytical validation of suitable analytical methods that will facilitate PK analysis 
of the investigational oncology drugs. These assays must fulfil all the requirements 
enumerated in FDA regulations. The parameters and acceptance criteria based on 
the latest bioanalytical validation guidance updated in May 2018 can be found at 
https://www.fda.gov/downloads/Drugs/Guidances/ucm070107.pdf. Of note, for the 
determination of small-molecule oncology drugs, nearly all analytical methods used 
in the past decade utilised chromatographic assays (CCs) such as LC-MS/MS and 
GC-MS etc. In contrast, ligand-binding assays (LBAs) are used for large molecules, 
such as antibodies. For the former, method development involves optimization of 
procedures and conditions involved with extraction and quantification of the ana-
lytes. This however is not necessary for large molecule investigational oncology 
drugs. Nonetheless, for both types of investigational oncology drugs, several key 
elements such as the use of suitable reference standards, construction of calibration 
curves, the use of suitable quality control samples, as well as their recovery, the 
stability of the analyte in the assay matrix and method selectivity, specificity, sensi-
tivity, precision and accuracy, should all be considered in the development and vali-
dation of their bioanalytical methods as summarised in Table 8.1.

Overall, oncology drug development is a process with a high attrition rate with 
only 5% of drugs evaluated in Phase I eventually registered. In the past, poor PK 
was one of the most common causes of early termination of a drug in development. 
However, with an improved understanding of clinical PK, together with its incorpo-
ration into Phase I studies, such PK issues have been mitigated. At present, drug 
ineffectiveness is the key cause of unsuccessful oncology drug approval.

8.2.2  �Pointers for PK Sampling When Conducting a Phase 
I Oncology Trial

The basic PK parameters such as elimination rate constant (Kel), Cmax, AUC and 
CL of the investigational small molecule anticancer drugs obtained from initial PK 
studies during phase I trials will provide information on the dose proportionality 
and accumulation ratio of the investigational drugs at steady state.
•	 In order to obtain accurate information on these parameters, the use of an appro-

priate PK sampling schedule is crucial. In designing the sampling schedule, con-
siderations would be whether there have been prior human PK data of the drug 
studied, or whether previous drugs with similar chemical properties are available 
to guide the choice of the sampling following single- and multiple-dose admin-
istration. This will in turn allow for a thorough evaluation of the exposure-
response relationships across multiple dose levels. Thus, a well-designed 
sampling schedule should define the full time-course of drug concentrations (and 
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its metabolites) following a given dose, and all inflection points of the PK curve 
should be adequately sampled. Ideally, at least 3 time points are required for each 
of the different kinetic phases of drug absorption (for extravascular drug admin-
istration), distribution and elimination. Typically, 10–15 time points including 
baseline at predose should be adopted for each dose group in an intensive PK 
study as part of Phase I trials since this is conducted in only a small number of 
study subjects in a 3+3 dose escalation design. The sampling scheme should not 
be too sparse as this can potentially risk a biased estimate of Cmax and AUC 
values which in turn affects further evaluation of dose-proportionality during 
dose escalation studies, drug interaction studies and investigations of the effects 
of food on the drug’s PK parameters. Apart from this, the actual time the PK 
samples are taken with respect to the dosing should also be recorded to ensure 
precise PK analysis and derivation of accurate PK parameters, such as AUC, kel, 
Cmax, CL and Vd.

Table 8.1  Key elements of bioanalytical methods

Reference  
standards

A reference standard is a chemical substance of known purity and identity 
which is used to prepare calibration standards and quality controls. Three 
types of reference standards are usually used: (1) certified (e.g., USP 
compendial standards), (2) commercially supplied, and (3) 
custom-synthesized.

Calibration  
curve

The calibration curve—also known as the standard curve—is the 
relationship between the instrument response and the calibration 
standards within the intended quantitation range.

Quality control 
samples (QCs)

Calibrators, or calibration standards, refer to a biological matrix to which 
a known amount of analyte has been added. Calibration standards are 
used to construct calibration curves from which the concentrations of 
analytes in QC samples and PK samples are determined.

Selectivity and 
specificity

Selectivity is the extent to which the method can determine a particular 
compound in the analyzed matrices without interference from matrix 
components. Specificity is the ability of the method to assess, 
unequivocally, the analyte in the presence of other components that are 
expected to be present (e.g., impurities, degradation products, matrix 
components, etc.).

Sensitivity Sensitivity is defined as the lowest analyte concentration in the matrix that 
can be measured with acceptable accuracy and precision (i.e., LLOQ).

Accuracy and 
precision

Accuracy is the degree of closeness of the determined value to the 
nominal or known true value under prescribed conditions. Accuracy is 
also sometimes termed trueness. Precision is the closeness of agreement 
(i.e., degree of scatter) among a series of measurements obtained from 
multiple sampling of the same homogenous sample under the prescribed 
conditions.

Recovery Recovery refers to the extraction efficiency of an analytical process, 
reported as a percentage of the known amount of an analyte carried 
through the sample extraction and processing steps of the method.

Stability of the 
analyte in the matrix

Stability is a measure of the intactness an analyte (lack of degradation) in 
a given matrix under specific storage and use conditions relative to the 
starting material for given time intervals.
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8.3  �Application of PK to Understand and Rationalize Drug 
Development for Special Situations

Apart from the usefulness of PK in aiding dose determination for subsequent clini-
cal studies, PK can also be used to investigate the effects of food on the bioavail-
ability of an investigational new drug, to study drug-drug interactions between the 
drug in development and currently approved drugs, as well as to provide a better 
understanding on the changes in PK parameters of the investigational new drug in 
special patient populations. All of these applications are discussed in the succeeding 
section of this book chapter.

8.3.1  �Food Effect Studies

Food can affect the bioavailability of orally administered drugs by various means, 
such as delaying gastric emptying, stimulating bile flow, changing the gastrointesti-
nal pH and physically or chemically interacting with the drug. Food-effect bioavail-
ability (BA) studies should be conducted early in the clinical development for all 
new chemical entities to determine the effect food has on their absorption and 
PK. Conversely, fed bioequivalence (BE) studies are conducted for abbreviated new 
drug applications to demonstrate their bioequivalence to the reference listed drug 
(RLD) under fed conditions. Such food effect studies should be carried out for all 
orally administered drugs unless the drugs are immediate-release, or if their RLDs 
are labelled to be taken only on an empty stomach or has no labeling on food effect.

8.3.1.1  Study Design

BA studies should be designed as a randomized, balanced, single-dose, two-
treatment (fed vs. fasting), two-period, two-sequence crossover in healthy subjects. 
In fed BE studies, a similar study design is used except that the two-treatment con-
sists of the investigational vs. RLD, both administered to volunteers after a test meal 
(under fed conditions). If there are safety concerns with regards to the treatment 
investigated in healthy subjects, the volunteers may be drawn from the patient popu-
lation. A minimum of 12 evaluable subjects should complete the study to achieve 
adequate power for statistical assessment [7].

A test meal should comprise high-calorie (approximately 800–1000 calories) 
and high-fat foods (approximately 50% of total caloric content of the meal), and be 
given to subjects following an overnight fast of at least 10 h. The caloric breakdown 
should be provided in the study report. The study drug is typically administered 
30 min after the subject begins consuming the meal. For the fasted period, following 
an overnight fast of at least 10 h, the study drug may be administered with 240 ml 
of water and no food should be allowed for at least 4 h post-dose. There should be 
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an adequate washout period between the two treatments, with the length of the 
washout period governed by the half-life of the drug (eg. at least 5 half-lives).

An equivalence approach is recommended by the FDA for food-effect studies 
during data analysis. The presence of food effect on the bioavailability of an inves-
tigational drug is demonstrated when the 90 percent confidence intervals for the 
ratio of population geometric means between fed and fasted treatments is beyond 
the equivalence limits of 80–125% for either AUC or Cmax. Any changes to tmax and 
tlag due to food effects must also be considered in terms of their clinical impact. 
Similarly, in BE studies, to conclude that the test drug is bioequivalent to the RLD 
under fed conditions, the 90 percent confidence intervals for the ratio of population 
geometric means between test and RLD should be within the BE limits of 80–125% 
for AUC and Cmax.

8.3.2  �Drug-Interaction Studies

PK evaluation of drug-drug interactions (DDI) via in vitro and clinical studies helps 
to determine if interactions exist between the concomitantly administered drugs, 
and if the interactions occur to an extent that necessitates dose adjustment of 
the drugs.

8.3.2.1  In Vitro Studies

In in  vitro studies, understanding the principal routes of the drug’s elimination, 
identifying the enzymes and transporters that are involved in the drug’s metabolism 
and disposition, and determining how enzymes and transporters may be affected by 
the drug, will help to elucidate the potential DDI mechanisms.

The first step is to determine if the investigational drug is a substrate of metabo-
lizing enzymes. Major metabolizing enzymes that should be routinely evaluated in 
in vitro phenotyping studies include CYP1A2, CYP2B6, CYP2C8, CYP2C9, 
CYP2C19, CYP2D6, and CYP3A4/5. Other additional enzymes include other CYP 
enzymes, including CYP2A6, CYP2J2, CYP4F2 and CYP2E1, phase I enzymes 
such as monoamine oxidase (MAO), Flavin monooxygenase (FMO), xanthine oxi-
dase (XO) and alcohol/aldehyde dehydrogenase, and phase II enzymes including 
uridine diphosphate (UDP) glucuronosyl transferases (UGTs). If a specific metabo-
lizing enzyme is responsible for >25% of the drug’s elimination, then clinical DDI 
studies should be performed. The next step is to evaluate the potential of the investi-
gational drug to inhibit (reversible inhibition or time-dependent inhibition) or induce 
the major metabolizing enzymes. If a significant interaction is found, mechanistic 
models may be applied to determine if one should proceed with clinical DDI studies. 
If the predicted ratio of AUC of a sensitive index substrate drug in the presence and 
absence of the investigation drug is ≤0.8 or ≥1.25 based on static mechanistic mod-
els, clinical DDI studies should be conducted using a sensitive index substrate.
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8.3.2.2  Clinical Drug Interactions Studies

Clinical DDI studies compare substrate concentrations in the absence and presence 
of a perpetrator drug in vivo. They help to confirm the presence of the suspected 
DDI and guide the appropriate management of clinically significant DDI. To deter-
mine if an investigational drug is a ‘victim’ of DDI, it should be given with index 
perpetrators that predictably inhibit or induce drug metabolism or transport by a 
given pathway. Similarly, to test if an investigational drug is a perpetrator, one 
should use sensitive index substrates. Using a strong index perpetrator or sensitive 
substrate helps to create the “worst-case scenario” to evaluate the possible greatest 
magnitude of DDI of investigational drugs. As an example, to study the effects of 
potent CYP3A inhibitors on cancer drugs, ketoconazole is often used as the potent 
CYP3A inhibitor. If there is significant interaction with the strong inhibitors or 
inducers, or with the most sensitive substrates, additional studies may be conducted 
using less strong inhibitors or inducers, or with other substrates, selected based on 
likely co-administration [8]. A list of recommended index drugs for specific path-
ways is available on the FDA’s website for Drug Development and Drug 
Interactions [9].

On the other hand, monoclonal antibodies are usually cleared in the reticuloen-
dothelial system of the body or other protein degradation pathways. They are not 
subjected to usual drug metabolism for clearance, and are too large to be filtered in 
the glomerular membrane, and are therefore subjected to less potential for drug 
interactions.

8.3.2.3  Study Design

For most clinical DDI studies, healthy volunteers may be used unless there are 
safety concerns or the intention to evaluate PD endpoints that cannot be studied in 
healthy subjects. A randomized, two-way crossover study design helps to reduce 
inter-subject variability. The two treatments consist of substrate alone in the first 
period, and a second period with co-administration of the substrate and perpetrator. 
Parallel studies may be conducted instead if the drugs have a long half-life and a 
crossover design is not feasible. The choice of doses, dosing intervals, dosage forms, 
number of doses, routes and timing of co-administration should maximize the likeli-
hood of finding a DDI, but with due safety consideration. For example, the dose of 
the perpetrator drug used should be the maximum dose, and with the shortest dosing 
interval. If the substrate demonstrates dose- or time-dependent non-linear PK, 
multiple-dose administration of the substrate and its perpetrator should be studied.
•	 The PK endpoints for DDI studies include changes in drug exposure parameters 

such as AUC0-INF and Cmax. If the 90 percent confidence interval for these mea-
sured changes in systemic exposures in the DDI study falls completely within the 
no-effect boundaries, a conclusion of no clinically significant DDI is made. The 
no-effect boundaries are determined preferably based on exposure-response rela-
tionship derived from PK and PD analyses, and other available information on 
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the substrate drug. Otherwise, by default, a no-effect boundary of 80–125% for 
AUC and Cmax may be used. If the investigational drug is a CYP inhibitor or 
inducer, it can be classified based on the change in the substrate AUC. This clas-
sification helps to determine whether other drugs that have not been investigated 
in a DDI study with the investigational drug may have clinically significant DDIs 
with it. A strong, moderate and weak inhibitor increases the AUC of a sensitive 
index substrate by ≥5-fold, ≥2- to <5-fold, and ≥1.25- to <2-fold, respectively. 
An investigational drug is classified as a strong moderate or weak inducer if it 
decreases the AUC of a sensitive index CYP substrate by ≥80 percent, ≥50 to 
<80 percent, or by ≥20 to <50 percent, respectively [10].

8.4  �Understanding Special Populations

8.4.1  �Patients with Renal Impairment

Alterations in renal function can affect the clearance of anticancer drugs, especially 
if the drug is eliminated primarily through renal excretion. It can also affect hepatic 
and gut drug metabolism, and may change the drug’s absorption, plasma protein 
binding and tissue distribution. Thus, the dose of anticancer drugs may need to be 
modified in patients with renal impairment as their PK may be affected.

For most drugs that are likely to be used on a chronic and systemic basic in 
patients with renal impairment, a PK study should be conducted to assess the need 
for dose adjustment in these patients. This includes drugs and cytokines that are not 
primarily excreted by the kidney. Drugs that are indicated for single-use, adminis-
tered via inhalation route only and are primarily eliminated through the lungs, or are 
monoclonal antibodies, are unlikely to be altered in patients with renal impairment. 
Thus, PK study for these drugs is not necessary.

8.4.1.1  Full PK Study Design

A full PK study should be performed for drugs that are predominantly cleared by 
the kidney. For drugs that are not predominantly cleared by the kidney (i.e., pre-
dominantly cleared by hepatic metabolism or secreted in the bile), a “reduced PK 
study” design that compares the PK in patients at the extremes of renal function, 
may be initially performed. A full PK study is also warranted if the result of the 
“reduced PK study” is positive. (See Diagram 8.1).

There are several ways to define renal function. While the use of 24-h urine 
sample for measurement of creatinine clearance or the use exogenous markers such 
as cystatin C and EDTA, provide accurate estimation of glomerular filtration rate 
(GFR), in clinical practice, it is more practical to use serum-creatinine based equa-
tions to estimate GFR. The two commonly used serum-creatinine based equations 
used to estimate renal function are estimated creatinine clearance (CLcr) by the 
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Cockcroft-Gault equation (C-G) [11] and estimated glomerular filtration rate 
(eGFR) from the Modification of Diet in Renal Disease (MDRD) Study [12]. 
Historically, C-G equation has been used to estimate renal function in PK studies. 
Either of the equations may be used to assign subjects to a renal impairment stage 
(see Table 8.2) based on their estimated renal function.

In order to have a sufficient representation of subjects with various degrees of 
renal impairment, an approximately equal number of subjects in stages 1–5 should 
be enrolled. For drugs with wide therapeutic range, subjects may be stratified based 
on GFR ≥ 60 ml/min (normal to mid decrease in GFR), 15–59 ml/min (moderate to 
severe renal damage), and ≤15 ml/min (End Stage Renal Disease (ESRD) not initi-
ated on dialysis) [13].

The number of subjects enrolled in each group should be adequate to detect the 
level of renal impairment at which the PK may be changed significantly to warrant 
a dose adjustment. The PK variability within the subject group, as well as the PK/
PD relationships for both therapeutic and adverse responses, will affect this 

Investigational drug

Single-use, Inhalaional route, monoclonal
antibodies or unlikely use in patients with

renal impairment 

No study
recommended

Systemic use on
chronic basis

Renal clearance
predominantly

Conduct full PK
study

Negative

No dose
adjustment

Positive

Dose
adjustment
required 

Non-renal clearance
predominantly

Conduct reduced
PK study

Negative

No dose
adjustment

Positive

Conduct full
PK study

Diagram 8.1  Flowchart for PK study design in patients with renal impairment

Table 8.2  Classification of renal impairment as recommended by FDA [13]

Stage Description CLcr (ml/min) or eGFR (ml/min/1.73m2)

1 Control (normal) GFR ≥90
2 Mild decrease in GFR 60–89
3 Moderate decrease in GFR 30–59
4 Severe decrease in GFR 15–29
5 End Stage renal disease (ESRD) <15 not on dialysis

Requiring dialysis
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decision. Of note, the controls with normal renal function used in such studies 
should be representative of the typical patient population.

A single-dose study may be conducted for drugs that have prior studies demon-
strating that single-dose studies can satisfactorily determine their PK. In single-dose 
studies, the same dose can generally be administered to all patients in the study 
regardless of renal function because the peak concentration is not substantially 
affected by renal function. A multiple-dose study is recommended when the drug or 
its active metabolite exhibits nonlinear or time-dependent PK, and it is paramount 
to consider a lower or less frequent dosing in patients with impaired renal function 
to prevent accumulation of drug and its metabolites. The dosing should usually be 
continued long enough to achieve steady state, and sometimes, if the elimination 
half-life is markedly increased, a loading dose strategy may be considered to facili-
tate the process of reaching steady state. Plasma and urine samples should be ana-
lyzed for parent drug and its active metabolites. Plasma protein binding may be 
altered in patients with impaired renal function. Drug efficacy tends to be related to 
unbound drug concentrations at the site of action. Unbound concentrations should 
be measured in each plasma sample if the binding is concentration-dependent or if 
it is affected by metabolites or other time-varying factors. Otherwise, the unbound 
concentration may be evaluated with a single or limited number of samples in each 
patient. For drugs and metabolites with low extent of plasma protein binding (i.e., 
less than 80%), there will be little changes in their plasma protein binding when the 
renal function is impaired.

8.4.1.2  Reduced PK Study Design

A reduced PK study is essentially a “worst case” study where the PK parameters 
in patients with ESRD, but are not yet on dialysis are compared to the PK param-
eters of subjects with normal renal function. If reduced PK study shows a substan-
tial effect (e.g., more than 50% increase in AUC, or a less effect in drugs with a 
narrow therapeutic index) in patients with renal impairment, a full PK study 
should be conducted. If no difference in PK are seen, no further study is required. 
When designing a reduced PK study, the same principles as in the full PK 
study apply.

8.4.1.3  Effect of Dialysis on PK Parameters

Dialysis may affect the PK of a drug to an extent such that dosage adjustment is 
required. As intermittent haemodialysis (HD) is the most common dialysis method 
in chronic ESRD patients, it is important to evaluate the effect of HD on PK. PK 
studies should also be considered in peritoneal dialysis if the drug is likely to be 
used in these patients and if peritoneal dialysis is likely to significantly affect the 
drug PK. PK study of the effect of dialysis on PK may be omitted if the drug is 
unlikely to be administered to ESRD patients treated with dialysis, or if the dialysis 
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procedure is unlikely to result in significant elimination of drug or active metabo-
lites. This includes drugs with large molecular weight, those that have a high plasma 
protein binding or large volume of distribution, or those that are primarily non-
renally cleared.

For determining the effect of dialysis has on the drug elimination, PK parameters 
in patients under both dialysis and non-dialysis conditions are compared. During 
dialysis, concentration of the drug and its metabolites, total plasma proteins and 
drug free fraction in dialysate, and arterial and venous blood should be measured at 
several time points. Dialysis clearance (CLD) can be calculated from the following 
equation:

	 CL Amount recovered AUCD t t1= -/ 0 	 (8.2)

where t0 marks the start time and t1 the termination of the haemodialysis session.
The fraction of the administered dose that is recovered in the dialysate is calcu-

lated in order to assess the need for administering supplemental drug doses to hemo-
dialysis patients.

8.4.1.4  Data Analysis and Dosing Recommendation

After estimating the PK parameters of the drug and its active metabolites, the next 
step is to construct a mathematical model for the relationship between estimated 
renal function and the relevant PK parameters. The reported modeling results should 
include estimates of the parameters of the chosen model and measures of their pre-
cision (either standard errors or confidence intervals). Specific dosing recommenda-
tions can be made based on the study results using the model for the relationships 
between creatinine clearance or eGFR and relevant PK parameters.

8.4.2  �Hepatic Impairment

The liver is responsible for drug clearance through various oxidative and conjuga-
tive metabolic pathways and through biliary excretion of unchanged drug or metab-
olites. In patients with liver dysfunction, their kidney functions may be affected as 
well. Hepatic impairment can lead to drug accumulation, and may less often, affect 
the formation of active metabolites.

A PK study should be conducted in patients with hepatic impairment if the drug 
or its active metabolites undergoes significant hepatic metabolism or excretion (i.e. 
>20% of the absorbed drug), if the drug or its active metabolite is eliminated to a 
lesser extent but has a narrow therapeutic range, or if the metabolism of the drug in 
unknown. PK study is not necessary if the drugs used are intended for single-dose 
administration, eliminated entirely via renal route, is primarily eliminated via the 

L. Wang et al.



135

lungs, or has wide therapeutic range and is metabolized in the liver to a small extent 
(<20%) (Diagram 8.2).

8.4.2.1  Full PK Study Design

Hepatic function may be measured using a variety of methods. An example is 
Child-Pugh classification that incorporate clinical signs (ascites and encephalopa-
thy), measure of liver function (prothrombin time) and the levels of endogenous 
substances (albumin and bilirubin) in the estimation of hepatic function. FDA rec-
ommends that the Child-Pugh classification be used to categorize the degree of 
hepatic impairment in patients [14]. It is paramount that the alterations in the Child-
Pugh components are due to the impaired hepatic function and not due to other 
causes. For example, in a patient with cancer metastasis to the peritoneum, ascites 
may not be secondary to hepatic impairment. To evaluate the effect on PK param-
eters across the entire spectrum of hepatic impairment, PK study should be carried 
out in controls and in patients with the following three Child-Pugh scores, namely 
mild, moderate and severe. There should be at least 6 subjects evaluated for each 
category [14].

The same principles for designing study for patients with renal impairment 
apply. The control group should be representative of the intended patient popula-
tion. A single-dose or multiple-dose study may be carried out depending if the drug 
and its active metabolites exhibit linear and time-independent PK or non-linear and 
time-dependent PK, respectively. For drugs whose metabolism is mediated by 
enzymes known to exhibit genetic polymorphism, the metabolic status of the 
enrolled patients should be considered when analyzing the PK results.

Investigational
drug

Single-use, Inhalational route, <20% absorbed drug
eliminated by liver or eliminated entirely by kidneys 

No study
recommended 

Systemic use on
chronic basis

>20% of absorbed drug eliminated by liver; <20% if
narrow therapeutic index; or if the percentage

eliminated by liver is unknown 

Conduct full PK study (Normal
vs. Child-Pugh A, B and C) 

Conduct reduced PK Study
(Normal vs. Child-Pugh B) 

Positive

Dose reduce in
Child-Pugh B, and
to use with caution

in Child-Pugh C

Negative

No dose
adjustment
required for

Child-Pugh A
and B

Diagram 8.2  Flowchart for PK study design in patients with hepatic impairment
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8.4.2.2  Reduced PK Study Design

In a reduced PK study, the PK parameters in controls are compared to patients with 
moderate Child-Pugh score. The findings in the moderate category will apply to 
patients with a mild Child-Pugh category and dosing in the severe category would 
generally be contraindicated. FDA recommends that at least 8 subjects are recruited 
into the control and moderate Child-Pugh hepatic impairment arms.

8.4.2.3  Population PK Approach

Population PK screening in phases 2 and 3 can be useful in assessing the impact of 
altered hepatic function on PK if patients with hepatic impairment are not excluded 
from the phase 2 and 3 trials and if there is enough PK information collected about 
patients to characterize them reasonably well. The patients in phase 2 and 3 studies 
should be assessed for the components of the Child-Pugh score (serum albumin, 
serum bilirubin, prothrombin time, ascites and encephalopathy) or for a similar 
group of measures of hepatic function. Both parent drug and active metabolites, 
including their unbound concentrations, are typically measured.

8.4.2.4  Dosing Adjustment Recommendations

•	 The FDA recommends the use of a confidence interval approach, rather than a 
significance test in hepatic impairment PK studies. No effect of hepatic impair-
ment on the drug’s PK is supported when the PK parameters (AUC and Cmax) 
remains within the no-effect boundaries. These boundaries are defined based on 
PK information available for the investigational drug, or in absence of the infor-
mation, a standard 90% confidence interval of 80–125%. If the effect of hepatic 
impairment on the PK of the drug is obvious (e.g., two-fold or greater increase in 
AUC), dosage adjustments should be recommended in the labeling.

8.5  �Concluding Remarks

Well-designed PK studies during phase I drug development will allow an assess-
ment of the impact of dosing and a preliminary evaluation of the patient variables 
that impact drug effect. The data would at most be considered preliminary as limited 
patient numbers restrict statistical robustness; and the data should still be iteratively 
analysed as more patients are included in later phases of drug development.
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Key Expert Opinion Points
•	 Pharmacokinetic analysis is a valuable tool to understand and guide early devel-

opment of investigational new drugs
•	 The design and conduct of PK studies requires careful thought and planning
•	 Drugs have considerable propensity for PK issues in real world use, and in such 

situations, understanding the influence of drugs, food, pharmacogenetics, renal 
or liver function on PK of a new drug is essential to prepare for its eventual use 
in the clinic.
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Chapter 9
Development of Pharmacodynamic 
Biomarkers for Phase I Trials

María Vieito, Itziar Gardeazabal, Ignacio Matos, and Elena Garralda

Abstract  According to the NCI experimental Therapeutics Program (NeXT) defi-
nition pharmacodynamic biomarkers (PD) are molecular indicators of the drug’s 
effect on the target in an organism.

Using the pharmacological audit trail (PhAT) framework the role of PD in early 
drug development is to measure the effect of the drug against a certain target or 
pathway (proof-of-mechanism PD), or study the functional consequences of the 
drug-target interaction (proof-of-concept PD). Although regulatory and technical 
challenges to generalize the use of PD still remain we review some recent advances 
towards standardization and the fit-for model approach which can be used to deter-
mine the appropriate, use-specific, requirements of validation.

The validation of a PD biomarker should be started in the preclinical phase and 
continue during the early clinical development following a learn-predict-confirm 
approach to test the expected results against the clinical observations. PD biomark-
ers can be used to characterize the relationship between drug levels and biological 
effects or as part of adaptative clinical trial designs. Finally we review specific dif-
ferences of on target-toxicity, tissue, blood based and imaging PD as well as review 
the role of PD biomarkers in the era of immunotherapy.

Keywords  Pharmacodynamics · Pharmacological audit trail · biomarker qualifica-
tion · Fit-for-purpose · Model-based drug-development

Key Points
	1.	 According to the pharmacological audit trail, pharmacodynamic biomarkers 

should be used during the early phases of drug development to prove activity 
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against a particular target of a pathway, as well as downstream functional conse-
quences of drug-target interaction.

	2.	 Due to their complexity and lack clear of a coherent standardization pathway, the 
use of pharmacodynamic biomarkers has yet to be generalized.

	3.	 Although the more widely used biomarkers are collected in blood or in other 
surrogate tissues, tissue based, image based and liquid biopsies are gaining 
importance.

	4.	 The fit-for-purpose approach to biomarker qualification allows us to set different 
standards for biomarkers that are purely exploratory and companion diagnostics 
and also takes into account that not all modalities of biomarkers can be standard-
ized to the same degree.

	5.	 Model-based drug development expresses the expectations of a clinical trial as a 
mathematical equation in which the results, including pharmacodynamic bio-
markers can either prove or disprove the model and lead to optimization through 
a iterative learn-predict-confirm approach.

9.1  �Introduction: Integration of Pharmacodynamic 
Biomarkers in Early Drug Development

In recent years, early drug development in oncology has been transformed by new 
insights into the molecular biology of cancer and the role of the tumor environment. 
Fueled by a deeper understanding of the genomic and cell biology landscape, a new 
generation of drugs rationally designed to target genetic driver alterations is com-
plementing conventional chemotherapy, dramatically altering the management of 
many cancers. Nonetheless, rational drug development remains a slow and costly 
process. Advocate groups and stakeholders have stressed the importance of bio-
markers as a potentially valuable tools for selecting the optimal population for a 
given drug or as surrogate markers of efficacy endpoints in early clinical trials [1]. 
Despite many success stories, such as for BRAF-mutant melanoma or HER2-
amplified breast cancer, barriers such as lack of standardization and validation pose 
major issues for biomarker-directed drug development [2].

A biomarker is typically defined as a characteristic that can be objectively mea-
sured and evaluated as an indicator of normal or pathogenic biological processes, or 
pharmacologic responses to a therapeutic intervention [3]. In this review we use the 
definition of pharmacodynamic (PD) biomarker following the NCI experimental 
Therapeutics Program (NeXT) which focuses on the link between the drug and its 
downstream biological effect. According to this definition, PD biomarkers are 
molecular indicators of the drug’s effect on the target in an organism. A PD bio-
marker can be used to examine the link between a drug treatment, the target effects, 
and a biological tumor response [4].

Several factors contribute to the growing interest in PD biomarkers in phase I 
trials; the potential ability to correlate clinical data with target modulation, the 
development of tests that combine functional information with early assessment of 
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tumor response, such as functional imaging studies (e.g. fluorodeoxyglucose–posi-
tron emission tomography [FDG-PET] or dynamic magnetic resonance imaging 
[MRI]) [5] and the possibility of combining them with conventional techniques 
such as pathological or biochemical analyses [6]. Finally, the failure of several late-
stage investigational drugs has also motivated researchers to seek molecular and 
biochemical evidence of on-target engagement during early stages of drug 
development [7].

Some aspects of PD biomarkers remain controversial, such as the determination 
of “proof-of-mechanism”, the optimal source of tissue for collecting PD biomarkers 
(especially in the phase I trial setting), the suitability of biomarkers as surrogate 
endpoints, the convenience of looking at one single analyte or measuring proteins 
in close functional proximity to the target, and even whether maximal target inhibi-
tion is indeed desirable for every drug [8]. Although PD biomarkers are nowadays 
integrated into most drug development programs, their potential usefulness during 
drug development is still underexploited [9]. Some key questions remain unan-
swered for many targeted drugs in development such as (1) defining the biologically 
optimal dose and schedule for phase II studies, (2) their use as surrogate endpoints 
of drug resistance, clinical toxicity or efficacy [1], and, as a consequence, (3) their 
clinical utility for defining the population likely to respond to the drug under inves-
tigation [10].

Developing and validating biomarkers is a complex process, and in some cases 
is proving to be almost as difficult as the development and approval of the new drug 
itself. This chapter focuses on PD biomarkers in the early phase of development 
during phase I trials, with the aim of illustrating the challenges and potential alter-
native approaches for their incorporation into the drug development process.

9.2  �General Aspects of Pharmacodynamic Biomarker 
Validation: Technical and Regulatory Issues

(a) The Pharmacological Audit Trail (PhAT)
Originally proposed by Prof. Paul Workman in a series of articles in the early 2000s 
[8, 11, 12], the pharmacological audit trail (PhAT) is a framework of questions that 
should be answered during the process of developing a new drug to identify how 
much of the drug reaches a given location and the biological effect in the target tis-
sue (Fig. 9.1). Although we will be briefly introducing the whole pharmacological 
audit trail, pharmacodynamic biomarkers will be used mostly to answer the 
later aspect.

The first set of questions uses predictive biomarkers discovered during preclini-
cal testing to identify which is the target population of the study and what is the 
working hypothesis about the possible pharmacological effect. A second set of 
questions uses pharmacokinetic biomarkers to evaluate how the organism interacts 
with the drug, and ultimately to measure if biologically active concentrations are 
achieved in blood and, if possible, in the tumor.

9  Development of Pharmacodynamic Biomarkers for Phase I Trials
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The third step, the evaluation of biological events happening in the organism as 
an effect of the drug, requires pPharmacodynamic biomarkers. eventsThe authors 
categorize them in (1) proof-of-mechanism PD biomarkers (when they measure the 
effect of the drug against a certain target or pathway), and (2) proof-of-concept 
biomarkers (when they show later effects on a hallmark cancer pathway, such a 
proliferation or angiogenesis). The later represent what the authors refer to as “func-
tional consequences” of the drug-target interaction.

Workman et al. also introduce a third type of biomarkers that they call “interme-
diate endpoints of clinical response” that address the issue of whether the drug actu-
ally achieves the intended clinical effect. In this group they include biomarkers such 
as changes in tumor markers, circulating tumor cell (CTC) numbers and changes in 
circulating tumor DNA (ctDNA), as well as fludeoxyglucose (FDG)-PET [13].

Finally, the last set of questions tries to elucidate the mechanisms that cause 
therapeutic resistance, using resistance biomarkers phenomenon such as T790M 
mutation in EGFR mutant patients treated with TKIs, upregulation of compensatory 
oncogenic pathways (MET…) or other mechanisms [14].

The use of the PhAT is intended to guide the process of decision-making during 
drug development, allowing amongst other things, researchers to terminate (or mod-
ify) at an early stage the development of drugs if it is unlikely to be successful in 
later phases as well as to avoid the use of a drug at the wrong dose or in the wrong 
clinical context [8]. The PhAT establishes that phase I clinical trials are the optimal 
scenario for showing proof-of-mechanism with PD biomarkers. It could even be 

STEP 1: Define Target population and Hypothesis (which should be testable)

Does the drug achieve the intended blood concentration? Does the drug achieve the intended concentration in the tumor?

What defines the target population? Is there a validated predictive assay?Which is the proposed mechanism of action?

STEP 2: What does the organism do to the drug? (Pharmacokinetics)

STEP 3: What does the drug do to the organism? (Pharmacodynamics)

STEP 4: Hypothesis testing phase

Do the intermediate endpoints go in the
expected direction?

Is there evidence of mechanisms of resistance to
the drug?

IF resistance exists how we can overcome it?

Is there treatment-target
interaction?

Is the interaction happening in the
tumor?

Is this drug-target effect able to
modulate the pathway?

Does this pathway modulation
result in the expected biological

effect?

Fig. 9.1  The Pharmacologic Audit Trail (PhAT)
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argued that allowing a drug that has not shown consistent target engagement to 
proceed to phase II trials could be considered a form of poor clinical science [15].

Although in the initial PhAT only proof-of-mechanism PD biomarkers were con-
sidered essential for early phases of drug-development, in revised versions and due 
to the paradigm shift experienced by phase I clinical trials, its authors incorporated 
also proof-of-concept PD biomarkers in “extended and stratified phase I trials” 
together with surrogate endpoints such as radiological response and progression-
free survival [8].

(b) Regulatory Guidelines
The regulatory pathway for biomarkers has only recently begun to be standardized 
in a joint effort by the FDA, the EMA and the Critical Path Institute, a non-profit 
consortium of industry and academic stakeholders, although differences between 
the pathways recommended by the FDA and EMA are yet to be resolved. For the 
FDA, biomarkers used in the approval of a drug undergo a voluntary public qualifi-
cation process that determines not only if the biomarker is approved but also the 
context of use (COU). The COU is defined by the FDA as a “a statement that fully 
and clearly describes the how the biomarker is to be used and its purpose of use”.

FDA guidelines to validate a biomarker planned for use in a clinical trial setting 
are common to those used for other ‘Drug Development Tools’ such as Clinical 
Outcome Models and preclinical models [16]. The qualification process involves 
three stages. In the initiation stage, a letter of intent detailing the proposed bio-
marker is to be sent to the Biomarker Qualification Review Team (BQRT), then a 
group of experts will establish the appropriate scientific and regulatory background 
and issue a series of recommendations to the submitter [17]. During the consultation 
stage, a series of meetings between the BQRT and the submitter are held until a final 
agreement about the requirements for approval is reached. Finally, in the review 
phase, the full package of supporting evidence is sent to the BQRT which might 
request additional evidence in order to emit a recommendation for qualification 
which is then published by the FDA.

Since the launch of this initiative in 2014, as of June 2019 only 20 biomarkers, 
none of which was developed to guide anticancer treatments, have gone through the 
public qualification process and received FDA approval. An alternative, and more 
oftenly used approach is to include the potential biomarker in the investigational 
new drug (IND) application. In this path, a continuous discussion between the spon-
sor and the FDA goes on throughout the drug development process. If the evidence 
supporting the biomarker is judged to be appropriate, it can later become part of the 
new drug application (NDA) submission and the drug label [18].

In the COU statement, the application describes the following elements: (a) the 
identity of the biomarker, (b) the aspect of the biomarker that is measured and the 
form in which it is used for biological interpretation, (c) the characteristics of the 
subjects studied (d) the purpose of its use in drug development, (e) the drug devel-
opment circumstances for applying the biomarker, and (f) the interpretation and 
decision/action based on the biomarker [16]. The FDA recommends a risk-based 
approach to evaluate the supporting evidence, where biomarkers that will be used 
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to make decisions that will impact the approval of the drug (such as surrogate bio-
markers) or that will limit the patient population, are subjected to increased regula-
tory scrutiny. In general, PD biomarkers fall into an intermediate part of the 
spectrum that goes from purely exploratory biomarkers to companion diagnos-
tics [19].

In order to establish evidentiary standards, in 2008 the FDA’s Center for Food 
Safety and Applied Nutrition (CFSAN), in conjunction with the Center for Drug 
Evaluation and Research (CDER), requested a report from the Institute of Medicine 
(IOM) containing recommendations for the process of biomarker development [18]. 
This report suggests a three-step process to ensure that a biomarker has (a) analyti-
cal validation, reflecting that biomarker tests need to present internal validity, 
including reliability, reproducibility and maintain adequate sensitivity and specific-
ity; (b) qualification, which for the IOM biomarker qualification requires both [1] 
evidence of a link between the treatment and the biomarker and [2] between bio-
marker changes and changes on clinical endpoints of interest; (c) a defined utiliza-
tion setting. The final decision about the intended use of a biomarker will depend on 
the context of use in addition to the strength of the available evidence, with stronger 
evidence and a higher compelling context needed for the use of a biomarker as a 
surrogate endpoint.

The FDA requires that biomarkers used in the enrichment of the target patient 
population and companion diagnostics follow such qualification process and has 
drafted specific guidelines to this effect. As such, if a biomarker will have a dual 
use, such as enrichment marker and eventually as companion diagnostic, it would 
have to follow additional requirements.

The EMA applies a similar approach but with a two-step process for biomarker 
qualification [20]. In the first step (which is not mandatory) the submitter can ask for 
Qualification Advice by sending a package detailing the context of use of the bio-
marker, the available supporting evidence and the proposed protocol and methods of 
qualification, and receives a non-binding opinion from the regulators. When the 
evidence submitted is promising, the EMA may publish a Letter of Support subject 
to the fulfillment of certain requirements. In the second step, if the submitter has 
fulfilled the requirements of the Qualification Advice or independently decides that 
the supporting evidence supports the requested context of use, a Qualification 
Opinion can be requested by submitting a dossier with the scientific evidence. If the 
EMA opinion is favorable, a draft approval will be published on the EMA website 
and after any comments and once suggestions from the scientific community have 
been addressed, the final opinion for the biomarker will be published. As it is in the 
case of the FDA and the US, only a few biomarkers (mostly the same ones that have 
gone through FDA regulatory approval) have received independent EMA 
approval [21].

It is to be hoped however, that in the future the trend will change as increasing 
number of drugs receive conditional approval using biomarkers that despite measur-
ing the same biological process, have followed slightly different regulatory path-
ways. That is the case, for example, of the approval of different checkpoint inhibitors 
based on slightly different PD-L1 antibodies, that has led to confusing situation 
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(there may be cases where, based on the label of the drug, the same patient could 
receive treatment with one inhibitor, but not with another [22]). If PD-L1- based 
evaluations had been subject to the proposed biomarker qualification process, the 
results of one test could be applicable to multiple settings and drugs.

(c) Quality Assurance and the Fit-for-Purpose Model
The fit-for-purpose approach to biomarker validation is based on the idea that the 
stringency of the evaluation process should depend on the intended use of the bio-
marker [23]. During the pre-validation process, the characteristics of the population 
and the parameter measured, the intended objective of studying the specific bio-
marker, and the COU determine the rigor applied to the assay validation. After the 
theoretical requirements have been defined and before proceeding with the valida-
tion, a protocol is used to minimize the pre-analytical sources of variability. This 
protocol should characterize each step of the process, including sample collection 
and storage conditions, standardizing the sourcing of the reagents and equipment, 
and a description of how changes in different parameters can influence the 
results [9].

The validation of a biomarker follows the general principles of bio-analytical 
method validation (Good Laboratory Practices [GLP] [24]), but major limitations 
apply to biomarkers due to their intrinsic variability introduced by the nature of the 
biological matrices in which they are measured and their own complexity. Because 
of this, it is mandatory to verify first the influence of the different biological matri-
ces on the test’s performance. The optimal biomarker would be is one that could be 
measured with accuracy in different tissue sources such as tumor tissues, CTCs and 
peripheral blood mononuclear cells (PBMCs).

The second step is the exploratory validation process which should occur early 
during the development of a biomarker. During the exploratory validation stage, the 
primary objective is to determine if the test achieves the desired sensitivity, specific-
ity, precision and accuracy using suitable control samples. One of the objectives of 
this phase is to build a calibration curve and to determine the assay’s dynamic range 
and limits of quantitation/detection.

Later, during the advanced validation process, the test is used in conditions that 
mimic potential interfering factors found in biological matrices (blood, tissue sam-
ples) such as the effects of hemolysis, storage, temperature, etc. The aim of the in-
study validation step is to ensure that the properties of the test are consistent in real 
patient samples and that no difficulties, such as extreme baseline levels or high 
variability, arise when a biomarker is translated from animal models to human sam-
ples. Small scale assays with human samples before engaging in large scale testing 
of irreplaceable clinical samples is strongly advised in this phase of the program. It 
is important that biomarkers are not only internally validated but that biomarker 
analysis is initially centralized or a standardized process is implemented so that 
results obtained in different laboratories show concordant results [25]. An example 
of standardization of biomarkers between laboratories is seen with the NCI effort to 
establish measures to determine polymerization levels of PAR, Topo1 isomerase 
and apoptosis biomarkers [26] for assisting drug development programs.
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9.3  �Practical Integration of Pharmacodynamic Biomarkers 
into Early Drug Development

(a) Model-Based Drug Development
Traditional clinical trial design typically uses a pre-specified set of assumptions 
derived from observations from previous studies in a smaller populations, or in the 
case of early drug development, extrapolation from toxicology studies and preclini-
cal models.

Model-based drug development, on the other hand, expresses the predicted out-
comes as a mathematical systems and then uses an iterative process to test the model 
against the data using a learn-predict-confirm approach [27, 28] (Fig. 9.2). The first 
step is to use all available information from the preclinical testing that can be used 
for predicting clinical outcome and to choose the optimal biomarkers (“learn”). This 
information is used to create a mathematical model describing relationships between 
the different readouts (PK and PD biomarkers, toxicity assessments) and different 
conditions, and makes predictions about the intended outcomes (“predict”). When 
testing the model in the clinical setting one can then either validate the assumptions 
of the model or determine inconsistencies between predictions and reality (“con-
firm”). This would lead to revisit the process with a different set of assumptions. 
The advantage of having an explicit model is that it offers the opportunity to learn 
from any misconceptions and adapt the model. Model-based design can also pro-
vide insights on how differences in the baseline parameters of the study, such as 
biomarker prevalence, affect the sensitivity and power of the trial, which can, in 
turn, be used to redesign a more robust trial. Using model-based drug development, 
data from different sources (preclinical data, toxicology studies, phase 0 clinical 
trials) are incorporated into the mathematical model describing the drug effect. 

LEARN PREDICT

REPEAT! CONFIRM

• Compile all
 avaliable
 preclinical data
• Choose optimal
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• Update model
 and hypothesis

• Analyze
 outcomes
• Test model
 performance

• Generate
 hypothesis
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Fig. 9.2  Model-based 
clinical trial design
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Predictions made in the model can then be tested in early clinical trials and adjusted 
according to the different aspects being studied (PK and PD biomarkers, clinical 
outcomes, toxicity assessments). Subsequent studies are then designed to test the 
model and confirm if it is able to describe the observed effects.

Model-based drug development makes use of pharmacometrics [29], the science 
of developing and applying mathematical and statistical methods to (a) characterize, 
understand, and predict a drug’s PK and PD behavior, (b) quantify uncertainty of 
information about this behavior, and (c) rationalize data-driven decision-making in 
the drug development process and pharmacotherapy.

Using this learn-predict-confirm approach, some clinical trials could be substi-
tuted by in silico trials testing different hypothesis, reducing significantly the drug-
development costs. For example, a model-based phase I clinical trial including the 
estimation of the dose-toxicity relationship being continuously fed by data from all 
enrolled patients could determine more effectively the maximum tolerated dose 
[30]. One recent example of the implementation of model-based clinical trial design 
and simulation of direct intrapatient dose escalation is KEYNOTE-001 trial, during 
the firsts clinical trials with Pembrolizumab [31].

(b) Pharmacokinetic/Pharmacodynamic Modeling
PK-PD models are mathematical models that describe the relationship between 
drug exposure (using PK parameters as surrogates) and drug activity (using PD 
markers as surrogates) [29]. PK-PD models allow determination of the minimum 
biological dose, dose needed to engage a biological pathway which is likely to be 
clinically relevant (minimal anticipated dose level [MABEL] [32]) thus optimizing 
the dose range in very early clinical trials. Other common models use toxicity as 
pharmacodynamics, like neutropenia in the case of chemotherapy agents. This was 
initially used with data from docetaxel, paclitaxel and etoposide trials, and more 
recently have for other drugs such as irinotecan and vinflunine. The application of 
toxicity as an indirect PD biomarker is being increasingly used in novel dose escala-
tion phase I clinical trials to limit the probability of patients experiencing severe 
side effects [33].

The assumption that increasing drug exposure results in increasing drug engage-
ment and clinical activity, though, is not always supported by the evidence. In many 
cases, instead of a linear relationship among these variables, there is a minimum 
threshold of exposure that must be achieved before a biological effect is detected 
and further increases in drug concentration above the plateau may not translate into 
increases in drug effect in what is described as a “sigmoidal curve”.

(c) Adaptative Design
Adaptive design is based on the idea that clinical information collected during a trial 
could guide the further development of that trial. In a classic approach to early clini-
cal trials, the main objective is to identify the maximum tolerated dose among a 
range of predefined dose levels having prespecified rules to guide dose escalation 
and recommended dose determination. These rules would be based almost exclu-
sively on safety data occurring during the DLT period [34]. In an adaptive design, 
exemplified by different Bayesian dose escalation models, dose escalation is 
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continuously guided by a model that takes into account the observed toxicity during 
the trial, including side effects beyond the DLT period.

Adaptive clinical trials offer a mechanism to adapt to different eventual scenarios 
during the trial with statistical support and scientific rationale. For example, the 
continuous reassessment method (CRM) and the escalation with overdose control 
(EWOC) method, the observed toxicity is incorporated into a mathematical model 
that is used to guide dosing decisions during the trial [35]. There are some other 
variations of adaptive designs that take into account more factors such as dose con-
centrations (especially useful for dose escalation in cases where preclinical PKs are 
expected to be less reliable) or pharmacodynamics readouts. These designs could 
facilitate, for example, changing the dosing schedule based on the PK profile and in 
response to observed PD biomarkers [34]. On the contrary, in traditional clinical 
trials, adapting the dose escalation in a protocol based on such findings would 
require a formal protocol amendment, involving considerable delays and increasing 
the study costs [36]. Recently, simplified versions of Bayesian adaptive designs 
based on toxicity that would not require a dedicated statistical team have been pub-
lished [37].

The use of an adaptive design also allows to have the identification of the optimal 
biologic dose (OBD) or the optimal patient population as the main objective of the 
trial, facilitating optimal clinical development. Adaptive trials could be used, for 
example, to delimit the eligible population, adapting to the clinical responses seen 
in each biomarker-defined population, and ultimately exclude patients who are 
unlikely to respond based on the data [34]. The I-SPY 2 (NCT01042379) and 
BATTLE-2 protocols are phase II studies that have implemented a coordinated 
effort to test, analytically validate, and qualify companion biomarkers during the 
study, and further examples of ongoing clinical trials that follow an adaptive design 
have been summarized by Don Barry and colleagues [38].

(d) Window-of-Opportunity Studies and the Neoadjuvant Setting
One of the main advantages of performing clinical trials in the neoadjuvant setting 
early during drug development is the opportunity to correlate PD biomarkers with 
surrogates of clinical activity such as tumor response and pathological complete 
response (pCR) [2]. In neoadjuvant trials, baseline and post-treatment tumor sam-
ples can often be compared allowing identification of any changes in PD biomarkers 
without additional interventions. Neoadjuvant trials conducted in the biomarker-
selected HER2-positive breast cancer subpopulation have become the basis for the 
approval of drugs in the early setting [39].

Window-of-opportunity (WOO) trials are also performed in the neoadjuvant set-
ting but treatment duration is hort and they do not have a therapeutic intent. Patients 
with early-stage disease receive the drug for a brief period of time, before undergo-
ing surgical treatment, being the objective of the treatment to explore PD biomark-
ers and early surrogates of potential antitumoral activity [2]. The rationale behind 
window-of periods in which tumors are treatment naïve, providing the opportunity 
to observe and characterize better the effects of the drug. Since the possibility of 
obtaining therapeutic is unknown in the case of early drugs used in the neoadjuvant 
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setting, and minimal in WOO, some concerns have been raised on exposing patients 
with potentially curable diseases to unknown risks of toxicity, or delay or even com-
promise the patient’s option to receive curative treatment [40]. In this regard, several 
requirements should be fulfilled before such trial in the neoadjuvant setting can be 
considered: the initial toxicity profile must be well established, the treatment should 
demonstrate some efficacy in the advanced-disease setting, there should be a strong 
rationale to include the specific population in the study, and the risk of delaying or 
compromising curative treatment should be minimal.

9.4  �Pharmacodynamic Biomarker Approaches

(a) Tissue-Based Biomarkers
The established gold standard material for PD biomarker assessments is tumor 
specimens, which allow direct evaluation of the functional and molecular effects of 
new therapeutic agents within the tissue of interest. PD biomarkers that are opti-
mally explored in tumor samples include protein markers of cell signaling such as 
expression and protein phosphorylation markers, measures of cellular proliferation/
apoptosis, cell-cycle regulation biomarkers, and epigenetic changes [3]. Nonetheless, 
it is worth noting intrinsic limitations associated with the use of tumor tissues, such 
as the potential variability in drug exposure as well as inter- and intratumor hetero-
geneity. However, the principal limitations are the feasibility and costs associated 
with tumor sampling. To be ethically justified, these invasive procedures should be 
judged to represent an acceptable risk for patients in light of the potential benefits 
and the criticality of the biomarker information accrued. Although some studies 
have shown that clinical trial participants consider the potential biopsy-related com-
plications to be acceptable, almost half of them do so based on the misconception 
that research-related biopsies have implications for their own treatment [41], a fact 
that highlights the importance of ensuring that patients are appropriately informed 
about the actual purpose of agreeing to provide biological samples. In this context, 
there is a strong need for non-invasive biomarkers as well as improved technologi-
cal platforms that may serve to allow comprehensive molecular analyses on smaller 
(less invasive) specimens, such as fine-needle aspirates [2].

Pharmacodynamic markers collected in clinical trials through sequential tumor 
biopsies can elicit key aspects in the drug development program such as the degree 
of target engagement and its functional consequences. An illustrative example can 
be found in BRAF-mutant melanoma: in serial tumor biopsies (baseline and at day 
15) obtained from selected patients in a phase I trial of vemurafenib, to assess 
changes in mitogen-activated protein kinase (MAPK) signaling, investigators 
observed reductions in tumor levels of phosphorylated extracellular signal-related 
kinase (p-ERK), cyclin D1 and Ki67  in all evaluated patients [42]. These results 
were key to establishing that the predominant PD effect of vemurafenib occurs via 
the on-target inhibition of MAPK signaling.
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Nonetheless, obtaining serial tumor biopsies during treatment in the setting of 
early drug development trials is not always feasible or even ethical, which has 
enabled an interest in using easily accessible tissues such as skin, peripheral blood 
mononucleat cells (PBMCs) and plucked hair follicles as potential surrogate bio-
markers. PD studies in surrogate tissues can provide insights into target inhibition 
(as a proof-of-mechanism) and the time course/duration of such effects, however it 
should not always be assumed that the effects of the drug on the tumor and the sur-
rogate tissue will be identical. Potential limitations of using surrogate normal tissues 
for evaluating PD biomarkers in the place of tumor tissues include different drug 
penetration between the surrogate tissue and the tumor tissue, variations in key gene 
expression, absence of somatic mutations in the oncogenic target in normal tissues, 
differences in drug metabolism (such as abnormal drug efflux proteins) in tumor 
versus normal tissues and differences in terms of regulation of the signal transduc-
tion pathway in tumors (e.g., oncogene addiction) compared with normal cells [2]. 
Generally, only surrogate tissues which highly express the target of interest and 
where some correlation with effects in tumor have been observed should be used.

An illustrative example of the potential difficulties of using surrogate biomarkers 
is an early clinical study of an EGFR tyrosine kinase inhibitor which used skin 
biopsies as surrogate markers for PD assessments [43]. The skin biopsies revealed a 
decrease in EGFR phosphorylation with treatment, corresponding to target modula-
tion. Despite target engagement (proof-of-mechanism), EGFR inhibitors were 
deemed insufficiently efficacious in unselected non-small cell lung cancer (NSCLC) 
populations [44]. It was later that it was subsequently recognized a different sensi-
tivity between wild-type and mutant EGFR. In summary, pharmacodynamics mark-
ers, in tumor or surrogate tissues, can be used to confirm that an agent can cause 
target/pathway inhibition, as well as the time course of such inhibition, an important 
step towards effective antitumor use [2], and may need to be complemented with 
predictive markers to select the corrent patient population.

(b) Circulating Biomarkers: CTCs and ctDNA
Circulating biomarkers have the advantage of reducing the risks associated with 
invasive tumor biopsies and offer, due to their accessibility, the possibility of 
serial determination of parameters. Another advantage is that although biological 
fluids, especially blood are very complex, factors that influence biomarker testing 
are better understood and characterized, offering advantages over testing the 
same biomarker in the heterogeneous tumor microenvironment. Examples of cir-
culating biomarkers that can be used in clinical trials range from markers of 
tumor cell death [45], unbound physiological ligands and soluble receptors [46], 
or changes in peripheral immune cell subpopulations following treatment with 
immunotherapy) [47].

Two reliable modalities of circulating biomarkers, circulating tumor cells (CTCs) 
and circulating tumor DNA (ctDNA), have emerged over the last decade, provoking 
strong interest on the basis of their potential as surrogate tumor biopsies. Advantages 
and drawbacks of CTCs as PD biomarkers have been extensively summarized else-
where [48]. Currently the only FDA-validated method to quantify CTCs is the 
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CellSEARCH® system, which uses EpCAM-based immunomagnetic isolation and 
fluorescent staining for cytokeratins, CD45 and an additional marker to enumerate 
and characterize CTCs. The main limitation of this method resides in its reliance on 
the presence of these epithelial markers on the surface of the CTC to identify tumor 
cells, which limits its utility in tumor types for which such surface expression is 
absent or lost, and in tumor cells in which tumor resistance is driven by epithelial-
mesenchymal transition. Circulating tumor cells could be used as PD (such as 
changes in the androgen receptor in CTCs of prostate cancer patients treated with 
androgen deprivation therapy) or as early surrogate of response (changes in CTC 
numbers during treatment) [49]. Alternative methods of determining CTCs that do 
not rely on the presence of epithelial markers and that allow comprehensive molecu-
lar characterization, including the establishment of tumor models [50] and the PD 
biomarkers are being evaluated, but their use in clinical trials is currently limited by 
their lack of validation [48].

ctDNA is found in the blood of cancer patients following necrosis or apoptosis 
of cancer cells and can potentially reflect more accurately the genomic and spatial 
heterogeneity of the tumor than current CTC methods, although there may be an 
implicit bias when assessing treatment-resistant clones that undergo less apoptosis 
[51]. While earlier methods such as Sanger sequencing and qPCR require the design 
of primers for each possible tumor mutation that may be detected which is costly, 
next generation sequencing (NGS) tests are not bound by such limitations, and fur-
thermore the associated costs have been decreasing while sensitivity is increasing. 
The main limitation of using ctDNA as a PD biomarker is the inability of current 
techniques to detect functional changes that occur as a consequence of drug-target 
interactions. The prime indication for ctDNA is as a response biomarker thanks to 
its ability to detect changes in tumor dynamics, such as the apparition of a treatment-
resistant clone [52].

(c) Image-Based Biomarkers
The increasing availability of imaging techniques that combine morphological and 
functional information, such as PET-CT and MRI with perfusion and diffusion tech-
niques, has accelerated the use of imaging techniques as PD biomarkers and also as 
early surrogates of response [53]. Imaging biomarkers have some advantages (less 
invasive and safer than a tumor biopsy) and along with disadvantages (cost, techni-
cal complexity, use of ionizing radiation in some cases) but used as PD biomarkers 
they can complement, and in some cases replace, conventional PD biomarkers [54]. 
Depending on the imaging modality and the use of a labelling agent, imaging bio-
markers can play different roles. For example, researchers have combined conven-
tional FDG-PET with a radiolabeled-PARP inhibitor to show a correlation between 
drug distribution in the tumor tissue with a decrease in the metabolic activity of the 
tumor [55]. In contrast, the use of an MRI to measure drug perfusion in a clinical 
trial of an antiangiogenic agent is an example of pharmacodynamics marker, but 
may also be an early marker of response, such as in clear cell renal cancer patients 
treated with pazopanib in whom changes in perfusion parameters have been reported 
as predictive of treatment benefit [56].

9  Development of Pharmacodynamic Biomarkers for Phase I Trials



152

Imaging can also be used to measure direct drug-target engagement, as reported 
by researchers who found that Z-endoxifen, a potent estrogen antagonist, signifi-
cantly reduced the uptake of labelled 18F-fluoroestradiol, a physiological ligand, as 
early as 1 day post-drug administration [57].

(d) On-Target Toxicity
Some of the undesired clinical effects of the drug (side effects) are directly linked 
with the mechanism of action (on-target toxicity). In some instances, where a 
dynamic range can be established, these could be also used as PD biomarkers.

To standardize the collection of this information and for grading, the Common 
Toxicity Criteria-Adverse Events (CTCAE) was established by the National Cancer 
Institute. To better represent the changing toxicity profiles associated with new tar-
geted treatments and immunotherapy agents, several updates have been developed 
(a new version of the CTCAE guidelines (v5.0) was published in December 2017 
Toxicities receptor release [58]). A more comprehensive guideline was published in 
2018 by the American Society of Clinical Oncology to standardize the grading and 
treatment of immune-related secondary effects [59].

To use toxicity-related data as pharmacodynamics markers, it is essential not 
only to use standardized grading criteria, but it is also important to ensure the qual-
ity of the data collected, that communication between the researcher and the drug 
development team is adequate, and that subjectivity in the classification of certain 
adverse events is reduced as much as possible (for example the same event could be 
reported as fatigue, asthenia or malaise).

In general, if on-target toxicity is seen earlier than expected or fails to appear 
when it is expected, this should raise questions for the drug development team as to 
whether the assumptions are correct. An example of unexpected toxicity that alerted 
researchers to an unpredicted interaction between pathways occurred during a phase 
I trial testing vemurafenib combined with ipilimumab in patients with BRAF V600 
mutated melanoma. The trial was prematurely closed due to unexpected hepatotox-
icity for reasons that are still unclear [60]. Surprisingly, further studies in which the 
immunotherapy was introduced after an induction period with vemurafenib did not 
find this hepatotoxicity [61].

9.5  �The Changing Landscape: Immunotherapy and Beyond

The incorporation of immunotherapy into the therapeutic paradigm is widely rec-
ognized as the main advance in oncology in recent decades. However, it seems that 
our ability to understand the mechanisms involved in the response to immune ther-
apy has lagged behind its use. Only very recently, researchers have started to 
understand that achieving a response with immunotherapy requires both an immu-
nogenic tumor (in some instances associated with a high tumoral mutational bur-
den), as well as a competent immune system (that could be exemplified by a T cell 
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inflamed gene expression profile) [62]. Single markers, such as PD-L1 expression 
correlate somehow with aspects of the immune response, but offer limited informa-
tion and will probably be replaced by robust, multiplex biomarkers such as TMB 
and GEP.

Although researchers are beginning to understand why some patients are more 
likely to have a response to conventional immunotherapy, little is understood about 
the consequences of the treatment (i.e., pharmacodynamics) for the patient [63]. 
Recently the Methodology for the Development of Innovative Cancer Therapies 
task force marked the development of robust validated PD biomarkers as a priority 
for early clinical trials with immunotherapy agents and combinations [64].

Other challenges that need to be better addressed when developing PD biomark-
ers for immunotherapy include the relationship between dose, response and toxicity. 
It is becoming more apparent that in many instances there is not a lineal or sinusoi-
dal dose/effect relationship, but a threshold over which dose increases only lead to 
marginal gains [65].

Paired tumor biopsies have becomingly increasingly standard in early clinical 
trials with immunotherapy, and to date the changes in the composition of tumor-
infiltrating immune cells [66] and transcriptional changes [67] seem to offer high 
potential for a role as immunotherapy PD biomarkers. Dynamic changes in soluble 
biomarkers such as CD25 and IL-2 and circulating immune subpopulations includ-
ing CD8 and NK are also being used to design rational immunotherapy combina-
tions [68]. Interestingly PD-L1 can be characterized in CTCs where it seems to be 
highly upregulated as a mechanism to overcome immune-vigilance. Persistence of 
high levels of PD-L1 expression in CTCs after treatment with a checkpoint inhibitor 
was associated with worse long-term outcomes in patients with NSCLC [69]. Thus, 
changes in surface biomarkers associated with the immune response in liquid biop-
sies have the potential to become biomarkers for immunotherapy, combining the 
advantages of tumor biopsies and peripheral samples.

In conclusion, the number of compounds in clinical oncology development is 
today growing almost exponentially, posing a challenge for drug development and 
prioritization of resources. Pharmacodynamics have an essential role to play in 
early clinical trials, adding an important set of data for go/no go decisions.

In particular, developing pharmacodynamic biomarkers for immunotherapy is 
critical to move from single-agent trial to combinatorial strategies and to understand 
why some clinical trials have failed. Although the use of PD biomarkers has been 
limited in the past, regulatory pressure, combined with the growing availability of 
PD biomarkers that offer “more bang for their buck”, such as liquid biopsy and NGS 
testing, combined with the necessity of making informed go-no go decisions guar-
antee major developments in this area over the coming years.

In the future, the gold standard practice for drug development will include not 
only PD biomarkers used to show proof-of-mechanism during early clinical trials, 
but also a complete strategy of pharmacodynamic biomarkers to characterize down-
stream drug activity and understand phenomenons such as intrinsic treatment resis-
tance and on-target toxicity.
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Key Expert Opinion Points
–– The number of compounds in clinical oncology development is today growing 

almost exponentially, posing a challenge for drug development and prioritization 
of resources.

–– Pharmacodynamic biomarkers have an essential role to play in early clinical tri-
als, adding an important set of data for go/no go decisions.

–– In particular, developing pharmacodynamic biomarkers for immunotherapy is 
critical to move from single-agent trial to combinatorial strategies and to under-
stand why some clinical trials have failed.

–– Although the use of PD biomarkers has been limited in the past, regulatory pres-
sure, combined with the growing availability of PD biomarkers that offer “more 
bang for their buck”, such as liquid biopsy and NGS testing, guarantee major 
developments in this area over the coming years.

–– In the future, the gold standard practice for drug development will include not 
only PD biomarkers used to show proof-of-mechanism but also a complete strat-
egy of pharmacodynamic biomarkers to characterize downstream drug activity 
and understand phenomenons such as intrinsic treatment resistance and on-target 
toxicity.
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Chapter 10
Efficacy Considerations in Phase I Trials

Kanan Alshammari, Kirsty Taylor, and Lillian L. Siu

Abstract  The traditional goals of phase I trials are to determine safety and tolera-
bility, maximum tolerated dose (MTD) and recommend phase II dose (RP2D) for a 
new drug or drug combination, and assessments for antitumor activity have been 
considered ancillary. Changes in the drug development landscape have been rapid, 
especially with the emergence of precision oncology that enables genotype-drug 
matching, and immuno-oncology that harnesses host immunity. The need to make 
go-no-go decisions at an earlier time point in a drug’s developmental path, and the 
urgency to bring effective compounds to patients, have fueled the growing role of 
efficacy considerations in phase I trials. In this chapter, key distinctive features of 
standard imaging based response criteria are reviewed. In addition, alternative ways 
to determine antitumor activity, such as new imaging based approaches, time based 
efficacy evaluations and biomarker driven strategies are highlighted. Innovative 
clinical trial methodology including enrichment for target patient populations, 
phase 0 trials, use of expansion cohorts and seamless designs, as well as appropriate 
patient selection through the application of validated prognostic indices, may opti-
mize the efficacy read-out in patients who participate in phase I trials.

Keywords  Phase I · Clinical trial methodology · Efficacy · Objective response  
Time-based analysis · RECIST · iRECIST · Biomarker · Radiomics · Expansion 
cohort · Seamless design · Prognostic index
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Key Points
	1.	 Efficacy considerations including objective tumor response (ORR), time-based 

endpoints such as progression-free survival (PFS), and biomarker-based evalua-
tion of antitumor effects are increasingly observed in phase I trials.

	2.	 Key distinguishing features of various response criteria including RECIST 1.1, 
iRECIST, specific considerations for solid tumors (e.g. ovarian cancer, prostate 
cancer) and hematological malignancies (e.g. lymphoma, multiple myeloma) are 
reviewed.

	3.	 Predictive biomarker-based strategies to enable patient selection and pharmaco-
dynamic biomarker-based assessments of target engagement using tumor and 
blood samples in phase I trials are discussed.

	4.	 Phase I clinical trial design elements such as enrichment for specific target popu-
lations, use of expansion cohorts and seamless trials, are often used to maximize 
the opportunity for efficacy assessments in the early drug development process.

	5.	 Prognostic indices exist that may be applied to ensure appropriate patients are 
enrolled into phase I trials who are suitable for safety evaluation beyond DLT 
period and for efficacy assessment.

10.1  �Introduction

Traditionally, the goals of a phase I clinical trial have been to determine the safety, 
tolerability, and maximally tolerated dose (MTD) of the studied drug or drug com-
binations, the basis upon which a phase II dose is recommended (RP2D). More 
recently, these goals have been evolving, and many phase I trials now encompass a 
more comprehensive study of the “body’s effect on the drug” i.e. pharmacokinetic 
evaluations; and the “drugs’ effect on the body” i.e. pharmacodynamic biomarkers 
for proof of mechanism, and early reporting of objective tumor responses or effi-
cacy for proof of concept. With the implementation of more realistic in vivo models 
(such as genomically characterized patient-derived xenografts), novel clinical trial 
designs [such as seamless phase I/II studies, adaptive designs, etc. (reviewed in 
Chap. 10)] and clearly defined go-no-go decisions, less than promising drugs are 
terminated early in their development and potentially active agents are being 
selected to proceed to phase I trials [1]. Also, advances in knowledge have been 
unprecedented, including the understanding of molecular oncology pathways, the 
host immune system and its interaction with the tumor microenvironment, coupled 
with progress in technology such as molecular characterization of tumors for preci-
sion oncology and immunophenotyping. From a methodological perspective, strate-
gic applications of enrichment designs with specific histologic characteristics and 
biomarkers have been associated with higher probability of clinical benefit [2]. 
Furthermore, careful selection of patients using validated prognostic indices such as 
the Royal Marsden Hospital index can help identify patients who are expected to 
survive during their participation in phase I trials. In this chapter, the endpoint of 
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efficacy considerations within the context of phase I clinical trials is discussed. 
Besides conventional response evaluation using different validated criteria, efficacy 
assessments using alternative imaging based methods and biomarker based studies 
are considered.

10.2  �Conventional Validated Response Evaluation

10.2.1  �RECIST 1.1 v iRECIST

Response evaluation to assess the efficacy of cytotoxic chemotherapy in clinical 
practice and all phases of clinical trials has been well established, validated and 
consistent since the Response Evaluation Criteria in Solid Tumors (RECIST) work-
ing group simplified the 1981 World Health Organization (WHO) response criteria 
in 2000. These were then revised and refined to RECIST 1.1 in 2009 and remain the 
criteria used by US Food and Drug Administration (FDA) and other regulatory 
agencies to grant license and approval for new therapies [3]. The application of 
RECIST 1.1 in phase I trials for efficacy assessment is generally to report on tumor 
size changes during the experimental period when the investigational agent is 
administered. The evaluation of tumor growth rate, which compares tumor growth 
kinetics by RECIST 1.1 between the washout period before the introduction of the 
investigational drug (reference period) and the experimental period, has been advo-
cated by some groups, though it remains underused in phase I trials [4].

The introduction of molecularly targeted agents, often resulting in stabilization 
of disease, questioned the applicability of RECIST 1.1 to measure the antitumor 
activity of these drugs. A RECIST working group analysis of pooled individual 
patient data from phase II and III clinical trials evaluated molecularly targeted 
agents in solid tumors, demonstrated comparable results for these compounds and 
cytotoxic chemotherapy without modification [5]. However, with the changing 
landscape of anti-cancer agents to include immunotherapy, unique patterns of 
response are observed that are not adequately captured by these traditional response 
criteria. Pseudoprogression, the increase in tumor measurements as a result of 
immune cell infiltration, can lead to premature withdrawal of therapy, from which 
patients may actually benefit [6]. The past decade has seen a number of novel 
response criteria developed to evaluate patients who receive immune-modulating 
drugs. In 2009 Wolchok et al. proposed the immune-related response criteria (irRC) 
based on the original WHO criteria [7], and in 2013 revised guidance was published 
using unidimensional measurements in line with the original RECIST criteria, 
termed immune-related RECIST (irRECIST) [8]. These criteria are typically used 
in conjunction with RECIST 1.1 in the clinical trial setting, each with their own dif-
ferences and limitations. Their application has not always been consistent and raised 
concerns among researchers and clinicians alike regarding the comparability of data 
and results between clinical trials.
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In an effort to standardize and validate immune response criteria, the RECIST 
working group evaluated data collected from prospective clinical trials using immu-
notherapy and RECIST 1.1, to develop guidelines for modified RECIST, termed 
immune RECIST (iRECIST) [9]. The continued use of RECIST 1.1 is recom-
mended to define lesions that are measurable and non-measurable, the standard 
clinical imaging methods for measurement and the broad principles used to estab-
lish objective tumor response. The major difference is the concept of reassessing 
disease burden following initial progression in clinically stable patients, to annotate 
whether there is subsequent tumor shrinkage versus confirmed progression. 
Tables 10.1 and 10.2 outline the key differences between these 2 criteria and immune 
time point responses, respectively [9].

Table 10.1  Comparison of RECIST 1.1 and iRECIST

RECIST 1.1 iRECIST

Definition of 
measurable 
disease; numbers 
and site of target 
disease

Measurable lesions are ≥10 mm 
in diameter (≥15 mm for nodal 
lesions); maximum of 5 lesions 
(2 per organ); all other disease is 
considered non-target (must be 
≥10 mm in short axis for nodal 
disease)

As per RECIST 1.1; however, new 
lesions are assessed as per RECIST 1.1 
but recorded separately (not included in 
the sum of lesions for target lesions 
identified at baseline)

Complete response 
(CR), partial 
response (PR), or 
stable disease (SD)

Cannot have met criteria for 
progression before CR, PR or SD

Can have previous iUPD (one or more 
instances), but not iCPD, prior to 
confirmed iCR, iPR, or iSD

Confirmation of 
CR or PR

Required for non-randomized 
trials only

As per RECIST 1.1

Confirmation of 
SD

Not required As per RECIST 1.1

New lesions Result in progression; recorded 
but not measured

iUPD at first appearance, iCPD only 
assigned if at next assessment 
additional new lesions confirmed or an 
increase of new lesions (≥5 mm sum of 
new lesions target or any increase in 
new lesion non-target); new lesions 
when none previously recorded can 
also confirm iCPD.

Independent 
blinded review and 
central collection 
of scans

Recommended in some 
circumstances (e.g. trials with 
progression-based endpoints 
planned for marketing approval)

Collection of scans but not independent 
review for all trials

Confirmation of 
progression

Not required (unless equivocal) Required

Consideration of 
clinical status

Not included in assessment Aids determination of continuation 
after iUPD

“i” indicates immune responses using iRECIST. RECIST response evaluation criteria in solid 
tumors; iUPD unconfirmed progression; iCPD confirmed progression; iCR complete response; 
iPR partial response; iSD stable disease

K. Alshammari et al.



163

Table 10.2  Assignment of time point response using iRECIST

Time point 
response with 
no previous 
iUPD Time point response with previous iUPDa

Target lesions: iCR;
Non-target lesions: 
iCR;
New lesions: no

iCR iCR

Target lesions: iCR;
Non-target lesions: 
non-iCR/
non-iUPD;
New lesions: no

iPR iPR

Target lesions: iPR;
Non-target lesions: 
non-iCR/
non-iUPD;
New lesions: no

iPR iPR

Target lesions: iSD;
Non-target lesions: 
non-iCR/
non-iUPD;
New lesions: no

iSD iSD

Target lesions: 
iUPD, or decrease 
from last time 
point;
Non-target lesions: 
iUPD, or decrease 
from last time 
point;
New lesions: yes

N/A New lesions confirm iCPD if new lesions were previously 
identified and have increased in size (≥5 mm in sum of 
measures for new lesion target or any increase for new 
lesion non-target) or number; If no change in new lesions 
(size or number) from last time point, remains iUPD

Target lesions: iSD, 
iPR, iCR;
Non-target lesions: 
iUPD;
New lesions: no

iUPD Remains iUPD unless iCPD confirmed based on further 
increase in the size of non-target disease (does not need to 
meet RECIST 1.1 criteria for unequivocal progression)

Target lesions: 
iUPD;
Non-target lesions: 
non-iCR/non-
iUPD, or iCR;
New lesions: no

iUPD Remains iUPD unless iCPD confirmed based on further 
increase in sum of measures ≥5 mm, otherwise remains 
iUPD

Target lesions: 
iUPD;
Non-target lesions: 
iUPD;
New lesions: no

iUPD Remains iUPD unless iCPD confirmed based on a further 
increase in previously identified target lesion iUPD in sum 
of measures ≥5 mm or non-target lesion iUPD (previous 
assessment does not need to show unequivocal 
progression)
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Table 10.2  (continued)

Time point 
response with 
no previous 
iUPD Time point response with previous iUPDa

Target lesions: 
iUPD;
Non-target lesions: 
iUPD;
New lesions: yes

iUPD Remains iUPD unless iCPD confirmed based on further 
increase in previously identified target lesion iUPD sum of 
measures ≥5 mm, previously identified non-target lesion 
iUPD (does not need to be unequivocal), or an increase in 
the size or number of new lesions previously identified

Target lesions: 
non-iUPD or 
progression;
Non-target lesions: 
non-iUPD or 
progression;
New lesions: yes

iUPD Remains iUPD unless iCPD is confirmed on the basis of 
an increase in the size or number of new lesions 
previously identified

aTarget lesions, non-target lesions, and new lesions defined according to RECIST 1.1; if no pseu-
doprogression occurs, RECIST 1.1 and iRECIST categories for complete response, partial 
response, and stable disease are the same

Another unique response seen with immune checkpoint inhibitors is that of 
hyperprogressive disease (HPD), accelerated tumor growth rate (TGR) compared 
with pretreatment kinetics. This is not yet well characterized, with variability in 
both the definition of HPD and in the calculation of TGR across investigators, limit-
ing direct comparison [10]. Unlike pseudoprogression, immune response criteria 
are not well adapted to identify this phenomenon and no consistent predictor has 
been identified in early phase immunotherapy trials [11–13] with further prospec-
tive clarification required.

The iRECIST guidelines aid in the assessment of unique pseudo-responses with 
immunotherapy, offer guidance on assessment of patient stability and provide a 
framework for consistency of evaluation and data management among clinical trials 
[9]. At present the recommendation remains that randomized studies planned for 
licensing application continue to use RECIST 1.1 as the primary criteria for 
response-based end points, with iRECIST continuing to be an exploratory endpoint. 
However, in early phase trials it is reasonable to consider using primarily iRECIST 
as appropriate to guide the therapeutic development of immuno-oncology 
agents [14].

10.2.2  �Specific Solid Tumor Populations

In addition to RECIST 1.1 there are a number of validated response assessment 
scores specific to individual solid cancer types, commonly included in efficacy eval-
uation of early phase trials.

K. Alshammari et al.



165

10.2.2.1  �Ovarian Cancer

CA125 is an accurate, readily available and validated response marker for 
patients with ovarian cancer [15, 16]. The Gynecological Cancer Intergroup 
(GCIG) [17, 18] recommend that for trials of relapsed ovarian cancer, response 
according to CA125 be used in addition to RECIST 1.1. CA125 response is 
defined as at least a 50% reduction in pre-treatment CA125 levels, which must 
be ≥2 times ULN (upper limit of normal) within 2 weeks of commencing treat-
ment. Reduction must be confirmed and maintained for 28 days. A CA125 level 
reduced to within the normal range is considered a CA125 complete response. 
Of note, patients are considered non-evaluable if there has been peritoneal inter-
vention within the previous 28 days. Patients may be measurable by one or both 
RECIST 1.1 and CA125 criteria, and may have different time point responses. 
The date of the overall efficacy outcome assessment is determined by the earlier 
of the two events, and specific guidance is provided by GCIG depending on 
nadir CA125.

10.2.2.2  �Prostate Cancer

Updated response criteria have been defined by the Prostate Cancer Clinical Trials 
Working Group (PCWG3) [19, 20] and are used in assessing eligibility for early 
phase clinical trials and in conjunction with RECIST 1.1 for efficacy assessment. 
They aim to move drug development closer to the unmet needs in clinical practice, 
focusing on the concept of clinical benefit, to highlight the difference between first 
evidence of progression and clinical need to discontinue treatment. PCWG3 criteria 
classify patients by number and sequence of previous lines of therapy, stratify by 
histological subtype and define best imaging practices. Computed Tomography 
(CT) or Magnetic Resonance Imaging (MRI) of the abdomen and pelvis, along with 
nuclear medicine bone scan remain the standard imaging modalities for prostate 
cancer patients, but with increased frequency of initial monitoring and specific 
guidance on distinguishing true disease progression from initial disease flare in 
cases with bone only metastases.

PSA response is also incorporated with best PSA response monitored throughout 
treatment and categorized as response, non-response or progression. “Response” 
requires a 50% decrease from baseline, maintained for ≥4 weeks; “non-response” is 
defined as a failure to achieve PSA response; and “progression” is defined as 
a ≥ 25% increase of PSA value from the nadir and an absolute increase of ≥2 μg/L, 
confirmed by a second value ≥3 weeks later. With the delivery of systemic treat-
ment, early PSA rises ≤12 weeks after commencing treatment are not uncommon 
and should not be considered for the classification of best response. Provided there 
is no clinical evidence of progression, patients should remain on treatment until 
definitive progression is confirmed.
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10.2.3  �Hematological Malignancies

The hematological malignancies comprise a heterogeneous collection of conditions 
with varying clinical behaviors and response profiles. Objective means of evaluating 
treatment efficacy through response criteria have evolved as the combination of 
medical imaging and molecular techniques can provide more functional informa-
tion. The respective international working groups have revised, standardized and 
validated new response criteria in some of these hematological malignancies, while 
others face challenges in the implementation of such guidelines to recognize emerg-
ing treatments, technologies and evolving endpoints [21].

10.2.3.1  �Lymphoma

The Lugano Classification has been the standard response criteria for evaluating 
response in lymphoma since 2014, based on CT and Positron Emission 
Tomography-CT (PET-CT) imaging, the latter preferred for 18F-Fluorodeoxyglucose 
(FDG)-avid lymphomas [22, 23]. This classification modifies the Deauville five-
point scoring system (D5PS), which grades the intensity of 18F-FDG uptake, and 
assists in both overall and interim response assessments, enabling improved deter-
minations of prognosis and earlier treatment modifications [24, 25].

The increase in approved and investigational agents being administered to lym-
phoma patients as standard of care or within the context of early and late phase 
clinical trials, led to an effort by the International Working Group in 2017 to harmo-
nize the Lugano Criteria with RECIST; Response Evaluation Criteria in Lymphoma 
(RECIL) optimizes the use of FDG-PET uptake in combination with single dimen-
sion tumor measurement of target lesions to assess tumor burden. The authors 
defined frequency of response assessment and in line with solid tumor clinical trial 
efficacy assessment, RECIL accommodates for potential pseudoprogression in 
those receiving immune-modulating agents by requiring confirmation on consecu-
tive scans [26].

10.2.3.2  �Multiple Myeloma

In 2014, the International Myeloma Working Group (IMWG) diagnostic criteria 
changed the definition of multiple myeloma from a disease defined by symptoms to 
a disease defined by biomarkers including serum and urine paraproteins, free light 
chains and bone marrow clonal plasma cells. In response to this in 2016 the IMWG 
updated their response criteria, outlining treatment response assessment and also 
included minimal residual disease (MRD) as the deepest level of treatment response 
in multiple myeloma, correlating with longer progression-free and overall survival 
[27]. The magnitude of change in paraprotein and the normalization of the free light 
chain ratio (rFLC) form the basis of these response criteria. A retrospective review 
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of 87 patients with relapsed or refractory multiple myeloma, with sufficient data for 
analysis, enrolled in 19 early-phase clinical trials demonstrated a statistically sig-
nificant improvement in both PFS and OS at sequential time points; validating the 
use of IMWG response criteria in the phase I trial setting and suggesting the use of 
these criteria as viable biomarkers for surrogate endpoints in early phase clinical 
trials and drug development [28].

10.3  �Alternative Evaluations of Efficacy

10.3.1  �Alternative Imaging Based Evaluation of Response

It remains a significant challenge to improve the efficacy output of early phase clini-
cal trials by effectively identifying patients who are likely to derive benefit from 
specific treatments. Objective tumor responses to different therapeutic agents are 
variable based on patient and tumor characteristics, thus innovative predictors of 
response to enable subject selection are needed to improve treatment outcomes.

Evaluation of the characteristics of human tissue non-invasively by medical 
imaging, most commonly with CT or MRI which assess tissue density in one or two 
dimensional qualitative descriptors, remains the standard of care. Advances in 
image acquisition and analysis allowing objective and quantitative imaging descrip-
tors to be extracted, have led to the development of novel techniques to predict and 
monitor tumor response to systemic anti-cancer therapies. These new techniques 
avail of routine imaging scheduled as standard longitudinal response assessments 
and are being incorporated as exploratory endpoints in clinical trial protocols in 
all phases.

Radiomics, defined as high-throughput extraction of quantitative features result-
ing in the conversion of images into mineable data to generate imaging biomarkers, 
is the most developed technique in the field of medical image analysis [29]. Tissue-
specific spatial information can be extracted, to include tumor texture, density, 
shape and other parameters, which can then be analyzed to build predictive models. 
Radiomics employs advanced image processing methods through machine learning 
algorithms to compute, quantify and classify such spatial information [30]. This 
technique has demonstrated success in developing algorithms that significantly cor-
relate with a number of clinical, histological and molecular parameters [31–33]. For 
example, a robust association has been shown between radio-phenotypes and gene 
expression in glioblastomas, including a link with epidermal growth factor receptor 
(EGFR) overexpression [34] and allowing for survival prediction and stratification 
of treatment outcomes of disease with better accuracy than existing radiological risk 
models [35]. In patients with non-small cell lung cancer (NSCLC), EGFR mutation 
status in pre-surgical patients [36] and response to the EGFR inhibitor gefitinib [37] 
were reflected in radiomic features. These pilot radiomics studies have to date 
largely been carried out in patients with localized disease. The application of 
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radiomics in the metastatic setting, to include early phase trial participants, brings 
new challenges. The presence of inter and intra-tumor heterogeneity due to disease 
evolution and treatment selection pressures can confound the development of robust 
radiomic signatures in patients with advanced cancers.

In addition, in the immunotherapy era, radiomic signatures to differentiate 
between true and pseudoprogression and to clarify radiographic toxicity from treat-
ment such as pneumonitis, are being actively sought [38–40]. A study from Gustave 
Roussy recently investigated a radiomic estimator of tumor infiltrating CD8 T-cells, 
to assess association with tumor immune phenotype and evaluate outcomes in 
mixed solid tumor patients enrolled in phase I monotherapy trials of inhibitors of 
programmed death protein or its ligand (PD1/PD-L1). They found the final radiomic 
score to be associated with gene expression signature of CD8 T-cells; and that a 
higher radiomic score at baseline correlated with both objective response rate 
(ORR) and overall survival (OS) in patients treated with immunotherapy. The eight 
variable radiomic signature was validated in three independent cohorts. This prom-
ising study was able to predict clinical outcomes of patients treated with immune 
checkpoint inhibitors in a non-invasive manner by successfully integrating radiomic 
and genomic features [41–43].

The field of radiomics is evolving, however, the current level of evidence is 
insufficient, and lacks standardized evaluation. Further work is required for valida-
tion in prospective studies and to develop evaluation criteria before routine incorpo-
ration in clinical trials for efficacy assessment can be considered.

10.3.2  �Time Based Efficacy Endpoints

Time based efficacy endpoints such as time to progression (TTP), progression-free 
survival (PFS), and OS are frequently used in phases II and III, but rarely phase I, clini-
cal trials. The lack of a comparator control arm in most phase I clinical trials renders 
time-based endpoints challenging as a reliable readout for efficacy. Furthermore, these 
efficacy endpoints are difficult to interpret especially during the dose escalation pro-
cess, due to the enrollment of patients with different histologies and other disease 
characteristics, heterogeneity in patients’ prior therapies, and variations in dose and/or 
schedule being tested. However, the reporting of time-based endpoints does occur in 
some phase I trials (Table 10.3), typically as a secondary or exploratory objective to 
provide a preliminary efficacy read-out. Interestingly, PFS was used as a primary end-
point in the WINTHER trial (NCT01856296), a precision medicine trial which 
matched patients to suggested therapies based on genomic and transcriptomic results. 
In this study, patients’ PFS on immediate prior standard therapy (PFS1) was compared 
to their PFS on WINTHER-oriented therapy (PFS2), with a ratio of PFS2/PFS1 of 
>1.5 defining a positive outcome [48]. Similarly, the MOSCATO-01 trial which used 
high-throughput genomic analyses to match patients to suggested therapies also used 
PFS as its primary endpoint. However, unlike in WINTHER, a PFS2/PFS1 ratio of 
more than 1.3 was considered positive [49]. Other scenarios in which endpoints such 
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as PFS or OS are reported in phase I trials include histology based or biomarker spe-
cific expansion cohorts after initial dose escalation, often through the application of 
seamless trial design with multiple expansion cohorts that may or may not involve 
randomization. PFS or OS data in single-arm expansion cohorts in phase I trials must 
be interpreted with caution, as they are similar in their limitations as single-arm phase 
II trials without randomization and control, where selection and other biases can affect 
efficacy outcome. Attention should be paid to the pre-specified statistical analysis 
plans for these expansion cohorts, and any amendments in trial assumptions and sam-
ple size during protocol conduct must be justified appropriately.

10.3.3  �Biomarker Based Approaches to Evaluate 
Antitumor Activity

10.3.3.1  �Biomarker Based Strategies

There have been major advances in the studies of molecular biology, as well as 
improvements in the understanding of signaling and survival pathways associated 
with certain cancers. This knowledge has been expanded by initiatives such as the 
International Cancer Genome Consortium (ICGC), and The Cancer Genome Atlas 
(TCGA) which provided access to cancer genomic data for drug development 
research [50, 51]. Modern medicinal chemistry has contributed to the ability to tar-
get specific “druggable” and “actionable” aberrations in cancers, made possible due 

Table 10.3  Examples of reporting of time-based efficacy endpoints in phase I trials

Agent
Mechanism 
of action

Patient 
population

Sample 
size

Time-
based 
endpoints Design and Reference

Crizotinib Inhibition of 
ROS1 
signaling

NSCLC with 
ROS1 
rearrangement

50 ORR, PFS Single-arm expansion 
cohort of phase I trial 
[44]

Larotrectinib Inhibition of 
TRK 
signaling

Advanced solid 
tumors with TRK 
rearrangement

55 ORR, PFS Compilation of results 
from 3 single-arm 
phase I, I/II, II trials 
[45]

Pembrolizumab Inhibition of 
PD-1

Locally advanced 
or metastatic 
NSCLC

495 ORR, 
PFS, OS

Seamless trial design 
with multiple 
expansion cohorts 
including use of 
randomization in some 
cohorts [46]

Atezolizumab Inhibition of 
PD-L1

Metastatic RCC 70 ORR, 
PFS, OS

Seamless trial design 
with multiple 
expansion cohorts [47]

NSCLC non-small cell lung cancer; RCC renal cell carcinoma; ORR objective response rate; PFS 
progression free survival; OS overall survival
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to next generation sequencing and other molecular characterization techniques. 
“Targetable/druggable genomic alteration” has been defined as one that encodes an 
altered protein against which a drug exists or can be synthesized, whereas “action-
able genomic alterations” include both targetable alterations and genomic altera-
tions that cannot be directly targeted but that lead to dysregulation of a pathway in 
which there are possible targets (for example alteration of the PTEN tumor suppres-
sion gene can be targeted with PI3K/AKT inhibitors) [52]. This precision medicine 
approach using a biomarker based strategy has been associated with higher response 
rates when compared to non-biomarker based treatments [2]. More recently the 
American Association of Cancer Research (AACR) launched an initiative known as 
Genomics Evidence Neoplasia Information Exchange (GENIE) project, which is a 
publicly accessible annotated cancer genome database with the objective of accel-
erating precision cancer medicine. In contrast to ICGC and TCGA, which predomi-
nantly consisted of surgical specimens from patients with primary diagnosis of their 
cancers, GENIE has a higher proportion of recurrent or metastatic tumors. Such 
initiative can help advance research in identifying new drug targets, designing bio-
marker driven trials and providing specific genomic determinants of response to 
therapy [53].

A meta-analysis to determine the utility of biomarker based drug development 
examined 58 cancer drugs from first entry into human testing until approval. Based 
on trials published between September 1998 and June 2013, this meta-analysis 
assessed and specifically examined whether the development of these drugs was 
biomarker based or not, and compared them to non-biomarker based drugs. The 
authors defined “biomarker based strategy” as when a cognate biomarker was used 
to select patients for treatment, or when at least 50% of selected patients are known 
to harbor the cognate biomarker—with an example of hairy cell leukemia being 
known to harbor a BRAF mutation in almost 100% of cases. The studied drugs were 
all molecularly targeted agents in the biomarker based group, whereas they com-
prised 65% of the non-biomarker based group, with cytotoxic agents accounting for 
the remaining 35%. ORR, PFS, and OS were reported to be higher in the drugs that 
have been developed using biomarker based approaches [54]. Another meta-analy-
sis that examined phase I oncology clinical trials published between January 2011 
and December 2013 also found that studies using biomarker based anti-cancer 
agents were associated with significantly higher ORR and PFS [55]. Again, most of 
the precision oncology studies used targeted agents, whereas the non-precision 
oncology studies used targeted and cytotoxic drugs. Furthermore, another study that 
examined all published phase I trials between January 2014 and June 2015 found 
that ORR was higher in trials that investigated drugs targeting tumors with specific 
histological characteristics, or were biomarker based [2]. Altogether, these results 
indicate that oncology phase I clinical trials with enrichment designs using bio-
markers that are predicated on strong scientific rationale and robust preclinical data 
have been associated with a greater probability of clinical benefit than those that 
have not.
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10.3.3.2  �Tumor Biopsies and Circulating Biomarkers

Tumor biopsies providing proof of pharmacodynamic effects of target inhibition 
can be informative in early phase studies. Serial tumor biopsies may include those 
procured pre-treatment, on-treatment, and even at the time of disease progression, 
to enable investigators to study molecular and immune effects of the investigational 
drug directly on the tissue of interest and in the surrounding tumor microenviron-
ment [56]. Selected examples of phase I trials with tumor biopsies for pharmacody-
namic studies (for proof of mechanism) are shown in Table 10.4 [56].

For example, serial tumor biopsies were done in the early trials of vemurafenib 
in BRAF mutated malignant melanoma to assess for changes in the mitogen acti-
vated protein kinase signaling (MAPK) pathway. After exposure to vemurafenib, 
observed reductions in tumor levels of phosphorylated extracellular signal-related-
kinase (p-ERK), as well as reductions in cell proliferation markers such as cyclin 

Table 10.4  Selected PD markers in tumors (and surrogate tissues) in phase I trials

Pharmacodynamic 
marker Drug target PD measurement Phase I trial

Protein 
phosphorylation 
marker

mTOR p-eIF-4G, p-4E-BP1 Phase I pharmacodynamic 
study of everolimus. Results 
helped determine schedule/
dosing of everolimus—daily 
vs weekly [57]

EGFR p-EGFR, p-ERK Phase I study of OSI-774 
(erlotinib) [58, 59]

MET p-MET, p-FAK Phase I study of ARQ 197 
(tivantinib) [60]

MEK p-ERK Phase I study of BAY86-9766 
(refametinib) [61]

BRAF p-ERK Phase I study of PLX4032 
(vemurafenib) [62]

BCR-ABL p-CRKL Phase I study of AMN107 
(nilotinib) [63]

Epigenetic markers HDAC Acetylated histone 3 Phase I study of JNJ-
26481585 (quisinostat) [64]

DNA 
methyltransferase

MAGE1A CpG island 
methylation, 
5-methyl-2′-
deoxycytidine levels, 
HbF expression

Phase I study of 5-aza-2′-
deoxycytidine (decitabine) 
and carboplatin [65]

Tumor infiltrating 
immune cells

PD-L1 Tumor infiltrating 
immune cells, PD-L1 
expression

Phase 1 study of MPDL3280A 
(atezolizumab) [66]

p-eIF-4G phosphorylated eukaryotic initiation factor 4G; p-4E-BP1 phosphorylated 4E binding 
protein 1; p-ERK phosphorylated extracellular signal-related-kinase; FAK focal adhesion kinase; 
MEK mitogen activated protein/extracellular signal-regulated kinase; HDAC histone deacetylase

10  Efficacy Considerations in Phase I Trials



172

D1 and Ki67, led to confirmation of the mechanistic effects of vemurafenib and its 
inhibition of MAPK signaling [67]. Serial biopsies have also been used to identify 
resistance to other targeted therapies. For example, in EGFR mutated NSCLC 
treated with EGFR inhibitor tyrosine kinase inhibitors, repeat biopsies revealed that 
50% of patients harbored EGFR T790M as a secondary mutation [68]. This discov-
ery led to the development of a third generation EGFR inhibitor osimertinib which 
has been effective in treating patients with this acquired T790M mutation. Similarly, 
in NSCLC with echinoderm microtubule-associated protein-like 4-Anaplastic 
Lymphoma Kinase (EML4-ALK) translocation, serial tumor biopsies have helped 
identify resistance to crizotinib, a small molecule selective oral inhibitor of c-MET 
and ALK [69]. Table 10.5 shows selected studies in NSCLC that used tumor biop-
sies to identify resistance mechanisms to targeted agents.

In contrast, some experts have argued against the use of tumor biopsies for phar-
macodynamic studies and their role in accelerating drug development. An analysis 
that examined 72 phase I trials from 2003 to 2010 reported that there were a high 
number of non-diagnostic biopsies, and only 5 studies resulted in a statistically 
significant biomarker result that was cited in subsequent publications. Tumor het-
erogeneity, risks attributable to the biopsy procedure, and associated costs are all 
concerns and should be considered in phase I trials with tumor biopsies [72].

The development of non-invasive liquid biopsies such as circulating tumor DNA 
(ctDNA) and circulating tumor cells (CTC), may ultimately replace invasive proce-
dures such as tumor biopsies by providing a more globalized picture of the evolving 
genomic landscape in advanced tumors under the selective pressures of anti-cancer 
therapeutics (reviewed in Chap. 17). Many ctDNA based gene panels are now com-
mercially available that can be used pre-treatment as predictive biomarkers to detect 
mutations, copy number variations and gene fusions for treatment assignment. 
Circulating biomarkers may be used to monitor molecular changes on-treatment 
such as expansion of an existent subclone or the emergence of a new clone that may 
occur as a result of acquired resistance [73]. In addition, ctDNA has been studied 
and used as a prognostic tool in various cancers [73–75], as a readout for treatment 
efficacy (reflected by a decline in CTC or ctDNA quantity), or as a pharmacody-
namic measure to evaluate mechanistic effects.

Table 10.5  Selected NSCLC trials with tumor biopsies identifying resistance mechanisms

Molecularly targeted 
agent(s) Brief description of trial Resistance mechanisms discovered

EGFR inhibitors—
gefitinib and 
erlotinib

Prospective trial of 155 
patients who progressed on 
EGFR inhibitors

T790M mutation, MET amplification, 
HER2 amplification, small cell 
transformation [70]

ALK 
inhibitor—crizotinib

Case series of 18 patients 
with progression on crizotinib

Multiple mutations including point 
mutations in L1196M,
C1156Y, L1152R and others [69]

EGFR inhibitors—
erlotinib and 
gefitinib

Case series of 37 patients 
with progression on erlotinib 
and gefitinib

T790M, MET amplification, EGFR 
amplification, PIK3CA mutation, 
transformation to SCLC [71]
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10.4  �Optimizing Efficacy Read-Out in Early Phase Trials

10.4.1  �Identifying Target Populations

Despite extensive preclinical research, the majority of phase I trials test drugs for 
which target tumor types have not yet been identified. Therefore, patients with vari-
ous different cancers are enrolled, especially during dose escalation. When new 
drugs are being combined with known active regimes in phase Ib trials then patients 
with cancers that are deemed appropriate for these combinations are chosen, to 
increase the chance of deriving benefit and to follow a logical strategy for subse-
quent combinatorial development. The enrichment with patient populations whose 
tumors harbor specific molecular characteristics such as druggable or actionable 
mutations may be of benefit as early as in phase I trials. However, this may not 
always be possible in many cancers since complex molecular pathways and interac-
tions are often the drivers of oncogenesis, and not single mutations or “targets”. 
Molecularly targeted agents when given to patients with tumors that are oncogeni-
cally addicted to a specific druggable or actionable target have the potential of dem-
onstrating objective antitumor responses [76]. As an example, larotrectinib, an oral 
and selective inhibitor of tropomyosin receptor kinases (TRK), has been studied in 
adult and pediatric cancer patients in a phase I/II trial in 17 different tumors harbor-
ing NTRK gene fusions, and demonstrated ORR as high as 75–80% which were 
durable. These results led to the New Drug Application (NDA) being filed with the 
US FDA in December of 2017, and the FDA granting priority review of the applica-
tion in May 2018, with resultant approval on November 26th, 2018 [45]. In the 
phase I study of crizotinib, NSCLC patients whose tumors harbor the EML4-ALK 
gene rearrangement were found to derive significant benefit. This target population 
was enriched successfully, and ultimately led to FDA approval based on this strat-
egy [77]. Well executed enrichment designs using appropriately selected target 
populations based on robust preclinical data and biomarker studies may provide a 
higher probability of clinical benefit and an expeditious drug development path.

10.4.2  �Phase 0 Studies

Phase 0 studies are exploratory investigational new drug studies that may help 
determine whether a drug is promising by preliminary assessment of its pharmaco-
kinetics and target inhibition. By doing so, drugs that are not promising can be 
aborted early before formal toxicity and dose finding studies via phase I clinical 
trials [78]. The concept of phase 0 studies has been endorsed by the US FDA to 
address the problems of high expense and failure rate associated with drug devel-
opment, which led to a decline in new drug applications. These studies involve 
giving a micro dose of the investigational drug to a small group of patients, gener-
ally 10 to 15, and performing studies that evaluate the mechanisms of action 
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including target modulation, assessing pharmacokinetic and pharmacodynamic 
relationships, and optimizing a target assay. Risk of toxicity is low since only micro 
dosing is used. However, due to this, it is expected that no or minimal therapeutic 
benefit can be achieved which poses an ethical challenge to applying such studies 
in oncology patients. Once biomarker assays and imaging studies are incorporated 
and target inhibition is proven, the study can then proceed to a phase I trial with 
further dose escalations, and perhaps also an early examination of the drug’s effi-
cacy. This process of conducting phase 0 studies may also shorten the time of drug 
development [79]. Phase 0 studies may be of interest with immuno-oncology 
agents whereby intratumoral injection of new drugs at low doses can be given to 
determine if host immune response can be triggered locally. Despite these potential 
opportunities, phase 0 studies remain underused, largely due to concerns for 
patients being exposed to subtherapeutic doses of drugs with a minimal chance to 
derive clinical benefit.

10.4.3  �Judicious Use of Expansion Cohorts and Seamless 
Phase I/II Trials

Using expansion cohorts is an important tool that has been associated with increased 
approval of investigational drugs in phase I clinical trials. A systematic review in 
2017 examined 533 phase I trials assessing 381 drugs found that trials with expan-
sion cohorts involving 2 to 20 patients were associated with higher rates of success 
in phase II trials, and a higher rate of FDA approval compared to phase I trials with 
no expansion cohorts [80]. However, this study had some limitations, including the 
possibility of overestimating the benefit of expansion cohorts due to publication bias 
and also the caveat of attributing expansion cohort as a cause rather than an effect of 
promising antitumor activity. Expansion cohorts, when used effectively and safely, 
may indeed expedite the drug approval process [81]. An example of this is the phase 
I study of the anti-PD1 antibody pembrolizumab with expansion cohorts in mela-
noma patients who progressed on single agent Ipilimumab or BRAF inhibitors (if 
BRAF V600 mutated) in the KEYNOTE-001 study [82]. Investigational New Drug 
(IND) application was submitted in December of 2010 with the initial plan of testing 
the drug on 18 patients with melanoma in a “3+3” dose escalation protocol, fol-
lowed by an additional 14 patients with melanoma and renal cell cancer in 2 disease 
specific expansion cohorts. However, in reality, 8 amendments resulted in 9 expan-
sion cohorts ensued over the course of 2.5 years and resultant 1235 patients being 
enrolled. One of the amendments to the protocol added objectives of antitumor 
activity measurement resulted in an open label, randomized 1:1, dose comparative 
expansion cohort embedded within KEYNOTE-001 of 173 advanced melanoma 
patients, with results showing an objective response rate of 26% that were durable. 
Data were taken from three large cohorts and submitted to FDA for accelerated 
approval which was granted in September of 2014. Multiple trials were then designed 
and undertaken to further test and verify the clinical benefit of pembrolizumab in the 
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studied patient population, which is required by the FDA to grant regular approval. 
These confirmatory trials add strength to the accelerated approval pathway [83].

Historically, phase I clinical trials focused solely on drug safety, and determining 
the MTD, so it can be used to decide on a RP2D for subsequent efficacy evaluations. 
Phase I and phase II trials are traditionally planned and performed separately and 
independently. However, in recent years, newer trial models have been proposed 
that combine phase I and II trials in an effort to expedite the drug development pro-
cess [84]. When this is done, efficacy of the investigational drug is also specifically 
examined. This “seamless” transition from phase I to phase II trials is known as 
seamless phase I/II trials [85]. These trials have many advantages which include 
operational efficiency, cost reduction, rapidity of accrual due to multiple expan-
sions, and earlier detection of efficacy which may allow for accelerated approvals of 
the investigational drugs if antitumor activity signals are compelling. In these trial 
designs protocol amendments frequently happen—as opposed to writing new proto-
cols—to add expansion cohorts for new histologies or biomarker based groups 
when deemed appropriate based on promising scientific findings, observations in 
dose escalation, or results from other ongoing clinical trials of similar compounds 
[86]. These protocols may also use expansion cohorts to further assess and confirm 
efficacy of the tested drug. KEYNOTE-001, described above, represented one of the 
first examples of seamless phase I/II trials, where an earlier assessment of efficacy 
was observed and led to amendments to the protocol that added multiple phase II 
trial-like expansion cohorts and resulted in the rapid accrual of many patients [83]. 
Another example is the CHECKMATE-040 trial where the safety of the anti-PD1 
antibody nivolumab was studied in patients with unresectable hepatocellular carci-
noma [87]. Modifications to the study protocol added cohorts that evaluated activity 
in patients pre-treated with sorafenib. Further amendments to the protocol added 
expansion cohorts where nivolumab efficacy and safety were assessed in Child-
Pugh B patients.

Despite the benefits of seamless phase I/II trial design, some concerns have 
emerged. These include the lack of a formal statistical analytical plan for expansion 
cohorts and over-emphasis of non randomized efficacy estimates. Another concern 
is that such designs may expand rapidly and open in multiple different investigator 
sites without a formal process of review of safety data, and an excessive number of 
patients may be exposed to ineffective or potentially toxic treatments. Advantages 
and disadvantages of seamless designs versus traditional phase I trials are described 
in Table 10.6.

10.4.4  �Use of Prognostic Indices

Selection of patients for phase I clinical trials can be challenging. Patients who are 
candidates for phase I trials are generally those who have progressed on multiple 
lines of therapy and have no further standard therapeutic options. These patients can 
be unwell due to their advanced cancer state, and are at an increased risk of toxicity. 
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Typically, patients needed for phase I trials are ones who have an adequate perfor-
mance status, organ functions, and are expected to live for more than 3 months such 
that it is possible to evaluate them for dose limiting toxicity and other treatment-
emergent adverse events. Despite applying these criteria, almost 15% of all phase I 
cancer patients die within the first 3 months of enrollment [88]. There have been 
prognostic indicators that examined this population to enable the selection of appro-
priate patients for phase I clinical trials by assessing multiple patient-based and dis-
ease-based risk factors that impact on their life expectancy. The Royal Marsden 
Hospital drug development group has created a prognostic score (RMH index) that 
incorporates measurements of lactate dehydrogenase (LDH), albumin, and number 
of metastases to categorize patients into high risk or low risk groups based on their 
expected survival [89]. It has been prospectively validated at the same center and 
externally, and is one of the most utilized indices [90, 91]. The Princess Margaret 
Cancer Center drug development group has also developed their prognostic index 
(PMHI) in predicting the 90-day mortality of patients enrolled in phase I studies [92]. 
The PMHI included serum albumin levels, number of metastatic sites, and ECOG 
performance status. However, it has not been prospectively validated. The Gustave 
Roussy group has likewise created their prognostic score (GR Im-score), which 
included albumin, LDH, as well as neutrophil to lymphocyte ratio, and this index has 
recently been validated internally [93]. GR Im-score differs from existent indices in 
that it is aimed at estimating survival for patients enrolled to receive immune check-
point inhibitors in phase I trials. It has been found to be superior than the RMH index 

Table 10.6  Advantages versus disadvantages in seamless phase I/II trial designs and traditional 
phase I designs

Seamless phase I/II trial Traditional phase I trial

Advantages • � Reduced time duration between 
phases

• � Compelling activity can lead to 
accelerated approval

• � Rapid accrual of patients
• � Randomization across expansion 

cohorts can help determine clinical 
benefit early

• � Feasible as trial is typically activated 
in a limited number of investigator 
sites

• � Pre-specified statistical analyses, with 
clear endpoints

• � Established framework for safety 
reporting and monitoring

Disadvantages • � Complex when activates in multiple 
investigator sites

• � Can lack formal design for 
expansion cohorts

• � Difficult safety monitoring with 
multiple expansion cohorts in many 
sites

• � Challenges in disseminating new 
safety information to patients, 
investigators, institutional review 
boards, regulators, etc. in a timely 
manner

• � Diluted clinical experience due to 
large number of participating sites

• � Pauses between phases, and hence 
longer duration of study

• � Requires additional protocols and 
institutional review board approvals

• � Often lacks randomization, and 
therefore hard to detect clinical 
benefit
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in this group with regards to predicting OS. Other prognostic scores have been cre-
ated by different groups, however these remain underused [94–96]. General applica-
tion of prognostic indices can be a simple way of choosing appropriate patients with 
expected survival of more than 3 months in phase I clinical trials, such that longer-
term safety as well as efficacy evaluations can be feasible in such patients.

10.5  �Conclusions

There has been an increasing frequency in the consideration of efficacy endpoints in 
phase I trials of investigational new drugs or drug combinations, to accompany the 
traditional endpoints of safety, tolerability and RP2D determination. This changing 
landscape is driven by the interest to make go-no-go decisions at an earlier time 
point in the drug development process and also by the urgency to bring effective 
therapies to patients. While imaging based methods remain the primary basis of 
efficacy assessment, there are continued efforts in biomarker based explorations to 
ascertain antitumor activity and pharmacodynamic effects using tumor biopsies and 
blood samples. Innovations in clinical trial designs and patient selection strategies 
are needed to optimize efficacy read-out in phase I trials in the modern era.

Key Expert Opinion Points
	1.	 The key deliverables of modern phase I trials are no longer limited to safety and 

RP2D determinations, but also include efficacy considerations to make go-no-go 
decisions to expedite the drug development process. As the lines between trial 
phases become blurred, phase I trialists are increasingly confronted with making 
such decisions based on limited data.

	2.	 New response criteria or supplements to existent criteria have emerged to meet 
the needs of novel anti-cancer agents such as immuno-oncology drugs that may 
exhibit different effects on tumor growth kinetics compared to cytotoxic or tar-
geted therapies. Observations of unique characteristics of new agents need to be 
reported to inform the continuous refinement and validation of response assess-
ment tools.

	3.	 Efficacy determinations in the phase I trial setting are often complicated by het-
erogeneous patient populations and single arm designs without comparators. 
These concerns have led to the emergence of expansion cohorts to enroll more 
homogeneous patient subsets based on histology or biomarker selection. 
Randomization is being used in some cases to provide a contemporaneous control. 
The statistical analytic plan specifying objectives, endpoints and sample size must 
be clearly articulated a priori in phase I trials with these elements, this stipulation 
applies also to study protocols undergoing amendments during their conduct.

	4.	 Patient selection strategies based on robust preclinical data and strong scientific 
rationale are crucial as efficacy considerations play an increasing role in the 
phase I trial setting. However, there are mixed views related to the contribution 
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of information from tumor biopsies in guiding dose selection and target patient 
identification. There needs to be a better way to integrate preclinical, clinical and 
correlative sciences data from phase I studies to reduce redundancies and maxi-
mize their utility.

	5.	 Innovative technologies such as radiomics, circulating biomarkers, etc. are being 
intensely evaluated in clinical trials, including in the phase I trial setting and may 
ultimately become an important component of efficacy considerations.
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Chapter 11
Considerations for the Development 
of Novel Chemotherapies and Antibody 
Drug Conjugates in Phase I Trials

Vivek Subbiah and Roman Groisberg

Abstract  The notion of using chemicals to treat diseases has been around since the 
turn of the twentieth century, with early discoveries coming serendipitously. By the 
1950s, a Cancer Chemotherapy National Service Center (CCNSC) had begun to 
screen compounds for antitumor activity. It was from this effort that we derive our 
modern clinical trials methods in oncology as well. Modern chemotherapy is pre-
dominantly based on our understanding of the cell cycle, and most active agents 
interfere with pre-mitotic phases or mitosis. Models such as the “log-kill” hypoth-
esis explained tumor kinetics and were based on leukemia cell growth. Based on 
this early understanding, chemotherapy was pushed to a maximal tolerated dose 
(MTD) and this became the benchmark endpoint for early phase clinical trials. The 
“log-kill” hypothesis proved inadequate for describing behavior of solid tumors. 
Norton and Simon showed that a Gompertzian curve was more representative of 
solid tumor kinetics. Based on this observation, chemotherapy “dose-density” was 
developed with investigators giving less recovery time between cycles of chemo-
therapy to maximize tumor volume reduction.

Many of today’s most recognized chemotherapeutic agents were developed in 
the mid-twentieth century under the CCNSC.  New agents have continued to be 
developed in the twenty-first century, as alternative formulations of old chemothera-
pies or entirely new compounds derived from unusual places such as the ocean. 
Alternative formulations have been especially successful, improving patient conve-
nience or reducing toxicity with oral, long-lasting (PEGylation), or liposomal 
formulations.
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Antibody-drug conjugates (ADCs) are novel chemotherapies and delivery mech-
anisms. They allow for the targeted delivery of extremely potent chemotherapeutic 
agents directly to the tumor, sparing the patient from significant toxicity. The devel-
opment of ADCs combines targeting of specific tumor cell surface markers by 
antibodies with super-potent chemotherapeutic agents, such as auristatins. Joining 
the antibody with the chemotherapeutic payload is a stable linker mechanism that 
releases the agent upon entry into the cancer cell.

Future development of chemotherapies will take many forms and continues to be 
a vibrant and exciting area of cancer research.

Keywords  Chemotherapy · Cell cycle · Maximal tolerated dose · Dose density  
Antibody-drug conjugate · Auristatin · Liposomal formulation · Pegylation

Key Points
•	 Chemotherapy targets dividing cells in the pre-mitotic phases or mitosis
•	 logarithmic kinetics describe leukemic cancer cell growth as well as chemother-

apy induced cell death, an essential concept for understanding multiple cycle 
chemotherapy and maximum tolerated dose

•	 Kinetics of solid tumors are better described using a “Gompertzian” curve, the 
basis for “dose-dense” chemotherapy

•	 Modern chemotherapy development involves seeking compounds in new places 
and devising more convenient and less toxic formulations of existing agents

•	 Antibody-drug conjugates are a burgeoning field of drug discovery blending tra-
ditional chemotherapy with targeted therapy

11.1  Historical Development of Chemotherapy

The term “chemotherapy” dates back over a century, when the esteemed chemist 
Paul Ehrlich began using chemicals to treat diseases. Dr. Ehrlich’s great contri-
bution to cancer drug development was the use of animal models to screen 
chemicals for effectiveness against a disease [1]. Early research on cancer 
revolved predominantly around the development of such model systems to 
study tumors.

Still, the earliest advances in cancer chemotherapy did not come from the study 
of animal models and were instead serendipitous. For example, the observation that 
mustard gas caused marrow depletion led to the first use of chemotherapy to treat 
lymphoma with nitrogen mustard and the synthesis of related alkylating compounds 
such as chlorambucil and cyclophosphamide [2, 3]. Other drugs, most notably 
methotrexate, were developed from nutritional literature on the depletion of folic 
acid and the negative effect on bone marrow production [4]. Still other 
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chemotherapies were accidental byproducts of burgeoning antimicrobial and anti-
malarial development in the post-World War II era.

By the 1950s, sufficient animal models for cancer had been developed and the 
Cancer Chemotherapy National Service Center (CCNSC) was founded as a branch 
of the National Cancer Institute. This entity would be a centralized organization that 
could screen new chemical compounds for antitumor activity in these newly devel-
oped model organisms. Beyond the discovery of novel agents, CCNSC set the 
guidelines for design and conduct of clinical trials, statistical methods, and trial 
protocols [1].

11.1.1  �Chemotherapy Principles and Cell Biology

Modern chemotherapy is based fundamentally on the principles of cell biology, 
specifically the cell cycle. Briefly, eukaryotic cells exist in either a resting phase, 
interphase, or cell division phase. The resting phase, referred to as Gap 0 (G0), is the 
inactive stage. Most human cells exist in this state at a given time and only the most 
non-specific agents are able to kill a cell in this state. When cells divide, they pro-
ceed through interphase (Gap 1, Synthesis, Gap 2) and into cell division (Mitosis). 
The majority of chemotherapeutic agents target cells in these stages of division. 
Agents such as cytarabine, methotrexate, fluorouracil, mercaptopurine, and 
hydroxyurea target cells in Synthesis (S-phase), while bleomycin targets cells in 
Gap 2 (G2) and Mitosis (M-phase) [5] (modern pharmacology, Chap. 55).

The earliest cancer models were based on leukemia cells with predictable 
exponential growth dynamics and consistent fraction of cells killed by chemo-
therapy. These cell lines would double in size no matter what the tumor volume 
was. Skipper, Schabel, and Wilcox proposed the “log-kill” hypothesis which 
stated that a certain dose of chemotherapy kills the same fraction of cancer cells 
regardless of tumor size [6] (Fig. 11.1). Since only a fraction of cells is killed 
instead of an absolute number, successive cycles of chemotherapy are necessary. 
The larger the fraction of killed cells, the fewer number of cycles are needed to 
eradicate all of the cancer cells.

11.1.2  �Maximum Tolerated Dose

The kill fraction of a cytotoxic chemotherapy is directly related to the dose of a 
cytotoxic agent. Unfortunately, the lack of selectivity by antineoplastic agents 
means that the effect on normal human tissue is equivalent to the effect on tumor 
cells. The concept of maximal tolerated dose (MTD) was introduced to achieve 
maximum kill fraction and have low enough toxicity to be acceptable for use in 
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humans. Sontag et al. originally defined the MTD as “highest dose of the test agent 
during the chronic study that can be predicted not to alter the animals’ longevity 
from effects other than carcinogenicity.” [7]. MTD was proposed for animal studies, 
but has since been revised and adapted by clinical investigators for use in humans. 
In early phase dose finding clinical trials (phase 1), the MTD is the highest dose of 
a drug that does not cause unacceptable side effects (NCI Dictionary of Cancer 
Terms). Increasing doses of a drug are administered to subsequent subjects until 
unacceptable adverse effects occur. The goal is to achieve a maximum amount of 
drug delivered to the patient, while still maintaining an acceptable level of tolerabil-
ity. By the classic “3+3” trial design described elsewhere in this book, an acceptable 
threshold for severe toxicity is 33% [8].

11.1.3  �Norton-Simon, the Gompertzian Growth Curve, 
and Dose Schedules

The log-kill hypothesis represents leukemic cells well, but falls short in describing 
solid tumors, whose growth plateaus due to nutrient depletion and hypoxia. The true 
growth rate of a tumor is better described by a Gompertzian curve. Benjamin 
Gompertz was a British actuary, who in 1825 described the population growth that 
occurs in nature [9]. Initially, populations including tumor cells grow exponentially, 
but as their numbers increase and nutrients become scarce, the growth plateaus giv-
ing the entire growth curve a sigmoid appearance (Fig. 11.2). Furthermore, when 
tumors are treated with a cytotoxic agent, their growth kinetics also change. 
Recognizing these growth patterns, Norton and Simon proposed a new model that 
was generally applicable, independent of restrictive assumptions, and could describe 
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the entire growth history of the tumor including the response to therapy [11]. 
Following the Gompertzian curve, one can extrapolate that larger tumors have 
smaller fractions of dividing cells and are less sensitive to drugs targeting the cell 
cycle. Similarly, smaller tumors grow at a faster rate. The important observation of 
Norton and Simon was that treating a larger and slower growing tumor with chemo-
therapy results in a smaller and faster re-growing tumor. It becomes entirely con-
ceivable, and indeed observed, that tumors may completely regrow to their original 
size between cycles of chemotherapy.

The major clinical implication of the Norton-Simon hypothesis was the introduc-
tion of dose density into chemotherapy administration schedules. The superiority of 
a dose dense regimen was demonstrated by Citron and colleagues. Surgically 
resected breast cancer patients were given adjuvant doxorubicin and cyclophospha-
mide in either a dose-dense every 2-week schedule or a conventional every 3-week 
schedule. The every 2-week schedule showed significantly fewer disease relapses 
[12]. Reflecting on this trial and the Norton-Simon hypothesis, the maximum dose 
of chemotherapy must be delivered as quickly as possible, allowing less time for 
tumor regrowth.

11.2  �Chemotherapy Development 
in the Twenty-First Century

In the modern era, traditional cell-cycle targeting chemotherapy development has 
continued (Fig. 11.3).
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11.2.1  �Going to New Places to Discover

During the middle decades of the last century, the Cancer Chemotherapy National 
Service Center, a branch of the national cancer institute, screened thousands of 
compounds from plants, animals, and bacteria to find compounds with anticancer 
activity. In the twenty-first century, drug developers have had to look in new places, 
such as the ocean, for sources of novel agents.

Trabectedin was derived from the sea squirt Ecteinascidia turbinate and further 
determined to be from the symbiotic bacterium Candidatus Endoecteinascidia frumen-
tensis [13, 14]. This agent acts predominantly as a DNA minor groove binder, interfer-
ing with transcription and forming DNA double-strand breaks [13]. Trabectedin was 
approved in 2015 for the treatment of soft-tissue sarcomas. The sea has contributed 
other important chemotherapeutic agents such as cytarabine, eribulin, and Monomethyl 
auristatin E (MMAE, Vedotin). [15] Eribulin is derived from the sea sponge 
Halichondria, which produces the microtubule disrupting mitotic inhibitor halichon-
drin B [16, 17]. Eribulin was approved in 2010 for the treatment of metastatic breast 
cancer, and later for liposarcomas in 2016. MMAE is derived from the marine mollusk 
Dolabella auricularia, belonging to a class of drugs called dolastatins [18]. The dolas-
tatins act as tubulin destabilizers, by binding to the Vinca domain [19]. MMAE’s toxic-
ity made it impossible to use as a stand-alone drug, but it has become tremendously 
important in the development of antibody-drug conjugates discussed below.

11.2.2  �Alternative Formulations

The success of the National Cancer Institute screening programs led many contem-
porary drug developers to conclude that new agents are too difficult, if not impos-
sible to find. Development has instead turned to reformulation of existing 
chemotherapies, focusing on convenience of administration, increased activity, or 
reduced toxicity. Drugs such as capecitabine, topotecan, and trifluridine/tipiracil 
have focused on oral administration of established drugs: 5-FU, camptothecin, and 
5-FU respectively. The development of nanoparticle encapsulation technology has 
aimed to achieve all three goals of reformulation.

2001 -
Capecitabine

2002 -
Oxaliplatin
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Pemetrexed,
Clofarabine

2005 -
Nelarabine
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Oral Topotecan
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2009 -
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Cabacitaxel

2012 -
Vincristine,
Paclitaxel 

protein-bound 
particles

2015 -
irinotecan liposome,
Trifluridine/Tipiracil,
Trabectidin

2017 - Daunorubicin 
and Cytarabine

Fig. 11.3  Chemotherapy development after 2000
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Nanoparticle technology reached the market in the form of liposomal encapsula-
tion. First described in 1961, liposomes are lipid bilayers that form spheres with an 
aqueous center. The lipid bilayer can be modified by the addition of sterols to influ-
ence membrane permeability and therefore drug delivery characteristics [20]. 
Liposomes have become easy to manufacture and load. Hydrophilic drugs can be 
encapsulated in the aqueous inner layer and hydrophobic drugs can be incorporated 
into the membrane, making the number of possible payload candidates almost limit-
less. Membrane modification for charge, size, and permeability allows the liposome 
to be targeted to certain tissues as well as control the clearance time. One of the major 
drawbacks of liposomes is their propensity to accumulate in the reticuloendothelial 
system, especially the liver, reducing their circulation time [21]. The addition of poly-
ethylene glycol (PEGylation) increases time in circulation, reducing dosing frequency 
as well as toxicity [22].

The first such clinically successful chemotherapeutic agent to be developed was 
Doxil®, a PEGylated liposomal formulation of doxorubicin, which was approved in 
1995 for the treatment of breast and ovarian cancer, as well as AIDS-related Kaposi’s 
sarcoma. Doxorubicin is one of the most potent and versatile chemotherapeutic 
agents with application in diverse cancers: leukemias, lymphomas, breast, uterine, 
ovarian, gastric, bladder, and sarcomas [23]. Toxicities include myelosuppression, 
nausea, stomatitis, and cardiotoxicity, which causes an irreversible congestive heart 
failure when cumulative doses greater than 550 mg/m2 are used. Doxorubicin causes 
oxidative stress by the formation of free radicals and in the body is preferentially 
attracted to cardiolipin contained within mitochondrial membranes. The high car-
diolipin content in cardiac muscle is thought to be the reason for doxorubicin’s 
cardiotoxicity [24]. After a major clinical failure with OLV-DOX, a first generation 
liposomal doxorubicin, Doxil® emerged from the lessons learned. The new drug 
achieved several clinical milestones: it was stable for long periods of time in human 
plasma arriving to the tumor intact, small enough (less than 100 nm) to extravasate 
into the tumor from the vasculature, and effectively released doxorubicin upon 
arrival at the tissue [25]. Doxil® was better tolerated than traditional doxorubicin 
with a reduced risk of cardiotoxicity and improved response rates as well as 
progression-free survival in breast cancer [26]. The successful development of 
Doxil® showed the feasibility and advantages of a liposomal drug delivery system. 
Since then, many drugs have been reformulated including daunorubicin 
(DaunoXome®), cytarabine (Depocyt®), vincristine (Marquibo®), irinotecan 
(Onyvide®), and daunorubicin with cytarabine (Vyxeos®) (Fig. 11.4).

Drugs with toxicity and efficacy
problems

Liposome Liposomal drug with reduced toxicity
and/or enhanced efficacy

Fig. 11.4  Adapted from Bulbake et al. [20]
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11.3  �Development of Antibody-Drug Conjugates

The significant toxicity of systemic chemotherapy is often the limiting factor in how 
much drug can be delivered, how many cycles can be administered to a patient, and 
ultimately what fraction of cancer cells are eradicated. A chemotherapy that could 
be delivered only to the tumor and spare healthy tissues is ideal. One way to achieve 
this is by linking the chemotherapy to a tumor directed antibody, making an 
antibody-drug conjugate (ADC).

The first trial of an ADC in man was with vindesine-anti-CEA. The drug was 
able to localize to the desired tumor and avoided undue toxicity, but ultimately was 
not developed further [27]. A series of ADCs were developed using various estab-
lished chemotherapeutic agents, each showed acceptable tolerability in early trials, 
but without significant clinical efficacy. The first agent to show antitumor activity in 
human tumor xenograft models was BR96-doxorubicin, a Lewis antigen directed 
antibody conjugated to doxorubicin, which cured 70 percent of mice with lung ade-
nocarcinoma [28]. Unfortunately, doxorubicin has a relatively low potency and 
therefore required high number of drug to antibody ratios with as many as eight 
molecules of doxorubicin attached to one BR96 antibody. This, along with non-
specificity of the antibody and lability of the linker led to severe toxicity and off-
target effects, ultimately stopping further drug development [29].

Lessons learned from countless failed ADCs led to the successful development 
of gemtuzumab ozogamicin (Mylotarg®), an ADC directed at CD33 which is 
expressed on acute myeloid leukemia cells. Patients who received gemtuzumab 
ozogamicin achieved significant rates of remission after their disease had relapsed 
[30]. Unfortunately, the drug was withdrawn from the market in 2010 because of 
concern for high number of fatal events [30]. It was re-introduced to the market 
again in 2017 when subsequent studies showed the drug had acceptable toxicity 
[31]. A decade after the approval of Mylotarg® in 2001, brentuximab-vedotin 
(Adcetris®) was approved for the treatment of relapsed Hodgkin’s lymphoma and 
anaplastic large cell lymphoma [31]. Brentuximab-vedotin incorporated a spacer 
between the linker and the toxin monomethyl auristatin E (MMAE), allowing up to 
five molecules of MMAE to be stably attached to one antibody. Another ADC to be 
approved was ado-trastuzumab emtansine (Kadcyla®) which used an established 
therapy for HER2 expressing breast cancer, trastuzumab, linked to the cytotoxic 
agent emtansine. The conjugate was approved in 2013 for HER2 positive breast 
cancer that had progressed on trastuzumab alone.

The development of a successful ADC is complex and requires three essential 
parts to work together perfects: the antibody, payload, and linker between them.

11.3.1  �Antibody-Antigen

Before the 1980s, ADC development was not possible, hindered by the inability to 
produce sufficient quality and quantity of antibodies. The production of a monoclo-
nal antibody was first described by Milstein in 1975, followed by a recombinant 
chimeric antibody by Morrison in 1984 and a humanized antibody by Jones [32].
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The antibody and its target antigen must have certain properties to be successful 
as an ADC. An antigen must be highly expressed on the tumor to attract the anti-
body to its target. Similarly, the antigen must have low expression in normal tissues 
to minimize on-target effects, leading to toxicity. This can be achieved by finding an 
antigen that is expressed solely on the tumor. Unfortunately, because tumors are 
derived from human cells, they share antigens with their cell of origin as well as 
other tissues in the body. The expression of a given antigen may be higher on a 
tumor cell, but the aggregate of cells in an organ system may still have higher 
expression of the antigen resulting in on-target toxicity to this organ [33]. BR96-
doxurubicin and bivatuzumab-mertansine, both had significant and unexpected on-
target effects leading to hemorrhagic gastritis and fatal skin toxicity respectively, 
halting their development [34, 35].

Ideally, an antigen will be uniformly expressed across a tumor allowing for even 
distribution of an ADC. However, due to tumor heterogeneity this is unlikely to 
occur. In practice this is not a major problem as free toxin is released after a tumor 
cell is killed, entering neighboring cells and resulting in bystander kill [36]. A 
threshold number of antigen binding sites must exist per cell, but beyond that, level 
of expression does not correlate with tumor eradication [37].

Upon binding to an antigen, the antibody complex should be efficiently inter-
nalized. An optimal level of internalization exists for tumor kill. Slowly internal-
ized targets are preferred for penetration of drug into distal regions of the tumor 
[38]. The antibody can be “tuned” by changing the binding site of an IgG to its 
antigen, FcγRs, complement component, or FcRn. Often, the conjugation of a 
cytotoxic payload to the antibody increases internalization versus the antibody 
alone [39]. The selection of an IgG subtype is important when designing an anti-
body alone as a drug. IgG1 is able to cause complement-dependent cellular cyto-
toxicity, while IgG2 and IgG4 don’t. However, this may not be important when 
designing ADCs as the killing is accomplished by the payload rather than the 
antibody or complement [29].

11.3.2  �Payload

Early ADCs carried an established chemotherapy such as doxorubicin. These 
drugs served as a poor payload choice as they had limited potency and required 
high drug to antibody ratios. A solution was found in the high potency microtu-
bule destabilizing agents maytansines, auristatins, and dolastatins. Until recently, 
the limitation on drug to antibody ratios resulted in almost all ADCs using one of 
these compounds. Unfortunately, microtubule destabilizing agents have a limited 
spectrum of activity, reducing their utility to a few diseases [33]. An alternative 
payload option is the DNA minor groove binding agent calicheamicin, as 
employed by gemtuzumab-ozogamycin [40]. Another novel payload is duocarmy-
cin and its analogues, which exert cell kill in a cell cycle independent way by 
alkylating adenine bases and disrupting the DNA architecture [41]. These agents 
may ultimately be more successful as ADC payload since they exhibit activity 
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across many different tumor types in-vitro, while maintaining high potency and 
activity at nanomolar concentrations.

11.3.3  �Linker

Seemingly the least interesting part of an ADC may be the most important. The 
linker must be able to hold a sufficient amount of drug (drug-antibody ratio, DAR) 
to deliver a sufficiently cytotoxic dose to a tumor cell. Overloading the linker with 
too much payload results in off-target toxicity such as neutropenia, diarrhea, and 
hepatotoxicity [42]. The linker must remain stable in blood or similar off-target 
effects will be experienced by free-floating cytotoxin. Concurrently, the linker must 
release its payload upon entering the target cell. When an antibody binds to an anti-
gen on the cell surface the entire conjugate is internalized by endocytosis. The con-
jugate is degraded inside the endosome, releasing free toxin into the cell cytoplasm 
and resulting in cell kill [29]. Newer linker technologies are in development that 
will allow stable DAR of 20 or more, perhaps expanding the possibility of payload 
options. However, as discussed above, more payload may not be necessary as addi-
tional high potency toxins are employed.

The current generation of ADCs have used a random conjugation process that 
results in variable amounts of drug attached to each antibody as well as random sites 
of attachment. The net effect of this volatility is unpredictable stability and pharma-
cokinetics [43]. Future generations of ADCs will have predictable sites of drug 
binding to antibody. This will result in predictable pharmacokinetics, stable release 
of drug at the tumor site, and reduced toxicity (Figs. 11.5 and 11.6).

- Targets a well-characterized
 antigen with high tumor
 expression and limited normal
 tissue expression
- Maintains binding, stability,
 intemalization, PK, etc.
 when conjugated to a cytotoxin
- Minimal nonspecific binding

- Typically through nonspecific
 modification of cysteine or
 lysine residues on the antibody
- Mixture of conjugates with
 variable drug:antibody ratios
- Site-selective conjugation
 technologies can produce more
 homogeneous ADCs

- Cleavable or noncleavable
- Stable in circulation
- Selective Intracellular
 release of drug (e.g. via
 enzymatic cleavage or
 antibody degradation)

Antibody

Linker Cytotoxin

- Highly potent
- Non-immunogenic
- Amenable to
 modifications for
 linker attachment
- Defined mechanism
 of action

Drug Discovery Today

Attachment site

Fig. 11.5  Adapted from Perez et al. [29]
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11.4  �Conclusions

Despite the advent of small molecules and immunotherapies, traditional cytotoxic 
chemotherapy is still relevant and continues to be developed today. Novel agents 
take many forms. Some are new drugs derived from organisms living in exotic 
places. Others are reformulations of existing drugs, making them easier to adminis-
ter, less frequent in dosing, or with reduced toxicity. Reformulations are aided by 
development of companion delivery systems such as liposomes, PEGylation, or 
antibody drug conjugates. Although the drugs may be new, the lessons we keep 
from past successes and failures still apply.

Antibody
Antibody Drug Conjugate

7. Cell death
1. ADC in
blood

2. ADC binds its
cellular receptor

Target
Cell

Cytoplasm
Target

receptor,
e.g. CD22

6. Toxin damages
cell (e.g.
Calicheamicin
damaging DNA)

3. ADC & cellular
receptor
are internalized
together

5. Toxin is released
into the cytoplasm

4. ADC is degraded

Endosome

Lysosome

Cytotoxin

Linker

a

b

Fig. 11.6  Adapted from Feld, oncotarget 2013 [42]
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Key Expert Opinion Points
•	 Despite the advent of small molecules and immunotherapies, novel ways to 

administer cytotoxics with reduced toxicity to the “right patient at the right time” 
in the form of antibody drug conjugates (ADC) will be a part of precision 
oncology.

•	 The development of a successful ADC will continue to evolve, with improve-
ments in the technologies and delivery systems that include all the components 
of ADCs: the antibody, payload, and linker between them.

•	 Because the development of a patient selection strategy linked to target expres-
sion on the tumor is crucial, efforts are underway using RNASeq from TCGA for 
estimating the prevalence of ADC target expression that can guide the future 
development of companion diagnostics.

•	 Since ADC payloads cause immunogenic cell death in their targets, combining 
ADCs with immune checkpoint inhibitors opens up the possibility of reversing 
the elusive strategies that cancers exploit to bypass immunosurveillance.

•	 Optimization of ADC use in oncology includes establishing combination thera-
pies with agents that arm the immune system for treating diverse cancers.
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Chapter 12
Development of Molecularly Targeted 
Agents in Early Phase Clinical Trials

Pedro C. Barata and Timothy A. Yap

Abstract  There are a significant number of signaling networks that play a key role 
in living organisms, but which are commonly hijacked during oncogenesis. The 
identification of these drivers of cancer has led to the clinical development and sub-
sequent regulatory approval of multiple molecularly targeted agents. Nonetheless, 
drug resistance is almost inevitable due to the development of signaling crosstalk, 
disruption of negative feedback loops and other mechanisms. In order to overcome 
these challenges, there has been an expansion of clinical trials investigating novel 
therapies and rational combinations of different targeted agents. Here, we describe 
the features of successful early phase clinical trials: strong scientific rationale lead-
ing to their initiation; robust preclinical data from model systems; inclusion of phar-
macokinetic (PK) and pharmacodynamic (PD) proof-of-mechanism studies; use of 
optimal trial designs; and incorporation of predictive biomarkers of response to 
optimize patient selection to these trials. Such approaches may optimize and accel-
erate the drug development process and lead to monotherapy and combination strat-
egies that benefit patients with different cancers.
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Keypoints
	1.	 The identification of key signaling networks involved in oncogenesis has led to 

the clinical development and subsequent regulatory approval of multiple molec-
ularly targeted agents.

	2.	 Drug resistance is almost inevitable due to different mechanisms, including the 
development of signaling crosstalk and the disruption of negative feedback 
loops. Mechanisms to overcome drug resistance include the development of 
novel molecularly targeted agents, optimization of trial designs and rational 
combinations of different therapies.

	3.	 Features of successful early phase clinical trials include having a strong scien-
tific rationale; robust data from preclinical model systems; incorporation of 
pharmacokinetic (PK) and pharmacodynamic (PD) proof-of-mechanism studies; 
use of optimal trial designs; and incorporation of predictive biomarkers of 
response to optimize patient selection to these trials.

	4.	 Development of strategies focused on reversing drug resistance, e.g., through the 
use of rational combination therapies.

12.1  �Introduction

Cancer formation and progression occur through a range of genetic and epigenetic 
alterations that affect the normal programs of cell growth, differentiation or migra-
tion as well as the tumor microenvironment, angiogenesis and inflamation [1–3]. A 
number of signaling pathways have been identified as key drivers of oncogenesis as 
a consequence of genetic alterations to cellular genes [4]. Few examples include the 
vascular endothelial growth factor (VEGF) [5] and fibroblast growth factor recep-
tors (FGFR), [6] the RAF—MEK—mitogen-activated protein kinase (MAPK) [7] 
and the phosphatidylinositol 3-kinase (PIK3K)—AKT—mammalian target of 
rapamycin (mTOR) [8] pathways, the hepatocyte growth factor (HGF)—
mesenchymal-epithelial transition factor (c-MET) axis [9], the Janus kinase 
(JAK)—signal transducers and activators of transcription (STAT) [10], Notch [11], 
Nuclear Factor kB (NF-kB) [12] and Wnt [13] signaling pathways, among many 
others (Fig. 12.1).

The identification of these drivers has led to the clinical development of specific 
therapies that specifically suppress these targets, with demonstrated efficacy over 
conventional chemotherapies in patients harboring the cognate genetic driver 
kinase [14]. The tyrosine kinase inhibitors osimertinib (epidermal growth factor 
receptor, EGFR) [15], imatinib (BCR-ABL) [16], larotrectinib (TRK) [17] and the 
small molecule vemurafenib (BRAF V600) [18] and antibody trastuzumab (human 
epidermal growth factor receptor 2, HER2) [19] are successful cases of this 
inhibition.

Importantly, in the context of genetic complexity of most human cancers, a sin-
gle small molecule or antibody directed against an oncogenic target is rarely long-
lasting and resistance develops. Thus, one strategy to improve the magnitude and 
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duration of therapeutic benefit may be achieved with the combination of molecu-
larly targeted and/or cytotoxic drugs. However, the design of combinatorial studies 
presents specific challenges including but not limited to the predefined dose of each 
agent in a proposed combination, the optimal regimen schedule as well as the logis-
tics and the regulatory aspects of that particular clinical study [20].

The present chapter summarizes the challenges and future directions for the 
development of novel targeted therapies and logical combinatorial studies in 
oncology.
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Fig. 12.1  Targeting the major cancer signaling pathways. A number of key transmembrane recep-
tors, such as mesenchymal-epithelial transition factor (c-MET), insulin-like growth factor-1 recep-
tor (IGF-1R), and the ErbB family of receptors, activate the RAS/RAF/MEK/mitogen-activated 
protein kinase (MAPK) and phosphatidylinositol 3-kinase (PI3K)/AKT signaling pathways. The 
vertical blockade of multiple targets with drugs that inhibit the same target but through alternative 
mechanisms or drugs that block different targets along the same molecular pathway; or compensa-
tory blockade involving drugs that inhibit a primary target and the secondary signaling escape 
mechanism that develops as a result of adaptive resistance, such as targeting androgen receptor 
(AR) and PI3K/AKT pathways [1]. BCL-2 antagonist of cell death; BCL B-cell lymphoma; EGFR 
epidermal growth factor receptor; HGF hepatocyte growth factor; FGFR fibroblast growth factor 
receptor; MDM2 mouse double minute 2 homolog; mTOR mammalian target of rapamycin; 
mTORC mTOR complex; NFB nuclear factor B; PIP2 phosphatidylinositol (4,5)-bisphosphate; 
PIP3 phosphatidylinositol (3,4,5)-trisphosphate; PDGF(R) Platelet-derived growth factor recep-
tor; RAPTOR regulatory associated protein of mTOR; Rheb RAS homolog enriched in brain; 
RICTOR rapamycin-insensitive companion of mTOR; TSC tuberous sclerosis complex; VEGF(R) 
Vascular endothelial growth factor receptor
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12.2  �Strategies for the Development of Molecularly Targeted 
Agents in Phase I Trials

Despite the advances in the understanding of the oncogenic process and the molecu-
lar characteristics of tumors, the drug attrition rate remains a concern in the drug 
development in oncology with most drugs tested in phase I trials failing to demon-
strate a clinical benefit in confirmatory phase III studies [21, 22].

These highly unsuccessful rates of oncologic drugs compared with other thera-
peutic areas may be explained in part by their unique characteristics. They include 
diversity of targets and mechanisms of action, complex pharmacology, narrow ther-
apeutic index, sparse pharmacokinetics and lack of data in healthy patients [23, 24]. 
Thus, it is essential to stay away from a one-size-fits-all model and develop a more 
efficient process, aiming to optimize the chances of success.

A number of solutions such as the incorporation of biomarkers in the early stages 
of development, use modern trial designs like adaptive trial designs, and 
Pharmacokinetic (PK) and Pharmacodynamic (PD) modeling. In this context, the 
Pharmacological Audit Trail (PhAT) framework was developed to address impor-
tant questions relating to biomarkers during the drug development process and to 
make rational go/no-go drug development decisions [25–27].

The pharmacological audit trail (PhAT) comprises six important aspects: (1) 
definition of the target population through the use of predictive biomarkers of 
response (2) pharmacokinetics; (3) pharmacodynamics; (4) intermediate biomark-
ers of response; (5) tissue molecular analysis at resistance and (6) overcoming resis-
tance through the use of predictive biomarkers of response and resistance [27].

Many novel targeted therapies aim to inhibit protein products of specific genomic 
alterations, such as EGFR mutations in lung cancer or HER2 amplification in breast 
cancer. When possible, before starting an early-phase study, it is helpful to define a 
biologically defined patient population to target. Frequently, however, this approach 
does not always identify those patients who are more likely to respond to treatment: 
for example, aberrations along the FGFR pathway do not robustly predict response 
to FGFR inhibitors in many solid tumors [28, 29].

With the availability of several next-generation sequencing (NGS) platforms in 
clinical practice, the number of basket studies including patients with a specific 
mutation irrespective of their tumor type, as well as the development of master pro-
tocols, has increased exponentially [30]. A good example is the NTRK inhibitor 
larotrectinib, which obtained the first tumor-agnostic approval in oncology for 
tumors expressing NTRK fusion, regardless of primary tumor [17].

PK and PD are essential in phase I drug development trials. PK data provide 
valuable information on drug exposures and plays an important role in go/no-go 
drug development decisions for investigational therapies. PK characterization, 
including its half-life, Cmax, and interaction with food and concomitant medica-
tions are critical aspects of early phase studies [31]. Similarly, the use of PD 
biomarkers such as proof-of-mechanism endpoints, is extremely valuable to dem-
onstrate modulation of the target and pathway by the investigational drug [32]. In 
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this regard, questions related to the optimal biomarker to measure, the best tissue 
to use (including normal vs tumor tissue) and the amount of target and pathway 
inhibition necessary are usually considered at this point [27]. Importantly, the 
inclusion of appropriate PD studies should be carefully considered given the 
effort and costs associated with developing such PD assays. For example, for 
molecularly targeted therapies expected to target a large number of kinases, the 
final activity may not be related with the PD biomarker studied [33].

Similarly, intermediate endpoint biomarkers of clinical response are gaining 
cumulative importance as they provide early insights as to whether patients will 
benefit (or not) from an investigational drug. As access to tumor tissue is not always 
feasible, circulating biomarkers, which may be either tumor-specific, such as pros-
tate specific antigen (PSA) in prostate cancer or cancer antigen 125 (CA-125)  in 
ovarian cancer; or circulating tumor DNA, have been incorporated into trials at dif-
ferent stages of drug development [34–37]. Functional imaging, such as with posi-
tron emission tomography (PET) scans, may provide early insights on antitumor 
responses to targeted therapies, as observed with FDG-PET during treatment with 
imatinib for the treatment of GIST [38].

The development of molecularly targeted therapies has been a successful 
approach in genomically-characterized tumors [15, 18, 39]. Nonetheless, acquired 
resistance invariably occurs. Reassessment of molecular characteristics at time of 
progression is therefore important in providing valuable information into mecha-
nisms of resistance and to guide the switching or additional therapies with the poten-
tial to reverse tumor resistance. For example, EGFR T790M mutations found in 
patients with EGFR-mutant lung cancer progressing on first generation anti-EGFR 
therapies led to the development of novel third generation EGFR inhibitors, such as 
osimertinib, which has potent activity against EGFR T790M mutations [40]. The use 
of combinatorial regimens is another rational way to overcome tumor resistance.

12.3  �Patient Selection and Predictive Biomarkers

Given the significant genetic and molecularly heterogeneity observed among 
tumors, biomarkers may potentially be used to establish a more homogeneous group 
of patients using the genetic profiling to inform the selection of rational treatments 
for each individual patient [41]. Many predictive biomarkers of response explore 
the concept of oncogene addiction, a molecular phenomenon where some tumors 
rely on a single dominant oncogene for growth and survival, thus inhibition of this 
specific oncogene is sufficient to achieve tumor control [42]. Several drug-predictive 
biomarker associations are now approved for specific genetic subtypes of tumors 
and include trastuzumab in HER2 positive metastatic breast cancer [43], crizotinib 
in echinoderm microtubule-associated protein-like 4 (EML4)-ALK rearranged non-
small cell lung cancer [44], imatinib in chronic myelogenous leukemia targeting 
BCR-ABL [45], trametinib in V600E BRAF-mutated melanoma [46], and olaparib 
in BRCA1/2-mutated ovarian and breast cancer [47, 48].
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However, considerable challenges exist with the incorporation of predictive 
biomarkers into clinical trials. Tumor heterogeneity between primary and meta-
static lesions and the lack of longitudinal assessment of genetic and other altera-
tions over time are major concerns for the successful treatment of advanced 
tumors [49]. Other issues include the absence of a clear cut-off to define the pres-
ence of a specific marker and the prime method of obtaining a tumor sample. 
These issues may help to explain why the presence or absence of a specific bio-
marker is not always a guarantee of clinical response. For example, not all EGFR 
mutant non-small cell lung cancers respond to EGFR inhibitors [50], while MEK 
and BRAF inhibitors have shown antitumor activity in non-small cell lung carci-
noma (NSCLC), but not in colorectal carcinoma [51]. These differences may be 
explained by complex cellular networks or signaling crosstalk, or other feedback 
mechanisms that limit or bypass the oncoprotein blockade. Similarly, resistance 
to biomarker-based therapies may be multifactorial because of insufficient target 
inhibition, altered target by splice variant or mutation, modulation of the signaling 
pathway or other compensatory mechanisms [1].

12.4  �Rationale for Combination Strategies

The full potential of molecularly targeted cancer therapeutics may be dependent on 
the selection of the best possible drug combinations. The rational design of thera-
peutic strategies is critical and relies on both tumor biology and the pharmacology 
of drugs tested in vitro using cultured cells, in vivo using animal models and in clini-
cal studies, ultimately still with no guarantee of success [52–54]. Computational 
and bioinformatic approaches can inform this rational selection and may involve 
large biology high-throughput screening data [1, 52]. However, this is a complex 
process with several challenges, such as the (frequent) incomplete understanding of 
the underlying mechanism(s) of action of the growing number of new targets and 
agents under development, or the lack of standardized preclinical models to exam-
ine novel combinations of investigational agents [3].

Strategies focused on reverting drug resistance with rational combinatorial regi-
mens may be successful pursued through the use of agents with different mecha-
nisms of action [e.g. lenvatinib (VEGFR inhibitor) combined with everolimus 
(mTOR inhibitor) for renal cell carcinoma] [55]; or targeting the same target with 
two agents (e.g. combined with pertuzumab for HER2 positive breast cancer) [19], 
or through vertical blockade of signaling pathways (e.g. lapatinib combined with 
trastuzumab for HER2 positive breast cancer) [56]; or optimizing the inhibition of a 
specific target or pathway (e.g. trametinib combined with dabrafenib in melanoma) 
[57]. Between January 2012 and June 2018, nine different combinations that 
included targeted therapies were approved by the FDA for use in adult solid malig-
nancies (Table 12.1) [58].

Given cancer heterogeneity and clonal evolution, prior therapies may impact 
the genomic phenotype of resistant clones upon progression, and the choice of the 
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optimal targeted therapy is likely to be time-sensitive. For example, EGFR mutant 
non-small cell lung cancer may initially be responsive to EGFR tyrosine kinase 
inhibitors (TKIs) [59–61], but eventually progress and present frequently (60%) 
with a p.Thr790Met point mutation in the gene encoding EGFR. In these cases, 
the treatment with a third generation EGFR TKI, osimertinib (selective for both 
EGFR and T790M), has shown significantly greater efficacy than standard che-
motherapy [40].

12.5  �Trial Designs for Combination Regimens

Novel trial designs are required to optimize the investigation of anticancer drug 
combinations. The ideal design depends on several factors, including the character-
istics of the individual drugs, potential toxicities and interactions, and the popula-
tion of interest for that particular study [1]. Before testing, the biologically active 
dose and maximum tolerated dose (MTD) for both agents should ideally be defined, 
which should be based on available non-clinical data, such as PK, PD and toxicol-
ogy studies [62]. As drug scheduling may have additive or synergistic effects on 
efficacy and/or toxicity, preclinical studies may explore alternate schedules that 
result in more consistent and optimal drug exposures [1].

There is no “one size fits all” approach for trial combination studies [2]. 
Nevertheless, there are in general three typical scenarios for two-drug combinations 
(drug A and B) [20]: when the combination of A plus B is active but both A and B 

Table 12.1  FDA regular approvals of targeted therapy combinations in adult solid tumors between 
January 2012 and June 2018 [58]

Year of 
approval Tumor type Combination Biomarker

2012 Everolimus + exemestanea Breast HR positive, HER2 negative
2014 Trametinib + dabrafenib Melanoma BRAF V600 mutation
2015 Palbociclib + letrozolea Breast HR positive, HER2 negative
2015 Cobimetinib + vemurafenib Melanoma BRAF V600 mutation
2016 Palbociclib + fulvestranta Breast HR positive, HER2 negative
2016 Lenvatinib + everolimus RCC
2017 Trametinib + dabrafenib NSCLC BRAF V600 mutation
2017 Pertuzumab + T Breast HER2 amplified/protein 

overexpression
2018 Trametinib + dabrafenib Thyroid 

cancer
BRAF V600E mutation

2018 Abemaciclib + aromatase 
inhibitora

Breast cancer HR positive, HER2 negative

2018 Encorafenib + binimetinib Melanoma BRAF V600E or V600K 
mutation

HR hormone receptor, NSCLC non-small cell lung carcinoma, RCC renal cell carcinoma
aTargeted therapy-endocrine therapy
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as single agents are inactive (scenario 1), hence, the goal should be to optimize the 
ratio of A:B and the dose and schedule of the combination regimen. In scenario 2, 
drug B is inactive but modulates the activity of drug A; thus, the focus should be on 
evaluating the effect of the dose of drug B on the efficacy and toxicity of drug A. In 
scenario 3, drugs A and B are active, but the combination works better than single 
agents alone. In the latter case, the combination should be further evaluated in a 
suitably-powered randomized trial.

The design of combination phase I study should address the potential 
toxicities/dose-limiting toxicities (DLTs), the plausible mechanistic basis for phar-
macodynamic interactions leading to DLTs, and the mechanistic basis for PK inter-
actions between the combination partners [2]. Indeed, overlapping DLTs may limit 
escalation doses to levels required for optimal activity or may affect dose intensity 
due to dose reductions when the regimen is administered chronically. The PD inter-
actions may result in toxicity and impact the combination dose achieved, e.g., the 
combination of bevacizumab and sorafenib or sunitinib resulted in proteinuria/
thrombocytopenia [63]. By the same token, completion of an initial PK analysis of 
an individual drug prior to the drug combination is likely to increase the reliability 
of evidence for or against the interaction [64].

Classic DLT-driven studies, typically the “3 + 3” dose escalation designs or vari-
ations of, have been commonly used [65, 66]. However, for molecularly targeted 
agents, the biologically active dose may differ greatly from the MTD, which may 
pose significant challenges with regard to the optimal dose for future clinical trials. 
Newer designs have included targeted therapies and standard therapies, include 
several arms with different standard therapies in combination with targeted agents 
under investigation [67]. Bayesian adaptive models have been explored here and 
may prove useful as they incorporate the analysis of data from multiple doses and 
schedules, and use mathematic modelling to choose dose combinations optimizing 
efficacy and minimizing toxicity [1]. In general, these designs allow dose escalation 
and de-escalation, stop rules for toxicity, efficacy or futility, and adding or dropping 
new treatment arms and sample size re-estimation. They tend to be more efficient, 
flexible using fewer dose levels and treat more patients near the optimal biological 
dose [25]. On the other hand, the limitations related to the complex statistical analy-
sis, scientific conclusions and logistics must also be considered [68].

12.6  �Examples of Successful Combination Therapies 
in Oncology

In this section, we highlight a few key examples of successful combination regi-
mens involving molecularly targeted agents.

	1.	 Trastuzumab plus pertuzumab in breast cancer

The Epidermal Growth Factor (EGF) family comprises four receptors: epidermal 
growth factor receptor (HER1, erbB1), HER2 (erbB2), HER3 (erbB3), and HER4 
(erbB4). Inside the human DNA, the HER2 gene is located on the long arm of 
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chromosome 17 at q21 and encodes a 185-kDa transmembrane protein [69]. A low 
level of complement of HER2 membrane protein exists in normal tissues, however, 
an overexpression of the same is seen in 20–30% of breast cancers, and this has 
been shown to correlate with clinical aggressiveness and worse prognosis [43]. 
HER2 along with the estrogen receptor (ER) signaling pathways play a pivotal role 
in cell proliferation, differentiation and survival in majority of breast cancers. This 
pathway has led to an important milestone in the drug development history of breast 
cancer (Fig. 12.1).

Several randomized trials have demonstrated the efficacy of trastuzumab when 
used in combination with adjuvant chemotherapy for the treatment of early stage, 
HER2 positive breast cancer [70–73]. Similarly, multiple trials were conducted to 
test the efficacy of trastuzumab in the metastatic setting and all of them have shown 
that trastuzumab is effective in the treatment of HER2 positive breast cancer. The 
HERCULES trial [74] combined trastuzumab, cyclophosphamide and epirubicin 
for treatment of metastatic breast cancer. Tumor response rates were 57%, 60%, 
and 25% in the HEC-60, HEC-90, and EC-90 arms, respectively; while median 
time to progression was 12.5, 10.1, and 7.6 months, respectively. The M77001 trial 
[75] showed that trastuzumab when combined with docetaxel improves the overall 
survival, response rate, response duration, time to progression and time to treat-
ment failure, with little additional toxicity. Similar results were seen in the 
HERTAX trial [76], when sequential testosterone followed by docetaxel was used 
as first line chemotherapy in patients with HER2 positive metastatic breast cancer. 
Other randomized studies such as HERNATA [77] and BCIRG 007 [78] have also 
shown similar results.

Pertuzumab binds to HER2 and subsequently, inhibits the dimerization of HER2 
with other HER receptors (HER3, HER1 and HER4), especially with HER3, and 
reduces the percentage of heterodimers HER2-HER3, inhibiting the critical cell sig-
naling [79]. Interestingly, pertuzumab, is more effective than trastuzumab in disrupt-
ing the HER receptor complexes. Pertuzumab acts by inhibiting the classical signaling 
pathways stimulated by active HER2, including receptor dimerization, receptor phos-
phorylation and the activation of signaling proteins downstream from HER receptors, 
including ERK and AKT. Trastuzumab acts mainly through other pathways than the 
classical HER2-signalling cascades, stimulates strong antibody dependent cell medi-
ated cytotoxicity, and blocks the generation of active p95HER2 fragments by inhibit-
ing the cleavage of HER2, and others [80]. The antitumor activity of these agents was 
tested on HER2 positive breast xenografts. Both trastuzumab and pertuzumab 
potently activate antibody-dependent cellular cytotoxicity in vitro assay [81].

The efficacy and safety of trastuzumab and pertuzumab were then investigated in 
patients with breast cancer, in the neoadjuvant, adjuvant as well as metastatic set-
tings. After the positive results with this combination prior to surgery (NeoSphere 
study [82]) with a significant increase in complete responses (primary endpoint), 
FDA granted this regimen a breakthrough designation pending a confirmatory phase 
III study (APHINITY) in the adjuvant setting. Results from this study were recently 
presented and confirmed the improvement of the rates of invasive-disease–free sur-
vival among patients with HER2-positive early breast cancer [83]. Consequently, 
this regimen was granted regular approval by the Agency.
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This combination was further tested in larger trials in the metastatic setting. The 
CLEOPATRA study [39], another phase 3 study, showed significantly longer 
median progression-free survival with pertuzumab, trastuzumab and docetaxel in 
patients with HER-positive metastatic breast cancer; and led to the approval of this 
regimen in the advanced setting as well.

Overall, this combination is very active and well tolerated, but cardiotoxicity was 
found to be one of the major adverse events related to this drug, requiring regular 
cardiac function monitoring. Otherwise, the safety profile is favorable.

Currently, trastuzumab and pertuzumab are the two most common HER2-
targeted monoclonal antibodies to be used as standard of care for the treatment of 
HER2 positive breast cancer in different settings. In addition, this combination has 
been tested in different solid tumors in several basket trials that select patients based 
on the overexpression of HER2, such as the MyPathway (NCT01524978) and 
TAPUR (NCT02693535) studies.

	2.	 BRAF inhibitor plus MEK inhibitor in melanoma

BRAF has been shown to play a crucial role in cancer and 50–60% of melano-
mas carry a BRAF mutation [84]. The most common mutations predominantly 
found in patients with melanoma are BRAF V600E (about 80%) and BRAF V600K 
(5–30%) [85]. BRAF belongs to the RAF family kinases, described almost 30 years 
ago, and acts primarily through the oncogenic RAS signaling pathway (Fig. 12.1). 
The catalytic activity of RAF depends on an allosteric mechanism driven by kinase 
domain dimerization [86]. RAF inhibitors unexpectedly induce ERK signaling by 
stimulating RAF dimerization [87]. Subsequently, BRAF inhibitors, such as vemu-
rafenib and dabrafenib, were developed and tested in patients with melanoma.

After very promising early-phase data [88], vemurafenib (V600E mutated BRAF 
inhibition) was tested in the NCT01006980 BRIM-3 trial, which demonstrated 
improved median progression-free survival [PFS; hazard ratio (HR) 0.26; 95% con-
fidence interval (CI) 0.20–0.33; P < 0.001] and overall survival (OS; HR 0.37; 95% 
CI 0.26–0.55; P  <  0.001) compared with dacarbazine in patients with advanced 
melanoma [46]. This led to the regulatory approval of vemurafenib for the treatment 
of patients with BRAF V600 mutant metastatic melanoma.

Another BRAF inhibitor agent, dabrafenib (GSK2118436), which selectively 
inhibited BRAF V600E kinase was developed and tested in patients with advanced 
melanoma as well. In the phase III trial (BREAK-3) [89] enrolling 250 patients with 
metastatic melanoma with BRAF V600 mutation, there was a significantly longer 
PFS in the dabrafenib group compared with chemotherapy (HR 0.30; 95% confi-
dence interval, 0.18–0.51; P < 0.0001).

From a safety perspective, these therapies showed mainly cutaneous toxicities, 
such as rash, hyperkeratosis, cutaneous squamous cell carcinoma, however the inci-
dence of these were lesser with dabrafenib. Vemurafenib mostly led to photosensi-
tivity and hepatitis, while dabrafenib caused pyrexia, that responded promptly to 
steroids.

The MAPK signaling pathway is downstream of BRAF, and MEK inhibitors 
were thus used to indirectly inhibit this target in BRAF mutant melanoma and other 
cancers. Trametinib is one of the best studied MEK inhibitors to date. A phase III 
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study of trametinib [90] reported a response rate of 22% and a median PFS of 
4.8 months, compared with an 8% responses and 1.4 months in PFS in the chemo-
therapy arm. The overall survival rate in the intention-to-treat population was 81% 
in the trametinib groups and 67% in the chemotherapy group. Toxicities observed 
were mild and included rash, hypertension, diarrhea, edema, transient mild cardiac 
dysfunction, rare ocular toxicity and also creatinine kinase elevation. Although tra-
metinib showed its efficacy as a single agent, it was less effective than dabrafenib or 
vemurafenib, as single therapy. Furthermore, the reactivation of the MAPK pathway 
caused resistance to BRAF kinase inhibitors. Thus, the next logical step was to 
combine these two agents to create an effective strategy.

After promising results in early phase studies [91], one pivotal phase III study 
tested the combination of dabrafenib with trametinib in over 700 patients with meta-
static melanoma with a BRAF V600 mutation to receive either the combination regi-
men or vemurafenib alone as first-line therapy [92]. At the preplanned interim OS 
analysis (the primary endpoint of this study), the OS rate at 12 months was 72% in 
the combination-therapy group versus 65% in the vemurafenib group (HR 0.69; 
95% CI, 0.53–0.89, p = 0.005).

This combination of dabrafenib with trametinib was later tested in a different 
phase III trial (COMBI-AD) against placebo, enrolling 870 patients with stage III 
melanoma with BRAF V600K or V600K mutations [93]. The primary outcome of 
interest was the relapse-free survival (RFS) after 1 year of treatment. Patients who 
received the combination therapy had an improvement in recurrence-free survival 
compared to those receiving placebo (HR = 0.47; 95%ci = 0.39, 0.58; P < 0.0001). 
This combination was well tolerated, albeit associated with some adverse events, 
including pyrexia, fatigue, nausea, headache, chills, rash, diarrhea, vomiting, 
arthralgia, and myalgia. Pyrexia, decreased ejection fraction and chills was the most 
common adverse event with dabrafenib and trametinib that resulted in discontinua-
tion, dose reduction, or dose interruption: dabrafenib (25%, 35%, and 66% of 
patients, respectively) and trametinib (24%, 23% and 54% of patients respectively).

The successful improvement in clinical outcomes in these studies led to FDA 
approval of dabrafenib plus trametinib for both the adjuvant and metastatic treat-
ment of melanoma with BRAF V600E or V600K mutations. More recently, this 
same combination was also approved for the treatment of metastatic anaplastic thy-
roid cancer with BRAF V600E mutations, based on an open-label phase II study 
conducted in this patient population [94].

Of note, this combination is currently being investigated in other solid tumors in 
different basket studies for patients with solid tumors that express BRAF V600E or 
V600K mutations (NCT03668431, NCT02034110, NCT03091257).

	3.	 Lenvatinib plus everolimus in renal cell carcinoma (RCC)

Genomic alterations in signaling pathways such as PI3K-AKT and angiogenesis, 
that control cell-cycle progression, apoptosis and cell growth are common hall-
marks of cancer [95]. mTOR is activated through PI3K-AKT pathway signaling, 
and when activated, phosphorylates downstream proteins, including ribosomal S6 
kinase 1 (S6K1) and eukaryotic initiation factor 4E binding protein 1 (4E-BP1), 
activating cell growth and protein synthesis (Fig. 12.1) [96]. Everolimus is an orally 
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bioavailable mTOR inhibitor that acts by forming a complex with the immunophilin 
FK506-binding protein-12, which also binds mTOR with high affinity [97]. 
Everolimus has demonstrated antitumor activity in a variety of human solid tumors 
in vitro and in vivo [98–101]. Furthermore, in two phase I studies in both Caucasian 
and Asian patients, everolimus was well tolerated with predictable PK at 10 mg per 
day and also showed promising responses in different metastatic tumors, especially 
in RCC and esophago-gastric malignancies [102, 103]. In late-stage clinical studies, 
everolimus as a single-agent was compared with other targeted therapies (anti-
angiogenesis) and immunotherapies, but showed limited clinical activity [104–106]. 
With the approval of other therapeutic options, the use of everolimus as monother-
apy for metastatic RCC has declined in the last few years.

After the discovery of VHL mutations and the activation of VEGF, PDGF and 
other genes involved in angiogenesis, cell growth, and survival, several anti-
angiogenic drugs have been successfully developed and shown to improve the clini-
cal outcomes of patients with metastatic RCC [107]. Importantly, studies 
investigating the role of these therapies for patients who progress on prior anti-
angiogenic drugs confirmed that these agents are valid options and remain active in 
the refractory setting [105, 108].

In this class of drugs, lenvatinib is a novel and potent small tyrosine kinase inhib-
itor that inhibits VEFGR1-3, fibroblast growth factor receptor (FGFR1-4), platelet 
derived growth factor receptor α (PDGFRα), stem cell factor receptor (KIT) and 
rearranged during transfection (RET) [109]. In a phase I study that assessed the 
safety and tolerability of lenvatinib as a single-agent in different advanced solid 
tumors, the MTD was defined as 25 mg with encouraging antitumor activity, espe-
cially in melanoma and renal cell carcinoma with objective responses and prolonged 
disease stabilization [110].

Preclinical data have demonstrated synergy between everolimus and different 
VEGFR inhibitors in several solid tumors [111–113]. Similarly, in human RCC 
xenograft models, the antitumor activity of lenvatinib and everolimus was greater 
than that of either agent alone, revealed by increased in vitro angiogenesis inhibition 
via VEGFR and FGF, microvessel density, proportion of proliferative cells, apopto-
sis and also the expression of proliferation-related genes and upregulation of 
hypoxia-related genes [114, 115].

This synergistic effect of anti-VEGF and mTOR inhibition has been tested in 
several early-phase studies combining everolimus with different anti-angiogenic 
agents, such as sunitinib [116], dovitinib [117], sorafenib [118] among others. 
While promising antitumor responses were observed across studies, significant tox-
icities limited the further development of several of these drug combinations. In one 
of these early studies, Molina and colleagues conducted a multicenter open-label 
phase Ib/II study investigating the safety and preliminary antitumor activity of len-
vatinib plus everolimus in metastatic RCC [116]. In the phase Ib component, the 
most common treatment-emergent adverse events were consistent with those seen 
with individual agents and no new safety signals were observed. In addition, partial 
responses and stable disease were achieved in 33% and 50% of patients, 
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respectively. The clinical activity and generally manageable toxicity led to further 
development of this combination. In the phase II portion of this study, a total of 153 
patients with metastatic RCC who progressed on prior antiangiogenic therapy were 
allocated at a 1:1:1 to either everolimus 10 mg (n = 50), lenvatinib 24 mg (n = 52), 
or the combination of lenvatinib/everolimus 18 mg/5 mg (n = 51) [55, 119]. The 
investigator-assessed median PFS (the primary endpoint of the study) was 
5.6 months in the everolimus arm compared with 9.0 months in the lenvatinib arm 
(HR 0.61; 95% CI, 0.38–0.98), and 12.8 months in the lenvatinib/everolimus arm 
(HR 0.40; 95% CI, 0.24–0.68). In light of the PFS benefit, the FDA approved this 
combination for the treatment of metastatic RCC following one prior anti-angiogenic 
therapy in May 2016 [58]. Of note, the toxicity signal observed in this phase II por-
tion was in line with what was observed previously, with 71% of significant toxici-
ties, including one toxic death (cerebral hemorrhage) observed in the combination 
arm, and 18% treatment discontinuation rates due to toxicities. A randomized trial 
comparing lenvatinib/everolimus at 14 mg/5 mg versus the standard dose 18 mg/5 mg 
is underway to assess if efficacy with an improved safety profile can be achieved 
(NCT03173560).

This combination is also being investigated in other adult solid tumors such as 
thyroid cancer (NCT03139747) and pediatric tumors (NCT03245151). In opposi-
tion to other approved combination regimens, there is yet no biomarker available to 
help select those patients who are more likely to benefit from this regimen. 
Understanding the importance of angiogenesis in RCC, there have been intense 
efforts to develop reliable markers for the seven antiangiogenic drugs approved by 
the FDA for RCC so far [120]. A number of markers, including serum VEGF levels 
[121], placental growth factor (PIGF) [122] or soluble carbonic anhydrase 9 [123]; 
clinical factors such as hypertension [124]; or imaging markers (e.g., targeted 
contrast-enhanced ultrasound) [125] have been tested, but data have been inconsis-
tent [126–128].

The future of this combination is likely to include the identification of a better 
efficacy/toxicity ratio to allow a wider therapeutic index, and the testing of potential 
synergy with other agents such as immunotherapies. Future research may also 
expand the indication of this regimen to other cancers, and the development of 
robust predictive biomarkers of response to better select those patients who will 
derive greater benefit from these classes of drugs.

12.7  �Regulatory Recommendations for Development 
of Combinatorial Studies

In contrast to the first-in-human testing of investigational new drugs, where pre-
clinical evidence about its pharmacology (PK, PD and toxicology in at least two 
species) and efficacy is required prior to clinical testing, the same information, in 
general, is not necessary for many drug combinations by Regulatory Agencies 
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[129]. As it became clearer that combination studies needed special attention in 
particular when each drug has been investigated individually, the FDA’s 21 CFR 
300.50 “Combination Rule” addressed fixed-dose combinations and requiring the 
isolation of each compound through factorial trial designs (A vs. B vs A + B) 
[130]. However, unexpected but significant toxicities have been encountered, 
e.g., multiple severe cases of microangiopathic hemolytic anemia with bevaci-
zumab-sunitinib combination which led to premature shut down of clinical trials 
testing these combinations [131]. To address these issues, a series of meetings 
and consultations among key players in drug development and resulted in the 
publication of a “Guidance for Industry Codevelopment of Two or More 
Unmarketed Investigational Drugs for Use in Combination” by the US Food and 
Drug Administration (FDA) in 2010, and later updated (2013) [132]. Similarly, 
the European agency European Medicines Agency (EMA) also provided guid-
ance on the clinical development strategy for combination medicinal products 
[133]. Of note, the European and US agencies have also been working together 
and exchanging information through different collaborations, as the EMA-FDA 
Good Manufacturing Practice (GMP) and the Mutual Reliance initiative are few 
examples [134].

12.8  �Specific Considerations for Combination of 
Immuno-Oncology (IO) Therapies

The treatment landscape of several cancers has recently changed when it was able 
to demonstrate that reactivating antitumor immune responses by blocking the 
immune checkpoints, can regress tumors. While cytotoxic antibodies against 
T-lymphocyte associated protein 4 (CTLA-4) and programed cell death 1 (PD-1/
PD-L1) have shown remarkable clinical activity and favorable toxicity profile, 
their clinical benefit is limited to a fraction of patients. Thus, there has been an 
effort to further optimize the clinical benefit of immunotherapies by combining 
agents with synergistic mechanisms of action [135, 136]. The combination of 
ipilimumab (anti-CTLA4) and nivolumab (anti-PD-1) in melanoma and renal cell 
carcinoma or the combination of atezolizumab (anti-PD-L1) and bevacizumab 
(anti-VEGFR) are successful examples of these synergies with increase response 
rates including complete responses and prolonged survival compared with stan-
dard of care for each tumor [21, 137, 138]. In fact, the number of new clinical 
trials that combine checkpoint inhibitors with other therapies is soaring since 
2011 increasing from 2 to 467 clinical studies. At the same time, the average 
planned enrolment for each trial is dropping, which is partially a consequence of 
more targeted study populations [139]. As more research data devoted to these 
combinations accumulate, factors like limited tumor immunogenicity, accelerated 
tumor growth extensive tumor, tumor metabolic competition and lack of biomark-
ers are emergent barriers to effective tumor eradication by reactivating the 
antitumor immune responses [136].
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12.9  �Future Directions

To adequately address the enormous complexity and heterogeneity of cancer, inno-
vative studies assessing molecularly targeted agents will need to take into consider-
ation the unique molecular and genomic profiles of patients in a contemporaneous 
fashion and have provisions to adapt therapies longitudinally to match evolving 
changes over time. There is now a burgeoning number of novel molecularly targeted 
therapeutics entering the clinic that will be helpful in dealing with such issues [67]. 
In addition, the use of rational combinations of novel molecules is likely to be of 
utmost importance to address some of these biological challenges temporally and 
spatially.

Despite the increasing number of molecular agents that target the major signal-
ing pathways, significant insufficiencies remain with the existing framework of 
oncological drug development and trial design, resulting in substantial drug attri-
tion and lengthy timelines to regulatory approval. One approach to improve the 
efficiency of combinatorial regimens is to strengthen the existing preclinical mod-
els to minimize the disconnect with the clinic, and to enable a more rational strat-
egy to systematically evaluate different possible biomarker-driven drug 
combinations [140]. Ultimately, more translational research will be key to identify-
ing more robust predictive biomarkers of response and resistance that can help 
better select patients and to predict their eventual response and resistance to spe-
cific therapies. In this search for predictive biomarkers, the ability to use circulat-
ing tumor DNA will enable the longitudinal evaluation of genomic changes that 
affect tumor pathogenesis, without the necessity for invasive biopsies. It also 
allows the analysis of molecular changes that occur secondary to treatment pres-
sures and intra-patient tumor heterogeneity [1, 33]. Finally, the use of trial designs 
that shorten the testing time such as accelerated titration designs should be consid-
ered, especially where we have knowledge with other drugs in the same class, 
preclinical data in animal models, or other studies, that the drugs are safe at certain 
dose levels [67].

Key Expert Opinion Points 

	1.	 Our improved understanding of the key signaling networks involved in oncogen-
esis has led to the clinical development and subsequent regulatory approval of 
multiple molecularly targeted agents.

	2.	 While multiple molecularly targeted agents have achieved regulatory approval as 
monotherapy strategies, drug resistance is almost inevitable due to different 
mechanisms.

	3.	 Novel approaches to overcoming these different mechanisms of drug resistance 
include the development of novel molecularly targeted agents, optimization of 
trial designs and rational combinations of different therapies.

	4.	 The key features of successful early phase clinical trials include having a strong 
scientific rationale; robust data from preclinical model systems; incorporation of 
pharmacokinetic (PK) and pharmacodynamic (PD) proof-of-mechanism studies; 

12  Development of Molecularly Targeted Agents in Early Phase Clinical Trials



214

use of optimal trial designs; and incorporation of predictive biomarkers of 
response to optimize patient selection to these trials.

	5.	 The Pharmacological Audit Trail (PhAT) is a drug development framework, 
which addresses important questions relating to biomarkers during the drug 
development process and may be used to make rational go/no-go drug develop-
ment decisions.
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Chapter 13
Incorporating Precision Medicine into 
Phase I Clinical Trials

Funda Meric-Bernstam

Abstract  There has been growing interest in molecular profiling of tumors in order 
to identify actionable alterations and offer molecularly matched therapies. Given 
the rapid incorporation of next generation sequencing into clinical care, genomic 
profiling has led the way with transcriptional profiling and immune profiling closely 
following. Increasing numbers of Phase I trials are biomarker-selected, and there 
are large number of biomarker-selected Phase II basket trials or signal-seeking 
expansions. Although there have been several recent successes, genomically-
informed therapy has several challenges. In this chapter we will review the pros and 
cons of biomarker-selected early phase therapies and review strategies for patient 
screening. We will also review challenges in genomically-informed therapy includ-
ing need for functional annotation and determining decision support, tumor hetero-
geneity, genomic evolution, and management of incidental results.

Keywords  Precision oncology · Personalized cancer therapy · Biomarker  Genomics 
· Next generation sequencing · Tumor heterogeneity · Phase I trials  Incidental results

Key Points
•	 Increasing numbers of Phase I and Phase II studies are exploring molecular spe-

cific populations.
•	 Biomarker based selection studies allow for increased efficacy, earlier line of 

patient but may slow accrual and require increased sites who have biomarker 
capability.

•	 Biomarker selection marker trials need decision support in order to succeed.
•	 Even in earlier trials there is increasing use of research biopsies and biomarker 

analysis.
•	 Trial design strategies in biomarker selected trials can increase feasibility and 

enrollment.
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13.1  �Considerations for Biomarker Selected Trials

13.1.1  �Design of Biomarker Selected Trial

Biomarker selected trials can be designed in several ways. In most cases trials are 
genomically-selected, enrolling patients with a specific alteration or a class of 
alterations to be enrolled, for treatment with matching therapy. Trials can be ongo-
ing in a selected tumor type, allocating patients with different alterations to differ-
ent matching therapies, often referred to as “umbrella trials”. Other trials maybe 
open to multiple tumor types, enrolling patients with specific alterations to get a 
specific treatment, often referred to a “Basket trials”. In the context of a Phase I 
trials that are genotype-selected enrollment is often across a variety of tumor types, 
with either biomarker-selected histology specific expansions (e.g. BRAF V600E 
mutant lung cancer, BRAF V600E mutant melanoma etc.) or can be a biomarker-
selected tumor agnostic “basket” expansion (e.g. BRAFV600E mutant solid 
tumors).

13.1.2  �Advantages and Disadvantages of Using Genomic 
Markers for Patient Selection for Phase I trials

Increasingly drugs are developed targeting known genomic alterations within a 
tumor. If there is strong scientific rationale as to efficacy in a specific genotype, 
there is rationale in introducing biomarkers selection early. The advantages of 
early biomarker selection include (a) increasing likelihood of efficacy signal 
early in the drug development by enrolling matched patients, (b) decreasing 
likelihood of treating patients that are less likely to respond, (c) potential of 
referral of molecularly matched patients earlier in their treatment course. 
However, there are also disadvantages of biomarker selection in a Phase I trial: 
(1) slowing down accrual, (2) need for more sites, (3) need to engage centers that 
do biomarker testing already or support screening (4) miss the opportunity to 
identify efficacy signal beyond indications that were considered initially. Thus 
given advantages and disadvantages, Phase I trials need to be designed balanc-
ing different needs to identify recommended phase 2 dose (RP2D) efficiently 
while treating the most relevant patient population. Strategies to balance this can 
be also implemented at the level of enrollment, such as accruing “allcomers” in 
dose escalation to facilitate rapid identification of RP2D, but allowing for addi-
tional “backfill” slots for patients with desired genotypes as they are identified. 
Backfill slots can also be utilized to build out patients who are able to undergo 
pre-treatment and on-treatment biopsies for pharmacodynamic analysis in 
genomically matched patients.
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13.1.3  �Patient Screening for Biomarker-Selected Trials

Feasibility of enrolling to genomically-selected trials is expedited by the fact that 
many major centers as well as community practices are increasingly performing 
genomic testing for tumor characterization and treatment selection. Thus genomic 
characterization of mutations, copy number changes, and in some cases fusions, may 
be already available and will facilitate enrollment of patients with actionable alterations.

Other clinical trials may be using patient selection with nonstandard of care tests. 
This may be an RNA based assay to look at expression levels, or immunohistochemis-
try assay looking for targets of a therapeutic agent, such as targeted therapy or antibody 
drug conjugate, or alternatively looking at more complex markers, such as immune 
infiltration or expression of a protein on selected cell, such as PDL1 expression on 
tumor infiltrating immune cells. These assays, if not standard of care for that tumor 
type, need to be specifically offered to patients for patient accrual. This could be done 
using two strategies, either by consenting a patient for prescreening upon progression of 
next line of therapy, or by offering prescreening on patients already on another therapy 
with the intent of offering them a trial participation upon progression. Each approach 
has advantages and disadvantages. The first approach has the advantage of only offering 
prescreening to patients who are ready for trial enrollment and committed to getting 
treated on the trial, but has the disadvantage of delays in archival tissue at recruitment 
and biomarker testing with a potential of decline in patient performance status in the 
interim or progression. The ultimate strategy of prescreening while another line of ther-
apy is often favored by investigators and patients alike, as it allows for patients to receive 
treatment while getting prescreening. The disadvantage is that there will be a significant 
drop off in the number of patients prescreened to those who have undergone treatment 
because the patient may either progress with the decline of performance not being avail-
able and eligible for treatment, or may have worsening or may continue to benefit from 
ongoing treatment, and not require another treatment, or alternatively may elect to pur-
sue another treatment upon progression. Finally, some biomarkers are expected to be 
static and therefore can be tested on archival tissue while some other biomarkers, such 
as immune microenvironment changes, may be modulated by last line of treatment and 
there may be a competitive advantage of fresh biopsy and biomarker assessment of the 
new tissue. Therefore these are important considerations in clinical trial design.

13.2  �Interpreting Biomarker Reports for Patient Selection

13.2.1  �Need for Decision Support

A critical part of success for precision oncology clinical trials is to have the infra-
structure in place for decision support. This includes having ready access to a 
knowledge base and a mechanism for clinical trial matching. There are several 
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approaches being developed commercially as well as public resources being devel-
oped. In addition, many major cancer centers have established institutional efforts 
including knowledgebases, decision support teams, automatic clinical trial alert sys-
tems or automatic clinical trial matching systems.

13.2.2  �Determination of Actionability

A key step in precision oncology is determining if a patient has an actionable altera-
tion upon molecular profiling. With increasing understanding in genomics, several 
genetic alterations are increasingly recognized as drivers of cancer development and 
progression. Such a genomic alteration can be considered actionable therapeutically 
if it predicts therapeutic response either sensitive or resistant, affects the cancer 
related gene, can be targeted directly or indirectly with an approved investigational 
agent, or it is specific to eligible criteria for enrollment in genotype selected trials. 
Additionally, an actionable alteration can be actionable if it assists in establishing 
diagnosis or prognosis, modulates drug metabolism and/or adverse events, or may 
predict future risk of cancer or other diseases.

In the context of genomic testing, the first step includes assessment of the quality 
of the genomic report and ensuring that testing was performed in a CLIA platform. 
Then, assessment focuses on identifying whether the patient has mutations, copy 
number changes, or fusions in a gene that is considered actionable. Next step is to 
determine the functional consequence of the alteration determining whether there is 
clinical data or any preclinical information suggesting that the alteration affects the 
function in the gene which would drive oncogenesis or affect sensitivity to thera-
peutic strategy. There are also a large number of computational tools being devel-
oped to assess likelihood an alteration affects function, or that it is a driver [1, 2]. 
Although such computational functional predictions can also be utilized in the 
assessment of variants of unknown significance (VUS), their predicted ability has 
not been confirmed enough to warrant their use in clinical application in many 
cases. Putting all this information together, the clinician decides whether there is a 
functional alteration in the driver gene and whether there are any relevant targeting 
drugs, whether direct or indirect. In the context of an alteration that has Level 1 
evidence, treatment with that therapeutic agent would be construed to be standard 
of care. However, in the absence of level of evidence, clinical trial enrollment with 
genotype relevant trials can considered, but one would expect informed consent to 
provide information to the patient regarding what is known about the alteration and 
what is the known therapeutic efficacy in targeting that alteration.

Whether enrollment genomically selected trials should be limited to patients 
with known functional alterations or those with any alteration (functional as well as 
VUSs) has been controversial. Although allowing for patients with VUSs can speed 
up accrual, it is likely to dilute the efficacy signal to be seen and expose patients less 
likely to be benefiting from targeted therapy from an investigational agent. Thus, for 
alterations that are more common, there is an advantage of limiting enrollment to 
functional alterations, even in phase I trials, and especially so in the expansion 
phase where there is a definite signal seeking intent for efficacy.

F. Meric-Bernstam



225

13.2.3  �Treatment Selection in the Setting 
of Multiple Alterations

A common concern is how to handle treatment selection in patients who have more 
than one alteration. In patients with more than one actionable alteration, an impor-
tant consideration is whether the co-alterations alterations will be expected to affect 
the efficacy of the target. In the absence of such information, decision is based on 
the level of evidence of actionable alteration as well as mutant allelic frequency or 
extent of copy number changes in making the decision.

When co-alterations may affect the sensitivity of targeted therapy, important 
considerations is whether the alteration is clonal, and if the level of evidence that the 
coalteration may limit therapeutic efficacy, and to what extent. For example, while 
PIK3CA mutations have been associated relative resistance with decreased sensitiv-
ity to HER2 inhibitors, this is a difference in relative sensitivity and not an absolute 
resistance marker. In contrast, KRAS mutations in the context of EGFR targeting are 
known to make therapy ineffective, and therefore are considered absolute resistance 
markers. These nuances are important in deciding whether co-alterations indeed are 
strong enough resistance marker to change therapeutic plan or whether a patient can 
cautiously be treated with planned targeted therapy or whether it is possible to pur-
sue clinical trials that would target both alterations or treat with a strategy that 
would not be limited by either marker.

13.3  �Tumor Heterogeneity and Genomic Evolution

Another limitation of precision oncology is that there may be substantial tumor 
heterogeneity in biomarkers of response including differences between the primary 
tumor metastasis, between different metastases, and even with different areas of the 
same tumor [3]. Although in some scenarios there has been shown to be convergent 
evolution, with heterogeneity within a tumor but with different alterations in differ-
ent areas within the tumor, but with common pathways getting activated [4]. 
However, differences between primary and metastasis have also been to affect 
actionable genes [5], including demonstration of acquired resistance mutations, 
such as ESR1 mutations [6] seen in breast cancer patients after treatment with endo-
crine therapy in the adjuvant or metastatic setting. Thus therapeutic choices, and 
potentially therapeutic sensitivity, may differ based on what was sequenced. Tumor 
heterogeneity is genuine concern in drug development, and may play a role in early 
resistance development or mechanism acquired resistance. Upon treatment with tar-
geted therapy, patients may lose a target or develop acquired resistance mechanisms 
with the enrichment of new genomic alterations driving the same pathway or an 
alternate survival pathway. Although truncal alterations found in the primary tumor 
(as well as the metastasis) are likely to be the most effective strategy therapeutically, 
in patients who have had targeted therapy with progression after initial response or 
stable disease, repeat biopsy or assessment of the genomic profile with liquid biop-
sies may be a consideration to ensure the patients have not had genomic evolution 
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with mechanism acquired resistance. For the purpose of clinical trials it would be 
reasonable to enroll patients based on testing of archival tissue; however, pretreat-
ment biopsy with central testing at the completion the study may be able to give 
insights the differential efficacy seen between patients. For targets that are known to 
have significant genomic evolution such as HER2 especially in diseases where there 
is great heterogeneity already, such as in gastric cancer, there may be an advantage 
for pretreatment biopsy and repeat testing to ensure that patients who are truly still 
HER2 positive are enrolled in trials to enhance efficacy signals seen even in early 
phase clinical trials. The advantages of biopsies for confirmation of drivers of course 
is to be balanced with the cost of the biopsy and risk of adverse events associated 
with the biopsy as well the concerns about delays of treatment with repeat testing.

13.4  �Biomarker Discovery and Validation 
in Biomarker-Selected Trials

Even in Phase I trials, there is increasing utilization of research biopsies and bio-
marker analysis. Thus the following can be incorporated for biomarker analysis 
(Fig. 13.1):

	1.	 Pre-treatment biopsies: Obtaining pre-treatment biopsies can facilitate assess-
ment of the biomarker that was used for selection in the archival tissue to confirm 
concordance. It will also allow for whole exome sequencing, RNA sequencing, 
immunohistochemistry for putative predictive markers to better characterize bio-
markers associated with response or clinical benefit

	2.	 On-treatment biopsies: On treatment biopsies can help determine target engage-
ment, pathway inhibition, adaptive responses and effects on microenvironment 
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Fig. 13.1  Incorporating biomarkers into clinical trials. Pre-treatment, on-treatment and post-pro-
gression biopsies with tumor and liquid biopsies
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and immune environment. These can help determine if biologically relevant 
doses are achieved, of the expected biological effect are obtained and can help 
design future combination therapy trials. Timing of on-treatment biopsies can be 
a bit more complicated to determine,

	3.	 Post-progression biopsies: In patients with initial response or prolonged stable 
disease, a post-progression biopsy can be invaluable to determine mechanism 
of acquired resistance. Further, molecular characterization in the CLIA envi-
ronment can also help provide guidance for selection of next line of therapy.

	4.	 Liquid biopsies: There is increasing interest in using circulating free DNA for 
use in clinical decision-making as well as research. Liquid biopsies pre-treatment 
can give insight into predictive markers. On-treatment longitudinal sampling can 
give insight into cfDNA dynamics as an early response marker. Post-progression 
sampling can help with discovery of resistance markers. There is also interest in 
exosomal DNA and RNA, circulating tumor cells and other markers.

	5.	 Other surrogate markers: Other surrogate tissue such as skin, hair follicles, plate-
let rich plasma or peripheral blood mononuclear cells are all of interest to assess 
target inhibition or other pharmacodynamic effects. Similarly longitudinal serum 
/plasma can be used to look at tumor markers (such as CEA), surrogate markers 
of target inhibition (such as macrophage inhibitor cytokine-1 for MDM2 inhibi-
tion) [7], or cytokines (such as IL-6).

13.5  �Strategies for Patient Identification and Enhancing 
Accrual to Genomically-Selected Trials

Although the genomic testing holds much promise, in initial genomic characterization 
efforts within MD Anderson, only 11% of patients with mutations in actionable genes 
were found to undergo treatment on genotype matched trials, representing only 5% of 
the entire population who underwent genomic testing. However with the implementa-
tion of institution-wide Precision Oncology Decision Support efforts, including estab-
lishing a knowledge base, and personalized decision support reports, it was found that 
27% of patients with actionable or potentially actionable alterations went on a genom-
ically matched trial, and there was a statistically significant difference (P = 0.00004) 
in likelihood of being treated with genomically matched therapy if a patient had an 
actionable or potentially actionable alteration vs unknown alteration or not actionable 
alteration [8]. This suggests that implementing Precision Oncology Services can help 
with trial accrual and also offer patients molecularly matched therapy.

Overall several strategies can be implemented either using local tools or emerg-
ing commercial tools to enhance clinical trial accrual to genomically selected early 
phase trials.

	1.	 Trial Design and Feasibility
Establishment of molecularly annotated clinical databases can help with clin-

ical trials even at the design level or at determining feasibility, by assessing the 
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frequency of alteration within a tumor type or across tumor types, and number of 
patients with specific alterations seen at center yearly.

	2.	 Cohort Identification
Upon activation of a genomically-selected trial, identifying active patients 

with appropriate stage/disease with that alteration/biomarker can help rapid 
accrual from the time of trial activation. Patients can be simply tracked until 
progression or be made aware of the trial in advance, so that patients to be famil-
iar with the trial as a future treatment option.

	3.	 Patient identification
Establishment of alerts to study PI or study team when patients have an appro-

priate alteration upon testing can help with accrual by focusing patient screening 
efforts on patients with eligible alterations.

	4.	 Trial identification
Notifying treating oncologist of potential trial options, either through careful anno-

tation of genomic reports or by trial alerts to the clinical care team can help ensure 
team is aware of the fact that genomic testing results are back and that the results are 
actionable, with potential clinical trials. There has been also interest in patient notifica-
tion tools as well as giving patients direct access to genomic reports as well as even 
research testing results. The best practices to share data with patients to make genomic 
testing most informative and clinical impactful has not yet been determined.

	5.	 Trial matching search engines
There are many parallel efforts for clinical trial matching. Many simply lever-

age disease type and study title, while others provide more detailed matching 
taking clinical characteristics and eligibility criteria into consideration as well as 
more molecularly oriented biomarker-drug matching algorithms [9]. Some rely 
on patient or clinicians to enter data into an interface. Further, many commercial 
systems are exploring use of natural language processing for patient characteris-
tics matching, as well as gene-drug associations.

13.6  �Experience with Genomically Informed Early Phase 
Clinical Trials

Recently there has been a large number of clinical trials that were genomically 
selected, several showing signal efficacy in phase I clinical trials, as well as in 
phase II basket trials. These strategies can be easily deployed as histology specific 
clinical trials when the target is a common alteration in a relatively common 
tumor, such as PIK3CA mutation in hormone receptor positive breast cancer. 
Design and accrual to clinical trials such as this are more complicated when the 
alteration is relatively rare in a common tumor, such as BRAF mutation in lung 
cancer and becomes exceedingly more complex as the alteration becomes even 
rarer across common tumors or found commonly in rare tumors, such in the case 
of TRK fusions. For clinical trial design, one strategy enrolling patients with such 
trials in a histology independent fashion, therefore patients with the same 
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alteration regardless of histology, are enrolled and analyzed together. The advan-
tage of this is to be able to determine whether the biomarker has predictive value 
for targeted therapy, independent of histology with a potential of even pursuing a 
tumor agnostic registration approach. Alternately, many targeted therapies may 
have variable efficacy depending on histology or other co-alterations. This has led 
to several clinical trials where in the phase II component the targeted therapy 
efficacy was assessed in histology specific expansion cohorts. Examples of this 
include demonstration of efficacy of vemurafenib in a basket trial for BRAF 
V600+ mutant tumors, with ultimate registration of BRAF V600 vemurafenib 
for Erdheim-Chester Disease and Langerhans cell histiocytosis [10]. Another 
example is a basket trial for dabrafenib and trametinib for BRAF anaplastic 
thyroid carcinoma,.leading to approval of these agents for anaplastic thyroid 
carcinoma [11]. In contrast, TRK fusions regardless of histology having shown 
to have sensitivity to larotrectinib, thus the phase I trial was quickly followed up 
with a phase II trial and the combined data from these three trials, conducted in 
adults and pediatric populations led to registration of larotrectinib in a histology 
agonist fashion [12].

13.7  �Return of Incidental or Secondary Results

It is notable that genomic testing is likely to also identify incidental or secondary 
finding of germline pathogenic mutations. For example, in the MD Anderson series, 
3% of patients who underwent targeted genome sequencing in a research environ-
ment were found to have a germline alteration that was pathogenic or likely patho-
genic in highly actionable genes. Many of these alterations were not previously 
known by the provider. Thus, it is important when patients undergoing tumor only 
testing that there is recognition that the alterations reported may be germline, and 
when patients are undergoing paired tumor versus normal testing that efforts be 
made to identify germline alterations that are pathogenic. It is especially important 
as many pathogenic germline alterations, especially alterations in the DNA damage 
repair pathways, are increasing becoming actionable themselves with many thera-
peutic agents such PARP inhibitors, ATR inhibitors, platinum agents and other 
DNA damage repair modulators. Furthermore, although the focus in patients with 
advanced disease is often on the care of the patient, when a germline pathogenic 
variant is found, there are also implications for the family; support for genetic coun-
seling of family members and cascade testing should be offered.

Key Expert Opinion Points
It is critical to try to identify biomarkers of response during early drug development.

When an agent is thought to be likely to only be effective in biomarker positive 
patients, performing trials in a biomarker-selected fashion can ensure each patient 
counts and each patient gets drugs they are most likely to benefit from.
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Determining actionability of individual alterations can ensure only patients with 
actionable variants are enrolled on genotype-matched trials, increasing the likeli-
hood for success for trial and the patient.

Carefully designed biomarker discovery efforts during Phase I development can 
give important insights into target engagement and impact on tumor microenviron-
ment including immunologic effects.

There is increasing interest in precision medicine, with a focus on identifying 
unique vulnerabilities in tumors that can be exploited for therapy. This drug devel-
opment approach represents a bench to bedside continuum, from target discovery to 
development of a lead compound that hits the target, to preclinical studies demon-
strating efficacy of the new molecular entity in target-positive models in vitro and in 
vivo followed by safety studies and proof of concept Phase I clinical trials (Fig. 13.2). 
It is expected by limiting enrollment of early phase trials to patients with relevant 
biomarkers, or at least by enriching trials with patients with relevant markers, we 
can enhance the signal of clinical efficacy in Phase I trials.

With the growing portfolio of targeted therapies, molecular profiling is increas-
ingly used in the clinic in order to identify actionable alterations and offer molecu-
larly matched approved or investigational therapies. Given the rapid incorporation 
of next generation sequencing into clinical care, genomic profiling has led the way 
in this case. However, transcriptional profiling is now increasingly being explored 
as a tool as well, while methylomics and metabolomics remain areas of extensive 
research. In addition, there is interest in immune profiling given the success of 
immune-therapeutics, and emerging biomarkers for immune-oncology as well, thus 

Fig. 13.2  Bench to bedside precision oncology
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immune-profiling through combination of immunohistochemistry of other multi-
plex testing for immune biomarkers as well as RNA based diagnostics to better 
decipher the immune environment also are being increasingly explored for preci-
sion oncology and are likely to be incorporated further in early clinical trials.
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Chapter 14
Incorporating Circulating Biomarkers into 
Clinical Trials

Filip Janku

Abstract  Knowing the cancer genomic profile with underlying druggable molecu-
lar alterations is important for the optimal choice of cancer therapy. However, 
molecular analysis of tumor DNA can be limited by the availability of the cancer 
tissue, which has to be obtained from therapeutic or diagnostic procedures. 
Molecular analysis of liquid biopsies utilizing the circulating tumor cell-free DNA 
offers a minimally invasive and low-risk method that can be performed at multiple 
time points for molecular analysis. Molecular testing of cell-free DNA can be used 
in multiple clinically useful applications, such as identification of molecular targets 
for cancer therapy, assessment of cancer prognosis, monitoring of response to can-
cer therapy, monitoring of tumor molecular profiles in real time, and study target 
engagement when developing new therapies.

Keyword  Liquid biopsy · Cell-free DNA · Molecular testing · Cancer · Treatment

Key Points
•	 Liquid biopsies are minimally invasive and can provide tumor DNA for molecu-

lar testing.
•	 Molecular testing of cell-free DNA can help to determine cancer prognosis.
•	 Molecular testing of cell-free DNA isolated from blood or other body fluids can 

identify targets for cancer therapy.
•	 Serial molecular testing of cell-free DNA has potential as a tool for assessment 

of therapeutic response to cancer therapy.
•	 Serial molecular testing of cell-free DNA can be used to study clonal evolution 

and mechanisms of therapeutic resistance.
•	 Liquid biopsies have potential to be used in pharmacodynamic studies in clini-

cal trials.
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14.1  �Introduction

Selection of an optimal treatment strategy requires detailed analysis of the cancer 
genome and identification of molecular targets for cancer therapy in each individual 
patient [1, 2]. Molecular testing of tumor samples obtained from diagnostic or thera-
peutic procedures remains the current standard of care. However, this approach has 
significant limitations because of tumor heterogeneity and the  dynamic nature of 
tumor genotypes, which would mandate multiple biopsies from primary and meta-
static sites at multiple time points [3, 4]. This is hardly feasible because of medical, 
ethical, financial and logistic considerations. To overcome these limitations, novel 
minimally invasive methods to detect pertinent molecular alterations in tumor DNA 
associated with less risk to the patient and lower cost are being developed. Mandel 
and Métais in 1948 noted the presence of cell-free nucleic acids (cfNA) in human 
blood [5, 6]. However, it took about six decades before reports were published on 
detection of oncogenic aberrations in blood-derived cell-free DNA (cfDNA) in 
patients with cancer [7]. Fragments of cfDNA can be detected in plasma, urine, cere-
brospinal fluid (CSF), and other body fluids [5, 8–20]. These cfDNA fragments can 
be used for detection of underlying cancer-related molecular abnormalities, and such 
approach has become known as a liquid biopsy [12, 19, 21, 22]. In clinical trials, 
liquid biopsies can be used to identify targets for cancer therapy, to assess cancer 
prognosis, to assess efficacy of cancer therapy, to monitor cancer molecular profiles 
in real time and for assessment of target engagement. DNA or its fragments can enter 
the circulation by several distinct mechanisms, including release of nuclear and mito-
chondrial DNA from dying cells during either apoptosis or necrosis (Fig.  14.1). 
Other mechanisms of DNA release include autophagy and necroptosis [5, 23]. 
Fragments of cfDNA can vary in size substantially based on their mechanism of 
release. For instance, fragments of DNA released from apoptotic cells average around 
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Fig. 14.1  Fragments of 
cell-free DNA and other 
sources of cancer DNA in 
the circulation
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160–180 bp in length, while the fragments of DNA from necrotic cells are usually 
longer. The average lengths of cfDNA fragments from apoptotic and necrotic pro-
cesses, and their ratio, may be assessed as an important element of the DNA integrity 
index, which may have prognostic implications [24]. The cfDNA fragments are 
cleared from the circulation with half-lives ranging from 15 min to a few hours [21].

14.2  �Methods for Molecular Testing of cfDNA

Sample collection and processing times can impact DNA integrity and accuracy of 
cfDNA assessment [5, 25]. Plasma is the most frequent source of circulating cfDNA, 
which is preferred to serum due to lower level of high molecular contamination by 
non-cancerous cfDNA from lysis of normal leukocytes. Because timely processing is 
among the most important factors to maintain cfDNA integrity, cell-stabilizing blood 
collection tubes, which allow sample processing to be delayed for several days, have 
become increasingly popular for collection of blood samples intended for cfDNA 
analysis [5, 26, 27]. Other materials, such urine, CSF or other body fluids are less cel-
lular and arguably less prone to DNA degradation [10, 12, 18–20, 28].

The tumor-specific fraction also called circulating tumor DNA (ctDNA) of the 
total cfDNA can be identified by the presence of cancer-specific alterations, such as 
hot spot mutations, or through detection of cancer-specific epigenetic modifications 
such as methylation patterns [5, 9]. The tumor-specific fraction in plasma can vary 
from 0.01% to more than 90% [5]. Lower-stage tumors have lower levels of cfDNA 
shedding compared to advanced disease [29]. Therefore, highly sensitive methods 
are required for detection of cfDNA in early disease [29, 30].

Polymerase chain reaction (PCR) approaches, or next-generation sequencing 
(NGS), has dominated molecular testing of cfDNA [5]. PCR methods include ARMS-
Scorpion PCR (amplification refractory mutation system), PCR-SSCP (single-strand 
conformation polymorphism), ME-PCR (mutant enriched), MASA-PCR (mutant 
allele–specific amplification), PAP-A amplification (pyrophosphorolysis-activated 
polymerization allele-specific amplification), or RFLP-PCR (restriction fragment 
length polymorphism) or similar (Table 14.1) [31–36]. However, molecular testing of 

Table 14.1  Examples of methods for molecular testing of cell-free DNA

Methods for cell-free DNA testing
PCR Next generation gequencing

Digital PCR Amplicon-based NGS

Droplet digital PCR Tam-Seq
BEAMing Capture-based NGS
Quantitative PCR CAPP-Seq
ARMS-qPCR Safe-seq
ICE-COLD PCR Ultra-deep NGS
Idylla Digital sequencing
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cfDNA requires very high sensitivity to detect specific alterations with very low allele 
fractions. Therefore, novel methods using digital PCR such as droplet-based systems 
or the use of beads, emulsions, amplification, and magnetics (BEAMing), or microflu-
idic assays, are increasingly used [17, 21, 37–44]. The most significant limitation of 
PCR is its inability to simultaneously detect a large spectrum of aberrations.

Unlike PCR, NGS allows detection of multiple alterations across wider regions 
of the cancer genome. The specific regions of cfDNA can be analyzed by using 
targeted deep-sequencing techniques such as TAm-Seq (tagged amplicon deep 
sequencing), Ion AmpliSeq, Safe-Seq (safe-sequencing system), CAPP-seq (cancer 
personalized profiling by deep sequencing), digital sequencing or other methods [8, 
14, 45–49]. The most comprehensive techniques include whole-exome and whole-
genome sequencing of plasma samples; however, these approaches are less reliable 
in samples with lower content of ctDNA [5, 45, 50, 51]. The advantages of PCR-
based and NGS-based approaches are summarized in Table 14.2.

14.3  �Identification of Molecular Targets for Treatment

The feasibility of molecular testing of cfDNA was tested by comparing its concor-
dance with molecular testing of tumor tissue. In a pilot study of 18 patients with 
metastatic colorectal cancer who were candidates for surgical resection or radiofre-
quency ablation, oncogenic mutations (APC, TP53, PIK3CA, and KRAS) were 
assessed by direct sequencing in tumor tissue, and at least one mutation was identi-
fied in each unique tumor [21]. Subsequently, cfDNA isolated from plasma was 
tested with BEAMing digital PCR. The study demonstrated oncogenic mutations 
can be detected in cfDNA isolated from plasma in cancer patients.

Interesting insight about factors influencing concordance was offered by a study 
testing a cohort of patients with advanced breast cancer. First, there was 100% con-
cordance (34 of 34 cases) between BEAMing-detected PIK3CA mutations in plasma 
cfDNA and in tumor tissues in a cohort with simultaneous plasma and tumor collec-
tion; however, the concordance decreased to 79% in the second cohort of 60 patients 
when tumor samples and plasma cfDNA were obtained at different time points [39]. 
The relationship between concordance and time between specimen collection has 
been demonstrated by other studies. For instance, results of a single institution study 

Table 14.2  Possible applications for PCR vs. NGS

PCR NGS

Limited number of well-defined markers Broad molecular diagnostics
Serial monitoring of a limited number of 
known alterations

Detection of copy number variations and fusions

Detection of alterations causing adaptive 
resistance in scenarios when these 
mechanisms are well-understood and 
limited in number

Detection of adaptive resistance in scenarios 
when these mechanisms are either poorly 
understood or investigated or include a large 
number of scenarios
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in 168 patients with advanced cancers demonstrated that targeted digital NGS of 
plasma cfDNA misses known mutations in 4 major oncogenes (TP53, EGFR, 
PIK3CA and ERBB2) in 22–33% if the interval between tumor tissue and plasma 
acquisition is 6 months or less compared to 31% to 39% if the interval between 
tumor tissue and plasma acquisition is more than 6 months [52]. In a study of 157 
patients with advanced cancer that progressed on systemic therapy who were 
referred for treatment with experimental targeted therapies, a panel of 21 oncogenic 
mutations in the BRAF, EGFR, KRAS, and PIK3CA genes was assessed in plasma 
cfDNA by BEAMing technology. The results demonstrated acceptable concordance 
(BRAF, 91%; EGFR, 99%; KRAS, 83%; PIK3CA, 91%) with results of standard-of-
care mutation analysis of primary or metastatic tumor tissue obtained during clini-
cal care [38].

Thierry et al. tested KRAS and BRAF mutations in plasma-derived cfDNA from 
106 patients with metastatic colorectal cancer using allele-specific quantitative PCR 
and compared results to standard-of-care testing of tumor tissue and demonstrated 
for plasma testing 100% specificity and sensitivity for the BRAF V600E mutation 
and 98% specificity and 92% sensitivity for the common KRAS mutations [53].

Forshew et al. [49] tested the TAm-Seq method for identification and monitoring 
of oncogenic mutations in plasma cfDNA.  Investigators screened 5995 genomic 
bases in coding regions of TP53 and PTEN, and selected regions of EGFR, BRAF, 
KRAS, and PIK3CA for low-frequency mutations. The assay was able to detect 
mutations in cfDNA with sensitivity and specificity of >97%. Moreover,  in one 
patient with synchronous primary cancers of the bowel and ovary, disease relapse 
was identified as being derived from the original ovarian tumor. A plasma sample 
collected at relapse revealed the TP53 mutation originally found in the ovarian pri-
mary tumor, whereas the colorectal cancer-associated mutations were not detected.

Newman et al. [48] developed CAPP-Seq, an ultrasensitive NGS-based method 
for quantifying tumor-derived plasma cfDNA by targeting recurrently mutated 
regions in the cancer of interest. In patients with non-small cell lung cancer, the 
CAPP-Seq method was able to detect cfDNA in 100% of patients with stage II–IV 
disease and 50% of patients with stage I disease. The method specificity was 96% 
for mutant allele fractions as low as 0.02%.

In addition, we performed a series of comparative studies, which demonstrated 
that concordance for plasma and tumor tissue samples collected non-synchronously 
in common metastatic cancers ranges from 80% to >90% for digital PCR technolo-
gies and from about 70% to 80% for NGS [8, 37, 38].

In a prospective study published by Sacher et al. [17] in metastatic non-small cell 
lung cancer (NSCLC) it was demonstrated that ddPCR testing for KRAS and EGFR 
mutations has high sensitivity (64%–86%) and specificity (100%) for initiating 
mutations. In addition, molecular testing of plasma-derived cfDNA was associated 
with shorter processing  timelines compared to simultaneous molecular testing of 
tumor tissue.

Another study in patients with EGFR-mutated NSCLC previously treated with 
first generation EGFR tyrosine kinase inhibitors demonstrated that molecular test-
ing of plasma cfDNA before starting on third generation EGFR inhibitor 
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osimertinib reliably detects patients with EGFRT790M mutations who benefit from 
therapy with an objective response rate (ORR) of 63% [54]. However, in patients 
lacking plasma EGFRT790M mutations, the reported ORR to osimertinib was 46%, 
and the majority of patients with tumor shrinkage had EGFRT790M mutations detected 
in tumor tissue. These data suggest that molecular testing of cfDNA might be 
acceptable as an initial test; however, negative results for mutations of therapeutic 
interest may warrant tissue confirmation (Fig. 14.2).

Finally, novel targeted NGS approaches covering a larger portion of the genome 
expanded ctDNA molecular diagnostics to include tumor mutation burden (TMB) 
testing in order to predict efficacy of PD-L1-based immune checkpoint inhibitors 
[55]. Early data suggest that high TMB in plasma cfDNA is an actionable marker 
predicting favorable outcomes for immune checkpoint inhibitors in NSCLC.

14.4  �Assessment of Prognosis

The quantification of total and/or mutant cfDNA has been studied for prognosis 
assessment in various tumor types. Some studies demonstrated that, in cancer 
patients, higher levels of cfDNA are associated with higher risk of disease recur-
rence and progression [8, 21, 37, 38, 47, 52, 56–59]. In a study by Diehl et al. [21] 
in 18 colorectal cancer patients, the absence of cfDNA in plasma during the first 
follow-up visit after surgical resection was associated with 100% recurrence-free 
survival.

Early limited data suggested that persistence of TP53 mutations in plasma 
cfDNA of patients with stage II or III breast cancer that were in remission was asso-
ciated with higher likelihood of disease recurrence; however, the small sample size 
precluded any definitive conclusion [32]. In a very preliminary study in 11 colorec-
tal cancer patients who underwent surgery, primary tumors and corresponding 
plasma samples were screened for KRAS mutations and p16INK4a promoter 
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hypermethylation [34]. On follow up, these alterations were identified in plasma 
cfDNA only from patients with disease recurrence.

The amount of mutant cfDNA has been found to be of prognostic significance. 
Spindler et al. [58] demonstrated the prognostic value of the amount of total cfDNA 
and KRAS mutant cfDNA in a study of 108 patients with metastatic colorectal can-
cer treated with third-line cetuximab and irinotecan. Patients with higher cfDNA 
levels had shorter progression-free survival (PFS; 2.1 vs. 4.4 months; P = 0.0015) 
and overall survival (OS; 3.6 vs. 10.4 months; P < 0.0001) than patients with lower 
cfDNA levels. Similarly, patients with higher levels of KRAS-mutant cfDNA had 
shorter PFS (1.8 vs. 2.3 months; P = 0.008) and OS (2.1 vs. 5 months; P = 0.0005) 
than patients with lower levels of KRAS-mutant cfDNA.

The previously mentioned study, which evaluated BEAMing for the detection of 
21 mutations in BRAF, EGFR, KRAS, and PIK3CA in plasma cfDNA of 157 patients 
with advanced cancer, also examined the prognostic impact of the amount of 
mutated plasma cfDNA [38]. A higher percentage of mutant cfDNA (>1% [n = 67 
patients] vs. ≤1% [n = 33 patients]), irrespective of mutation type, was associated 
with a shorter OS (5.5 vs. 9.8 months; P = 0.001), which was confirmed in a multi-
variable analysis. Similarly, 41 patients with >1% of KRAS mutant (codon 12 or 13) 
cfDNA had a shorter median OS than 20 patients with ≤1% of KRAS mutant cfDNA 
(4.8 vs. 7.3 months; P = 0.008). Significant differences in OS were not observed for 
mutations in other examined genes, likely due to the small sample size.

In another study of 246 patients with advanced non-small-cell lung carcinoma 
(NSCLC) treated with platinum and vinorelbine chemotherapy, the patients with 
detectable plasma KRAS mutant (codon 12 or 13) cfDNA had a shorter median OS 
(4.8 vs 9.5  months; P  =  0.0002) and shorter median PFS (3.0 vs 5.6  months; 
P = 0.0043) than patients whose cancer expressed wild-type KRAS [59]. A multi-
variate analysis confirmed the independent prognostic value of KRAS mutant cfDNA 
in OS but not in PFS. Wang et al. [60] showed the negative prognostic effect of 
KRAS mutations (codon 12 or 13) in plasma cfDNA of 273 patients with advanced 
NSCLC. The median PFS of patients with a plasma KRAS mutation was 2.5 months, 
while that of patients with wild-type KRAS was 8.8 months (P < 0.001).

In a study of 44 pancreatic cancer patients, the 1-year survival rate was 0% in 
those with KRAS codon-12 mutations in cfDNA, and 24% in those with KRAS wild-
type in cfDNA (P < 0.005), and plasma KRAS mutation status was the only indepen-
dent prognostic factor (odds ratio, 1.51; 95% confidence interval [CI], 1.02–2.23) 
[36]. In 103 patients with melanoma receiving biochemotherapy, those with a BRAF 
mutation in serum cfDNA had significantly shorter OS than those that did not have 
the BRAF mutation in serum cfDNA (13 vs. 30.6 months, P = 0.039) [61].

The negative prognostic impact of increased levels of mutant cfDNA was sup-
ported by other studies in breast cancer, colorectal cancer, ovarian cancer, and other 
tumor types [62–65]. Furthermore, the presence of other tumor-related genomic 
cfDNA aberrations was associated with poor prognosis. Detection of loss of hetero-
zygosity and microsatellite instability in cfDNA was associated with worse progno-
sis for patients with breast cancer, ovarian cancer, melanoma, lung cancer, or other 
tumor types [66–69].
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14.5  �Efficacy Assessment and Monitoring

The liquid biopsy could be used as a minimally invasive way to predict and monitor 
therapy response in real time (Fig. 14.3) [5]. Arguably, because of the  relatively 
short half-life of cfDNA, its changes might indicate therapeutic response, or lack of 
there of, earlier than conventional imaging, which is typically done after several 
weeks or even months of therapy [70]. In addition, early data suggest that molecular 
testing of dynamic changes in ctDNA can help to differentiate progression from 
pseudo-progression in patients treated with immunotherapy [71].

In a study of 1060 patients with advanced NSCLC treated with gefitinib, EGFR 
mutations were detected in primary tumors and corresponding plasma samples [72]. 
ORR were 76.9% (95% CI, 65.4–85.5) for patients with detected mutations in both 
tumor and plasma and 59.5% (95% CI, 43.5–73.7) for patients with mutation in the 
tumor but not in plasma, which demonstrated that EGFR mutation status could be 
assessed in cfDNA and serve as a positive predictive biomarker for targeted therapy.

In contrast, another study assessed BRAF mutations in plasma cfDNA from 160 
patients with advanced cancer and known BRAF status from archival tumor samples 
[57]. Patients whose archival tumor samples had a BRAFV600 mutation (n  =  51) 
received therapy with a BRAF and/or MEK inhibitor. The time to treatment failure 
(TTF) of 13 patients with a BRAFV600 mutations in the tumor but not in plasma 
obtained before therapy was significantly longer than that of 38 patients whose 
baseline plasma cfDNA had a BRAFV600 mutation (13.1 vs. 3.0 months; P = 0.001). 
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The absence of BRAFV600–mutant cfDNA also was associated with longer TTF (HR, 
0.31; P = 0.004) in multivariate analysis.

Dynamic tracking of ctDNA was investigated in a prospective study of 52 
patients with metastatic breast cancer [40]. The plasma cfDNA was monitored to 
qualitatively and quantitatively assess disease progression and treatment response 
and compare with levels of circulating tumor cells (CTC), tumor marker cancer 
antigen 15-3 (CA15-3), and computed tomography (CT) imaging. The cfDNA was 
detected by identification of the same PIK3CA and TP53 mutations and structural 
variations as were found in the tumor tissues. The levels of cfDNA in plasma gener-
ally correlated well with the treatment response assessed by CT imaging (as defined 
by Response Evaluation Criteria in Solid Tumors) [73, 74]. However, two patients 
in this study had discordant correlations. In 10 of the 19 patients who experienced 
disease progression, the cfDNA levels increased at one or more consecutive time 
points, on average 5 months before progressive disease was observed on imaging. 
Moreover, the cfDNA was found to be a more accurate biomarker for monitoring 
metastatic disease than CTCs, CA 15-3, or CT imaging.

Another study with 72 patients with advanced NSCLC examined the dynamic 
changes in cfDNA EGFR mutations as a predictor of response to EGFR tyrosine-
kinase inhibitor targeted therapy [75]. Failure to clear plasma EGFR mutations after 
EGFR tyrosine kinase inhibitors (TKIs) was an independent predictor for shorter 
PFS (hazard ratio [HR] 1.97, P = 0.001) and OS (HR 1.82, P = 0.036). The EGFR 
mutations were detected by ddPCR in serial plasma samples of non-small cell lung 
cancer patients treated with erlotinib [76]. The study demonstrated the disappear-
ance of EGFR mutations in exon 19 and 21 and the emergence of EGFRT790M resis-
tance mutations several weeks before radiographic disease progression.

Other studies showed that patients with advanced cancers and decrease in ctDNA 
on therapy compared to those with no change or increase have favorable therapeutic 
outcomes such as TTF [8, 9, 19]. However, it remains unclear how to translate these 
findings to the individualized treatment of cancer patients.

Overall, dynamic tracking of ctDNA appears to be reliable in scenarios where 
the cancer is heavily dependent on the alterations included in ctDNA assays (e.g. 
testing for BRAF mutation in non-Langerhans malignant histiocytosis); however, 
ctDNA efficacy monitoring seems to be more complicated in tumors with more 
heterogeneous molecular profiles [18, 37].

14.5.1  �Molecular Profiling in Real-Time and Assessment 
of Target Engagement

Implementing principles of personalized medicine and targeted therapy into routine 
oncology practice provides an important shift in the treatment of advanced cancers. 
In metastatic disease, a chronic course is no longer unusual, and patients can survive 
for many years [77]. However, despite the significant initial therapeutic effect of 
targeted therapy, the vast majority of patients eventually develop resistance and 
experience tumor progression. The tumor adaptive resistance results from 
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acquisition of mutations in the targeted genes or signaling pathways of cancer cells 
under therapeutic selective pressure. The mutations causing resistance also can be 
present in the infrequent subclones of pretreatment tumor cells and can predict the 
further failure of targeted therapy [3, 5, 78, 79].

The mechanisms of resistance are often known; however, since routine multiple 
sequential biopsies are not performed, we have no tools to describe these mecha-
nisms at the level of an individual patient. Both intrinsic and adaptive resistance can 
occur because of pre-existing or acquired molecular abnormalities, such as emer-
gence of KRAS mutations on treatment with EGFR monoclonal antibodies in meta-
static colorectal cancer, or emergence of EGFRT790M mutations which  cause 
resistance to EGFR TKIs in non-small cell lung cancer [42, 54]. Lastly, ALK muta-
tions L1196M or C1156Y mediates adaptive resistance to crizotinib in NSCLC with 
ALK rearrangement, and mutations in NRAS, MEK, and BRAF amplification indi-
cate resistance to BRAF inhibitor vemurafenib in BRAF-mutant melanoma [80–82]. 
Because liquid biopsies can be obtained at low cost at multiple time points, they 
offer a useful tool for monitoring molecular changes associated with resistance to 
certain cancer therapies.

An example of emerging resistance mutations in response to targeted therapy is 
the acquisition of tumor KRAS mutations in codons 12, 13, or 61 in patients with 
advanced colorectal cancer treated with anti-EGFR monoclonal antibodies cetux-
imab or panitumumab [42, 43]. Two landmark studies have shown the possibility of 
detecting and monitoring these emerging KRAS mutations in patients with colorec-
tal cancer in cfDNA by using BEAMing technology [42, 43]. Testing of serum 
cfDNA from 28 colorectal cancer patients receiving panitumumab showed that 9 of 
24 patients whose tumor and cfDNA were initially KRAS wild-type had developed 
detectable cfDNA KRAS mutations [43]. Interestingly, multiple KRAS cfDNA 
mutations were detected in three individuals. The appearance of mutations gener-
ally occurred between 5 and 6 months following initiation of treatment. In the sec-
ond study, emergence of KRAS aberrations was found in tumor tissue samples from 
metastatic sites obtained after initiation of therapy [42]. Corresponding plasma 
samples also showed emergence of KRAS mutations in cfDNA, which may have 
occurred as early as 10 months before radiographic progression [42]. Furthermore, 
our group at MD Anderson Cancer Center, using BEAMing technology, reported 
acquired KRAS and/or EGFR ectodomain mutations in 44% (27/62) and 8% (5/62) 
of plasma samples from patients with advanced colorectal cancer treated with 
cetuximab or panitumumab, respectively [83]. KRAS codon 61 and 146 mutations 
were predominant (33% and 11%, respectively).

Even if the candidate-gene techniques to monitor emerging resistance mutations 
to various targeted therapeutics provide promising results, such approaches have 
substantial drawbacks, most notably the requirement for prior knowledge of mecha-
nisms of resistance and corresponding mutations. Application of unbiased 
approaches for detecting emergence of resistant cancer cell subclones using NGS 
technologies directly on the plasma samples could overcome these limitations. A 
proof-of-principle study by Murtaza et al. [45] monitored cancer clonal evolution 
and the acquisition of secondary resistance mutations to various anticancer treat-
ments in serial plasma samples from six patients with advanced breast, ovarian, or 
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lung cancer using unbiased whole-exome sequencing. Follow-up intervals were 
1–2 years, and the exome sequencing was performed on two to five plasma samples 
in each patient. The results revealed emergence of distinct secondary mutations, 
such as an activating mutation in PIK3CA after paclitaxel, a truncating mutation in 
RB1 after cisplatin, a truncating mutation in MED1 after tamoxifen and trastuzumab 
and a splicing mutation in GAS6 after subsequent treatment with lapatinib in the 
same patient, and an EGFR T790M mutation after treatment with gefitinib. The results 
of this study established that exome-wide analysis of cfDNA could complement 
standard biopsy to detect mutations associated with acquired resistance to therapeu-
tic agents in advanced cancers. However, it should be noted that the detected mutant 
allele fractions for the aberrations were rather high (3%–45%), which can limit the 
applicability of such an approach to a limited subset of patients.

Recently, molecular testing of cfDNA was tested as a tool to assess pharmacody-
namic endpoints in clinical trials. One of the examples was an early phase develop-
ment of a novel switch pocket KIT and PDGFR inhibitor ripretinib [84]. Serial 
collections of blood samples from patients treated with ripretinib showed signifi-
cant decrease in KIT-mutated ctDNA confirming on-target effects of therapy.

14.6  �Conclusions

Liquid biopsy offers an attractive tool for identification of molecular targets for 
cancer therapy, determination of prognosis, assessment of response to anticancer 
therapy, real-time monitoring of cancer molecular profiles, and assessment of target 
engagement. Liquid biopsies are increasingly accepted as a clinical tool to detect 
molecular targets for cancer therapy; however, the clinical utility of other applica-
tions, such as dynamic tracking during therapy, remain to be proven in prospective 
studies. Furthermore, cfDNA consists of both nonmalignant and tumor DNA, and 
the tumor DNA fraction can be relatively small. This issue increases the demand for 
higher sensitivity testing, which is associated with higher cost and often prevents 
some more comprehensive approaches such as whole-genome or -exome NGS.

Key Expert Opinion Points
•	 Knowing the cancer genomic profile with underlying druggable molecular alter-

ations is important for the optimal choice of cancer therapy.
•	 Molecular analysis of tumor DNA can be limited by the availability of the cancer 

tissue, which has to be obtained from therapeutic or diagnostic procedures.
•	 Molecular analysis of liquid biopsies utilizing the circulating tumor cell-free 

DNA offers a minimally invasive and low-risk method that can be performed at 
multiple time-points for molecular analysis.

•	 Molecular testing of cell-free DNA can be used in multiple clinically useful 
applications, such as identification of molecular targets for cancer therapy, 
assessment of cancer prognosis, monitoring of response to cancer therapy, moni-
toring of tumor molecular profile in real time and study target engagement when 
developing new therapies.
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Chapter 15
Development of Immunotherapeutic 
Strategies for Early Phase Clinical Trials

Patricia Martin-Romano, Roman Chabanon, Adrien Procureur, 
Sandrine Aspeslagh, and Sophie Postel-Vinay

Abstract  Immunotherapy has revolutionized cancer therapy and outcomes over 
the past 5 years. Following the initial successes of anti-PD-(L)1 and anti-CTLA-4 
agents, a huge wave of novel agents and novel combinations has entered early phase 
trials, leading to an unprecedented exponential increase in phase 1 trials. These 
agents, which display different characteristics from conventional cytotoxic therapy 
and targeted therapies, have deeply challenged many paradigms of traditional phase 
1 studies, including dose-determination, safety, pharmacokinetics and pharmacody-
namics, efficacy evaluation, patient selection, routes of administration, trial design 
and endpoints. The historical “safety” phase 1 trials have been transformed to 
“phase 1 registration” trials, using seamless designs, enrolling several hundreds of 
patients and sometimes leading to drug approval. However, severe unexpected tox-
icities have also been observed, especially in combination trials, calling for cau-
tious, rationale and measured drug development. In this chapter, we present the 
different types of immunotherapy agents currently being evaluated in phase 1 trials, 
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detail the major transformations in phase 1 trial designs, and discuss challenges that 
will need to be tackled to rationally optimize immunotherapy development.

Keywords  Immunotherapy · Immune-related adverse event · Non-monotonous 
dose-efficacy relationship · Patient selection · Seamless design

Keypoints
•	 Immunotherapies comprise a myriad of different agents which all have specific 

characteristics
•	 The number of early phase trials evaluating immunotherapies is increasing 

exponentially
•	 Novel immunotherapies bring novel challenges in phase 1 studies: specific trial 

designs, toxicity management, drug administration routes, patient selection and 
tumor evaluation criteria are required

•	 Phase 1 immunotherapy trials are increasingly searching for efficacy
•	 Immunotherapy combination trials lead to unpredictable toxicities

15.1  �Introduction

Over the last few years, immunotherapy has revolutionized cancer treatment, lead-
ing to unprecedented antitumor responses and long-term survival benefit in some 
histologies. Immunotherapy has consequently become the standard of care in sev-
eral histologies, such as melanoma, non-small cell lung cancer (NSCLC), head and 
neck squamous cell carcinoma (HNSCC) and renal cell carcinoma (RCC).

The number of phase 1 trials assessing immunotherapies has been increasing 
exponentially over the last few years, with currently more than 3300 immuno-
oncology (IO) therapies in development, corresponding to a 67% increase between 
2017 and 2018 [1]. Phase 1 trials traditionally aim at assessing the safety profile of 
a novel drug, establishing a recommended phase 2 dose (RP2D) and searching for 
preliminary signs of activity. Phase 1 trial designs and drug development have been 
deeply challenged by novel immunotherapies, which present peculiar toxicity pro-
files, pharmacokinetic/pharmacodynamic characteristics, routes of administration 
and evaluation criteria [2]. In parallel, Phase 1 trial designs have evolved to bring 
forward efficacy criteria, which were previously traditionally assessed in Phase 2 
trials [2].

Here, we present the different forms of immunotherapies currently evaluated in 
phase 1 immuno-oncology (IO) trials and will discuss how these have transformed 
phase 1 trials from being mostly toxicity-focused studies to efficacy-searching stud-
ies that potentially lead to drug approval. We will finally present the current and 
future challenges of immunotherapy early drug development, including combina-
tion therapy and patient selection.
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15.2  �The Many Faces of Immunotherapy

“Immunotherapy” gathers a myriad of approaches that all use immune-related 
effectors to either directly counteract tumor development or indirectly enhance anti-
tumor immune responses through modulation of immune effectors. These 
approaches are classically categorized into two major classes: (i) passive immuno-
therapy, which uses effectors of the immune system (antibodies, immune cells) or 
pathogens as direct antitumor agents to trigger a short-term anticancer immune 
response and (ii) active immunotherapy, which exploits immune-based systems to 
activate the patient’s antitumor immunity and establish a durable memory antitumor 
immune response. Immunotherapeutic approaches can further be sub-divided 
according to their ability to engage an antigen-specific immunity (Fig. 15.1).
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Fig. 15.1  Classification of current immunotherapy approaches. Current immunotherapy 
approaches can be classified in four main categories according to (i) the concept on which they are 
based (passive vs. active immunotherapy), and (ii) the antigen-specificity of the approach (antigen-
specific vs. non-antigen-specific approaches). Passive immunotherapy refers to therapeutic 
approaches that use effectors of the immune system to substitute an immune response against 
cancer. Active immunotherapy refers to therapeutic approaches that aim to stimulate or reactivate 
an established host antitumor immune response. Antigen-specific approaches aim to enhance the 
immune response to a particular tumor-derived antigen or set of closely associated antigens. Non-
antigen-specific approaches aim to stimulate the antitumor immune response without necessarily 
targeting a particular tumor-derived antigen. APCs antigen-presenting cells, CAR T-cells chimeric 
antigen receptor T-cells, CIK cells cytokine-induced killer cells, LAK cells lymphokine-activated 
killer cells, mAbs monoclonal antibodies, TLR Toll-like receptors, STING stimulator of inter-
feron genes
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15.2.1  �Passive Immunotherapy Approaches

15.2.1.1  �Monoclonal Antibodies

Monoclonal antibodies (mAbs) exert cytotoxic effects against tumor cells through 
various mechanisms that include (i) direct trigger of apoptotic signals through bind-
ing to their target; (ii) complement-dependent cytotoxicity (CDC); and (iii) 
antibody-dependent cellular cytotoxicity (ADCC), which mediates tumor cells 
phagocytosis through the recruitment of immune effectors whose membrane-
surface antigens have been bound to the antibody. Not all mAbs have such proper-
ties, and the relative importance of each of these mechanisms in determining the 
clinical response of mAbs remains partly unclear. For example, the anti-CD20 ritux-
imab triggers both CDC and ADCC [3]; the anti-HER2 trastuzumab induces CDC 
and potentially innate and adaptive immune responses [4].

Novel IO mAb include bispecific mAbs, which recognize two different epitopes 
and can, for example, bind both tumor cells and T-cells, thereby facilitating their 
interaction. Such bispecific mAb include catumaxomab (CD3 x EpCam), which has 
shown efficacy in the treatment of epithelial cancer-related ascites [5], and blinatu-
momab (CD3 x CD19), which was recently approved for the treatment of relapsed 
ALL [6, 7].

15.2.1.2  �Oncolytic Viruses

This therapeutic approach utilizes native or genetically-modified viruses, which can 
selectively replicate within malignant cells [8]. Two distinct and potentially con-
comitant mechanisms of action have been proposed: (i) selective replication in can-
cer cells, which results in a direct lytic effect, and (ii) induction of a systemic 
antitumor immune response through production of pathogen- and damage-associated 
molecular patterns (PAMPs and DAMPs). Despite the early discovery of oncolytic 
viruses [9], their therapeutic efficacy has only been evidenced recently [10]. 
Imlygic®, a modified herpes simplex virus type 1 encoding granulocyte–macro-
phage colony-stimulating factor (GM-CSF), was the first oncolytic virus approved 
in patients with advanced melanoma [11].

15.2.1.3  �Non-Antigen-Specific Cell-Based Approaches

Lymphokine-activated killer (LAK) cells and cytokine-induced killer (CIK) cells 
are immune cells cultured ex vivo that are subsequently re-inoculated to patients to 
elicit non-MHC-dependent cytotoxicity [12, 13]. Few clinical successes have been 
obtained with such approach so far.
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15.2.1.4  �Antigen-Specific Cell-Based Approaches

Adoptive T-cell transfer involves the inoculation of autologous T lymphocytes to 
mediate antitumor effects. Chimeric Antigen Receptor (CAR) T-cells are T lympho-
cytes from patients that have been genetically engineered in vitro to express genes 
encoding receptors that recognize tumor-specific antigens [14]. The first demonstra-
tion of CAR T-cells efficacy was made in 2013 in a pilot study evaluating a CD19-
specific CD28/CD3ζ second-generation dual-signaling CAR in B cell ALL patients 
[15] and the first-in-class CAR T-cell therapy was approved in 2017 for the treat-
ment of relapsed B-cell ALL [16].

15.2.2  �Active Immunotherapy Approaches

15.2.2.1  �Cancer Vaccines

Cancer vaccines are cells- or peptides-containing solutions capable of inducing 
T-cell- and B cell-mediated anticancer immune responses. The first cancer vaccine, 
GVAX, was composed of irradiated tumor cells genetically modified to express 
GM-CSF [17]. Peptide vaccines were subsequently developed, including the anti-
gen glycoprotein 100 (gp100) and MAGE-A3 cancer-testis antigen vaccines. The 
only autologous cell-based vaccine currently licensed is Sipuleucel-T, which has 
efficacy in metastatic castration-resistant prostate cancer (mCRPC) [18].

15.2.2.2  �Immune Checkpoint Inhibitors

Immune checkpoint Inhibitors (ICI) are mAbs that target co-inhibitory (or co-
stimulatory) immune checkpoints to reactivate antitumor immunity. To date, two 
major classes of ICI have been registered (anti-CTLA-4 and anti-PD(L)1) and many 
others are in clinical development. Anti-CTLA4 block the CTLA4-CD80/CD86 
interaction on APCs, thus allowing preferential binding to their co-activator CD28 
and stimulation of T-cell priming [19]. The PD-1/PD-L1 immune checkpoint is a 
central signaling axis within the tumor microenvironment, which promotes immune 
evasion by inhibiting the recognition of tumor cells by PD-1-expressing CD8+ 
T-cells [19]. Anti-PD(L)1 mAbs block the PD-1/PD-L1 interaction and restore the 
ability of T-cells to eliminate antigen-expressing tumor cells. The first ICI to enter 
clinical development was the anti-CTLA4 ipilimumab (Yervoy®, Bristol-Myers 
Squibb), which rapidly demonstrated efficacy in patients with metastatic melanoma 
[20, 21]. Other anti-CTLA4 are being developed, such as tremelimumab [22]. In 
2012, anti-PD-(L)1 therapies including the anti-PD-1 pembrolizumab (Keytruda®, 
Merck) and nivolumab (Opdivo®, Bristol-Myers Squibb), and the anti-PD-L1 
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atezolizumab (Tecentriq®, Genentech/Roche), durvalumab (Imfinzi®, AstraZeneca/
MedImmune), and avelumab (Bavencio®, Pfizer) entered clinical development. 
Significant benefit in overall response rate (ORR), progression-free survival and 
subsequently overall survival in malignant melanoma, RCC, and NSCLC [23], led 
to their accelerated approval in 2014–2015; their outstanding activity in several 
histologies awarded them “drugs of the year” in 2013 [24]. Further reflecting the 
significance of these advances, the Nobel Prize in Physiology and Medicine 2018 
was awarded jointly to James P. Allison and Tasuku Honjo, for their discovery of 
cancer therapy by inhibition of immune checkpoints.

15.2.2.3  �Non-Antigen-Specific Approaches

Non-antigen specific approaches include the historical BCG instillations for pro-
phylaxis of primary recurrence in papillary urothelial bladder carcinoma (UBC) 
following transurethral resection [25]. More recently, Toll-like receptors (TLR) 
agonists, which exploit a similar principle by providing danger signals to immune 
cells [26], and Stimulator of interferon genes (STING) agonists [27], which aim to 
trigger interferon responses in cancer or immune cells, have been developed. 
Intratumoral administration of these agents was shown to result in remarkable thera-
peutic activity in various mouse models of cancer [28] and clinical implementation 
and results will be discussed below. Finally, cytokines have also been used as active 
immunotherapy in immunogenic tumors such as RCC [29].

Because of their specific mechanisms of action, these therapies require specific 
drug development processes. The most innovative approaches that are currently 
evaluated in early phase trials will be presented below.

15.3  �Phase 1 Trials in the Immunotherapy Era—Novel 
Designs, Toxicity Profiles, Routes of Administration 
and Evaluation Criteria

15.3.1  �Dose-Limiting Toxicities and MTD Definition

Historically, phase 1 trials evaluate toxicity and safety of a novel drug (or drug com-
bination) using dose-escalation schemes aimed at: (i) treating a limited number of 
patients at low, potentially inefficacious doses; (ii) performing an efficient dose-
escalation to rapidly determine the maximal tolerated dose (MTD) and recom-
mended phase 2 dose (RP2D), i.e. the dose presenting the optimal efficacy/safety 
profile (iii) establishing the pharmacodynamic and pharmacokinetic characteristics 
of a novel drug in humans. The determination of the MTD is based on the number 
of pre-defined dose-limiting toxicities (DLTs). Traditionally, these consist of severe 
toxicities (Grade 3 and beyond) classified according to the National Cancer 
Institute—Common Terminology Criteria for Adverse Events (NCI-CTCAE). 
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Timing for detecting and recording these toxicities is classically the first therapy 
cycle (3–4 weeks). Phase 1 trials aim at escalating doses until reaching a toxicity 
rate of 17%–33% of patients, with a MTD defined as the dose level at which one or 
less than one out of 6 patients present a DLT. The RP2D is traditionally equal to the 
MTD, with the assumption that highest doses correlate with better antitumor effects. 
Several dose-escalation methods exist: the most commonly used is the 3 + 3 dose-
escalation method, but alternative designs—such as adaptive designs including 
Bayesian and Continuous Reassessment Methods—are now used more frequently; 
by making statistical modeling on the anticipated toxicity rate which takes into 
account toxicities observed in patients treated at previous dose levels, these allow 
reaching the RP2D faster, while limiting the number of patients treated at poten-
tially inefficacious dose levels [2].

Contrary to cytotoxic therapies, toxicities related to immune therapies, also 
called immune-related Adverse Events (irAEs) rarely occur during the first cycle 
but can start at any time on trial, usually after week 4 and within the first 3 months 
for ICI (with the exception of infusion-related reactions) [30]. Consequently and 
similar to what has been observed with targeted therapies [31], a DLT definition that 
only takes into account toxicities observed during the first cycle is inappropriate, as 
it does not capture most of the potentially dose-limiting toxicities. Therefore, toxici-
ties observed over the entire trial should be accurately reported, together with their 
cycle of occurrence, duration and impact on treatment administration and dose-
intensity (temporary or definitive treatment interruption; dose modification) [32]. 
As an illustration, among phase 1 trials evaluating anti-CTLA4, anti-PD1 or anti-
PD-L1 ICI as monotherapy, only one trial identified per-protocol-defined DLTs [2]. 
To address this, some phase 1 trials (e.g. BMS-936559 [33] and MEDI4736 [34]) 
have chosen to lengthened the DLT period to two cycles, which better takes into 
account immune-related toxicities. Interestingly, late onset irAEs have also been 
described after treatment cessation, suggesting that a longer follow-up than the tra-
ditional 1-month period may be needed [35].

15.3.2  �Safety Profile and Specificities of Immune-Related 
Adverse Events

Several adverse events (AEs) are independently reported in Phase 1 trials of immu-
notherapies: treatment-related AEs (trAEs), immune-related AEs (irAEs) and AE of 
specific interest (AESI).

15.3.2.1  �Dose-Toxicity Relationship

No relationship between dose and toxicity has been established in most phase 1 tri-
als of ICI—with the exception of the anti-CTLA4 ipilimumab. For example, the 
safety profile of nivolumab was similar at doses ranging from 0.1 to 10 mg/kg in all 
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phase 1/1b trials; although initial dose of 3 or 10 mg/kg q2 or q3 weeks were ini-
tially recommended, nivolumab is currently prescribed at a flat dose of 240 mg IV 
q2 weeks or 480 mg IV q4 weeks that is neither adjusted on body weight nor on 
body surface area [36]. This is currently the case for most approved anti-PD(L)1 
therapies, whose frequency of administration is also most often dictated by the asso-
ciated chemotherapy or targeted therapy [37]. Because no MTD has been estab-
lished in most IO trials, the recommended phase 2 dose (RP2D) has most often been 
determined as the maximum feasible dose (MFD)—which could accordingly be 
called a “treatment-based limiting dose”.

Contrary to ICI, other forms of immune therapies still display early dose-
dependent toxicities (e.g. CAR T-cells or bi-specific antibodies such as blinato-
mumab), calling for customized protocol designs, DLT and MTD definitions 
according to the evaluated agent [38].

15.3.2.2  �Toxicity Profile

Toxicities of immune therapies can be drug-dependent (i.e. shared within a drug 
family) or patient-dependent, when they are for example favored by specific genetic 
polymorphisms (e.g. HLA-A status) or microbiota. Although any organ can be 
affected by irAEs, these most commonly involve endocrine functions, gastrointesti-
nal tract, skin, and liver (Fig. 15.2). Meta-analyses have reported an overall inci-
dence irAEs of any grade in 30% and 70% of patients receiving anti-PD-1 and 
anti-CTLA-4  in monotherapy, respectively [39], with severe irAEs observed in 
5–8% and 24% of patients, respectively [40, 41]. In phase 1 trials, investigators 
should distinguish irAEs that are drug-specific (e.g. anti-CLTA4-related skin and GI 
toxicities, or anti-PD-L1-related dysthyroiditis and pneumonitis) from infusion-
related reactions (IRR), which are not typically deemed to be DLTs [39]. Although 
most IRR are mild and manageable with paracetamol (tylenol) and anti-histamines, 
severe IRR should be treated in intensive care units (ICUs) and may require immu-
nosuppressive agents, such as anti-TNF and anti-IL-6. Specific life-threatening neu-
rologic toxicities are also observed in 4–6% of patients treated with immune 
therapies, and up to 70% of patients receiving CAR-T-cells (see corresponding sec-
tion) [42]. Specific toxicity challenges brought by IO combination trials will be 
presented in the corresponding section.

15.3.2.3  �Toxicity Management

Because irAEs can affect any organ and may rapidly become life-threatening, these 
should be managed by multi-disciplinary teams and require rapid access to ICUs [43]. 
Most protocols recommend stopping the investigational agent as soon as irAEs reach 
G2, introducing steroids and referring patients to specialized organ specialists [44]; 
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severe irAEs require high-dose steroids, anti-TNF and anti-IL6 (tocilizumab) and 
transfer to ICU [43]. Exhaustive management guidelines are available in Phase 1 pro-
tocols, which are either drug-specific or which follow ASCO guidelines [45]. 
Importantly, all signs and symptoms of irAEs should be carefully described in patient 
medical records and a biopsy of the organ displaying toxicity should be performed 
whenever feasible, in order to investigate the physiopathology.

Encephalitis, aseptic meningitis,
Hypophysitis

Thyroiditis, hypothyroidism,
hyperthyroidism

Rash, vitiligo

Myocarditis

Pancreatitis, autoimmune
diabetes

Colitis, enteritis

Myositis

Artharlgia

Nephritis

Hepatitis

Pneumonitis

Dry mouth,
mucositis

Uveitis

Fig. 15.2  Main organs affected by immune-related adverse events. Frequency may vary according 
to the type of immunotherapy (Champiat et al., Ann Oncol 2016)
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15.3.3  �Pharmacokinetics

Mechanism of absorption, distribution, metabolism and elimination are highly vari-
able according to the type of agent [46]. Most ICIs developed so far are monoclonal 
antibodies that harbor different half-lives according to the Fc IgG isotype, ranging 
from 27 days for nivolumab and pembrolizumab (IgG4), to 17 days for durvalumab 
(Fc-mutated IgG1) and 6 days for avelumab (IgG1). Although these were initially 
developed at different doses and schedules, most of them are currently prescribed at 
a flat dose Q2 or Q4weeks—although the safety of such regimens has formally been 
assessed in equivalence trials only for some of them [47]. The pharmacokinetic 
profile of antibodies is complex and may be influenced by multiple parameters, 
including body weight, inflammatory parameters (such as high CRP that associates 
with faster clearance), IgG subtype (IgG1 and IgG3 cause NK-cell mediated ADCC 
whereas IgG4 which rather activate the alternative complement pathway), and other 
factors, including a variable concentration-dependent half-life, the ability of the Fc 
region to bind to the salvage receptor (FcRn) [48], or the presence of circulating 
soluble forms of the ligand. Nivolumab clearance has also been reported to increase 
with worse PS, male gender and anti-drug antibodies (ADA) generation, and to 
decrease with tumor shrinkage (up to 40%) [49]. All this introduces important vari-
ability and complexity in the assessment of pharmacokinetic characteristics of ICI 
and support a thorough interpretation of PK data obtained in Phase 1 trials, in light 
of both patient and drug specificities. Contrary to anti-PD(L)1 agents, ipilimumab 
presents linear PK, dose-efficacy and dose-toxicity relationship, suggesting that this 
ICI may not purely work as an antagonistic checkpoint inhibitor, but which also has 
ADCC-related dose-dependent depleting properties [50]. The anti-CTLA4 IgG2 
tremelimumab represents another interesting example of ICI development: follow-
ing results of the phase 1/2 study, a dose schedule of 15 mg/kg every 3 months was 
selected [51]; this was subsequently changed to 10 mg/kg Q4weeks, following neg-
ative results of a phase 3 trial in patients with melanoma—although overall survival 
curves were similar to the ones observed with ipilimumab [22, 52]. Whether ICI 
dosing needs to be adjusted on a case-by-case basis to a target trough concentration 
(i.e. lowest concentration reached before the next dose is administered) warrants 
consideration, especially as recent results suggest an exposure-efficacy relationship 
approach may be best evaluated in dedicated pharmacokinetic expansion 
cohorts [53].

By contrast, bi-specific antibodies lacking an Fc region traditionally have a very 
short half-life, which can be advantageous, notably with regards to the duration of 
irAEs and the development of cytokine release syndrome ADAs [54, 55]. The bi-
specific T-cell engaging (BiTE®) antibody anti-CD19 x CD3 blinatumomab 
(Blincyto®), for example, has a half-life of approximately 2 h [56].

Finally, novel routes of administration, such as intratumor administration, lead to 
novel challenges with a maximum administrable volume and the requirement to 
assess pharmacokinetics not only in the peripheral blood but also locally.
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15.3.4  �Pharmacodynamics

The difficulty in designing appropriate pharmacodynamic assays for ICI resides in 
the highly variable level and pattern of expression of the target. For example, PD-1 
is mostly expressed on T-cell surface, while CTLA-4 only displays transient expres-
sion, and biomarker expression can both be constitutive or inducible [57]. Thus, 
flow cytometry methods assessing receptor occupancy on circulating T-cells are 
feasible and relevant only for a fraction of molecules. Such techniques could suc-
cessfully be used for a phase 1 trial evaluating nivolumab [58], where receptor 
occupancy appeared to rapidly reach a plateau at 0.1 mg/kg q2weeks (3% of the 
recommended dose) and above [49]. The scenario is different for PD-L1, for which 
a 10-fold higher dose is needed to saturate the receptor because of higher expres-
sion in the body. In any case, because these molecules are antagonistic antibodies, 
the level of receptor occupancy that should be achieved to trigger the optimal 
immune modulation is unknown, and findings observed in circulating lymphocytes 
may not appropriately reflect what is happening in the tumor bed. The recent devel-
opments of metabolic tracers, such as 18F-BMS-986192 or 89Zr-nivolumab, may 
bring additional data on target modulation; their implementation as early as phase 
1 trials—notably for trials evaluating drug combinations using an anti-PD(L)1 
backbone—could be envisioned [59].

Immunomonitoring, i.e. assessing the levels of cytokines, chemokines, and 
immunophenotyping in peripheral blood, represents another attractive pharma-
codynamic biomarker for immunotherapies. Although most trials currently 
perform such analyses (which have the advantage of being dynamic and repeat-
able in a longitudinal fashion in a single patient), results obtained in peripheral 
blood infrequently correspond to what happens within the tumor. For example, 
in the phase 1 trial assessing the 9B12 anti-OX40 monoclonal antibody, the 
comparison of OX40 surface expression on Treg from the peripheral blood and 
on tumor infiltrating Tregs in three patients for which tumor tissue was available, 
revealed that less than 20% of circulating Treg expressed this marker, whereas 
more than 50% of infiltrating Tregs were OX40 positive [60]. Because immuno-
phenotyping is costly and needs to be performed on fresh material, the added 
value of such analysis should be cautiously considered prior to implementation 
in Phase 1 trials.

15.3.5  �Dose-Efficacy Relationship and Dose Selection

Perhaps because most immune checkpoints developed so far are monoclonal anti-
bodies, no clear correlation has been found between dose, toxicity and efficacy—
again with the exception of anti-CTLA4 agents—and most immunotherapies 
display non-monotonous dose-response curves [2]. For example, a plateau in effi-
cacy was observed with nivolumab at doses above 1 mg/kg [36]. This may be related 
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both to the pharmaceutical characteristics of ICI and to their mechanism of action, 
as prolonged memory responses can be observed once an antitumor immune 
response has been triggered. Novel small molecules that are currently developed to 
inhibit the PD-1/PD-L1 checkpoint (e.g. BMS-1166) should bring interesting data 
in this regard, as these will disrupt the same target, and therefore theoretically have 
similar pharmacodynamic characteristic, but display completely different pharma-
cokinetics [61].

Preclinical data suggest that other immunotherapies—such as STING agonists, 
agents acting on the interferon response and CD40 agonists—may display a bell-
shaped dose-response curves [62]. In this case, higher doses may not only be more 
toxic, but also be detrimental to antitumor efficacy.

Overall, aiming at administering the highest tolerable dose is not relevant 
for some immunotherapies and their potential for efficacy at lower dose levels 
should be systematically explored. In this context, innovative designs, allowing 
to dose-escalate rapidly (accelerated titration designs or modified toxicity 
probability interval designs [63]) and to expand at low dose levels as soon as 
satisfactory pharmacokinetic and pharmacodynamics parameters have been 
obtained should be prioritized (Fig.  15.3); efficacy signals may otherwise 
be missed.

15.3.6  �Response and Efficacy Assessment

IO agents have displayed novel patterns of response that had not previously been 
observed with conventional chemotherapy and targeted therapies. These new 
response patterns are inherent to the mechanism of action of immunotherapies, 
which do not directly target the tumor cell but act on immune cells or the microen-
vironment: responses may thus be delayed and even sometimes occur after an initial 
phase of pseudo-progression; conversely, immune therapies can be detrimental to a 
subset of patients and lead to hyper-progression. In this context, novel criteria have 
been developed, e.g. the immune iRECIST criteria [64]; these are now implemented 
in phase 1 trials evaluating immunotherapies and allow the avoidance of premature 
treatment discontinuation in patients who may benefit from the drug. Briefly, iRE-
CIST criteria are based on the standard RECIST terminology (immune complete 
response iCR, partial response iPR or stable disease iSD) but include two novel 
progression patterns: unconfirmed PD (iUPD) or confirmed PD (iCPD). iUPD cor-
responds to a progressive disease according to traditional RECIST criteria, but must 
be confirmed by a new imaging assessment at least 4 weeks after the first assess-
ment. If PD is confirmed on that subsequent imaging (appearance of additional new 
lesions, increase in size of target lesions >20%, progression of non-target lesions or 
increase in new target lesions >5 mm), the patient is considered as presenting iCPD 
and should discontinue the study. If PD is not confirmed, the patient may be consid-
ered as displaying pseudo-progression, delayed response or dissociated response, 
and be permitted to continue treatment. Because of the implementation of these 
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Fig. 15.3  Novel phase 1 designs in the era of immuno-oncology. The traditional drug develop-
ment process (top panel) includes three separate phase 1, 2, and 3 studies prior to reaching drug 
approval (depicted by “A” in the sun-shape). Classical phase 1 associates a dose-escalation phase 
followed by a single-cohort dose-expansion phase primarily looking for safety and confirmation of 
the recommended phase 2 dose. This 3 years-long phase 1 is, in case of data supporting prelimi-
nary activity, followed by subsequent phase 2 and 3 trials, for a total drug development duration of 
more than 10 years. Novel seamless designs include “drug registration phase 1 trials”, in which 
expansion cohorts do not only look for safety, but also activity in disease-specific cohorts that are 
adequately powered to do so. During the dose-escalation phase additional patients could also be 
enrolled at dose levels that have proven to be safe and are above the Minimum Active Dose; this 
allows enriching for safety, PK, PD and efficacy data at several dose levels, while increasing the 
number of patients who will potentially benefit from the drug, without any delay in dose-escalation. 
This may be particularly relevant when the drug displays a bell-shaped dose-activity relationship. 
In the expansion phase, multiple cohorts can be launched as a part of the original phase 1 trial 
(pending protocol amendment) to confirm efficacy in specific tumor types, to develop a companion 
biomarker that would concomitantly be registered, to evaluate the safety in specific patient popula-
tions or in various combinations, or to assess the equivalence of a flat dose. These multiple parallel 
cohorts can include several hundreds of patients and lead to breakthrough designation, conditional 
or accelerated approval, thereby significantly shortening the drug development process. CBM 
Companion Biomarker, MAD Minimum Active Dose, MFD Maximum Feasible Dose, MTD 
Maximum Tolerated Dose, RP2D Recommended Phase 2 Dose
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novel criteria, caution should be recommended when comparing median PFS in 
phase 1 trials of immune therapies using iRECIST with phase 1 trials evaluating 
non-IO agents using conventional RECIST criteria, as iRECIST may artificially 
increase mPFS.

Hyperprogression (HPD) is a specific pattern of disease progression observed 
with immune therapies that describes an acceleration of the natural course of the 
disease after starting treatment [65]. In this case, immunotherapy is detrimental. 
Any suspicion of clinical hyperprogression justifies an anticipated imaging evalua-
tion. Multiple criteria for defining HPD have been proposed, including increases in 
tumor sizes of 20% or 100% at various timepoints or evaluation of tumor growth 
rate [66]. With reported rates of HPD ranging from 4% to 29% according to studies, 
this phenomenon appears much more frequent than pseudo-progression and should 
be identified early. The biological rationale for HPD is still unknown and the role of 
MDM2/MDM4 amplifications, EGFR alterations or tumor-associated macrophages 
has been suggested [67]. Even if phase 1 trials are performed on a more heteroge-
neous population than later phase trials, these represent the first opportunity to 
detect and explore thoroughly such unusual cases, from a biological and dose-
relationship point of view. Also, scores based on copy number instability in cfDNA 
that have been proposed for early detection of HPD may be implemented in phase 1 
trials of immune therapies to allow identification of drugs that may be detrimental 
to some patients. A simpler way to control for HPD would be to systematically 
perform a CT-scan 4-weeks prior to starting treatment, in order to be able to calcu-
late a tumor growth rate. Indeed, other methods that also allow capturing the various 
profiles of response observed with immune therapies, such as tumor growth rate or 
metabolic imaging, may deserve more frequent implementation in IO phase 1 trials.

Finally, some Phase 1/2 trials now request the collection of overall survival data. 
Although this is sensible considering the mechanism of action of immune therapies, 
phase 1 trials are ultimately not the relevant place to assess overall survival for mul-
tiple reasons: (i) they do not contain any control arm and are not powered to do so; 
(ii) subsequent therapies will represent confounding factors; (iii) challenges associ-
ated with patient follow-up since most phase 1 patients are referred from outside 
centers and will return to their local hospital after trial completion; and (iv) phase 1 
studies are increasingly conducted earlier in the patient’s treatment setting, such 
data may never be communicated as events will be available several years after trial 
completion.

15.3.7  �Patient Eligibility

Patients participating in phase 1 trials are required to have a life expectancy of at 
least 12 weeks. Several objective scores had been developed in the era of cytotoxic 
and targeted therapies, such as the Royal Marsden Score based on LDH, albumin 
and number of metastatic sites [68]. These have been refined to better consider addi-
tional parameters that are specifically important for immune therapies. For example, 
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the GRIm Score (Gustave Roussy Immune Score), based on albumin, LDH, and 
neutrophil-to-lymphocyte ratio, allows a better patient selection for IO phase 1 trials 
and can help in assessing patient eligibility [69].

Because of the mechanism of action of immunotherapies and their potential for 
triggering auto-immune toxicities or favoring the reactivation of viral infections, 
patients with a history of auto-immune or inflammatory diseases, severe allergic 
reactions, or chronic viral infections have been excluded from phase 1 trials evaluat-
ing ICI. This is a sound and safe approach in view of the potential harm (vs benefit) 
such immunotherapies may cause. Such criteria should however be gradually lifted 
in dedicated cohorts of the phase 1 trial expansion phase once investigators are 
familiar with the safety profile of the drug. This will enable the inclusion of patient 
populations that are more representative of advanced cancer patients who are be 
treated in later phase trials. In addition, other commonly implemented exclusion 
criteria, such as the presence of brain metastases, ECOG performance status of 2 or 
elevated LDH should also be reconsidered: clinical benefit has been observed in 
patients with elevated LDH receiving tremelimumab [51], in patients with ECOG 
performance status of 2 treated with the anti-PD-L1 BMS-936559 [33], and in 
patients with brain metastases [70, 71] with no additional toxicity. Finally, although 
high-dose steroids at the start of a clinical trial may be detrimental to the outcome 
of immunotherapy, it is currently estimated that the administration of steroids for 
drug-induced irAEs has no deleterious effect; therefore, patients taking low-dose 
steroids (≤10 mg/kg) should still be eligible for phase 1 immunotherapy trials [72]. 
Because Phase 1 trials of immunotherapies are increasingly becoming phase 1 reg-
istration trials, the opportunity of opening expansion cohorts with less restrictive 
eligibility criteria should be systematically considered.

Finally, one major current limiting factor for enrolling patients in phase 1 trials 
of immunotherapies is the pre-requisite of being “immune-naïve” patients and hav-
ing received a maximum of 1 or 2 previous antitumor treatment lines. Although it Is 
widely recognized that immunotherapies bring substantial benefit especially when 
administered early, this brings practical limitations and significantly restricts eligi-
ble patients, thereby slowing down trial recruitment. Further, in the case of combi-
nations that have proven to be more toxic than the active drug in monotherapy (e.g. 
anti-PD-(L)1), this is deleterious for the patient. Therefore, such criteria should ide-
ally not be implemented as early as the dose-escalation phase and, when imple-
mented, should be thoroughly justified.

15.3.8  �Patient Selection for Personalized Immunotherapy

Analogous to the implementation of patient selection biomarkers in Phase 1 trials of 
targeted therapies, predictive biomarkers of response are increasingly included in 
the expansion phase of different phase 1 immunotherapy trials. For example, the 
Keynote-001 study used a elegant seamless design and conducted dedicated 
biomarker-selected or -unselected cohorts (i.e. PD-L1-positive vs PD-L1 unselected) 
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in parallel, in which several doses of pembrolizumab were also compared [73]. 
Because biomarkers of response to immune therapies are incredibly variable—
ranging from tumor mutational load, immune (notably interferon) signatures, 
checkpoint expression, to microbiota characteristics—their implementation in 
phase 1 trials may be challenging. Further, some markers can be expressed on the 
tumor and/or immune cells, or display dynamic expression profiles [19]. Therefore, 
although their implementation should be encouraged in trials, several important 
considerations need to be highlighted. First, phase 1 trials need to be designed to 
enroll patients quickly and efficiently. Therefore, careful consideration should be 
given to the inclusion of molecular selection during the dose-escalation phase, 
where the primary objective must remain the determination of the DLTs and recom-
mended phase 2 dose (RP2D)/MTD. Second, molecular enrichment should ideally 
be performed in a dose-expansion dedicated “companion biomarker” cohort—as 
illustrated by successful development and approval of the 22C3 IHC PD-L1 
PharmDx test, together with pembrolizumab [73]. Third, because none of the cur-
rent selection biomarkers used with immunotherapies has a sufficient negative pre-
dictive value to completely exclude patients from receiving the drug, stringent 
selection should not be implemented too early; this may otherwise prevent the 
detection of signals of efficacy in patient populations that may ultimately benefit 
from the drug, e.g. PD-L1 negative populations [74, 75], or tumors with very low 
mutational load such as Hodgkin lymphomas or SMARCA4-deficient small cell car-
cinoma of the ovary [76, 77]. Fourth, exceptional responders or hyperprogressive 
patients should be extensively explored from a biological and molecular angle, as 
these may be extremely informative on predictive biomarkers and drug mechanism 
of action in humans.

15.3.9  �Specific Therapeutic Agents and Novel Routes 
of Administration

15.3.9.1  �Intratumor Delivery

Intratumoral immunotherapy (ITI) aims at modulating both innate and adaptive 
immune responses by triggering immunogenic cell death, inducing tumor antigen 
release, enhancing tumor antigen presentation, activating immune effector cells and 
depleting immunosuppressive cells locally, in order to subsequently inducing a sys-
temic antitumor immune response following antigen cross-presentation in the drain-
ing lymph node [78]. Phase 1 trials of ITI should therefore distinguish between 
toxicities, PK/PD and responses occurring in injected (enestic) lesions from toxic-
ity, PK/PD and responses occurring in non-injected (anenestic) lesions, which result 
from systemic immune effects. Similarly, DLT definition should distinguish between 
systemic toxicities (cytokine release syndrome, pyrexia etc.), local toxicities 
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(injection site pain, tumor pain) and limitations in dose escalation due to feasibility 
(injected volume).

Several anticancer therapies have been reported to cause immunogenic cell 
death or increase tumor immunogenicity through the above-described mecha-
nisms and could be used as ITI [79]. The main advantage of ITI is to allow an 
improved therapeutic window and enhanced biodistribution within the tumor, 
while sparing normal cells from toxicity induced by systemic administration—
thereby avoiding uncontrolled activation of the immune system, e.g. by STING or 
TLR agonists. Also, local injections allow the achievement of higher drug con-
centrations and, in some cases, a sustained release of the drug within a few days 
following injection. A major limitation of ITI is the accessibility of the lesion: 
small or deep tumor lesions are not eligible to this approach, and novel strategies 
are being developed to improve drug delivery or to allow injecting deeper lesions 
[80]. However, ITI can now be performed routinely at the patient bed in day care, 
either for subcutaneous injections or ultrasound-guided injection in liver 
metastases.

Currently, different immunostimulatory ITI are evaluated in monotherapy in 
combination with other local and/or systemic agents, including STING and TLR 
agonists.

Stimulator of Interferon Genes (STING) Agonist

Stimulator of interferon genes (STING) pathway is a cytosolic DNA sensing path-
way that activates innate immune signaling. STING agonists can therefore act as 
adjuvants to trigger T-cell priming, following the induction of a type 1 IFN 
response and production of pro-inflammatory cytokines by the tumor cell and/or 
immune cells [81]. Clinical compounds are mostly modifier cyclic dinucleotides 
that are developed as ITI in Phase 1 trials, though a recent publication reported the 
ability of symmetry-related amidobenzimidazole (ABZI)-based compounds to 
bind and activate STING intratumorally following systemic administration in 
mice [82].

The intratumoral injection of STING agonists has been reported to induce local 
tumor regression and generate systemic immune responses, mediating the rejection 
of distant metastases and providing immunologic T-cell memory [28]. Several clini-
cal trials are currently assessing the safety and efficacy of ITI with STING agonists 
in monotherapy or in combination with anti-PD(L)1 agents (NCT03010176, 
NCT03843359, NCT03172936). Antitumor efficacy has been reported with both 
monotherapy and combination strategies, especially in PD-(L)1-naïve patients. 
Interestingly, although no MTD could be reached in the trial evaluating MK-1454, 
PK/PD data as well as the profile of responses suggested that STING agonists may 
display a bell-shaped efficacy curve, similar to what was recently suggested in pre-
clinical models.
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Toll-Like Receptors (TLR) Agonists

TLRs are both expressed by tumor cells, where they exert direct cytotoxic effects 
upon stimulation, and antigen presenting cells, where TLR stimulation induces 
MHC II, CD80 and CD86 upregulation, resulting in the conversion of APCs from 
tolerogenic to immunogenic. TLR agonists have been used for more than 10 years 
in skin cancers, inducing antitumor responses as topical agents (e.g. TLR7-8 agonist 
imiquimod) in basal cell carcinoma and cutaneous melanoma [83].

Several TLR agonists are currently evaluated in phase 1 trials and successes have 
been limited in monotherapy. More promising results have been obtained in combi-
nation, notably with radiotherapy hematological malignancies, suggesting that local 
immune priming by TLR agonist along may be insufficient to induce a systemic 
anticancer immune response. Similarly, an overall response rate of 38% has recently 
been reported in a phase 1/2 study evaluating intratumoral tilsotolimod (TLR9 ago-
nist) and ipilimumab in anti-PD1 inhibitor refractory melanoma patients [84]. No 
MTD could be identified in the corresponding dose-escalation study, where the pos-
sibility of a non-monotonal dose-response was not reported. Combinations of TLR 
agonists with other ITI, anticancer vaccines, or systemic IO agents are ongoing 
(NCT00960752, NCT01421017, NCT02431559, NCT02643303, NCT03301896, 
NCT02556463).

15.3.9.2  �CAR-T-Cell Therapy

Because each CAR T-cell is dedicated to a specific patient, the early development of 
this novel class of immunotherapy differs considerably from other therapies and has 
brought new safety and organizational challenges [85].

Multiplicity of Treatment Modalities and Trial Designs

The variety of CAR T-cells engineering methods, administration routes, schedules 
and dosing make each CAR T-cell trial unique [85]. For example, cells can come 
from an autologous or allogenic source, can be dosed per kg or per m2, have various 
single chain variable fragments (scFv), are generated through variable engineering 
methods and can harbor different co-stimulatory signals; finally, patient condition-
ing prior to CAR T-cell infusion can also vary. Contrary to other immunotherapy 
trials, the number of patients enrolled in CAR T-cell trials is very limited, ranging 
from 3 to 30 patients [86].

Specific Logistical Requirement

The implementation of CAR T-cell therapies in early drug development centers is 
limited by the requirement for highly specialized structures and expertise, includ-
ing an appropriate leukapheresis platform, specialized CAR-T-cell preparation 
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pharmacy, dedicated neurologist and ICU [86]. CAR T-cell production is patient-
specific and involves many complex steps and quality controls, for a median man-
ufacturing period of 2  weeks. ZUMA-1 was the first trial that organized a 
centralized streamline process compatible with large-scale production and an 
approximately 8 days production period. Because CAR-T cell production takes on 
average 2  weeks, patients usually receive their infusion 4  weeks after starting 
screening, which may be incompatible with advanced cancers. Most studies report 
a 90% infusion rate, which would need to be increased thanks to faster produc-
tion [87].

Specific Toxicity Management

More than any other phase 1 trial, CAR T-cell administration is unavoidably associ-
ated with severe toxicities that can be life-threatening. Specific patient information 
has to be delivered accordingly. Schematically, toxicities can be distinguished as 
follows (Fig. 15.4):

On-target, on-tumor toxicity: Cytokine Release Syndrome (CRS) is the most 
frequently observed serious AE, which is experienced by 50–100% of patients. 
It is mediated by the activation of T-cells upon target engagement, followed by 
endothelial cells and macrophage activation, leading to massive cytokine 
release, including IL2, INFγ, GM-CSF, TNFα and IL6. CRS is characterized by 
fever, flu-like symptoms and sometimes nausea. Severe CRS includes capillary 
leak syndrome (leading to refractory hypotension, hypoxia and possibly multi-
organ dysfunction) and macrophage activation syndrome; it requires manage-
ment in an ICU. The grade and severity of CRS are associated with the level of 
CAR-T cell expansion, the increase of soluble IL-2R levels and the peak of IL6, 
ferritin and C-reactive protein. CRS occurs mainly in the first week post-infu-
sion [88].

CRS severity can be graded using dedicated scales (CARTOX, Lee’s scale) [88]. 
The management of grade 2 CRS requires IL6 antagonist injections (e.g. 
Tocilizumab). Grade 3 CRS requires the addition of corticosteroid therapy, even 
though it compromises CAR-T function (unlike Tocilizumab). The grade of CRS 
does not appear to correlate with the overall response rate, but most responding 
patients experience CRS.

On-target, off-tumor toxicity: Unexpected toxicities due to the expression of the 
target antigen in healthy tissue have been described. For example, one fatal pulmo-
nary edema was reported following infusion a HER2 CAR T-cell therapy in a patient 
with metastatic colon cancer; interestingly, another trial also evaluating HER2 CAR 
T-cells did not report lung toxicity, potentially because of different treatment modal-
ities (lower dose, absence of post-infusion IL-2 administration, absence of lym-
phodepletion and different scFv) [89]. Similarly, a carboxy-anhydrase-IX (CAIX) 
CAR-T-cell evaluated in patients with metastatic renal cell carcinoma was associ-
ated with Grade 2–4 liver enzymes elevation; liver biopsies revealed CAIX expres-
sion on bile duct epithelium.
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Off-target, off-tumor toxicity: CAR T-cell-related encephalopathy syndrome 
(CRES) often occurs together with CRS approximately 5 days after infusion in up 
to 71% of patients [90]. CRES results from the association of capillary leak, blood-
brain barrier disruption and possibly microglia activation. CRS are scaled using the 
CARTOX-10. Grade 1 CRES is characterized by a range of symptoms, such as 
ataxia, apraxia, dysgraphia and disorientation in time and space. Grade 3 CRES 
consists of global aphasia (the most characteristic feature), depressed level of con-
sciousness, seizures and sometime cerebral edema potentially leading to death. 
Tocilizumab is inefficient on CRES and high-dose steroids should be prescribed 
[91]. Other life-threatening AEs, such as prolonged cytopenias and severe anaphy-
laxis have also been reported.
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Fig. 15.4  On-target and off-target toxicities of autologous chimeric antigen receptor (CAR) T-cell 
therapy. (a) After specific antigen binding, CAR T-cell induce the activation of nearby macro-
phages, antigen-presenting cells and endothelial cells leading to the production of INFγ, TNF-α 
and GM-CSF, as well as massive release of other cytokines such as IL-1 and IL-6. This causes 
major systemic modifications which underlie clinical symptoms of CRS, including fever, chills, 
anorexia and asthenia. Severe CRS cause capillary leak syndrome, associated with hypotension or 
lung edema. Tumor lysis syndrome can also occur. (b) CRES manifestations are the consequence 
of increased blood-brain barrier permeability and capillary leak. Activated brain endothelial cells 
and microglia can produce IL-6 and VEGF, potentially causing brain edema. CRES CAR-T related 
encephalopathy syndrome, CRS cytokine release syndrome, GM-CSF granulocyte-macrophage 
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15.3.10  �Towards Phase 1 Efficacy Studies

Phase 1 trials are increasingly becoming efficacy-searching and potentially FDA 
breakthrough therapy designation studies. For example, the Keynote-001 study, ini-
tially planned as an initial dose-finding study of approximately 50 patients, ended 
up being a multi-cohort efficacy study that enrolled 1235 patients, following a 
seamless design, and led to the approval of pembrolizumab in melanoma only 
3 years after study initiation [92]. A combination of adaptive, basket and umbrella 
trial design allowed testing various regimens in several histologies, while evaluating 
(and eventually registering) companion biomarkers of response (Fig. 15.3). Data of 
this study eventually served as basis for the approval of pembrolizumab in several 
diseases, including non-small cell lung cancer [21], MSI-high cancer, head and 
neck cancer and urothelial cancer, among others. The MASTERKEY-265 phase 1/3 
trial evaluating talimogene laherparepvec (T-VEC) with pembrolizumab is another 
example of this “phase 1 registration trial” evolution [93]. Such seamless designs 
should be encouraged as they allow the continued redefinition of the trial by incor-
porating the latest biomarker, safety or efficacy updates, while limiting the admin-
istrative burden and number of open trials, thereby optimizing drug development.

15.4  �IO Combination Trials

In view of the high benefit rates brought by IBC with regards to improved patient 
outcomes, combinations of immune therapies (IO-IO combinations), or of one 
immunotherapy and another anticancer agent have rapidly been developed, either to 
improve survival and/or to potentiate the action of one or the other anticancer ther-
apy, and/or to overcome acquired resistance to ICI. Currently, more than 1500 early 
phase trials are evaluating IO combinations and this number continues to grow [1]. 
Studies described below are based on the results of a search performed on clinical-
trial.gov accessed in April 2019 (Figs. 15.5 and 15.6).

15.4.1  �Methodological Considerations

In 2017, Nikanjam et al. reported that only 50% of studies that evaluated ICI in 
combination (63% and 36% for anti-PD(L)1 and anti-CTLA4 combinations, respec-
tively) could deliver full dose of all agents [94]. Interestingly, drug development 
strategies have differed according to the type of combination. Most studies evaluat-
ing IO-IO combinations have followed a traditional dose-escalation process for at 
least one of the agents. Contrarily, almost all combinations with cytotoxic regimens 
have started at full dose of all therapies, which has proven to be feasible in most 
cases [94]. For targeted agents, strategies have varied, with approximately half of 
the studies performing a dose-escalation of the targeted therapy, and another half 
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starting at full dose of all agents. However, severe and unexpected toxicities have  
been observed in most of these studies, often leading to trial discontinuation. 
Therefore, even if additive toxicities or drug-drug interactions are not expected, 
caution should be recommended when designing phase 1/2 trials of immunothera-
pies in combination, either by using traditional dose-escalation design (that would 
have the advantage of establishing the lowest safe and active dose) or by making 
provisions in the protocol to allow rapid dose de-escalation (in case both agents are 
started at full dose and unexpected toxicities are observed). Adaptive designs, 
including toxicity-based go/no-go decisions and biomarker-based endpoints, should 
also be favored. Specific guidelines have been established on this matter [95].
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Fig. 15.5  Examples of ongoing phase 1 trials evaluating combinations with approved anti-PD-1 
or anti-PD-L1 therapies. The main target classes that are currently being evaluated in association 
with some anti-PD-1 or anti-PD-L1 agents are depicted, with targeted therapies in yellow, epigen-
etic modifiers in orange, conventional cytotoxic chemotherapies in dark green, DNA repair inhibi-
tors in blue, immune therapies in light green and antiantiogenic agents in pink. Dotted lines 
represent associations of three different therapeutic classes, on the anti-PD-1 or anti-PD-L1 ther-
apy backbone. Only some trials are depicted here, but others may exist. Based on clinicaltrials.gov, 
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15.4.2  �IO–IO Combinations

15.4.2.1  �Combinations with Co-inhibitory Molecules: T-Cell Antagonists

Cytotoxic T lymphocyte-associated antigen 4 (CTLA4) was the first ICI assessed in 
combination with anti-PD1 agents. Although the combination led to improved ORR 
(58%, 45% and 42% in patients with advanced-stage melanoma, renal cell cancer 
and NSCLC, respectively), G3-4 irAEs were reported in 59% of patients (versus 
21% and 28% for single-agent nivolumab and ipilimumab, respectively) [96]. 
Noteworthy, irAE led to treatment discontinuation in 39% of patients receiving 
combination therapy, as opposed to 12% and 16% of patients receiving monother-
apy nivolumab and ipilimumab, respectively. Currently, approximately 30 early 
phase clinical trials are evaluating anti-CTLA4 in combination with other IO agents, 
sometimes as a triple-combination with chemo and/or radiotherapy.

Lymphocyte activation gene 3 (LAG-3) is a co-inhibitory receptor that controls 
effector T-cell activity and regulatory T-cell immunosuppressive function. 
Preliminary activity of the anti-LAG-3 and anti-PD-(L)1 combination has shown 
promising results in immunotherapy-pretreated melanoma patients, notably in 
patients with LAG-3 expression ≥1% [97].

TIM-3 is a co-inhibitory receptor whose co-expression with PD-1 identifies the 
most exhausted CD8+ T-cell population. Dual TIM-3 and PD-(L)1 targeting is 
synergistic in inducing tumor shrinkage and IFN-γ. Results of early phase clinical 
studies evaluating TIM-3 inhibitors have been mitigated so far. The AMBER 
phase 1 clinical trial (NCT02817633) evaluating TSR-022 (anti-TIM-3) and 
TSR-042 (a PD-1 inhibitor) in patients who progressed after anti-PD-1 treatment 
showed that the combo was generally well-tolerated in patients with non-small 
cell lung cancer (NSCLC) [62]. Interestingly, the response rate (RR) and disease 
control rate (DCR) appeared to increase with dose, from 9% (n = 1/11) and 36% 
(n = 4/11) in the 100 mg group to 15% and 55% in the 300 mg group, respectively. 
The 300 mg dose was also suggested to be insufficient to maintain a maximal 
pharmacodynamic effect; results of the 900 mg dose have not been reported yet. 
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Fig. 15.6  Phase 1 trials of IO therapies. Search was performed for phase 1 trials recruiting only, 
with keywords “anticancer class” AND “cancer”, where “anticancer class” corresponds to each of 
the category detailed in Fig. 15.5. (clinicaltrial.gov, accessed April 10, 2019)
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Other compounds, such as LY3321367, have been well-tolerated so far, mostly 
leading to dose-independent immune-related toxicities. Responses have been 
observed in monotherapy, e.g. one partial response in a patient with anti-CTLA4 
and anti-PD1-resistant small cell lung cancer [62]. Bispecific TIM3/PD-1 target-
ing antibodies are also currently being evaluated in early phase clinical trials 
(NCT03708328).

TIGIT receptor expression on activated T-cell and natural killer (NK)-cell inhib-
its T-cell-dependent tumor killing and effector cytokine production. Recent data 
from the Phase 1a trial evaluating etigilimab in monotherapy at doses ranging from 
0.3 to 20 mg/kg reported Grade 3 or higher immune-related rash in 17% of patients, 
together with other irAEs at frequencies >5%; the MTD was not reached. The phase 
1 study assessing MK-7684 as monotherapy or in combination with pembrolizumab 
evaluated flat doses from 2.1 to 210 mg following a modified toxicity probability 
interval design with a target DLT rate during cycle 1 [62]. Among 68 enrolled 
patients, 34 patients received MK-7684 and 34 received MK-7684  +  pembroli-
zumab. TrAEs occurred in 53% and 65% of patients receiving monotherapy and the 
combination, respectively, without any deaths or discontinuations due to treatment-
related AEs. The most common irAEs were fatigue (15%) and pruritus (12%) with 
MK-7684 and pruritus (21%) and rash (15%) with MK-7684 plus pembrolizumab. 
RECIST partial responses were observed in 3% and 18% with monotherapy and 
combination therapy, respectively. Dose confirmation and the evaluation of efficacy 
for monotherapy and combination therapy are ongoing (NCT02964013 [62]). Other 
phase1/2 studies are evaluating anti-TIGIT agents in monotherapy and in combina-
tion with anti-PD(L)1 (NCT03563716; NCT02794571).

15.4.2.2  �Combination with Co-stimulatory Molecules: T-Cell Agonists

CD137 is a costimulatory member of the TNF receptor superfamily whose activa-
tion on T-cells and NK-cells result in enhanced cytokine production, survival and 
proliferation. Preclinical data suggest that combining a CD137 agonist with anti-
PD1 enhances T-cell trafficking to the tumor and reverses T-cell inhibition. Urelumab 
caused dose-dependent severe liver toxicity at doses >1  mg/kg, supporting the 
determination of the MTD at a pharmacodynamically active dose of 0.1  mg/kg 
q3weeks. Conversely, utomilumab could be dose-escalated (using a mixed 3 + 3 and 
continuous reassessment dose-escalation method) without DLT till 10  mg/kg 
q4weeks (monotherapy) or 5 mg/kg q3weeks (with pembrolizumab) [98]. RECIST 
partial responses were observed in 3% and 27% of patients in monotherapy and 
combination, respectively, with promising complete responses. Other trials evaluat-
ing CD137 agonists and anti-PD-1 agents are ongoing (NCT02253992, 
NCT03792724, NCT02534506).

OX40 is a potent costimulatory receptor expressed primarily on effector and 
activated T-cells; OX40 agonists improve antitumor immunity and tumor-free sur-
vival in non-clinical models. The phase 1 trial evaluating MEDI0562 (NCT02318394) 
was dose escalated from 0.03 to 10 mg/kg in 55 patients, with 10 mg/kg established 
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as the MTD. The most common irAEs included fatigue (31%) and infusion-related 
reactions (15%). Grade 3 irAEs occurred in 16% of patients and none led to perma-
nent discontinuation of MEDI0562. Of 50 efficacy-evaluable patients, 2 patients 
had RECIST partial responses at the first tumor assessment and 20 of the 22 patients 
with SD had responses lasting >3 months [62]. Other OX40 agonists are currently 
being evaluated in monotherapy or in combination with anti-PD-1 and/or anti-
CTLA-4 agents (NCT01689870, NCT02410512, NCT02221960, NCT02528357, 
NCT02554812, NCT03241173).

Inducible T-cell co-stimulator (ICOS) is a co-stimulatory receptor belonging to 
the CD28/CTLA immunoglobulin super family whose expression is highly induced 
on effector T-cells upon T-cell receptor (TCR) engagement and activation. ICOS-
positive effector T-cells have also been reported to be increased in tumors that 
respond to anti-CTLA-4 antibodies. Combination of ICOS agonists and other ICI 
are ongoing (NCT02723955, NCT02904226, NCT03693612).

Glucocorticoid-induced tumor necrosis factor receptor-related protein (GITR) is 
expressed on effector and regulatory T-cells, NK-cells, B-cells and dendritic cells; 
GITR signaling enhances activation of effector T-cells and abrogates regulatory 
T-cell-mediated antitumor immune suppression. Safety and efficacy evaluation of 
MEDI1873 was evaluated in the NCT02583165 phase 1 study. Dose escalation was 
performed following an accelerated-titration design (2-patient cohorts at 1.5 and 
3 mg, followed by 3 + 3 in the following 6 cohorts, 7.5, 25, 75, 250, 500 and 750 mg); 
75 and 250 mg doses were subsequently expanded in pharmacodynamic cohorts 
enrolling patients with NSCLC and HNSCC. Although the MTD was not reached, 
3 DLTs occurred: Grade 3 worsening tumor pain (250 mg), Grade 3 nausea and 
vomiting (500 mg) and Grade 3 non-ST-elevation myocardial infarction (750 mg). 
Any-grade irAEs occurred in 82.5% of pts, most commonly headache (25%) and 
IRR (20%). Best overall response was SD in 43% of pts, including a 18% with SD 
lasting ≥24 weeks [62]. Other phase I trials evaluating GITR agonists with anti-PD1 
agents are ongoing (NCT02583165; NCT02740270, NCT01239134, NCT03335540, 
NCT02553499, NCT02598960).

15.4.2.3  �Combination with Agents Targeting the Tumor 
Microenviroment (TME)

High adenosine levels in the TME disable cytotoxic functions of NK and CD8+ 
T-cells, inhibits CD4+ T-cell response and promotes proliferation of regulatory 
T-cells and pro-tumor myeloid-derived suppressor cells. Multiple agents targeting 
the adenosine pathway including anti-CD39, anti-CD73 and anti-adenosine recep-
tor—are evaluated in early phase trials. Preliminary results of the anti-CD73 
BMS-986179 in combination with nivolumab are promising with efficacy and mini-
mal toxicity [99].

Indoleamine 2,3-dioxygenase 1 (IDO1), which catalyzes tryptophan degrada-
tion, favors immune tolerance by inhibiting T-cell function following tryptophan 
depletion and increased kynurenine concentrations. IDO1 tumor expression 

15  Development of Immunotherapeutic Strategies for Early Phase Clinical Trials



274

correlates with increased regulatory T-cell infiltrates and shorter patient survival. 
The development of IDO inhibitors illustrates well the importance of thoroughly 
exploiting phase 1 data prior to developing combination studies. In the first-in-
human phase 1 study, the MTD was not established and no objective responses 
were observed; plasma kynurenine was decreased at all dose levels although no 
changes in plasma proteins related to immunity or inflammation could be detected, 
potentially suggesting insufficient dosing in monotherapy. The 100 mg BID and 
300 mg BID doses were subsequently evaluated in combination with nivolumab 
in the ECHO 204 phase I/II trial, which reported a 65% ORR in immune-naïve 
melanoma patients; similarly, data from the phase I/II trial KEYNOTE-037 com-
bining epacadostat and pembrolizumab reported an ORR of 55% in patients with 
IO-naïve melanoma, with a rate of G3-4 irAEs in 24% of patients [100]. 
Unfortunately, these results were not confirmed by the large ECHO-301/
KEYNOTE-252 study, where no difference in PFS or OS was observed. Many 
phase 1 trials are currently evaluating other anti-IDO-1 agents in combination 
with anti-PD1 agents and results are awaited (NCT03343613, NCT03695250, 
NCT02658890).

Next generation early phase IO combination trials will certainly assess multiple 
combinations of ICI and IO small molecules using novel designs, such as the 
NCT03459222 study, which will assess relatlimab (anti-LAG-3) and nivolumab 
with either an IDO1 Inhibitor or Ipilimumab [61].

15.4.3  �Combinations with Molecularly Targeted Therapies

15.4.3.1  �Combinations with Targeted DNA Damage Repair Inhibitors

Tumors with highest prevalence of somatic mutations, particularly melanoma, non-
small cell lung cancer, bladder cancer, and microsatellite-instability (MSI)-high 
tumors have shown an improved response to immunotherapies. In line with these 
observations and with the physiopathology of neoantigen generation, genomic 
instability and mutational load have been identified as putative predictive biomark-
ers of response to immunotherapies [101]. Further, agents targeting DNA damage 
repair (DDRi), such as poly(ADP-ribose) polymerase (PARP) inhibitors, display 
intrinsic immunomodulatory properties in specific contexts, especially through the 
modulation of innate cGAS/STING signaling [102]. More than 20 phase 1/2 trials 
are currently evaluating PARPi in combination with ICI in various histologies 
including, ovarian, breast, NSCLC and urothelial cancer (NCT02734004; 
NCT02484404, NCT02953457; NCT02944396; NCT03061188; NCT03101280; 
NCT03810105; NCT03775486; NCT02660034; NCT03572478; NCT03308942; 
NCT03574779; NCT03824704; NCT03404960). This combination has proven to 
be safe with no additional toxicities when compared to either component drug.
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Results from the MEDIOLA seamless phase 1 trial evaluating the combination 
of the PARPi olaparib with durvalumab has reported encouraging efficacy data, 
with a >80% disease control rate at 12 weeks in BRCA1/2 mutant ovarian and breast 
cancer patients [103]. The TOPACIO phase 1/2 trial (NCT02657889), evaluating 
the combination of niraparib and pembrolizumab in patients with triple-negative 
breast cancer or non-platinum-refractory ovarian cancer [104], reported an objec-
tive response rate of 25% (15/60 evaluable patients) in the intention-to-treat popula-
tion, and of 45% (5/11 evaluable patients) in the BRCA1/2 mutant population.

Other DDRi are currently evaluated in combination with ICI, including Ataxia 
Telangiectasia and Rad3 kinase inhibitors (ATRi). Preliminary results of the phase 
1/2 trial evaluating the ATRi AZD6738 with durvalumab (NCT02264678) in 
NSCLC and HNSCC patients has reported an encouraging 19% response rate (1 
RECIST CR, 2 RECIST PRs, 1 RECIST uPR out of 21 evaluable patients). 
Interestingly, activity was independent of ATM loss or PD-L1 expression. 
Translational studies showed that, during AZD6738 treatment, peripheral mono-
cytes, proliferating T-cells and immunostimulatory cytokine IL-12 were suppressed, 
followed by a rebound during the off-drug period.

15.4.3.2  �Combinations with Epigenetic Modifiers

Chromatin remodeling and epigenetic processes significantly influence antitumor 
immunity, both at the cancer cell level (antigen presentation process, neo-antigen 
expression, endogenous retrovirus expression, cytokine production, etc.) and at the 
immune cell level (T-cell lineage determination, reversion of T-cell exhaustion phe-
notype, enhancement of memory T-cells, macrophage polarization, etc.), as 
reviewed in Aspeslagh et al. [105].

Several clinical trials are currently evaluating the immunomodulatory potential 
of epigenetic agents, including combinations of anti-PD(L)1 agents with BET, 
DNMT, EZH2 or HDAC inhibitors in both solid and hematological cancers. Like 
DDRi, such combinations seem to be feasible and no unexpected toxicities have 
been observed so far. Preliminary results of the combination of the HDAC inhibitor 
entinostat with pembrolizumab reported a response rate of 24% (14/17 patients) and 
10% (3/31 patients) in the anti-PD(L)1-naive and anti-PD(L)1-resistant patient 
groups, respectively [106]. Translational studies comparing baseline and on-
treatment biopsies revealed a decrease in MDSCs (−35.7%) and an increase in 
CD8+ T-cells (47.4%). In contrast, results of the randomized phase 2 study evaluat-
ing the DNMT inhibitor CC-486 with pembrolizumab versus pembrolizumab 
monotherapy did not show any significant benefit. Combinations with epigenetic 
modifiers raise specific challenges, such as scheduling, dose and patient selection, 
which should be evaluated in Phase 1 trials  [105].
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15.5  �Conclusion and Perspectives

The advent of immunotherapies has led to a paradigm shift in drug development and 
has led to a significant transformation in phase 1 trial designs. Current challenges 
not only include the traditional trial endpoints of toxicity, safety, PK/PD character-
istics and recommended phase 2 dose determinations, but also determination of 
efficacy, biomarker discovery and potentially drug registration. Novel trial designs—
such as seamless designs or, in the case of combinations, MIDAS designs 
(Multicandidate Iterative design with Adaptive Selection) [107]—may be relevant 
in the expansion phase of phase 1 immunotherapy trials to allow transforming 
“phase 1 safety trials” to “phase 1 registration trials”; recent successes in drug 
development nicely illustrate this evolution [21, 73, 92, 93].

Despite these changes, the primary aim of phase 1 trials should remain the iden-
tification of the optimal dose that can be administered safely and which will lead to 
maximal efficacy. The identification of novel agents displaying bell-shaped curves 
highlights the importance of performing thorough phase 1 dose-escalation studies 
with comprehensive pharmacokinetic and pharmacodynamic analyses; further, the 
observation of unexpected dose-limiting toxicities (and potentially deleterious 
effects) in trials evaluating ICI in combination with targeted therapies during Phase 
2 trials urgently calls for caution and rational drug development, especially during 
phase I studies.

These are very exciting times in early drug development in immuno-oncology 
and the wide implementation of immunotherapies to the oncology therapeutic arma-
mentarium has been increasing at an unprecedented speed. The highest level of 
clinical, scientific and ethical rigor will be instrumental in successfully optimizing, 
prioritizing and expediting immunotherapy drug development to improve patient 
benefit.

Key Expert Opinion Points
•	 Immunotherapies have led to unprecedented transformation in the design and 

conduct of phase 1 trials, challenging all traditional phase 1 paradigms.
•	 Phase 1 trials evaluating immunotherapies should be designed as seamless trials, 

favoring novel adaptive designs that allow exploring safety, biomarkers and effi-
cacy and in pre-defined populations and at multiple dose levels.

•	 Comprehensive translational analyses should be recommended at all stages of 
phase 1 trials in order to investigate biomarkers of toxicity, pharmacodynamic, 
pharmacokinetics and efficacy, together with their dose-, drug- or 
patient-dependency.

•	 The primary objective of phase 1 trials should remain the determination of the 
optimal dose and schedule, which should be done cautiously based on pharma-
codynamic, pharmacokinetic and efficacy data.

•	 Phase 1 immunotherapy combination trials should be justified by robust ratio-
nale and preclinical data; redundancy should be limited.
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Radiotherapy Considerations and Strategic 
Approaches in Phase I Trials
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Abstract  Cellular damage by ionizing radiation relies on time to consider DNA 
damage, repair, reoxygenation, repopulation and redistribution. This means that 
both tumor kill and toxicity must be considered differently in phase I trials than 
those from drugs, and the combination of targeted agents and immunotherapy 
agents with radiation must also be carefully considered. Additionally, timing and 
logistics of radiation therapy may cause delays or interruptions in phase I study 
designs in combination with drugs that must also be carefully considered when 
designing trials. Dose limiting toxicity trials and maximum tolerated dose trials 
including RT may require longer follow up to fully evaluate toxicity. Adaptive phase 
I trial designs that consider longer term toxicity in their study design are advanta-
geous for this purpose.
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Key Points
•	 Radiation relies on cellular repair, reoxygenation, repopulation and redistribu-

tion for both tumor kill and repair from toxicity. These should be taken into 
account when combining with new drug agents.

•	 The delivery of radiation often involves complex planning, and may take multi-
ple weeks to prepare. This should be considered in design of a phase I trial 
involving radiation.

•	 Radiation dose and fractionation are not summative. Shorter courses may actu-
ally cause more toxicity than longer courses, if the single fraction dose is higher.

•	 Radiation toxicity may be extremely elevated by syngergistic drug combinations, 
and new combinations should be tested with care.

•	 MTD and DLT trials including radiation must consider delayed onset toxicity, 
often up to 3–6 months post radiation.

16.1  �General Introduction to Radiation Therapy

16.1.1  �Basic Radiation Biology

In estimating clinical success or failure of radiation therapy, radiation oncologists 
often refer to the “Four R’s” of radiation biology, namely Repair, Reoxygenation, 
Repopulation and Redistribution (within the cell cycle). These four biologic prin-
ciples govern how much DNA damage is induced and, in turn, how much tumor kill 
will occur.

Repair refers to the DNA repair that results in between given fractions of radia-
tion. This repair occurs generally via non-homologous end joining and homologous 
recombination pathways. This repair can be capitalized on by combination with 
specific targeted therapies that affect either of these pathways, such as poly(ADP-
ribose) polymerase (PARP) inhibitors.

Reoxygenation refers to the principle that DNA damage is much more effective 
in oxygenated cells, and thus the “hypoxic fraction” of a tumor may not be damaged 
by a single dose of radiation therapy. In addition to direct DNA damage, radiation 
induces oxygen radicals that cause secondary DNA damage. Under hypoxic condi-
tions, these are not present and cellular repair is much quicker, resulting in less cell 
kill. Allowing time for reoxygenation to occur will allow for greater cell killing. 
Combination of radiation with therapies that increase oxygenation, such as vascular 
endothelial growth factors (VEGF) inhibitors (Willett CG, Boucher Y, di Tomaso E, 
et  al. Direct evidence that the VEGF-specific antibody bevacizumab has anti-
vascular effects in human rectal cancer. Nat Med) or paclitaxel chemotherapy [1], 
may increase tumor kill.

Repopulation refers to the fact that both tumor cells and normal cells multiply in 
between fractions of radiation therapy. This is disadvantageous for radiation ther-
apy, and is in part the reason that treatment time should be kept as short as possible 
with minimal interruptions in therapy, particularly for tumor types that exhibit rapid 
repopulation, such as head and neck or cervical cancers [2].
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Redistribution refers to the redistribution of cells within the cell cycle. 
Sensitivity to DNA damage as a result of ionizing radiation is variable based on its 
position within the cell cycle, with cells being most prone to double stranded 
DNA damage in G2/M phases of the cell cycle, as the cell does not have adequate 
time to repair DNA damage before dividing. Cells are least sensitive in late S 
phase. This is partially due to the fact that repair via homologous recombination 
is most prominent during late S phase, when sister chromatids are available and 
most of the DNA has been replicated; repair via non-homologous end joining is 
predominant and more error prone during G1, when no sister chromatids are avail-
able. Targeted therapies that result in cell cycle arrest or redistribution, such as 
those that target cyclin-dependent kinases [3–5] can improve antitumor responses 
to radiation.

16.1.2  �Dose and Fractionation

Radiation therapy accomplishes tumor control by causing double strand breaks in 
cancer cells’ DNA, leading to an inability to divide. Unfortunately, these breaks 
can also be created in normal cells. In order to overcome this and capitalize on 
differences in reproduction between normal and cancer cells, radiation therapy is 
given in multiple doses, or “fractions,” over a course of time. This allows repeated 
damage to cancer cell DNA, while allowing normal tissue time to repair. An 
important point for the non-radiation oncologist is that total “dose” of radiation 
is not cumulative; i.e., administering 1.8 Gy for 25 fractions to a total dose of 
45 Gy is not equivalent to administering 9 Gy for 5 fractions to a total dose of 
45 Gy. These treatment regimens have grossly different tumor control and normal 
tissue toxicities due a principal referred to as the alpha/beta ratio. Put simply, this 
ratio quantifies the amount of damage and repair that occurs for a tumor tissue 
versus a normal tissue, which is different for large doses versus small doses. 
Multiple equations exist to convert from different dose sizes to reach a biological 
equivalent dose (BED) that is comparable between different dose and fraction-
ation regimens. Specific doses (in terms of BED) to normal tissue and their asso-
ciated risk of toxicity have been estimated based on previous modeling; for 
instance, treating the spinal cord to 50  Gy is associated with a  <  1% risk of 
myelopathy, while treating the spinal cord to 60 Gy is associated with a 6% risk 
of myelopathy, and to 69 Gy is associated with a nearly 50% risk of myelopathy 
(2010 PMID 20171502 – “Use of normal tissue complication probability models 
in the clinic.” [6]. For this reason, the spinal cord is rarely treated above doses of 
50 Gy. This total dose limit to specific tissues limits the tumoricidal dose that can 
be delivered, and is often the reason that reirradiation is challenging. Toxicity 
rates can be much higher with reirradiation, and thus deciding whether reirradia-
tion is possible requires reviewing previous treatment plans, reviewing normal 
tissue constraints, and weighing the clinical risks and benefits carefully. This 
should be considered in eligibility criteria when designing trials involving radia-
tion therapy.
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16.1.3  �Treatment Delivery

Another key concept for the non-radiation oncologist designing trials involving 
radiation is that radiation therapy is a tool that works only where radiation is deliv-
ered, meaning that toxicity, other than fatigue, is generally only observed in areas 
where the radiation dose is delivered. This component of spatial cooperation is evi-
dent in trials using combined modalities ([7], IJROBP). For instance, in a patient 
receiving pelvic radiation therapy, alopecia of the scalp or headache is likely attrib-
utable to other causes. Additionally, for trials involving systemic therapies with spe-
cific associated toxicities, this should be considered; for example, an immunotherapy 
that is associated with high rates of colitis or diarrhea should be cautiously admin-
istered with full pelvic or abdominal radiation therapy. One of the greatest advances 
in external beam radiation therapy (EBRT) has been the ability to “shape” the dose 
delivery to target tumor tissues while avoiding normal tissues. This can lead to a 
favorable increase in the therapeutic ratio, e.g. the ratio of tumor control probability/
normal tissue complication probability. 3D conformal radiation therapy (3D-CRT) 
is “standard” radiation therapy, and can be described as similar to square flashlight 
beams (Fig. 16.1); although tumor is covered, normal tissues receive a large volume 
of radiation. Intensity modulated radiation therapy (IMRT) allows the dose to be 
“painted” over the target, resulting in a much more conformal radiation treatment to 
the tumor. IMRT has become even more advanced to allow narrower margins on the 
treatment volume, by incorporating better patient immobilization, management of 
respiratory movement, and high-quality diagnostic imaging known as image-guided 
radiotherapy (IGRT) including advanced MRI and PET/CT.  The combination of 
IGRT and IMRT results in increased accuracy and precise delivery of radiotherapy. 
Stereotactic body radiation therapy (SBRT) involves delivering high doses of radia-
tion therapy (generally greater than 5–6 Gy per fraction) using tight margins and 
advanced IMRT treatment planning techniques. Because these techniques are so 
tightly and carefully planned, they require skill and thought on the part of the radia-
tion oncologist, and a solid understanding of the tumor location, borders and clini-
cal picture, and careful treatment plan design by radiation dosimetrists and 
physicists.

16.1.4  �Logistics of Radiation Delivery

There are multiple steps involved in developing and delivering radiation therapy 
that must be accounted for logistically in preparation for a clinical trial. Prior to 
radiation delivery, patients must undergo a planning CT scan, known as a radia-
tion simulation, which the radiation oncologist will use to design the treatment 
plan. This planning scan must be done in the treatment position on a specially 
calibrated CT machine, so a standard diagnostic CT scan cannot be substituted. 
Diagnostic CT, MRI or PET/CT scans may be required to supplement tumor 
delineation and will be fused with the planning scan, if necessary. After this 
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simulation scan, the radiation oncologist will delineate on each individual slice of 
the scan the tumor volumes (gross tumor volume or GTV) and “at risk” volumes 
(clinical target volume or CTV), in addition to a margin for setup and positioning 
error (planning target volume or PTV). The radiation oncologist will then make a 
decision regarding a prescription to each of these volumes, and often there will be 
multiple layers of individual doses to multiple CTV’s or PTV’s. This may take 
several days. Once these decisions are made, a radiation dosimetrist will compute 
a treatment plan to achieve these goals. The radiation oncologist, dosimetrist and 
radiation physicist will go through multiple iterations of this plan to create an 
optimized plan, which may take another several days. The plan must then go 
through quality checks with the radiation physicist to ensure the machine appro-
priately delivers the specified plan. The length of time for this whole process can 

Start
at the  prespecified

starting dose

Treat a patient or a
cohort of patients

Reach
the maximum
sample size

Compute
the DLT rate*
at the current

dose

Within (λe, λd)

Escalate the dose Retain the current
dose

De-escalate the
dose

Stop the trail and
select the MTD

Yes

≤ λe ≥ λd

No

* DLT rate = 
Total number of patients who experienced DLT at the current dose

Total number of patients treated at the current dose

Fig. 16.1  The flowchart of the BOIN design, where λe and λd are two prespecified optimal dose 
escalation and de-escalation boundaries, as shown in Table 16.1
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vary between departments, but could be between one week and four weeks, with 
longer time required for more complex treatment planning such as SBRT or 
reirradiation.

16.2  �Novel Trial Designs

The objective of phase I oncology trials is to find the maximum tolerated dose 
(MTD), which is defined as the dose with the dose-limiting toxicity (DLT) probabil-
ity closest to the target DLT rate, e.g., 30%. Depending on the trial setting, we may 
be interested in finding (1) the MTD of RT alone or in combination with a fixed dose 
of chemotherapy, or (2) the MTD of a drug in combination with a fixed dose of 
RT. In case 1, the RT-related DLT is the main focus that drives dose finding. In case 
2, the drug-related DLT (rather than RT-related DLT) is of main focus. Because of 
the different nature of RT-related and drug-related DLTs, these two types of trials 
require different design considerations and strategies. We have illustrated this 
through different case studies below:

Case 1: Glioblastoma Trial
A phase I trial was designed to establish the MTD of TG02, combined with con-
comitant temozolamide and radiotherapy for adult patients with recurrent anaplastic 
astrocytoma and glioblastoma. TG02 is a pyrimidine-based multi-kinase inhibitor 
that has been shown to have inhibitory effects on cyclin-dependent kinases (CDKs) 
and Janus Kinase 2 (JAK2). Four dose levels of TG02 are investigated, with the 
target DLT rate of 0.3. The maximum sample size comprised 24 patients, treated in 
cohort sizes of 3 patients. DLT was graded using CTCAE 4.0 over a time frame of 
4 weeks.

Case 2: SBRT Boost Trial
A phase I trial was developed to establish the MTD of stereotactic body radiother-
apy (SBRT) boost with concurrent chemoradiotherapy for patients with advanced 
pancreatic cancer. Five doses of SBRT, i.e., 6, 7, 8, 9 or 10 Gy X 3Fr, were studied. 
Patients are treated in cohort sizes of 3 patients. The dose escalation was based on 
the DLT occurring within a time frame of 9 months post radiotherapy, with a target 
DLT rate of 0.3. The DLT was defined as grade 3 or 4 gastro-intestinal or other non-
hematological toxicity related to radiotherapy to the upper abdomen, graded as per 
CTCAE 4.0.

In classic phase I RT trials, the RT dose was prescribed based on tumor volume; 
for example, brain metastases will get single fractions of 20 Gy, 22 Gy, and 24 Gy 
in a trial. The problem with this strategy is that tumors may have different volumes. 
This will have an effect on the RT dose impacting the surrounding healthy brain 
tissue. It may occur that with a single fraction of 24 Gy, the volume of healthy brain 
tissue that receives 12 Gy or more (e.g. V12 Gy) is 6 cm3. At an earlier phase in the 
trial, a larger brain metastasis received 20 Gy. Because of its large size, the V12 Gy 
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of the healthy brain tissue was 14 cm3 in this trial. While receiving a lower tumor 
dose, the risk of complications, e.g. radionecrosis was higher in the low dose arm 
because of a higher V12 Gy. This may hamper the reliability of the results of phase 
I trials. A relatively new approach to overcome this issue is through the use of iso-
toxic dose prescription. With this strategy, the RT dose is not prescribed based on 
the target volume, but on the normal tissue tolerance level. In the setting of a phase 
I trial, the dose to the target volume is escalated, but several normal tissue tolerance 
levels are tested. If this strategy indeed provides more reliable results, it will ulti-
mately still require clinical validation [8–10]. In the following case 3, an example is 
provided of a phase I RT trial using isotoxic dose prescription.

Case 3: Stereotactic Radiosurgery Trial with Isotoxic Dose Prescription
A phase I trial was designed to find the MTD of healthy brain tissue, e.g. normal 
tissue tolerance level. Three normal tissue tolerance levels were studied and the 
dose in the target volume was escalated to the highest technical dose achievable 
(V12  Gybrain of 7  cm3, V12  Gybrain of 10  cm3, and V12  Gybrain of 13  cm3), while 
respecting the normal tissue tolerance level.

16.2.1  �Finding the MTD of a Drug in Combination 
with Radiotherapy

When the objective is to find the MTD of a drug in combination with a fixed dose RT, 
the drug-related DLT is often of primary interest. As the drug-related DLT is often 
acute, the determination of the MTD and dose escalation/de-escalation is typically 
based on the DLTs observed in the first cycle of treatment (e.g., the first 21 days). 
Under this assumption, various phase I trial designs have been proposed to find the 
MTD. These designs are generally classified into algorithm-based designs, model-
based designs, and model-assisted designs [11–13]. Algorithm-based designs use a 
set of simple, pre-specified rules (or algorithm) to determine the dose escalation and 
de-escalation, without assuming any model on the dose-toxicity curve, for example, 
the conventional 3 + 3 design. The 3 + 3 design is simple and easy to implement, but 
has long been criticized for its poor operating characteristics e.g., no specific target 
DLT rate, poor accuracy to identify and estimate the MTD, and a greater tendency 
to underdose patients [14].

In contrast to algorithm-based designs, model-based designs utilize a statistical 
model, e.g., the logistic model, to describe the dose-toxicity relationship and guide 
the dose escalation and de-escalation process. As information accrues during the 
trial, the model-based design updates the estimate of the model and uses it to guide 
the dose allocation for subsequent patients. An example of a model-based design is 
the continuous reassessment method (CRM; [15]). Studies show that the CRM has 
a substantially better performance than the 3 + 3 design; however, the use of the 
CRM remains limited due to several reasons. Because of statistical and computa-
tional complexity of the CRM, it remains a challenge to communicate to clinical 
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investigators how the design works, leading them to perceive dose allocations as 
coming from a “black box”. In addition, as a model-based approach, although gen-
erally robust, the CRM is still subject to the influence of model misspecification 
[16–18].

Mode-assisted designs merge as an attractive, cutting-edge approach that com-
bines the simplicity of algorithm-based designs and the performance of model-
based designs. Similar to the model-based design, the model-assisted design utilizes 
a statistical model (e.g., the binomial model) to derive the design. Like the algorithm-
based design, the model-assisted design’s rule of dose escalation and de-escalation 
can be pre-tabulated before the onset of the trial [11]. Examples of model-assisted 
designs include the modified toxicity probability interval (mTPI) design [19], 
Bayesian optimal interval (BOIN) design [20–22], and Keyboard design [23]. 
Large-scale numerical study shows that the model-assisted design, in particular the 
BOIN design, yields substantially better operating characteristics than the 3 + 3 and 
mTPI designs [12, 13], while is similarly easy to implement. Thus, in what follows, 
we focus on the BOIN design.

With the BOIN design, decisions of dose escalation and de-escalation only 
requires a simple comparison of the observed DLT rate at the current drug dose with 
a pair of fixed, prespecified dose escalation and de-escalation boundaries. For exam-
ple, let p̂ denote the observed DLT rate at the current dose, defined as ˆ /p n nDLT= , 
where nDLT is the number of patients who have experienced a DLT at the current 
dose, and n is the total number of patients treated at the current dose. Let λe and λd 
denote two prespecified cutoffs, representing dose escalation and de-escalation 
boundaries, respectively. The BOIN design is described as follows:

	1.	 Patients in the first cohort are treated at the lowest dose or the physician-
specified dose.

	2.	 Assuming that the current dose level for treating the latest cohort of patients is 
jcur, to assign a dose to the next cohort of patients:

•	 escalate the dose to level jcur + 1 if p̂ j e� � ;
•	 de-escalate the dose to level jcur - 1 if p̂ j d� � ;
•	 otherwise, retain the current dose.

	3.	 Repeat step 2 until the maximum sample size N is reached. At that point, select 
the MTD using a statistical tool known as the isotonic estimate [20].

Table 16.1 provides the optimal dose escalation and de-escalation boundaries 
(λe, λd) for commonly used target DLT rates (Fig. 16.1). For example, if the target 
DLT rate of a trial is ϕ = 0.3, the corresponding escalation and de-escalation 
boundaries are λe = 0.236 and λd = 0.359, respectively. Such dose escalation and 
de-escalation decision rules can be equivalently expressed as Table 16.2, which 
may be more convenient to use in practice. Interestingly, in this case, the 3 + 3 
rule is nested within the BOIN design, i.e. escalate/de-escalate/retain the current 
dose if 0/3 or 2/3 or 1/3 patients have DLT. The optimal dose escalation and de-
escalation boundaries are derived to minimize the chance of making incorrect 
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dose escalation and de-escalation decisions (i.e., only escalating/de-escalating the 
dose when the current dose is actually toxic/safe), see Liu and Yuan [20] for tech-
nical details.

For safety, during the trial conduct, the BOIN design imposes a dose elimination 
(or overdose control) rule as follows: if Pr(pj > ϕ∣ nj, yj) > 0.95 and nj ≥ 3, dose level 
j and higher are eliminated from the trial, and the trial is terminated if the lowest 
dose level is eliminated. This rule says that if the observed data indicate that there is 
more than 95% chance that the true DLT rate of the current dose (i.e., pj) is higher 
than the target DLT rate ϕ, that dose is deemed overly toxic and should be elimi-
nated from the trial.

The BOIN design has been used in variety of oncology trials, including trials for 
pediatric tumors, adult tumors, solid tumors, and liquid tumors, see Yuan et al. [11] 
for a list of trials.

16.2.2  �Finding MTD of RT Alone or in Combination 
with a Drug

In phase I trials aiming to find the MTD of RT, alone or in combination with a drug, 
the RT-related DLT is often of the main interest. Compared to drug-related DLT 
described previously, the challenge is that RT-related DLT is often late-onset and 
may take several months or longer to be ascertained. This causes a major logistical 
difficulty for conducting such a trial. For example, if the DLT takes up to 9 months 
to evaluate and the accrual rate is 1 patient/month, on average, six new patients will 
be accrued while waiting to evaluate the previous three patients’ outcomes. The 
challenge is determining how new patients will receive timely treatments when the 
outcomes of previous patients are still pending.

Table 16.2  Dose escalation/de-escalation rule for the glioblastoma trial using the BOIN design

Actions
The number of patients treated at the current dose
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Escalate if # of DLT <= 0 0 0 0 1 1 1 1 2 2 2 2 3 3 3
De-escalate if # of DLT >= 1 1 2 2 2 3 3 3 4 4 4 5 5 6 6
Eliminate if # of DLT >= NA NA 3 3 4 4 5 5 5 6 6 7 7 8 8

Table 16.1  The optimal escalation/de-escalation boundaries (λe, λd) under the BOIN design for 
different target toxicity rates (ϕ) with its default setting

Target toxicity rate ϕ
Boundaries 0.15 0.20 0.25 0.30 0.35 0.40

λe (Escalation) 0.118 0.157 0.197 0.236 0.276 0.316
λd (De-escalation) 0.179 0.238 0.298 0.359 0.419 0.480
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The time-to-event BOIN (TITE-BOIN) design provides a simple solution to 
address late-onset toxicity. TITE-BOIN is built upon the BOIN design described 
above. In the presence of late-onset toxicity, the standard BOIN cannot be used 
directly because the DLT data from some patients will still be pending, and as 
such, the value of the nDLT will be unknown; therefore, p̂ cannot be calculated, and 
thus, the dose escalation/de-escalation rule described in Fig.  16.1 cannot be 
applied. TITE-BOIN overcomes this difficulty by imputing the DLT outcome for 
patients whose DLT data are pending (hereafter denoted as “pending patients”). 
After the imputation, nDLT becomes known and p̂ can be calculated and compared 
with λe and λd to determine dose escalation/de-escalation. Imputation is a well-
established statistical technique for handling missing data (18–20). One innova-
tion of TITE-BOIN is to utilize data from all patients, including DLT data from 
patients who have completed DLT assessment and also the follow-up time data 
from the pending patients. The latter is quantified by the standardized total fol-
low-up time (STFT), defined as the sum of the follow-up times for all currently 
pending patients at the current dose, divided by the length of DLT assess-
ment window.

The time-to-event CRM (TITE-CRM; [24]), a model-based method, also uses 
the follow-up time to improve the design efficiency. Compared to TITE-CRM, one 
prominent advantage of the TITE-BOIN is that it maintains the simplicity of the 
BOIN—the dose escalation/de-escalation rule of TITE-BOIN can be tabulated 
prior to trial conduct. Table 16.3 shows the TITE-BOIN decision rule for the SBRT 
boost trial described in case 2 above. To conduct the trial, no complicated model 
fitting or computation is needed. Instead, the number of patients and those who 
experienced a DLT, as well as the number of pending patients and their STFT at the 
current dose are counted, before using the table to make a dose escalation/de-
escalation decision. For example, if 3 patients have been treated at the current 
dose, and one patient has a DLT, one has no DLT, and one is pending. If the follow-
up time of the pending patient exceeds (or is less than) 7.92 months, or equiva-
lently STFT = 7.92/9 = 0.88, we will retain (or de-escalate) the current dose for 
treating the next cohort of patients. In contrast, the TITE-CRM is less transparent 
and works in a “black-box” fashion, requiring the selection of the dose-toxicity 
model prior to trial conduct, as well as real-time model fitting and estimation dur-
ing the trial. Table 16.3 shows the decision rule up to 9 patients treated at a dose. 
The TITE-BOIN allows any prespecified cohort size and total sample size, and the 
corresponding decision table can be easily generated using the software 
described later.

The use of the pending patients’ follow-up time distinguishes TITE-BOIN from 
the Rolling 6 design and renders it substantially higher accuracy to identify the 
MTD. Rolling 6 design is a modification of the 3 + 3 design that allows for the con-
tinuous accrual of up to six patients when some of the patients’ DLT data are pend-
ing (11). As an algorithm-based design, the Rolling 6 design inherits the drawbacks 
of the 3 + 3 design, such as low accuracy for MTD identification, treating a large 
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proportion of patients at low (potentially subtherapeutic) doses, and harbors an 
inability to target a specific DLT rate for the MTD. In addition, the Rolling 6 design 
is inefficient because it ignores the follow-up time of the pending patients, which 
contains rich information for decision making. For example, a pending patient who 
is 3 days away from completing a DLT assessment is less likely to experience a DLT 
than a pending patient who has been followed for only 3 days, as the latter has a 
greater chance of experiencing a DLT during the remaining follow-up time.

a

b

Fig. 16.2  Windows desktop program (a) and web app (b) for the BOIN design
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16.2.3  �Software

The BOIN and TITE-BOIN design can be easily implemented using Windows desk-
top program freely available from https://biostatistics.mdanderson.org/software-
download/SingleSoftware.aspx?Software_Id=99, and web apps freely available at 
http://www.trialdesign.org. Each software package comes with intuitive graphical 
user interface, detailed documents, and step-by-step tutorial on how to use it to 
design phase I trials. It allows users to generate the decision table for dose escala-
tion and de-escalation, perform simulation studies to generate the operating charac-
teristics of the design, and create the protocol template for trial protocol preparation. 
Figure 16.2 shows the user interface of the BOIN Windows desktop program and 
the corresponding web app.

Key Expert Opinion Points
•	 An expert radiation oncologist should always be involved in the design of any 

phase I trial including radiation therapy. The unique risks of radiation with new 
drug agents should not be underestimated.

•	 The dose and fractionation of radiation used in combination trials can have vastly 
different effects. These should be carefully chosen in consultation with an expert 
radiation oncologist. Normal tissue tolerances may be vastly different in the 
presence of new combination agents.

•	 Phase I trial designs involving radiation should include longer term toxicity eval-
uation, even up to years post radiation, as radiation toxicities can continue to 
accrue over time.

•	 Similarly, response endpoints may need a longer timepoint for evaluation. Often, 
initial imaging may demonstrate treatment related inflammation that might be 
mistaken for or impossible to distinguish from disease progression.

•	 Radiation treatment design and delivery is important and can be much more vari-
able than chemotherapy drug administration. In fact, radiation delivery is much 
more similar to the technical aspects of surgery. Phase I trials including radiation 
should have centralized, rigourous QA by disease site experts.
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Chapter 17
The Paradigm of Early Phase Studies 
in Hematological Malignancies

Vishwanath Sathyanarayanan and Swaminathan P. Iyer

Abstract  Hematological Malignancies are at the forefront of rapid advances in 
molecular technology which has enabled the understanding of the biology and 
brought us to the cutting edge of diagnosis and therapy. Today, it is possible to rou-
tinely sequence the entire genome of patients with blood cancers, providing us with 
a panorama of the genomic changes that underlie these malignancies. These 
advances have undoubtedly revolutionized how we diagnose and treat patients with 
these diseases and other cancers as well.

While we understand the pathogenesis of these malignancies in the context of 
newer therapies, the general approach to diagnosis and treatment are very different 
in various leukemias, lymphomas, and myeloma. Moreover, the course of the natu-
ral history of these various entities is varied; however, the overall goal of treatment 
is the prolongation of survival and ultimate cure. In this review, we provide a 
detailed look at the various drugs that have changed the course of treatment of the 
major types of hematologic malignancies. We discuss a few “gems” in clinical stud-
ies that have provided both initial proofs-of-concept and informative testing ground 
for a variety of targeted/immune-based therapeutics. The key points covered in this 
chapter include:

	1.	 Early phase clinical trials and evolution of molecular-based assays
	2.	 Phase 1 studies and understanding the biology of the disease
	3.	 Goals of treatment
	4.	 Challenges in designing clinical trial protocols in hematological malignancies
	5.	 Role of biomarkers and bioimaging; approval of new drugs
	6.	 Future studies on the horizon

Keywords  Hematologic malignancies · Phase I · Kinase inhibitors · Monoclonal 
antibodies · Accelerated approval
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Key Points
•	 Despite several challenges, several clinical trials have led to successful FDA 

approvals in hematological malignancies; there is still a need for more trials 
which combine the three-pronged approach.

•	 Several genomic and signaling pathways have been dissected which have high-
lighted several targets.

•	 Molecular-based assays: PCR, Sanger’s sequencing and whole exome sequenc-
ing have led to better understanding of the biology and the immune microenvi-
ronment of the tumors with the discovery of potential targets.

•	 Several small molecule inhibitors and monoclonal antibodies have been devel-
oped against these targets successfully.

17.1  �Hematology in the Forefront of Drug Development

According to the Cancer Facts & Figures 2018, there will be an estimated 1,735,350 
new cancer cases diagnosed and 609,640 cancer deaths in the United States, out of 
which approximately 200,000 will be attributable to hematological malignan-
cies [1].

With the increasing disease burden, treatment options for hematological malig-
nancies have also evolved significantly over the last two decades. Personalized 
medicine refers to tailoring treatments to each based on an analysis of one’s molecu-
lar and genetic makeup [2]. The advent of molecular technology like next-generation 
sequencing (NGS), the microenvironment of the tumor is being dissected, and clini-
cal trials of novel drugs targeting the microenvironment, have led to accelerated 
approval of several drugs which has improved the outcome of these cancers. 
Moreover, hematologic malignancies have striking models for successful radiation 
therapy, chemotherapy, immunotherapy, immunomodulators, adoptive t-cell, onco-
lytic virus, interferons, cytokines, cancer vaccines, and chimeric antigen receptor T 
cell therapies. In this chapter, we focus on the early phase clinical trials and evolu-
tion of molecular-based assays, phase 1 studies and understanding the biology of 
the disease, the challenges in designing clinical trial protocols in hematological 
malignancies, the role of biomarkers and bioimaging; approval of new drugs and the 
future studies on the horizon.

Historically, early-phase clinical trials have been the last resort for patients 
whose cancers had progressed on standard of care therapies. These studies looked 
at achieving the optimal dose with least toxicities and with the goal of quickly mov-
ing across various cancer types including a few hematological cancers particularly 
lymphomas. Moreover, these studies were empirical with no design to match 
patients with best therapies; not surprisingly, only a few patients would respond to 
these experimental approaches (ranged from 5% to 7%) [3]. Understanding the biol-
ogy of the disease better has been one of the three essential factors in drug discov-
ery. The other two reasons are the discovery of newer Small Molecular inhibitors 
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(SMI) and Monoclonal Antibodies (MAbs) and the advent of precise molecular 
techniques. The utilization of polymerase chain reaction (PCR) based genomic 
analysis, Sanger’s sequencing and subsequently next-generation sequencing (NGS) 
have allowed choosing the right drug for the right patient (personalized medicine), 
which ultimately translates into improved outcomes. With this three-pronged 
approach early phase clinical trials have significantly evolved in the last 10 years. 
With the current clinical trial designs, at least a third of the patients achieve disease 
control in treatment-refractory patients. In this evolving era of precision medicine, 
the response rates can be as high as 80–100% [4]. Several studies to decipher the 
complex genomic alterations in Acute Myeloid Leukemia (AML) including analy-
sis of The Cancer Genome Atlas (TCGA), have helped better prognostication and 
understanding the pathogenesis of the disease [5]. Mutational and structural analy-
sis by whole exome sequencing in diffuse large B cell lymphomas (DLBCL) is 
evidence to the genetic heterogeneity of the disease and also its dynamic nature with 
the acquisition of new driver mutations during disease progression [6]. Gene expres-
sion analysis has also been prognostic in follicular lymphoma [7]. Serine/threonine 
PIM protein kinases regulate the tumorigenesis in several hematological malignan-
cies. PIM Inhibitor SMI-4a Induces Cell Apoptosis and Cell Cycle Arrest in B-Cell 
Acute Lymphocytic Leukemia Cells through inhibition of the JAK2/STAT3 
Pathway [8].

Bruton tyrosine kinase (BTK) amplification is noted in several low- and high-
grade lymphomas (Fig. 17.1). The prototype drug-ibrutinib and subsequently acala-
brutinib are now approved by the Food and Drug Administration (FDA) following 
encouraging results in clinical trials. The FDA approval of Ibrutinib in relapsed 
mantle cell lymphoma and chronic lymphocytic leukemia is based on studies by 
Wang et al. and Byrd et al. and acalabrutinib received accelerated approval based on 
a phase 2 single-arm study in relapsed mantle cell lymphoma [9–11].

17.2  �Phase I Trials as Gateways Between Science 
and Clinical Studies

Phase I studies are the gateway between pre-clinical research and translational med-
icine, and the outcome of these trials have a significant impact on the next steps of 
any prospective drug. The primary objectives of a phase I study are to provide infor-
mation on the safety and tolerability along with the pharmacokinetics (PK) and 
pharmacodynamics (PD) of a molecule that has gone through successful preclinical 
and toxicology testing. Subsequently, further studies are designed to measure poten-
tial interaction effects of different substances on the metabolism of the new drug, 
and to evaluate the effect of food, and genetic differences and also study the effect 
of biomarkers.
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The drug development process typically involves discovery, preclinical develop-
ment, and the Phase I clinical trial. This continuum between preclinical develop-
ment and clinical trial is sharply defined by the filing of an Investigational New 
Drug. The transition from discovery to preclinical development rests on the ultimate 
understanding of the cancer biology and how the target in question can be optimized 
through in vitro and in vivo studies to cause active cell killing through the purported 
survival pathway inhibition.

17.3  �Some Examples in Hematological Malignancies on How 
Putting the Biology at the Basis for Investigational New 
Drug (IND) Studies Helped Drug Development

•	 Cell Survival Pathways: Chromosomal translocations/Cell cycle and Survival: 
Cancer cells display abnormalities in the regulation of cell cycle and survival. 
Although solid and hematological cancer cells share these abnormalities, they 
differ in their origin. In contrast with most solid cancers, mature B-cell 
malignancies harbor recurrent chromosomal translocations (with or without 
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Fig. 17.1  B cell receptor (BCR) Signaling Pathways. The B cell receptor signaling mechanism 
involves the BCR co-receptor molecule CD19, an integral transmembrane glycoprotein along with 
other signaling proteins such as Lyn, BTK, PI3K among others. Upon BCR ligation (1. Signal 
Initiation), tyrosines within the cytoplasmic tail of CD19 are phosphorylated by Lyn and BTK (2. 
Signal Propagation)-to create binding sites for the SH2 domains of the p85 adaptor subunit of 
PI-3K. Association of PI-3K with CD19 localizes to its lipid substrates in the plasma membrane 
and increases the activity of the p110 catalytic subunit of PI-3K (3. Signal Integration and 4. 
Modulation)
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gene fusion) that, in some cases, can be used to diagnose that specific malig-
nancy. Directly or indirectly, these translocations lead to the dysregulated expres-
sion of genes involved in cell survival and/or proliferation. For instance, mantle 
cell lymphoma (MCL), multiple myeloma (MM), Burkitt’s lymphoma (BL) and 
follicular lymphoma (FL) cells harbor translocations between chromosomes that 
encode the IgH locus and different genes such as (i) CCND1  in MCL, (ii) 
CCND1; FGFR in MM, (iii) MYC in BL, and (iv) BCL2 in FL. Other mature 
B-cell malignancies i.e., diffuse large B-cell lymphoma (DLBCL), hairy cell leu-
kemia (HCL), Waldenström Macroglobulinemia (WM), splenic marginal zone 
lymphoma (SMZL), mucosa-associated lymphoid tissue lymphoma (MALT) 
and chronic lymphocytic leukemia (CLL), do not have recurrent translocations 
involving IgH locus but show other recurrent mutations in several genes involved 
in the BCR, MAPK, NOTCH, NFkB and mTOR pathways, which govern sur-
vival and proliferation. The translocations and/or mutations in driver genes is the 
first event in the process of malignant transformation, followed by secondary 
events such as RB1 deletion, RAS and TP53 mutation/deletion and/or additional 
chromosomal loss or gain [12, 13].

•	 Apoptotic pathways: Many hematological malignancies express high levels of 
anti-apoptotic proteins such as Bcl-2 or Mcl-1, yet are primed to undergo apop-
tosis. This is correlated with the overexpression of the pro-apoptotic Bcl-2 family 
of proteins which counteract the anti-apoptotic counterparts in the mitochondria. 
This opens strategies for therapeutic targeting; many of these malignancies are 
sensitive to BH3 mimetic molecules that target the anti- and pro-apoptotic com-
plexes at the mitochondria. Survival deregulation is also related to aberrations in 
pathways upstream of mitochondria such as BCR or NFkappaB pathways 
(Fig. 17.1), and these dysregulated pathways can also be therapeutically targeted 
with specific inhibitors (e.g., BTK, proteasome inhibitors) [14].

•	 Directly targeting the cell surface tumor antigens: By identifying the lineage 
markers in the hematopoietic cells, subpopulation-specific surface antigens like 
CD20 in malignant B cells which have helped us discover targets like rituximab. 
Similarly, Bi-specific T cell engagers (BiTE) work on the principle of linking 
cytotoxic T lymphocytes (CTLs) and their tumoricidal activity with the targeting 
platform of a mAb. Blinatumomab is a bispecific antibody recognizing CD3 and 
the B cell-specific marker CD19. It has shown promising results in patients with 
relapsed/refractory acute lymphoblastic leukemia in the TOWER trial which led 
to its FDA approval [15].

17.4  �Molecular Techniques Used in Early Clinical Trials 
in Hematological Malignancies

•	 Conventional Cytogenetics (Karyotyping)—Cytogenetics is the study of 
chromosomes. In contrast to the epithelial carcinoma, genetic aberrations in 
hematological malignancies frequently involve balanced or reciprocal chromo-
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somal translocations. It remains the cornerstone for the diagnosis of Chronic 
Myelogenous Leukemia since it was described for the first time by Dr. Janet 
Rowley [16]. It is also used to prognosticate the disease, particularly in AML and 
MM. Cytogenetic analysis of chronic lymphocytic leukemia (CLL) and multiple 
myeloma (MM) patients is often difficult because of the low proliferating rate 
of the malignant cells. This problem was overcome by using the Fluorescent 
In-Situ Hybridization (FISH) technique that identifies chromosomal abnormali-
ties using single-stranded DNA labeled with fluorochrome) which are hybridized 
to a patient’s sample and the hybridization is visualized using a fluorescence 
microscope. This technique can be performed both on dividing as well as on 
non-dividing interphase cells [17].

•	 Polymerase Chain Reaction (PCR)—PCR is the most commonly used molecular 
assay in the diagnosis of hematological malignancies. Basics of most PCR tech-
niques involve amplification of a desired segment of DNA by using primers, and 
enzymes like reverse transcriptase and DNA polymerases. In clinical practice, 
Real-time PCR (RQ-PCR) is commonly used for detecting fusion genes such as 
BCR-ABL and PML-RARA for assessment of treatment response. Besides, PCR 
makes it easy to detection of mutations, for determining lymphoid clonality, for 
post-transplant chimerism analysis and minimal residual disease (MRD) detection.

•	 Next Generation Sequencing (NGS)—NGS is a high throughput parallel sequenc-
ing technique that allows thousands of genomes to be studied in a short time. Not 
only can the whole genome be sequenced by NGS, but targeted sequencing of 
exome, the mRNA-Transcriptome and the Epigenome. The Cancer Genome 
Atlas (TCGA) project has incorporated this detailed genomic information from 
patient samples with AML and DLBCL into the existing prognostic scoring sys-
tems and helped optimize therapeutic plans. With the growing list of mutated 
genes has enabled choosing a specific treatment plan including transplant in 
TP53 or targeted agents like IDH1 and IDH2. In cytogenetically normal AML 
presence of FLT-3-ITD mutation confers poor outcomes and would need the 
incorporation of the FLT-3-ITD inhibitor [5].

•	 Flow cytometry—Flow cytometry is a well-established immunophenotyping 
tool for the diagnosis, classification, prognostic stratification, and monitoring of 
hematological malignancies.

17.5  �Basic Considerations for Treatment

•	 Defining the disease: The correct clinical research use of terminology associated 
with hematological cancers requires familiarity and understanding. The World 
Health Organization (WHO) has been updating the classification system that not 
only uses cell morphology from the peripheral blood or bone marrow or the 
lymph nodes, but also includes assessments of cellular genetics and immunophe-
notype, cell of origin, and clinical patterns [18, 19]. It is also essential to know 
the clinical urgency of treating these neoplasms—whereas the need to treat is 
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imminent for acute promyelocytic leukemia, Burkitt’s lymphoma within even 
48  h of diagnosis, the considerations may be different for CLL or multiple 
myeloma.

•	 Goals of Treatment: Cure vs. Prevention vs. Supportive care: The general goals 
of treatment in Hematological malignancies is not only to improve the symptoms 
but also potentially cure the underlying diseases. However, the cure rates even 
with allogeneic stem cell transplantation are at best between 30–50%. Therein 
lies the need to have novel therapies that can achieve this goal. It is therefore vital 
to understand the challenges faced by these patients, particularly the degree of 
prognostic uncertainty associated with these diagnoses, and their different illness 
trajectories. In a tertiary center, participation in clinical studies is highly encour-
aged, and often the unwritten goal of a study is to serve as a bridge to stem cell 
Transplant. Furthermore, to appropriately drive development strategy in hemato-
logical oncology, an understanding of the treatment landscape is important to 
assess the potential benefit of an investigational treatment’s effect on the under-
lying disease both concerning efficacy and safety. While determining the devel-
opmental strategy for a compound, the choice of endpoints is very important and 
can often start with Phase I study with expansion cohorts.

•	 Therapeutic Immune responsiveness in hematologic malignancies: A key clini-
cal feature of the blood malignancies is their immune responsiveness. Moreover, 
they are easily sampled and hence accurate characterization of cellular surface 
markers, and differentiation of a malignant cell from an immune cell has been 
possible. The delineation of the tumor microenvironment by directly sampling 
relevant tissues before and after immunotherapy has been useful. Paralleling the 
early successes of chemotherapy for the treatment of blood malignancies were the 
spontaneous tumor regressions in lymphomas and durable remissions of leuke-
mias following allogeneic hematopoietic stem cell transplantation (allo-HSCT). 
Indeed, the efficacy of allo-HSCT derives mainly from the graft-versus-leuke-
mia effect (GvL) and a donor-derived immune eradication of malignant cells. 
Development of immunodeficient host mice has been the key to better engraft 
PDX models. Next-generation sequencing has helped us understand the genomic 
landscape of human cancers. Based on this concept, we may be able to repli-
cate tumor heterogeneity in the xenograft model as well [20]. With the advent of 
immunotherapy, PD 1 and PD L1 blockers are currently in several phases of clini-
cal trials in hematological malignancies, especially in lymphomas. Nivolumab is 
already FDA approved for relapsed/ refractory HL. Predictive biomarkers beyond 
PDL1 need to be developed to select patients who may benefit from immunother-
apy. Another major treatment breakthrough in 2017 was the approval of the first 
2 chimeric antigen receptor (CAR) T-cell (or gene) therapies for cancer. The first 
CAR T-cell therapy, tisagenlecleucel (Kymriah), was approved in August 2017 
for the treatment of relapsed/ refractory acute lymphoblastic leukemia (ALL). In 
a planned analysis, 75 patients received an infusion of tisagenlecleucel and the 
overall remission rate within 3 months was 81%, The rates of event-free survival 
(EFS) and overall survival (OS) were 73% (95% confidence interval [CI], 60 to 
82) and 90% (95% CI, 81 to 95), respectively, at 6 months and 50% (95% CI, 35 
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to 64) and 76% (95% CI, 63 to 86) at 12 months [21]. Neelapu et al. presented 
results of the second CAR-T therapy axicabtagene ciloleucel (Yescarta), with 
the ZUMA 1 study which has transformed the outcomes in R/R high-grade B 
cell lymphomas including double hit lymphomas. The FDA approved Yescarta in 
2017 for refractory aggressive B-cell non-Hodgkin lymphoma, based on a single-
arm clinical trial that showed an ORR of 72% and a complete response rate of 
51% in patients with aggressive refractory disease. [22]

•	 Other considerations in management: Since many of these diseases have their 
origin in the bone marrow, a certain level of cytopenias are accepted per protocol 
stipulations. It is therefore essential to understand the significance and implica-
tions of blood count shifts as well as of transfusions and dosing timing.

An additional side effect that is a clinical eventuality is the Tumor Lysis 
Syndrome. The increased sensitivity to the given agents and the rapidity to cell 
death can create a spectrum of biochemical changes in uric acid, lactate dehydro-
genase (LDH) and potassium or a fulminant acute renal injury requiring dialysis. 
This was a case in point with Phase I studies with Lenalidomide and Venetoclax. 
Both the protocols were revamped with slower dose escalation and careful clini-
cal observations [23].

Another consideration is age-historically, older patients and those with 
comorbidities have been excluded from clinical trials [24]. Among the FDA 
approved treatments for cancer, only 9% of patients enrolled in registration trials 
were older than 75 years of age, whereas one-third of patients with cancer fall 
within that age group [25]. The CLL study with Chlorambucil(C) vs. 
C + Obinutuzumab vs. C + Rituximab allowed entry of older patients with spe-
cific co-morbidities into this clinical study. In this randomized, phase III trial in 
patients with untreated comorbid CLL, the overall response rate was signifi-
cantly higher (78% vs. 65%, P < 0.0001) and median progression-free survival 
was significantly prolonged (26.7 vs. 15.2 months, P < 0.0001) for obinutuzumab 
plus chlorambucil vs. rituximab plus chlorambucil [26]. Furthermore, treatment 
goals for older patients are not always the same as for younger patients. Although 
willing to receive chemotherapy [27], elderly patients are generally less willing 
to accept toxicity for additional survival time.

17.6  �Clinical Trial Design Considerations

•	 Protocol development and optimization of design: A learning curve in early 
phase studies is the applicability to the given patient population. Some of this is 
offset by a broad-based understanding of the early work done as part of the pre-
clinical IND (toxicology, animal studies, targeted starting dose established, 
appropriate formulation and manufacturing stability and scalability). The high 
stakes involved with advanced disease and sick patients especially in Leukemia 
and lymphoma should allow for protocol amendments. Often, there is a constant 
interaction between the principal investigator (PI) and the Medical teams and 
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flexible approaches to protocol development can help with appropriate protocol 
amendments without affecting the overall costs of the project.

•	 Early Phase clinical studies often invoke significant efforts and cost the collec-
tion of large amounts of information. Given the different clinical events that 
ensue with the treatment, the different endpoints in assessment and the unique 
complications seen, the protocols are individualized for optimal data collection 
through the electronic case report forms (eCRFs). Therefore, a thorough under-
standing and dissemination of the biology, assessment endpoints and side effect 
reporting are necessary for sponsors, researchers, and contract research organi-
zations (CROs). This can reduce the data collection as well as the costs for the 
sponsor and CRO.

•	 Endpoints in treatment: The varied nature of blood-based cancers requires that 
treatment trials rely on different end-point measurements to determine treatment-
related changes and disease progression, which can add more complexity to trial 
design, conduct, and assessment. The gold standard is still the Overall survival 
(OS) when evaluating cancer treatment effectiveness. However, instead of OS, 
the most commonly used surrogate endpoint is progression-free survival (PFS) 
for trials involving advanced cancers. Other surrogate endpoints include disease-
free or event-free survival (EFS), response rate (RR) or objective response rate 
(ORR), time to treatment failure (TTF) and time to progression (TTP) [28]. 
Major molecular response endpoints are also common and require great specific-
ity in determining the measurements and the techniques, based on the disease. In 
CML, for example, the PCR assay can evaluate depth of molecular responses and 
was the secondary end-point for two large Phase III studies involving Imatinib 
and Nilotinib and Dasatinib.

•	 Importance of adaptive design in early phase clinical trials: It is possible to use 
PK/PD to guide dose escalation decisions and develop adaptive designs that 
enable adjustments to the study design and/or specific patient population. 
Whereas conventional study design methods (such as 3  +  3 designs) are still 
used, interest in adaptive design study hold promise for improving drug develop-
ment. Traditional designs often start with a dose well below animal toxicity with 
no effect and may not allow reaching higher doses quickly. The more progressive 
adaptive design algorithms permit a change in dose level after each patient is 
treated based on the accumulated responses of previously enrolled subjects. 
Pooled PK studies are useful in determining the clinical predictors of drug phar-
macokinetics and to compare the pharmacokinetics of drugs in the same class 
[29, 30]. These algorithms can increase the speed of the dose escalation and 
reduce patient exposure to doses that are not effective. The National Cancer 
Institute (NCI) Web Reporting System and Toxicity over Time (ToxT) package 
are tools which augment graphical representation of adverse effects (AE) which 
may be useful in the era of novel/targeted therapies. Standardization of irAEs 
and case definitions including grades of these may be useful in the era of immu-
notherapy and CAR-T cell therapies [31].

•	 Bioimaging: Hematological oncology trials have pioneered the use of technol-
ogy including Imaging to provide specificity and measure survival. For example, 
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the 2011 biologics license application (BLA) submitted to the FDA for 
Brentuximab vedotin- an Antibody Drug Conjugate (ADC) was the first to use 
the agency’s response criteria for lymphoma drugs, outlined in 2007 which 
included FDG-PET (18F-fluorodeoxyglucose positron emission tomography) 
scans in the response assessments. The FDA considered PFS acceptable as an 
endpoint to confirm clinical benefit because an OS endpoint would not likely 
occur within a reasonable time frame. The BLA used data from two single-arm 
studies, both designed to show superiority using PFS as a primary endpoint and 
OS as a secondary endpoint. The FDA used these data to grant approval of BV in 
combination with CHP in untreated CD30+ peripheral T cell lymphoma 
(ECHELON-2). It is also approved for relapsed/refractory HL and as a mainte-
nance post-ASCT in HL [32–34].

•	 Biomarkers: The FDA has developed a guidance document to help investigators 
who are planning to use minimal residual disease (MRD) as a biomarker in 
clinical trials conducted under an investigational new drug application or to sup-
port FDA approval of products intended to treat various hematologic malignan-
cies. The guidance highlights considerations for MRD assessment that are 
specific to certain hematologic malignancies explains how MRD might be used 
in clinical trials, and lists requirements for regulatory submissions that utilize 
MRD. MRD could potentially be used as a biomarker in clinical trials—specifi-
cally as a diagnostic, prognostic, predictive, efficacy-response, or monitoring 
biomarker, according to the draft guidance. Additionally, MRD could be used as 
a surrogate endpoint or “to select patients at high risk or to enrich the trial 
population.”

17.7  �Lessons from Recent Approvals

A substantial number of New molecular entities (NMEs) move through Phase I into 
Phase II; however, progression from Phase I through approval each year has been 
very low. Development of rituximab began in the late 1980s. In 1994, rituximab 
received its first approval for the treatment of NHL by the United States Food and 
Drug Administration (FDA), and it has revolutionized the treatment of hematologi-
cal malignancies [35]. It took another ten years to see the second wave of approvals. 
Between 2005 through 2013, FDA’s Center for Drug Evaluation and Research 
(CDER) averaged approximately 25 novel new drug approvals per year (Tables 17.1 
and 17.2). These include drugs for all diseases and all indications. In 2014, approxi-
mately 64% of drugs moved from Phase I to Phase II and 10.4% moved from Phase 
I through approval and 41 novel new drugs were approved—six in total for oncol-
ogy. These drugs were approved under the FDA accelerated approval program, 
which allows early approval of a drug for serious or life-threatening illnesses that 
offer benefit over current treatment. Once accelerated approval is granted, these 
drugs must undergo additional testing. These approvals in oncology were based on 
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a “surrogate endpoint” (e.g., a laboratory measure) or other clinical measure consid-
ered to predict the clinical benefit of a drug [36]. By 2016, 37 indications of 31 
drugs for hematological malignancy were granted accelerated approval. Of these, 
31 indications were relapsed or refractory hematological malignancy. Although 
post-marketing clinical trials for verifying clinical efficacy were completed regard-
ing the other 6 indications, accelerated approval regarding only 13 of the 31 indica-
tions for relapsed or refractory hematological malignancy was converted to regular 
approval [37]. Moreover, 5 of the 13 indications were granted regular approval 
based on clinical data in different population from (earlier treatment line than) the 
indications granted accelerated approval as follows: ibritumomab tiuxetan for fol-
licular lymphoma, alemtuzumab for chronic lymphocytic leukemia, imatinib for 
pediatric chronic myeloid leukemia, ofatumumab for chronic lymphocytic leukemia 
and brentuximab vedotin for Hodgkin lymphoma and PTCL.  The other 8 of 13 
indications were granted regular approval for very similar population to the indica-
tions granted accelerated approval as follows: relapsed or refractory cutaneous 
T-cell lymphoma (denileukin), relapsed or refractory chronic myeloid leukemia 
(dasatinib, nilotinib and omacetaxine), relapsed or refractory multiple myeloma 
(bortezomib, carfilzomib and pomalidomide) and relapsed or refractory chronic 
lymphocytic leukemia (ibrutinib) [37]. In 2017, the FDA approved 46 new drugs, a 

Table 17.1  Monoclonal antibodies, CAR-T cell therapies and PD-1 inhibitors approved for the 
treatment of hematological malignancies

Drug Target Type Approvals

Rituximab CD20 mAb B-NHL
Ofatumumab CD20 mAb CLL
Obinutuzumab CD20 mAb CLL, FL
Ibritumomab tiuxetan 
(radioimmunotherapy)

CD20 mAb FL

Rituximab and hyaluronidase human CD-20 mAb DLBCL, CLL
Elotuzumab CS1 mAb R/R MM
Daratumumab CD38 mAb R/R MM
Alemtuzumab CD52 mAb CLL
Denileukin diftitox CD25 mAb CTCL
Nivolumab/Pembrolizumab PD1 mAb HL and PMBCL
Mogamulizumab-kpkc CCR-4 mAb Relapsed MF
Siltuximab IL-6 mAb Multicentric Castleman’s 

disease
Blinatumomab CD19 CAR-T B-ALL
Axicabtagene ciloleucel CD19 CAR-T DLBCL
Tagraxofusp-erzs CD-123 CAR-T BPDCN

B-NHL B-cell Non-Hodgkin lymphoma, CLL chronic lymphocytic leukemia, FL follicular lym-
phoma, HL Hodgkin lymphoma, PTCL peripheral T cell lymphoma, CTCL cutaneous T cell lym-
phoma, B-ALL acute lymphoblastic leukemia, DLBCL diffuse large B cell lymphoma, BPDCN 
blastic plasmacytoid dendritic cell neoplasm, R/R MM Relapsed/refractory multiple myeloma, MF 
mycosis fungoides, mAb Monoclonal antibody, CAR-T chimeric Antigen Receptor-T cell
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21-year high. Approvals in Oncology were 16 of the 46 (35%) new drugs approved 
and for the first time 2 of the novel immune cell-based (or gene) therapies. More 
than 50% of the new therapies were oral agents. Of the 46 new drugs approved, 3 of 
these drugs were first-in-class in Blood cancers-inotuzumab ozogamicin (Besponsa), 
enasidenib (Idhifa) and midostaurin (Rydapt).

Other significant approvals in oncology involve 6 drugs for hematologic malig-
nancies, including midostaurin (Rydapt) for patients with FLT3-positive acute 
myeloid leukemia (AML), acalabrutinib (Calquence) for mantle-cell lymphoma, 
the second FDA-approved BTK inhibitor and enasidenib (Idhifa), which targets 
IDH2-positive AML.

Drug delivery is critical to obtaining better responses. This can be achieved by 
conjugating cytotoxic drugs to a validated mAb. This improves the therapeutic win-
dow of the chemotherapeutic drug and reduces chemotherapy-related side effects. 
Based on this concept, Brentuximab vedotin has shown excellent results in periph-
eral T cell lymphoma and Hodgkin lymphoma [32, 34].

Table 17.2  Newer small molecules/targeted therapies approved for the treatment of hematological 
malignancies

Drug Target Approval

Venetoclax BCL-2 Relapsed CLL and elderly AML (in 
combination with cytarabine)

Ibrutinib BTK CLL relapsed MCL, WM, GVHD
Acalabrutinib BTK Relapsed MCL
Duvelisib PI3K Relapsed CLL, FL
Glasdegib Sonic Hedgehog Elderly AML in combination with cytarabine
Ivosidenib IDH-1 Relapsed AML
Enasidenib IDH-2 Relapsed AML
Midostaurin FLT3-ITD AML
Bortezomib Proteasome inhibitor MM
Carfilzomib Proteasome inhibitor Relapsed MM
Ixazomib Oral proteasome 

inhibitor
Relapsed MM

Lenalidomide/
Pomalidomide

immunomodulator Relapsed MM

Panobinostat HDAC Relapsed MM
Romidepsin/Belinostat HDAC Relapsed PTCL
Ponatinib BCR-ABL CML (T315I)
Omacetaxine 
mepesuccinate

Protein synthesis CML

Bosutinib BCR-ABL, SRC-ABL CML

AML Acute myeloid leukemia, BCL-2 B-cell lymphoma-2, BTK Bruton tyrosine kinase, CML 
Chronic myeloid leukemia, CLL Chronic lymphocytic leukemia, FL Follicular lymphoma, GVHD 
Graft Vs. host disease, MM multiple myeloma, BCR-ABL Breakpoint cluster region-Abelson 
murine leukemia gene, HDAC Histone deacetylase, FLT3-ITD FMS like tyrosine kinase 3-internal 
tandem duplication
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Some of these drug approvals are based on Phase II, and Phase III studies for 
patients with relapsed or refractory lymphoid malignancies have been mostly in 
multiple myeloma and chronic lymphocytic leukemia. However even Phase I 
studies with appropriate expansion cohorts have led to FDA approvals. A case in 
point is Ibrutinib which showed impressive results in phase 1 trials. In relapsed/ 
refractory B cell lymphoid malignancies, the objective response rate in 50 evalu-
able patients was 60%, including the complete response of 16%. Median progres-
sion-free survival in all patients was 13.6 months [37]. Challenges remain with 
drugs like Imetelstat which has been studied in phase 1 and 1/2 clinical trials in 
patients with hematologic malignancies; however, it has failed in most trials 
[[38–40].

17.8  �Conclusions

Hematologic malignancies account for one of the top 10 regarding incidence of 
cancers as well as the cause of death due to cancers. While the annual incidence 
rates of some of these cancers are trending up, there has also been a significant 
decline in mortality mainly because of the advances in the diagnosis and manage-
ment. Cellular therapies may slowly but steadily replace allogenic stem cell trans-
plantation. CAR-T cell therapies have shown excellent durable remissions in 
relapsed/refractory DLBCL.

Dramatic outcomes have been reported using next-generation precision medi-
cine techniques based on molecular profiling and genomic analysis to match a 
patient’s underlying biology (driving mutations, protein expression, gene amplifica-
tions, gene deletions, and epigenetic changes) to the most appropriate therapy. 
Nevertheless, there are limitations in Genome-based therapy decisions because of 
our incomplete understanding of the relationship between cancer phenotype and 
genotype, the microenvironment and the complex interplay resulting in the dynamic 
evolutionary survival processes. Future pioneering studies that also incorporate 
drug based functional assays that may provide proof of concept in the relevant ex-
vivo genomic models that can predict the clinical response.

Key Expert Opinion Points 

	1.	 Hematological Malignancies are at the forefront of rapid advances in thera-
peutics and molecular technologies with a large impact on survival and 
even cure.

	2.	 Cutting edge genomic sequencing technologies have now become routine and 
enabled us to have deeper predictive insights into the biology of various leuke-
mias, lymphomas, and myeloma. This has implications into the future diagnostic 
classification systems that must rapidly incorporate newly discovered molecular 
subtypes.

17  The Paradigm of Early Phase Studies in Hematological Malignancies
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	3.	 Therapeutic progress in small molecules, monoclonal and bi-specific antibod-
ies, chimeric antigen therapies have positively impacted many aggressive enti-
ties. Early phase clinical trials have been able to demonstrate proof of principle 
mechanism of action in changing the otherwise natural course of biology and 
provide long term response data. This has led to FDA approval of novel therapies

	4.	 The challenges in designing clinical trial protocols are being overcome by mul-
tiple cohort studies using appropriate biomarkers and bioimaging.
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Chapter 18
Pharmacokinetic Considerations for Organ 
Dysfunction Clinical Trials in Early Drug 
Development

Analia Azaro, Mehmet Esat Demirhan, Joann Lim, and Jordi Rodon

Abstract  It is not infrequent that patients with different cancers are affected by 
bodily organ dysfunction. Factors such as comorbidities, prior anticancer therapies 
and tumor-related issues are frequent causes of organ impairment. Since patients 
with bodily organ dysfunction are not frequently enrolled in conventional clinical 
trials due to standard study eligibility criteria, such patients are placed at a disadvan-
tage in receiving appropriate anticancer treatment. Renal and hepatic impairment 
may also have potential detrimental effects on the pharmacokinetic profile of drugs, 
with subsequent implications for both safety and efficacy.

Renal function can be classified into 5 categories (normal, mild, moderate, severe 
and end-stage renal dysfunction), but the main classifications used (FDA, EMA and 
NCI-ODWG, KIDGO) currently have different cutoffs for each group, and also differ 
in their methods for calculating the eGFR. Renal impairment can be a consequence of 
damage through a range of mechanisms (glomerular filtration, tubular secretion, tubu-
lar absorption, and renal metabolism), likely differently affecting not only the excretion 
of drugs, but also other parameters such as absorption, distribution, protein binding, 
metabolism and excretion (ADME) of drugs even in those with low renal clearance.
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Conversely, hepatic impairment is frequently classified as mild, moderate and 
severe. In oncology, the two most commonly used classifications are the Child-Pugh 
and NCI-ODWG scores. Both scores use objective variables that are easily 
measurable laboratory parameters (e.g. total bilirubin, prothrombin time, albumin 
and ALT/AST). Nevertheless, the Child-Pugh score also includes clinical variables 
including encephalopathy and ascites, which may not always accurately represent 
the severity of liver function in patients with different cancers. The severity of 
hepatic impairment varies between highly hepatic extracted drugs (EH > 7), blood 
flow-limited, intermediate (EH  <  7–EH  >  3) and low extracted drugs (EH  <  3). 
Furthermore, hepatic impairment is also associated with variable and non-uniform 
reductions in CYP450 enzymes activity and changes in unbound drug, which also 
affect the disposition and exposure of drugs.

Understanding the degree of severity of organ dysfunction and the underlying 
responsible mechanisms, as well as the impact on pharmacokinetics are key chal-
lenges in patients with renal and hepatic impairment, which should be assessed in 
early phase clinical trials if appropriate.

Keywords  Renal impairment · Hepatic impairment · Pharmacokinetics  
Pharmacodynamics · Anticancer drugs

Key Points
	1.	 Organ dysfunction is frequently seen in patients with different cancers. Renal 

and hepatic impairment are the most relevant organ dysfunction, and they directly 
affect the pharmacokinetics of drugs and ultimately potentially their safety and 
efficacy.

	2.	 Renal impairment, including deterioration of glomerular filtration, tubular secre-
tion, tubular absorption, and renal metabolism, is likely to affect absorption, dis-
tribution, protein binding, metabolism and excretion (ADME) but especially 
renal clearance of many drugs.

	3.	 Hepatic impairment is likely to affect hepatic clearance of drugs due to variable, 
non-linear changes in CYP450 enzymes and changes in protein binding. 
Depending on the degree of hepatic dysfunction, drugs with high hepatic extrac-
tion drugs, and eventually, with low extraction would have affected pharmacoki-
netic profiles.

	4.	 The design of clinical trials in patients with renal impairment and hepatic impair-
ment warrants a deep knowledge of the disease, evaluation of the organ dysfunc-
tion, pharmacokinetics and pharmacology of the agent.

18.1  �Organ Dysfunction in Cancer Patients

Comorbidities are commonly observed in patients with different cancers, which ulti-
mately influence the response to anticancer therapies and patient outcomes. 
Accordingly, renal and hepatic dysfunction are relatively frequent comorbidities that 
can have an impact on the pharmacokinetics (PK) of anticancer drugs. However, the 
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PK of many antitumor agents has not been sufficiently studied in patients with differ-
ent cancers with organ dysfunction, which precludes them from receiving optimal 
anticancer therapies. In addition, these patients do not generally meet eligibility crite-
ria in clinical trials. There are thus limited data available on the safety, PK profile, and 
optimal dosing of many different anticancer agents in patients with organ impairment.

18.2  �Renal Impairment

End-stage kidney disease (ESKD) is defined as a medical condition in which renal 
function is below 15%. According to the pace of onset, kidney failure can be classi-
fied as acute kidney injury (AKI) or as chronic kidney disease (CKD). AKI is an 
abrupt (<48 h) reduction in renal function that is currently defined as an absolute 
increase in serum creatinine ≥0.3 mg/dl (≥ 26.4 μmol/l), a percentage increase in 
serum creatinine ≥50% (1.5-fold from baseline), or a reduction in urine output 
(documented oliguria of less than 0.5 ml/kg/h for more than six hours). On the other 
hand, CKD is defined as a decrease in renal function manifested as a glomerular 
filtration rate (GFR) of less than 60 ml/min/1.73 m2 for at least three months accom-
panied or not by markers of kidney damage (e.g. albuminuria, urinary sediment 
alterations, electrolyte disturbances or other anomalies associated with tubular dis-
orders, histological or imaging defects, history of kidney transplantation). When the 
GFR is below 15 ml/min/1.73 m2, it is considered as ESKD [1–3].

The global prevalence of CKD has been consistently estimated in 11–13%, with 
the majority of cases having an estimated GFR around 30–59 ml/min [4]. The prev-
alence of CKD is directly related to age, although no significant differences were 
found in prevalence between age- and non-age-adjusted groups in a large meta-
analysis [5]. Furthermore, CKD prevalence is also determined by gender having 
women a better prognosis. For example, it has been observed that renal disease 
progresses at a slower rate in women with polycystic kidney disease, IgA nephropa-
thy, membranous glomerulopathy, and CKD of unknown etiology [6].

Increases in serum creatinine (SCr) as small as 10% (0.2 mg/dl–17.6 μmol/l) 
have been associated with a prolonged intensive care unit stay and increased mortal-
ity. The frequent comorbidities present in cancer patients directly influence their 
care, the selection of the initial treatment and the effectiveness of treatment [7, 8]. 
In sum, AKI jeopardizes the continuation of effective cancer treatment and limits 
cancer patient inclusion in clinical trials [9].

18.2.1  �Causes of Renal Impairment in Cancer Patients

Patients with different cancers are at risk of CKD due to concomitant risk factors 
and morbidities, as well as because of specific kidney insults derived from their 
respective tumors or anticancer therapies (Tables 18.1 and 18.2). These aggressions 
include prior episodes of AKI, nephrotoxic anticancer agents, reduction in a kidney 
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mass following a nephrectomy, chronic obstructive nephropathy, or kidney irradia-
tion. Remarkably, not all patients exposed to nephrotoxic chemotherapeutic agents 
develop kidney injury, which is suggestive that the risk of nephrotoxicity is a mul-
tifactorial phenomenon. In addition to innate drug toxicity, certain host characteris-
tics and renal handling of the drug increase kidney injury. In general, one or more of 
these factors combine to increase the risk for kidney injury and renal vulnerabilities 
to drug-induced kidney disease in cancer patients [41, 42].

There are certain preceding risk factors in cancer patients, as is the case with 
elderly subjects with reduced total body water at baseline, increased levels of angio-
tensin-II/endothelin decreased GFR, and higher rates of renal oxidative stress. 
Another intrinsic non-modifiable risk factor is to have an underlying genetic ten-
dency. Gene polymorphisms in the renal cytochrome P450 enzyme system, which 
favor reduced metabolism and renal excretion increase the risk of nephrotoxicity. 
Likewise, mutations in genes that regulate drug carrier proteins can impair drug 
excretion and induce nephrotoxicity by increasing intracellular drug concentra-
tions [36].

Many cancers affect the kidneys either directly or indirectly, increasing the risk 
for kidney injury. Direct tumor effects include myeloma-related kidney injury, infil-
tration of the renal parenchyma as seen with leukemias and lymphomas, urinary 
tract obstruction, and secondary glomerulopathies. Lymphomatous invasion of the 
kidneys may occasionally present as AKI. Furthermore, metastatic extrarenal solid 
tumors rarely cause AKI, with lung cancer being the most common solid tumor to 
metastasize to the kidney, followed by gastric and breast cancer [43]. In such cases, 
AKI could be improved to some degree with anticancer treatment.

Table 18.1  Risk factors of CKD in the global population [10]

Risk 
factors of 
CKD

Smoking
Hypertension
Diabetes mellitus type 1 and 2
Obesity
Aristolochic acid nephropathy and Balkan endemic nephropathy
Polycystic kidney disease
Glomerulonephritis (autoimmune diseases, diabetes, systemic infections)
Pyelonephritis or interstitial nephritis
HIV infection, hepatitis B infection, and hepatitis C infection
Renal tubular disorders (renal tubular acidosis, nephrogenic diabetes insipidus, 
Fanconi syndrome), renal potassium wasting, renal magnesium wasting, cystinuria
Vascular diseases (atherosclerosis, hypertension, ischemia, vasculitis, thrombotic 
microangiopathy)
Prevalence of high-risk alleles in MYH9 and APOL1 genes
Tubulointerstitial diseases, urinary tract infections, stones, obstructions, drug 
toxicity
Environmental pollution, pesticides, analgesic abuse, herbal medications, 
unregulated food additives

A. Azaro et al.
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Indirect cancer-related effects include volume depletion from nausea and vomit-
ing, diarrhea, over-diuresis, metabolic disturbances, malignant ascites or pleural 
effusions, sepsis, and cardiac involvement, inducing a prerenal state that sensitizes 
the kidney to nephrotoxins [44]. In addition, comorbidities that affect baseline renal 
function are commonly present in cancer patients, including poor cardiac function, 
diabetes, hypertension, recent radiocontrast exposure or other nephrotoxic medica-
tions, poor oral intake, intravascular volume depletion, and genitourinary obstruc-
tion due to tumor infiltration.

Finally, there are many anticancer drugs that are associated with different types 
of kidney injuries (Table  18.2). The mechanism of nephrotoxicity with cisplatin 
involves signal pathways that lead to tubular cell death and inflammation by increas-
ing intracellular drug concentration. Once cisplatin enters the tubular cell, several 
intracellular injury pathways are activated, causing renal tubular cell apoptosis and 
necrosis which, in turn, lead to clinical AKI and/or tubulopathy. Sodium wasting is 
another consequence of cisplatin treatment, and it can be associated with hypovole-
mia, orthostasis, and prerenal AKI. Moreover, cisplatin can impair the reabsorption 
of magnesium in the distal nephron, causing refractory hypomagnesemia. Finally, 
water absorption in the collecting duct can be disturbed, resulting in a form of neph-
rogenic diabetes insipidus [45–48].

For epidermal growth factor receptor (EGFR) inhibitors, the primary renal 
abnormality is magnesium wasting [28]. The incidence of severe hypomagnesemia 
in patients treated with cetuximab, for example, has been estimated in 10–15%, 
whilst patients treated with panitumumab experience hypomagnesemia in ~36% of 
cases, with an incidence of severe hypomagnesemia of 3% [29, 31].

The use of androgen deprivation therapy (ADT), on the other hand, is associated 
the lack of vasodilatation effects of testosterone on renal vessels, affecting tubular 
function [49].

In conclusion, cancer patients may develop various kidney lesions that impair 
their immediate survival and limit the adequate treatment of the underlying malig-
nant process. Overall, kidney-related problems often hinder the administration of 
anticancer drugs in oncology practice, and pose challenges regarding cancer patient 
inclusion in clinical trials with new investigational drugs.

18.2.2  �Impact of Renal Impairment on the Pharmacokinetics 
and Pharmacodynamics of Cancer Drugs

As seen, renal insufficiency/impairment has been shown to be highly prevalent in 
cancer patients, and, in addition to an increased cancer-related and unrelated mor-
tality, renal insufficiency can also affect PK of anticancer therapy use, affecting one 
or several of the PK phases: absorption, distribution, metabolism and excretion 
(ADME). The differential effect of drugs in patients with renal insufficiency (effi-
cacy or toxicity) is generally based on changes in these PK parameters and how they 
are affected. The clinical pharmacokinetics (ADME) effects and potential 
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mechanisms of increased drug concentrations will be a consequence of accumulated 
uremic toxins [50, 51]

•	 Absorption and bioavailability: although the bioavailability of some drugs has 
been reported to be reduced, there are no consistent findings proving absorption 
impairment in patients with kidney disease. It is complex to assess because 
drugs that undergo a significant pre-systemic elimination (e.g. gut wall, liver) 
will have a moderate-to-low oral bioavailability, and patients with kidney dis-
ease would have a reduced pre-systemic elimination. However, drugs with 
reduced oral bioavailability and high pre-systemic elimination have shown to 
have a significant increase in area under the curve in patients with severe renal 
dysfunction.

•	 Volume of distribution: it can also significantly increase in patients with severe 
CKD due to fluid overload, decreased protein binding, and others.

•	 Metabolism and elimination: The two main organs responsible for the elimina-
tion of drugs and their metabolites from the body are the liver and the kidneys, 
and these two processes are directly affected by the anticancer drugs and the 
comorbidities and concomitant medications of the patient.

Consequently, it may be necessary to adjust the dosage those anticancer drugs to 
avoid drug accumulation and toxicities [52, 53]. For that, dedicated clinical trials for 
this patient population, and methods to assess the renal function and classify patients 
to standardize clinical research in this patient population are of major importance in 
a comprehensive drug development plan.

18.2.3  �Assessment of Renal Function

Prior to discussing the assessment of renal function, it is necessary to review the 
normal GFR. This rate is equal to the sum of the filtration rates in all of the function-
ing nephrons. In other words, GFR estimates the number of functioning nephrons. 
The filtering units of the kidney, i.e. the glomeruli, filter about 180 l per day (125 ml/
min) of plasma. However, the normal value of GFR depends on age, sex, and body 
size. It is approximately 120 and 130 ml/min/1.73 m2 for women and men, respec-
tively (with considerable variation among normal individuals). Not surprisingly, 
GFR is widely accepted as the best overall measurement method of renal function. 
Clinically, if the excretion rate of freely filtered substance and its concentration in 
plasma are known, GFR can be estimated by using the following formula:

	
GFR

Excretion rate

C
=

 

	

where the excretion rate (in mg/min) is the product of urine volume per unit of time 
and urine solute concentration, and C is the plasma solute concentration at the mid-
point of the urine collection interval.
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Both the FDA and EMA provide guidance on the methods to be used in clinical 
trials in patients with renal impairment. Although renal excretion of a drug may 
involve tubular secretion as well as glomerular filtration, the EMA and FDA guide-
lines have considered sufficient to use GFR as a global measure of renal function in 
PK studies. According to these guidelines, measured or estimated GFR refer to 
whereas GFR was determined by using an exogenous or an endogenous substance, 
respectively. The gold standard for assessing renal function is considered to be mea-
sured GFR using an exogenous substance such as inulin, 51Cr-EDTA, 99mDTPA, 
iothalamate sodium, or 125I-iohexol as filtration marker [54]. Inulin was the classical 
gold standard method, but it is being replaced by radioisotope filtration markers 
owing to inulin methodological limitations [55] which showed low variability high 
accuracy [56–58] (Table 18.3). All these exogenous substances meet the criteria of 
an ideal filtration marker and are exclusively eliminated through the renal route. The 
use of non-radioisotopic exogenous substances or estimating GFR by using endog-
enous markers is based mainly on convenience.

Clinical situations in which it may important to have a more precise knowledge 
of GFR and use precise methods of GFR evaluation include: (i) prior to dose adjust-
ment of medications, especially toxic medications with narrow therapeutic indices 
(e.g., chemotherapy); (ii) prior to kidney donation; and (iii) prior to determining the 
need for transplant. But measuring GFR is complex, time-consuming, and inconve-
nient to perform in clinical practice and for these reasons, GFR is usually estimated 
using serum markers (Table 18.4).

Serum creatinine is the most common endogenous filtration marker accepted for 
the estimation of the renal function. Creatinine is distributed in body water, not 
bound to plasma proteins, and it is freely filtered by the glomeruli. Still, creatinine 
serum creatinine can vary depending on its production and urinary excretion 
(Table 18.5), and it is also mildly secreted by proximal tubular cells, plus it under-
goes extrarenal elimination. Therefore, the measurement of creatinine clearance 
(CLCR) has become a useful estimator of GFR [59], but, although convenient, CLCR 
it is not the best indicator of the efficiency of all the renal excretion pathways.

Many equations to estimate renal function have been developed and validated. 
These equations include variables like age, sex, race, and body size, as well as 

Table 18.3  Relative accuracy and convenience of different exogenous and endogenous markers 
for GFR quantification [59, 60]

Markers Accuracy Convenience Advantage Disadvantage

Inulin clearance
Serum Cystatin C
Radioactive 
contrast agents 
(99mTcDTPA)
Non-radioactive 
contrast agents
Creatinine 
clearance
Serum creatinine

++++
++++
++++
+++
++
++

+
+
++
++
+++
++++

Good marker
No affected by 
age, sex, race
Good marker
Good marker
Easy to measure

Complex 
methodology
Expensive
Radiation 
exposure
Allergic reactions
24 h urine 
collection
Variability
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serum creatinine. All these formulas derive from regression techniques and they 
vary in accuracy. When the performance of equations using standardized creatinine 
has been assessed by comparing the results with measured GFR in a study popula-
tion, it seems that the Modification of Diet in Renal Disease (MDRD) equation is 
less biased and has a greater accuracy than the Cockcroft-Gault (C-G) equation. 
Regarding the Chronic Kidney Disease Epidemiology Collaboration (CKD-EPI) 
equation, it seems to have a greater accuracy than other equations when used to clas-
sify CKD stages [63], but it performs better in healthy patients. In patients with 
GFR of less than 80 ml/min/ 1.73 m2 [64], it seems that a direct measurement of 
GFR is better. The accuracy of these formulas can also be influenced by the use of 

Table 18.4  Exogenous and endogenous kidney pathway markers [60]

Pathway and marker
Renal plasma/blood flow Glomerular filtration Tubular function

5-Hydroxyindoleacetic acid
125I- or 
131I-ortho-iodohippurate
p-Aminohippurate

Creatinine
Creatinine and cimetidine
Cystatin C
Inulin
125I-Iothalamate
Sinistrin
99mTc-DTPA
169Y-DTPA

5-Hydroxyindoleacetic acid
p-Aminohippurate
N1-Methylnicotinamide 
(1-NMN)
Probenecid
Pindolol
Fluconazol

Table 18.5  Variation of serum creatinine levels among subjects over time due to factors affecting 
serum creatinine levels [61, 62]

Factor Known effect on serum creatinine

Age (neonates, elderly) Decreased
Female sex Decreased
Race or ethnic group
    Black
    Hispanic
    Asian

Increased
Decreased
Decreased

Body habitus
    Muscular
    Amputation
    Obesity

Increased
Decreased
No change

Drugs (e.g. trimethoprim, cimetidine) Increased
Chronic illness
    Malnutrition, inflammation (e.g. cancer, cachexia, severe 
cardiovascular diseases, prolonged infections, hospitalized 
patients)
    Neuromuscular diseases (dystrophies, paralysis, Cushing 
syndrome)

Decreased
Decreased

Diet
    Vegetarian diet
    Cooked meat

Decreased
Increased
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actual or ideal body but, at the end of the day, the concordance between the MDRD, 
Chronic Kidney Disease Epidemiology Collaboration (CKD-EPI) and C-G equa-
tions it is around 82–88%. Because of that any of these equations are accepted by 
Regulatory Agencies’ guidelines for PK studies in patients with impaired renal 
function (Pharmacokinetics in Patients with Impaired Renal Function—Study 
Design, Data Analysis, and Impact on Dosing and Labeling FDA guidance) [65]  
(EMA Guideline on the evaluation of the pharmacokinetics of medicinal products 
in patients with decreased renal function).

Since there are no endogenous anion markers, p-aminohippuric acid (PAH) and 
probenecid (500–1000 mg) are used in clinical studies to estimate tubular secre-
tion [66].

18.2.4  �Classification of Renal Impairment

Renal function groups have been defined using different criteria and diverse ranges, 
generating multiple classifications of renal impairment, i.e., KDIGO, FDA, EMA, 
and the NCI working group (Table 18.6). Consequently, there are subtle differences 
in the categorization of groups among clinical trials depending on which one is used.

The FDA classification of renal dysfunction studies have categorized patients as 
having mild, moderate, or severe renal dysfunction with CLCR ranges of 40–59, 
20–39, and 0–19 ml/min, respectively. In clinical trials and practice, CLCR equal to 
or greater than 60 ml/min (or a SCR < 1.5 mg/dl) is generally considered as an accept-
able renal function. This is also the usual eligibility criterion for the enrolment of 
patients into oncology phase I studies. This threshold, though includes patients with 
mild renal dysfunction according to the FDA criteria. Still, it is recommended that 
all clinical trials apply the FDA/EMA categorization to homogenize and reduce the 
number of classifications used for renal dysfunction. This is also supported by a 
retrospective analysis of NCI/CALGB trials [67], where it was found that patients 
with an estimated CLCR of 40–49 ml/min (included in the mild renal dysfunction 
category based on the NCI/CALGB, but in the moderate category according to the 
FDA) were primarily responsible for the differences in the frequency of toxicity 
(Table 18.6).

Albuminuria, the earliest marker of glomerular disease, can classified into sev-
eral categories (but with poor correlation with the risk of CKD). Clinical trials, 
though, do rarely stratify renal impairment according to the values of albuminuria 
but proteinuria and/or albuminuria can be used as exclusion criteria in early clinical 
trials of drugs with potential nephrotoxicity (e.g. antiangiogenics).

Neither GFR nor albuminuria alone can completely capture the prognosis of a 
patient with CKD. Consequently, integration of both parameters has been proposed 
for a classification of renal dysfunction, the KDIGO2012’s risk classification of 
CKD according to international guidelines using albuminuria and GFR, but in clini-
cal trials the sole use of GFR alone is more established.

A. Azaro et al.



323

18.3  �Hepatic Impairment

In the early development of cytotoxic chemotherapy agents with a narrow therapeu-
tic index, only cancer patients were enrolled on such trials based on ethical concerns 
over short and long-term toxicities of these agents. But in the development of 
molecularly targeted therapeutics, healthy volunteer studies have been used to 
assess single-dose exposure PK parameters. When assessing the effect of liver dys-
function, such studies may be performed using patients with varying degrees of 
hepatic impairment with or without cancer. For assessing long-term tolerability, 
only the latter group of patients could be evaluated. Therefore, the Cancer Therapy 
Evaluation Program (CTEP) at the NCI prioritized hepatic dysfunction phase I clin-
ical trials (HDCT) to determine safe administration parameters of antineoplastic 
agents for subjects with varying degrees of liver dysfunction. Since then, studies 
from the HDCTs, sponsored by the CTEP, along with other clinical trials, have pro-
vided relevant clinical data on the optimal dosing of antineoplastic agents in sub-
jects with different degrees of liver abnormalities, offering administration guidance 
in the labels for patients with abnormal organ function [68, 69]

18.3.1  �Causes of Liver Failure in the Cancer Patient

Liver failure in cancer patients can occur as a result of pre-existing conditions, viral 
or drug-induced hepatitis and/or cirrhosis (including anticancer treatments), or liver 
infiltration by primary or metastatic tumors. Based on recent studies, the main causes 
are chronic hepatitis B/C infection, alcohol-induced liver disease, non-alcoholic fatty 
liver disease, and non-alcoholic steatohepatitis [70–72], and due to the frequency of 
chronic liver diseases (CLDs), they represent a major world public health problem.

Many chemotherapeutic agents can cause liver damage, ranging from transient 
changes in liver biochemical tests (Table 18.7) to more severe and chronic damage. 
Most adverse reactions are idiosyncratic due to differences in susceptibility to drug-
induced liver injury or inability to recover from the injury among patients. However, 

Table 18.6  Comparison of thresholds used in the classification of renal impairment

Stage GFR group KDIGO
Estimated CrCl/GFR–
FDA/EMA

Estimated CLCR–NCI 
(ml/min/1.73 m2)

1 Normal ≥90 ml/min ≥90 ml/min ≥60 ml/min
2 Mild decrease 60–89 ml/min 60–89 ml/min 40–59 ml/min
3 Moderate decrease 59–30 ml/min 59–30 ml/min 20–39 ml/min
4 Severe decrease 15–29 ml/min 15–29 ml/min <20 ml/min
5 ESKD Kidney failure <15 ml/min not on dialysis Any

Requiring dialysis

Abbreviations: CLCR creatinine clearance based on the Cockcroft-Gault equation, GFR glomerular 
filtration rate based on the MDRD equation
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some drugs are particularly hepatotoxic [90]. Moreover, pre-existing liver disease or 
previous liver irradiation might increase susceptibility to drug-induced liver damage.

Liver dysfunction in cancer patients can be also secondary to malignancy (i.e. 
primary liver tumor or liver metastases), but these are uncommon causes of acute liver 
failure. Tumors in or around the liver and the biliary tree can affect liver function by 
multifactorial mechanisms that include direct loss of healthy functional liver volume 
or intra/extra-hepatic biliary obstruction. Similarly, portal vein occlusion secondary 
to thrombosis—by hypercoagulation syndromes or direct tumor infiltration—may 
compromise vascular supply to healthy liver parenchyma and thus drug metabolism.

Furthermore, cancer might indirectly affect drug metabolism in the liver. Tumors 
can generate a host inflammatory response that involves cytokines, such as IL-6 and 
TNF-α, which manifest clinically through the observation of increased acute-phase 
reactants in serum, cachexia, and fever. They can also contribute to cholestasis or 
inflammation in the liver [91]. This inflammatory response is associated with 
decreased CYP3A4 activity in the liver [92], with a secondary effect in the expres-
sion of drug transporters and, thus, drug clearance [93]. Albumin levels can also be 
affected, which might modify the amount of free or unbound drug in plasma and the 
volume of distribution. Although the magnitude of these effects is thought to be 
minor in most subjects, their impact on elderly patients could be higher, particularly 
in those who are frail due to multiple comorbidities and whose liver function is 
compromised by the tumor.

Potential interactions between the liver and chemotherapy agents fall into two 
categories: direct chemotherapy-induced hepatotoxicity and potentiation of pre-
existing liver disease (especially, viral hepatitis). Altered hepatic drug metabolism 
due to an underlying liver disease can result in higher or more persistent drug lev-
els in the body, thereby causing an increased systemic toxicity (mainly, myelo-
suppression), and/or worsening of liver function due to chemotherapy-induced 
hepatotoxicity.

But liver injury during cancer treatment may not always be related with antican-
cer agents but potential reactions to antibiotics, analgesics, antiemetics, and other 
medications. The susceptibility of patients to liver injury may be affected by pre-
existing medical conditions such as the ones mentioned before, and also by nutri-
tional deficiencies or parenteral nutrition. Therefore, the attribution of liver injury 
may be difficult. Complicating things even more, most hepatotoxic drug reactions 
are idiosyncratic and have non-dose-dependent effects, either through immunologic 
mechanisms or due to differences in metabolic responses among individuals.

18.3.2  �Impact of Hepatic Impairment on the Pharmacokinetics 
and Pharmacodynamics of Cancer Drugs

The liver plays a central role in key PK parameters such as absorption/bioavail-
ability/metabolism of first pass, distribution, metabolism and elimination of most 
drugs and many drug metabolites. Certain parameters that can potentially 
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influence drug PK (e.g. liver blood flow, binding to plasma proteins, or biliary 
excretion) depend on the normal functioning of this organ. Hepatic disease results 
in numerous pathophysiologic structural changes that may affect hepatic drug 
clearance, as is the case with cirrhotic livers, where a 50% reduction in such func-
tion has been observed [94, 95]. Some of the PK parameters affected by liver 
dysfunction include:

•	 Although some metabolic transformation can occur in the intestinal epithelial 
cells, hepatic clearance is the cornerstone of drug PKs. The hepatic clearance of 
highly extracted drugs is blood-flow-limited and relatively insensitive to changes 
in drug binding to blood components or to enzyme/transporter activity (i.e. 
CLint). Liver diseases (cirrhosis, primary tumors or metastases) are associated 
with alterations in liver blood flow and porto-systemic shunting due to portal 
vein occlusion or infiltration. The resulting vascular compromise of the liver 
parenchyma could have a significant impact on the hepatic drug clearance and 
particularly in the case of highly extracted drugs.

•	 A significant decrease in reversible drug binding to plasma proteins is often 
found in CLDs due to reduced albumin and α1-acid glycoprotein synthesis. 
Moreover, the accumulation of endogenous compounds, such as bilirubin, inhibit 
plasma protein binding of certain drugs. Similarly, ascites produces qualitative 
changes in albumin and α1-acid glycoprotein levels.

•	 The metabolism of drugs is decreased in liver dysfunction due to a certain degree 
of oxidization impairment and sinusoidal capillarization. Chronic liver disease is 
associated with variable and non-uniform reductions in the activity of CYP450 
enzymes, and this can be further influenced by blood flow alterations and hypoxia 
and intrahepatic shunting [96–99].

•	 Differences in cytochrome-dependent clearance have also been associated with 
differences in genotype. For instance, there is a trend towards higher clearance 
capacity in subjects CYP3A5*1 homozygous. Consequently, it has been demon-
strated that the clearance of drugs metabolized by CYP3A4/5, such as mid-
azolam, nifedipine and everolimus, is altered depending on the genotype.

•	 Liver disease may also modify the expression and function of hepatic transport-
ers such as BCRP NTCP, OATP1B1, OCT1, or P-gp [100, 101].

18.3.3  �Measurement of Liver Function: Exogenous 
and Endogenous Markers

Conventional biochemical tests are used to evaluate liver function by assessing 
endogenous substances whose production is affected by the liver, such as bilirubin, 
albumin, and prothrombin time. Hepatic synthesis can be evaluated by albumin lev-
els because it is exclusively produced by the liver (as well as the prothrombin time, 
a marker of the extrinsic pathway of the coagulation cascade) Likewise, plasma 
levels of bilirubin reflect hepatic clearance.
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Dynamic liver function tests have been developed to quantitatively assess hepatic 
dysfunction. Several exogenous substances are used as marker substrates for liver 
clearance, including indocyanine green (ICG), antipyrine [102], caffeine, galactose 
[103], and monoethylglycinexylidide (MEGX) [104]. Some of them, like ICG, 
galactose and sorbitol, are bloodflow limited substances (therefore, they have a high 
extraction ratio), and when hepatic uptake mechanisms are significantly altered, the 
clearance of these substances is substantially altered [105, 106]. The most frequent 
exogenous marker used in this setting is ICG, a substance selectively taken up by 
the hepatocytes and later excreted unmodified into the bile via an ATP-dependent 
transport system. Thus, the ICG excretion rate in bile reflects the hepatic ATP levels 
and energy status. The plasma disappearance rate of ICG (PDRICG) is the most com-
monly used parameter for clinical and experimental assessment of liver function, 
with a normal range of 18–25%/min. Notably, the PDRICG does not represent the 
liver blood flow, but rather the ICG uptake by hepatocytes and its excretion into the 
bile, which is blood flow/energy status dependent. Since ICG excretion is an ATP-
dependent process, a decrease in ATP levels during hepatic dysfunction can be 
detected.

For assessment of the metabolic function of the liver, one could use substances 
whose liver elimination is minimally influenced by total hepatic blood flow or por-
tal-systemic shunting, such as low-extraction drugs, include antipyrine, caffeine, 
and midazolam. Depending on their metabolic pathway, they reflect the activity of 
different liver functions (antipyrine by multiple CYP450 isoforms such as CYP1A2, 
CYP2B6, CYP2C8, CYP2C9, CYP2C18, and CYP3A4 [107]; caffeine mostly by 
CYP1A2 [108]; midazolam almost exclusively by CYP3As [109]; MEGX by 
CYP3A and CYP1A2 [110, 111]).

18.3.4  �Classification of Hepatic Impairment

Liver function can be assessed by various combinatorial indices, the most relevant 
of which are the Child-Pugh (CP) score, the Model of End-Stage Liver Disease 
(MELD) and the NCI index. They differ in the parameters used for assessment of 
the liver function (some objective parameters such as prothrombin time/INR, total 
bilirubin, AST or albumin, some subjective parameters such as ascites, hepatic 
encephalopathy), the availability of those parameters in the clinical setting and their 
validation status. The CP and MELD scores are the most used classification systems 
to assess prognosis in patients with CLDs, the former being the most widely used to 
evaluate liver function. However, it must be noted that the CP score was developed 
as a prognostic marker in patients undergoing transection of hepatic varices, rather 
than as a predictor of drug elimination (Table 18.8) [112, 113].

However, this classification has several practical limitations in cancer patients, 
which include: (i) potential overestimation of the influence of proteins synthesized 
by the liver since albumin and coagulation factors strongly correlate with each 
other; (ii) use of arbitrary cutoff values; (iii) homogeneous weight given to all 
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variables; (iv) non-inclusion of creatinine, a relevant prognostic factor present in 
other scores and considered relevant by some authors [114, 115]; (v) some of its 
parameters are subjective (ascites and encephalopathy) and most of the parameters 
can be affected by the disease or its therapy or other factors (encephalopathy and 
brain metastasis; albumin levels and nutritional status, ascites and peritoneal dis-
ease [116]).

Approaches based only on standard liver biochemistry tests have been suggested 
such as the NCI Organ Dysfunction Working Group (NCI-ODWG) classification, 
and have been evaluated in hepatic impairment cancer trials (Table 18.9) [69]. This 
classification is based on two objective and readily measurable laboratory parame-
ters, i.e. total bilirubin and AST/ALT levels.

Another approach, preferred by hepatologists is the Model of End-Stage Liver 
Disease (MELD). The MELD score, uses only three biochemical parameters (serum 
bilirubin, serum creatinine, and INR [116, 117]), and its value has been demon-
strated in different settings: variceal bleeding [118], infections in cirrhotic patients 
[119], liver failure [120, 121], alcoholic hepatitis [122], and other chronic dis-
eases [123].

Neither the FDA nor the EMA guidelines on hepatic dysfunction have included 
the MELD score among the recommended classifications to be used in phase I phar-
macokinetic studies in cancer patients with hepatic dysfunction, mainly because 
this score is a predictor of mortality. The current FDA guidelines for hepatic dys-
function for studies that aim to stratify hepatic impairment recommend the use of 
the CP classification. Nonetheless, few published phase I trials in cancer patients 
have used this score (e.g. buparlisib ([124] #30), erlotinib ([125] #31), tipifarnib 
([126] #32)). In Oncology, NCI-ODWG criteria constitutes the most commonly 
used classification system in phase I studies of anticancer agents.

Table 18.8  Modified Child-Pugh (CP) score (nutritional status was replaced by prothrombin 
time) and categories of liver dysfunction

Points
1 2 3Parameters

Encephalopathy None Minimal Advanced (coma)
Ascites Absent Controlled Refractory
Bilirubin (μmol/l) <34 34–51 >51
Albumin (g/l) >35 28–35 <28
Prothrombin (s)a <4 4–6 >6
Categories of modified Child-Pugh score
Group Description Child-Pugh score
A Mild liver dysfunction 5–6
B Moderate liver dysfunction 7–9
C Severe liver dysfunction 10–15

aProthrombin time values of 4 s and 6 s approximately correspond to 50% and 40% of normal, 
respectively
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18.4  �Study Designs in Organ Dysfunction Population

Some preclinical models of CKD have been developed have been developed, includ-
ing Genetically Engineered Models, Vascular injury models (such as Spontaneously 
hypertensive rats), Glomerular and interstitial injury models (such as animals that 
develop Lupus nephritis), or models with induced damage (either immune-induced 
models such as Thy-1 nephritis or non-immune such as nephrectomy, radiation 
nephropathy, lateral ureteral obstruction or chemically induced). Despite this, none 
is considered a good in vivo RI models to assess the impact on pharmacokinetic 
parameters and in most cases, a phase 1 trial in patients with renal function impaired 
is required [127].

The FDA and EMA have published guidelines for conducting of studies in 
patients with RI or HI. These are generic recommendations, and are not specific 
for anticancer agents. They also focus on determining primarily the PK parame-
ters in these patient population, rather than the safety or tolerability of the agents. 
These guidelines recognize the uncertainties surrounding the assessment of 
hepatic and renal Because of that, the NCI-Organ dysfunction Working Group 
has provided specific instructions and protocol templates for organ impaired 
function studies in oncology. Studies in organ impairment are not mandatory in 
all circumstances, but may be justified in some circumstances, and this as well as 
what groups of organ impairment need to be studied are based on the drug phar-
macological characteristics, and the expected effects of organ dysfunction on its 
PK. Organ impairment investigations are usually required in a new drug applica-
tion (NDA) submission for drugs with a narrow therapeutic range or if the mech-
anism of metabolism and excretion of a drug is unknown. The Regulatory 
agencies have also issued recommendations on when such studies are needed 
(Table 18.10):

Table 18.9  Comparison of the liver function categories by Child Pugh classification or by NCI 
Organ Dysfunction Working Group classification

Categorization of hepatic impairment
Child Pugh 
classification (by FDA 
and EMA)

NCI Organ Dysfunction Working Group

Total bilirubin ALT or AST

Normal
Mild A (5–6 ponts) B1: ≤ ULN

B2: > 1–1.5x ULN
B1: > ULN
B2: Any

Moderate B (7–9 points) > 1.5–3x ULN Any
Severe C (10–15 points) >3x ULN Any

Abbreviations: ALT alanine aminotransferase, AST aspartate aminotransferase, EMA European 
Medicines Agency, FDA Food and Drug Administration, NCI National Cancer Institute, ULN 
upper limit of normal
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Many of the anticancer agents, however, do not have specific studies or recom-
mendations for these patient populations. The main reasons for this include:

•	 Some of the earlier drugs were developed before the guidelines were developed, 
such as carboplatin, the anthracyclines and etoposide [130–133].

•	 A strict implementation of these guidelines, especially in oncology, where they 
are especially difficult to incorporate, make these studies impractical.

•	 Some of the studies are performed after drug approval, and are initiated by clini-
cians independently of regulatory agencies.

•	 Interpretation and application of the results are occasionally difficult. For exam-
ple, in the case of eribulin, researchers observed a 50% increase in eribulin expo-
sures in patients with moderate renal dysfunction despite the fact that it has a 
limited urinary elimination and there is no correlation between renal function 
and PK parameters. Based on this, the FDA recommended a prudent dose reduc-
tion in patients with moderate or severe renal impairment [134].

The convenience of, as well as when and how to study the effect of the organ 
dysfunction of a specific drug may vary. A dedicated stand-alone organ dysfunction 
study may be warranted in some cases, while in others, this information could be 
collected within the context of large late phase clinical trials (e.g. using a population 
PK with sparse sampling in a patient population with varying degrees of organ dys-
function) (Tables 18.11 and 18.12).

A dedicated organ dysfunction study performed in the early stages of develop-
ment may provide some guidance on how to better define the patient population to 

Table 18.11  Types of organ impairment studies and their characteristics based on FDA and EMA 
guidelines (Pharmacokinetics in Patients with Impaired Renal Function—Study Design, Data 
Analysis, and Impact on Dosing and Labeling FDA guidance) (EMA Guideline on the evaluation 
of the pharmacokinetics of medicinal products in patients with decreased renal function)

Organ impairment study designs Characteristics

Full study Includes subjects covering the full renal/ hepatic function 
range
Equal number of patients in each group
May include a “normal function” control group

Reduced study or staged study Two groups studied initially (mild dysfunction and normal)
If the organ impairment is anticipated not to be clinically 
relevant
If initial study does shows an effect on impairment, then 
evaluate intermediate impairment group

Population pharmacokinetics Based on conducted Phase I/II/III trials
Studies should have included patients with different degrees 
of organ impairment
Need to adjust for differences in frequencies of patients with 
and without organ dysfunction

Hemodialysis/peritoneal dyalisis Only in renal impairment
The drug is normally administered between dialysis sessions
Unlikely to be important for most anticancer drugs
It may be integrated in a full-range study

A. Azaro et al.
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be enrolled in a phase 2/3 program, especially in tumor types where dysfunction is 
frequent (hepatocarcinoma and cirrhosis, renal cell carcinoma and nephrectomized 
patients).

In some instances and for pragmatic reasons, a stand-alone protocol would inves-
tigate the effect of renal and hepatic impairment on PKs of a drug in the same study. 
These studies take advantage of a more seamless and effective implementation in 
experienced phase I departments, an accelerated implementation of the program, 
and being able to combine PK and safety results of both organ dysfunction popula-
tions to better understand the pharmacology of the studied agent (e.g. abiraterone, 
erlotinib and veliparib) [125, 137, 143].

Key Expert Opinion Points
•	 Based on the new recommendations from the FDA’s “Cancer Clinical Trial 

Eligibility Criteria: Patients with Organ Dysfunction or Prior or Concurrent”, 
future organ dysfunction studies may be introduced in early stages of drug devel-
opment as a sub-study of phase I clinical trial

•	 Accelerating anticancer drug development in patients with organ disfuction will 
provide them the same opportunities of accessibility of a novel therapeutic. For 
that, these patients may be included in the phase I trial stratified into multiple 
subgroups according to the underlying degrees of renal and hepatic dysfunction.

•	 Using PK/PD modeling allows to integrate data from dose-escalation phase, 
expansion phase and organ dysfunction cohorts for the determination of the most 
appropriate dose level for each functional status.

•	 Pharmacokinetic studies assisted by image-guided biodistribution techniques 
will improve the pharmacokinetic and pharmacodynamic characterization of 
drugs in special populations.
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