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Preface

CISIM 2020 was the 19th in a series of conferences dedicated to computer information
systems and industrial management applications. The conference was held during
October 16–18, 2020, in Poland at the Białystok University of Technology.

62 papers were submitted to CISIM 2020 by researchers and scientists from a
number of reputed universities around the world. These scientific and academic
institutions belong to Bulgaria, Chile, Colombia, Czech Republic, India, Italy,
Pakistan, Poland, Spain, and Tunisia. Most of the papers were of high quality, but only
55 of them were sent for peer review. Each paper was assigned to at least two referees
initially, and the accept decision was taken after receiving two positive reviews. In case
of conflicting decisions, another expert’s review was sought for the respective papers.
In total, about 130 reviews and comments were collected from the referees for the
submitted papers. In order to maintain the guidelines of Springer’s Lecture Notes in
Computer Science series, the number of accepted papers was limited. Furthermore, a
number of electronic discussions were held within the Program Committee (PC) chairs
to decide on papers with conflicting reviews and to reach a consensus. After the
discussions, the PC chairs decided to accept for publication in this proceedings book
the best 40 of the total submitted papers. The main topics covered by the chapters in
this book are biometrics, security systems, multimedia, classification and clustering,
and industrial management. Besides these, the reader will find interesting papers on
computer information systems as applied to wireless networks, computer graphics, and
intelligent systems. We are grateful to the three esteemed speakers for their keynote
addresses. The authors of the keynote talks were Prof. Rituparna Chaki, University of
Calcutta, India; Prof. Marina Gavrilova, University of Calgary, Canada; Prof. Witold
Pedrycz, University of Alberta, Canada; Prof. Danuta Rutkowska, University of Social
Sciences in Lodz, Poland; and Prof. Michał Woźniak, Wroclaw University of Tech-
nology, Poland.

We would like to thank all the members of the PC and the external reviewers for
their dedicated efforts in the paper selection process. Special thanks are extended to the
members of the Organizing Committee both the international and the local ones and the
Springer team for their great efforts to make the conference a success. We are also
grateful to Andrei Voronkov, whose EasyChair system eased the submission and
selection process and greatly supported the compilation of the proceedings.

We hope that the reader’s expectations will be met and that the participants enjoyed
their stay in the beautiful city of Białystok.

October 2020 Khalid Saeed
Jiří Dvorský
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NSP and Its Application Towards Increasing
Patient Satisfaction in Assisted Living

Rituparna Chaki

University of Calcutta, India
rituchaki@gmail.com

Abstract. The domain of nurse scheduling is a well-researched one. Researchers
have been focusing mainly to increase the efficiency of nurses’ allocation while
maintaining the nurse satisfaction at an acceptable level. However, most of the
existing works focus on optimizing the utilization of nursing staff. In the age of
IoT, as more and more researches are carried on in the domain of assisted living,
it becomes more important to use NSP for maximizing patient recovery. In our
bid to understand the challenging issues of adapting the convention solutions in
the assisted living scenario, a thorough state-of-the-art study has been done. This
study led us to note the following issues that need to be addressed:

– Nurse scheduling solutions mainly aim at assigning the nurses so as to maximize the
utilization of available nurses. The solutions mostly lacked consideration for the
perspective of patients, viz, their preferences and types of ailments.

– Matching nurses’ expertise to patients’ requirements, as well as patients’ prefer-
ences with respect to nurse availability is an issue that needs to be better
investigated.

– The problem of increased size of search space regarding increasing number of
patients’ requirements need to be focused in more specific way.

The problem is defined as the assignment of a set of available nurses N to a set of
patients P, depending on a number of criteria. The identification of parameters and the
definition of constraints (soft and hard) is to be considered in such a way so as to
maximize patient satisfaction. The cost function also needs to be formulated in terms
of these parameters and the goal is to keep the cost at an optimum level. In this talk, the
focus will be on discussing some of the relevant techniques used for solving the nurse
scheduling problem, including a novel solution specifically aimed to increase patient
satisfaction.



Adaptive and Reliable Decision Making
for Multi-modal Biometric Systems

Marina Gavrilova

University of Calgary, Canada
marina@cpsc.ucalgary.ca

Abstract. The area of biometrics, without a doubt, has advanced to the forefront
of an international effort to secure societies from both physical and cyber threats.
This keynote provides an overview of the state of the art in multi-modal data
fusion and biometric system design, linking those advancements with real-world
applications.

The rapid development of massive databases and image processing tech-
niques has led over the past decade to the significant advancements in both
fundamental biometric research and in a relevant commercial product devel-
opment. Typical biometric applications include banking, border control, law
enforcement, medicine, e-commerce, smart sensors, and consumer electronics.
A variety of issues related to biometric system performance and analysis has
been addressed previously. A high number of biometric samples, data vari-
ability, data quality, data acquisition, types of fusion and system architectures
have been shown to affect an individual biometric system’s performance.
Addition of new types of behavioral data, based on social interactions, presents
unique challenges and opportunities. This keynote reviews current trends related
to design of adaptive and reliable multi-modal biometric systems, with the focus
on issues of security and privacy of person data. It supports the theoretical
developments with the practical examples on the use of multi-modal biometrics
in industrial applications, including city planning, finance, medicine, and
situation awareness systems.



Explainable AI: From Data to Symbols
and Information Granules

Witold Pedrycz

University of Alberta, Canada
pedrycz@ee.ualberta.ca

Abstract. With the progress and omnipresence of Artificial Intelligence (AI),
two aspects of this discipline become more and more apparent. When tackling
with some important societal underpinnings, especially those encountered in
strategic areas, AI constructs call for higher explainability capabilities. Some
of the recent advancements in AI fall under the umbrella of industrial devel-
opments (which are predominantly driven by numeric data). With the vast
amounts of data, one needs to resort themself to engaging abstract entities in
order to cope with complexity of the real-world problems and delivers trans-
parency of the required solutions. All of those factors give rise to a recently
pursued discipline of explainable AI (XAI). From the dawn of AI, symbols and
ensuing symbolic process have assumed a central position and ways of symbol
grounding become of interest. We advocate that in the realization of the two
timely pursuits of XAI, information granules and Granular Computing (em-
bracing fuzzy sets, rough sets, intervals, among others) play a significant role.
The two profound features that facilitate explanation and interpretation are about
an accommodation of the logic fabric of constructs and a selection of a suitable
level of abstraction. They go hand-in-hand with the information granules. First,
it is shown that information granularity is of paramount relevance in building
linkages between real-world data and symbols encountered in AI processing.
Second, we stress that a suitable level of abstraction (specificity of information
granularity) becomes essential to support user-oriented framework of design and
functioning AI artifacts. In both cases, central to all pursuits is a process of
formation of information granules and their prudent characterization. We discuss
a comprehensive approach to the development of information granules by means
of the principle of justifiable granularity. Here various construction scenarios are
discussed including those engaging conditioning and collaborative mechanisms
incorporated in the design of information granules. The mechanisms of
assessing the quality of granules are presented. In the sequel, we look at the
generative and discriminative aspects of information granules supporting their
further usage in the AI constructs. A symbolic manifestation of information
granules is put forward and analyzed from the perspective of semantically sound
descriptors of data and relationships among data. With this regard, selected
aspects of stability and summarization of symbol-oriented information are
discussed.



Artificial Intelligence and Image
Understanding

Danuta Rutkowska

University of Social Sciences in Lodz, Poland
darutko@gmail.com

Abstract. Applications of Artificial Intelligence (AI) have increased rapidly in
recent years. A lot of interest is focused on Deep Learning and Big Data. We are
witnesses of spectacular results presented by Google with regard to Image
Recognition. Deep Learning has also been successfully applied in speech pro-
cessing and much more.

However, this part of AI – that is data driven – reflects the process of
learning from examples. In this case, an intelligent system, e.g. a Deep Learning
network, achieves a result, e.g. an image recognition, by the learning ability that
increases along with larger amount of data examples. In this way, the system
solves the problem without an explanation concerning the result.

Although with regard to Image Recognition, the explanation is not always
necessary (we see what we get), in other AI applications a user wants to know
how and why the system come up with the result. This is very important, e.g., in
recommender systems and medical applications (also referring to medical
images).

On another side of AI are expert systems – that are knowledge based – and
realize an inference process, with explanation facilities. The knowledge is
usually represented by logical rules. Therefore, it is possible to explain how a
result has been obtained by use of the rules.

Hybrid intelligent systems can reflect both aspects of intelligence: an infer-
ence based on the knowledge represented by rules and the learning ability. This
means that the inference can be realized – when the rules are known, otherwise
the knowledge of the form of the rules can be acquired from data (examples)
during the learning process.

In contrary to the Deep Learning approach – that is viewed as a “black box”
because of the lack of the explanation – we propose a rule based system to solve
an Image Understanding problem. The rules considered with regard to the
knowledge of this system are fuzzy rules or the rules generated within the rough
set theory. The linguistic description of images are produced by the system, and
then analyzed within the framework of databases and AI. The goal is to describe
an image based on the color segmentation, and location of particular color
granules, as well as their size and shape. Mutual relationships between the color
granules are taken into account in order to explain the understandable
description of an image.



Chosen Challenges of Imbalanced Data
Classification

Michał Wożniak

Wrocław University of Science and Technology, Poland
michal.wozniak@pwr.edu.pl

Abstract. Imbalanced data classification is still a focus of intense research
because most of the learning methods can work with a reasonably balanced data
set. Still, many real-world applications have to face imbalanced data sets. A data
set is said to be imbalanced when several classes are under-represented (mi-
nority classes) in comparison with others (majority classes). Learning from
imbalanced data is among the contemporary challenges in Machine Learning,
and multi-class imbalance, as well as an imbalanced data stream, stand out as the
most challenging scenarios.

In binary imbalanced learning, the relationships between classes are easily
defined: one class is the majority one, while the other is the minority one.
However, in multi-class scenarios, this is no longer obvious, as the correlations
among classes may vary, e.g., one class can be at the same time minority and
majority, or one of the different classes. Therefore canonical methods designed
for binary cases cannot be directly applied in such scenarios.

Another topic which we will discuss during the talk is imbalanced data
stream classification because only a few of the authors distinguish the differ-
ences between the imbalanced data stream classification problem and a scenario
where the prior knowledge about the entire data set is given. This discrepancy is
a result of the lack of knowledge about the class distribution, and this issue is
notably present in the initial stages of data stream classification. Another diffi-
culty is the presence of the phenomenon called concept drift, which can usually
lead to classifier quality deterioration. The concept drift may have different
nature, but it causes the change of the probability characteristics of the decision
task, e.g., it could lead to a shift in the prior probabilities, i.e., the frequency at
which the objects appear in the examined classes. A typical example of such a
case is the technical diagnosis in which the fault probability increases with
utilization time, and it may be a result of material fatigue. Sometimes the
relationship between the minority and majority classes changes in a way that the
former becomes the majority class.

This talk will discuss the main problems of imbalanced data classification, as
multi-class imbalanced data analysis or imbalanced data stream classification,
with particular attention to the methods developed by the Machine Learning
team from the Department of Systems and Computer Networks from Wroclaw
University of Science and Technology.



Contents

Biometrics and Pattern Recognition Applications

Transfer Learning Approach in Classification of BCI Motor
Imagery Signal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

Filip Begiełło, Mikhail Tokovarov, and Małgorzata Plechawska-Wójcik

Time Removed Repeated Trials to Test the Quality of a Human Gait
Recognition System. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

Marcin Derlatka

Spiral-Based Model for Software Architecture in Bio-image Analysis:
A Case Study in RSV Cell Infection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

Margarita Gamarra, Eduardo Zurek, Wilson Nieto, Miguel Jimeno,
and Deibys Sierra

Artificial Intelligence System for Drivers Fatigue Detection . . . . . . . . . . . . . 39
Waldemar Karwowski, Przemysław Reszke, and Marian Rusek

Automatic Marking of Allophone Boundaries in Isolated English
Spoken Words . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

Janusz Rafałko and Andrzej Czyżewski

Computer Information Systems and Security

Combined State Splitting and Merging for Implementation of Fast Finite
State Machines in FPGA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

Adam Klimowicz

Securing Event Logs with Blockchain for IoT . . . . . . . . . . . . . . . . . . . . . . 77
Mateusz Kłos and Imed El Fray

Securing Data of Biotechnological Laboratories Using
Blockchain Technology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

Krzysztof Misztal, Tomasz Służalec, and Aleksandra Kubica-Misztal

The Synthesis Method of High-Speed Finite State Machines in FPGA. . . . . . 97
Valery Salauyou, Damian Borecki, and Tomasz Grzes



Industrial Management and other Applications

A Framework of Business Intelligence System for Decision Making
in Efficiency Management . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

Daniela Borissova, Petya Cvetkova, Ivan Garvanov,
and Magdalena Garvanova

Generalized Approach to Support Business Group Decision-Making
by Using of Different Strategies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122

Daniela Borissova, Dilian Korsemov, and Nina Keremedchieva

A Generic Materials and Operations Planning Approach for Inventory
Turnover Optimization in the Chemical Industry . . . . . . . . . . . . . . . . . . . . . 134

Jairo R. Coronado-Hernández, Alfonso R. Romero-Conrado,
Olmedo Ochoa-González, Humberto Quintero-Arango, Ximena Vargas,
and Gustavo Gatica

Evolutionary Adaptation of (r, Q) Inventory Management Policy
in Complex Distribution Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146

Przemysław Ignaciuk and Łukasz Wieczorek

Design of a Decision Support System for Multiobjective Activity
Planning and Programming Using Global Bacteria Optimization . . . . . . . . . . 158

Miguel Angel Jimenez-Barros, Diana Gineth Ramirez Rios,
Carlos Julio Ardila Hernandez, Lauren Julieth Castro Bolaño,
and Dionicio Neira Rodado

Quality Improvement in Ammonium Nitrate Production Using Six
Sigma Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 172

Olmedo Ochoa-González, Jairo R. Coronado-Hernández,
Mayra A. Macías-Jiménez, and Alfonso R. Romero-Conrado

Multicriteria Strategic Approach for the Selection of Concrete Suppliers
in a Construction Company in Colombia . . . . . . . . . . . . . . . . . . . . . . . . . . 184

Jorge E. Restrepo, Dionicio Neira Rodado, and Amelec Viloria Silva

Machine Learning and High Performance Computing

Representation Learning for Diagnostic Data . . . . . . . . . . . . . . . . . . . . . . . 197
Karol Antczak

A Machine Learning Approach for Severe Maternal Morbidity Prediction
at Rafael Calvo Clinic in Cartagena-Colombia . . . . . . . . . . . . . . . . . . . . . . 208

Eugenia Arrieta Rodríguez, Fernando López-Martínez,
and Juan Carlos Martínez Santos

Collaborative Data Acquisition and Learning Support . . . . . . . . . . . . . . . . . 220
Tomasz Boiński and Julian Szymański

xx Contents



Benchmarking Deep Neural Network Training Using Multi- and Many-
Core Processors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 230

Klaudia Jabłońska and Paweł Czarnul

Binary Classification of Cognitive Workload Levels
with Oculography Features . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 243

Monika Kaczorowska, Martyna Wawrzyk,
and Małgorzata Plechawska-Wójcik

Machine Learning Approach Applied to the Prevalence Analysis
of ADHD Symptoms in Young Adults of Barranquilla, Colombia . . . . . . . . . 255

Alexandra Leon-Jacobus, Paola Patricia Ariza-Colpas,
Ernesto Barcelo-Martínez, Marlon Alberto Piñeres-Melo,
Roberto Cesar Morales-Ortega, and David Alfredo Ovallos-Gazabon

Application of DenseNets for Classification of Breast
Cancer Mammograms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 266

Anita Rybiałek and Łukasz Jeleń

Augmentation of Segmented Motion Capture Data for Improving
Generalization of Deep Neural Networks . . . . . . . . . . . . . . . . . . . . . . . . . . 278

Aleksander Sawicki and Sławomir K. Zieliński

Improving Classification of Basic Spatial Audio Scenes in Binaural
Recordings of Music by Deep Learning Approach . . . . . . . . . . . . . . . . . . . 291

Sławomir K. Zieliński

Modelling and Optimization

AutoNet: Meta-model for Seamless Integration of Timed Automata
and Colored Petri Nets. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 307

Muhammad Waqas Ahmad, Muhammad Waseem Anwar,
Farooque Azam, Yawar Rasheed, Usman Ghani, and Mukhtar Ahmad

A Multi-purpose Model Driven Platform for Contingency Planning
and Shaping Response Measures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 320

Mukhtar Ahmad, Farooque Azam, Yawar Rasheed,
Muhammad Waseem Anwar, and Muhammad Waqas Ahmad

Multi-criteria Differential Evolution for Optimization of Virtual Machine
Resources in Smart City Cloud . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 332

Jerzy Balicki, Honorata Balicka, Piotr Dryja, and Maciej Tyszka

Dynamic Ensemble Selection – Application to Classification
of Cutting Tools . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 345

Paulina Heda, Izabela Rojek, and Robert Burduk

Contents xxi



Stochastic Model of the Simple Cyber Kill Chain: Cyber Attack Process
as a Regenerative Process . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 355

Romuald Hoffmann

Genetic Algorithm for Generation Multistage Tourist Route
of Electrical Vehicle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 366

Joanna Karbowska-Chilinska and Kacper Chociej

Event Ordering Using Graphical Notation for Event-B Models . . . . . . . . . . . 377
Rahul Karmakar, Bidyut Biman Sarkar, and Nabendu Chaki

Intraday Patterns in Trading Volume. Evidence from High Frequency
Data on the Polish Stock Market. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 390

Joanna Olbryś and Adrian Oleszczak

An Efficient Metaheuristic for the Time-Dependent Team Orienteering
Problem with Time Windows . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 402

Krzysztof Ostrowski

Measurement and Optimization Models of Risk Management
System Usability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 415

Tomasz Protasowicki

Development Methodology to Share Vehicles Optimizing the Variability
of the Mileage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 426

Luis E. Ramírez Polo, Alcides R. Santander-Mercado,
and Miguel A. Jimenez-Barros

Optimisation Model of Military Simulation System Maintenance. . . . . . . . . . 436
Wojciech Stecz and Tadeusz Nowicki

Imbalanced Data: Rough Set Methods in Approximation
of Minority Classes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 451

Jaroslaw Stepaniuk

Run-Time Schedule Adaptation Methods for Sensor Networks
Coverage Problem. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 461

Krzysztof Trojanowski, Artur Mikitiuk, and Jakub A. Grzeszczak

Spectral Cluster Maps Versus Spectral Clustering . . . . . . . . . . . . . . . . . . . . 472
Sławomir T. Wierzchoń and Mieczysław A. Kłopotek

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 485

xxii Contents



Biometrics and Pattern Recognition
Applications



Transfer Learning Approach in Classification
of BCI Motor Imagery Signal

Filip Begiełło1, Mikhail Tokovarov2 ,
and Małgorzata Plechawska-Wójcik2(&)

1 Smart Geometries Sp. z o.o., Lęborska 8/10/183, Warsaw, Poland
f.begiello@smartgeometries.pl

2 Lublin University of Technology, Nadbystrzycka 36B, Lublin, Poland
{m.tokovarov,m.plechawska}@pollub.pl

Abstract. The paper presents application of a transfer learning-based, deep
neural network classification model to the brain-computer interface EEG data.
The model was initially trained on the publicly available dataset of motor
imagery EEG data gathered from BCI experienced users. The final fitting was
performed on the set of six participants for whom it was the first contact with a
BCI system. The results show that initial training affects classification accuracy
positively even in case of inexperienced participants. In the presented prelimi-
nary study five participants were examined. Data from each participant were
analysed separately. Results show that the transfer learning approach allows to
improve classification accuracy by even more than 10% points in comparison to
the baseline deep neural network models, trained without transfer learning.

Keywords: Transfer learning � BCI � Motor imagery � Convolution networks

1 Introduction

A brain-computer interface (BCI) is understood as a system that performs measure-
ments of activity of the brain using electroencephalography (EEG) and converts them
into artificial stimuli that replace or strengthen the brain’s natural activity in specific
areas and thus change the interaction between the system and its external or internal
environment [1, 2].

The goal of BCI design is to provide new or extend already existing user contact
with the environment [3]. For this reason the interaction should be as natural as
possible. That is why a BCI system must aim at fitting to the user’s activity and his
further training, usually related to identification of his intentional control. A typical
BCI needs offline training to calibrate the system and select optimal features from
multiple EEG channels [4].

The classical BCI design can be separated into several modules: a module
responsible for signal registration, signal pre-processing module, feature extraction,
classification module and the output device, providing feedback to the user [5].

The signal pre-processing phase covers cleaning and adaptation of the signal
recorded and amplified by the measuring apparatus. The methods usually applied in
this module include filtering algorithms: spectral, responsible for removing undesirable
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signal components, and spatial, applied to isolate information about the region in which
the signal was recorded [6].

Feature extraction is the next phase in classical BCI systems. The result of this
process is a chosen set of key values describing the signal. Depending on the chosen
BCI paradigm, the set of features relevant to system control might differ. Extracted
features are usually frequency band power features or time point features [7]. The
feature extraction process often precedes feature selection, which is a common
approach to representing EEG signals in a compact and relevant manner [4] and to
achieve fewer significant features with the largest meaning for further classification [8].

Signal classification is the last of the processing steps. The result of this process is
to match a signal to one of the known patterns, which allows its interpretations.
According to the classical BCI-related literature different learning techniques are used.
The most common classification algorithms are linear classifiers such as LDA, SVM or
MLP [4].

Alternative, high efficiency solutions applied to BCI are neural networks, in par-
ticular convolutional neural networks (CNNs). This approach gains more and more
popularity. CNNs give the possibility of filtering the noise at the stage of initial
analysis, so they require significantly less initial signal processing [9]. In the case of
solutions based on neural networks, however, a problem arises of model degradation
along with working time and the need for recalibration.

A convolutional neural networks is a type of deep learning neural networks, where
features and the classifier are jointly learning directly from data [4]. The architecture of
a deep learning model is based on a set of trainable feature extractor modules and
layers. CNNs are so called feedforward neural networks with at least one convolutional
layer, where information flows from the input through the hidden layers to the output
[10]. Deep neural networks and CNNs are gaining popularity in all types of BCI
systems. The great majority of the published results were offline studies. The first
application of CNNs to BCI was presented in [11], where two convolutional layers
were adapted in a P300-based BCI. There are also a few studies exploring motor
imagery-based BCI with CNN classification. In [12] 84% performance was reached in
a classification based on raw EEG signal. In [13] CNNs and stacked autoencoders
(SAE) were applied to improve classification results on a BCI competition IV dataset.
Other deep learning approaches to motor imagery-based BCI are based on deep belief
networks (DBNs) and restricted Boltzmann machine (RBM) [14, 15].

In the last few years a new machine learning approach has been presented. It
violates the basic hypothesis of machine learning, which is the classifier’s training data,
and its test data belong to the same feature space and follow the same probability
distribution. This new approach, called transfer learning, is aimed at enhancing per-
formance of a classifier initially trained on one task based on information gained while
learning another task. The effectiveness of transfer learning depends on the level of
relation between these two tasks [4]. Transfer learning turns out to be an effective
technique for improving BCI classification performance. Motor imagery proved to be a
paradigm, for which transfer learning application gained popularity. This technique
allows to use pre-recorded sessions, from possibly different subjects, and analyse them
jointly. However, it might encounter such problems as ensuring quality of the features
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and coping with data variability across subjects or sessions. In the literature the transfer
learning approach is often related to the SVM [16–18] or LDA [19–22] classification
methods.

The aim of the paper is to examine if the transfer learning approach allows to
achieve higher classification performance even in the case of inexperienced BCI users
who were never previously trained to generate motor imagery patterns in EEG signals.

The rest of the paper is structured as follows. Section 2 presents materials and
methods used in the study including applied classification methods, data sets and the
experiment details. Section 3 describes the data analysis procedure, Sect. 4 presents the
results. Discussion and conclusion are covered in the Sect. 5.

2 Materials and Methods

2.1 Transfer Learning for CNNs

As mentioned in the introduction, a convolutional neural network is a type of deep
neural network incorporating one or more convolutional layers. Each such layer passes
its input through a series of filters performing simple mathematical operations on
subsequent parts of the input. The aim of those operations is to extract so-called feature
maps from the input signal, which in turn can be used as an input for another layer, or
as a set of final key features on which classification can be performed. Over the course
of training a CNN, both convolutional filters and dense layer weights can be adjusted,
which results in a model precisely fit for extraction and classification of features present
in the training dataset. While this approach is perfect for data domains in which key
features are common and shared across all its elements, it can fall short when it comes
to generalisation in domains with high inter-subject variability, such as EEG readings
of motor imagery.

Transfer learning aims to improve the model’s ability to generalise between two
domains with different feature spaces. Of particular use, in the case of CNNs, can be
feature-representation transfer learning, which assumes maximisation of classification
accuracy by basing constructing the target domain feature space on already known
feature spaces [23]. In other words, a model can be trained and fitted to data from a
universal, large-source domain in order to develop a general feature extraction
mechanism, and then further fit to a specific target domain by adjusting the weights and
in turn overcome the problem of inter-subject variability, even if the target domain
comprises only a small number of observations. In the case of CNNs the process would
entail adjusting filters, fit for extracting general key features, to specific subject signal
key features and thus improving its performance, without the need for a long training
stage when used in a BCI.

2.2 Data Sets

Two datasets were used in the present research. A publicly available dataset published
in [24] was applied for the initial stage of the experiment, when the models were pre-
trained. The dataset was collected in accordance with the procedure described in [25].
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The dataset contains the signals of 109 patients, 4 of them were rejected as outliers on
the basis of their power density spectra. Only the parts of the signals corresponding to
hand-movement related motor imagery patterns were chosen for the experiment. Each
patient generated 20 observations of each class, i.e. left- or right-hand movement
imagery, which led to the total number observations as high as 4200. The signal in [24]
was sampled with the sampling frequency equal to 160 Hz. The electrode montage
used was in accordance with the 10–10 system with exclusion of the following elec-
trodes: Nz, F9, F10, FT9, FT10, A1, A2, TP9, TP10, P9, and P10. As for the second
stage of training, i.e. final training on individual people’s samples, it was conducted on
the dataset which composed of 6 separate recordings, however one of them proved to
be of insufficient quality, and each made for a different subject. As in the training
dataset, only hand-movement imagery related parts were chosen. One recording con-
tains 30 observations of each of 2 classes – left- or right-hand movement imagery, for
the total of 60 observations per subject. Before starting transfer learning two major
issues were to be dealt with:

• the frequency of the final-stage signal had to be decreased from 500 Hz down to
160 Hz, i.e. had to undergo the procedure of downsampling;

• the electrode order of the initial stage dataset had to be brought into accordance with
the 10–20 system used for gathering of the second-stage signal, Fig. 1 presents the
10–10 and 10–20 systems. This issue was solved by rejecting the electrodes of the
10–10 system, which are not used in the 10–20 system. Another measure under-
taken involved changing the electrode order.

The signals of the initial-stage dataset were cut into 6 s long segments. Each
segment contained 2 s of pre-stimulus and 4 s of post-stimulus signal, so each
observation had the following dimensions 960 � 64, i.e. 6 s, 160 samples each, by 64
electrodes.

Fig. 1. EEG electrode montage systems: 10–10 (left) and 10–20 (right)
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Observations in the final set were 4 s long - 1 s pre-stimulus and 3 s post-stimulus
signal, which gives 2000 � 19 dimensions - 4 s, 500 samples each, by 19 electrodes.

2.3 Equipment Characteristic

Mitsar EEG 201 amplifier was used to record the EEG data. The data was transmitted
to the computer with the EEG Studio software. The design motor imagery-based BCI
was built in the Matlab software. A LabStreamingLayer library was applied to transfer
data between the EEG Studio and Matlab.

The study used 19 electrodes arranged in accordance with the 10–20 EEG standard.
Two reference electrodes (A1, A2) were placed on the ears. The ground electrode was
placed in the middle part of the frontal lobe. The recording frequency was 500 Hz.

2.4 Experiment Construction

The study group for the final dataset included 5 subjects ranging from 20 to 35 years of
age (on average: 25 years old), both male and female. For all participants it was their
first contact with a motor imagery-based BCI and the BCI systems in general.

The BCI used in the experiment was constructed to represent 4 classes of motor
imagery – left- and right-hand motions, tongue motion and feet motion. For each class
a red arrow, pointing respectively left, right, up and down from the centre of the screen,
was assigned. In downtime between stimuli a control image of a black dot centred in
the middle of the screen was displayed.

Each participant was first introduced to the system and instructed as to how to
interact with it. After preparation (seating, scalp cleanup, electrode montage) partici-
pants were once again given a brief overview of the experiment. The recording part of
the experiment started with 60 s of calibration image being displayed to the participant.
Next a sequence of stimuli followed by control images was displayed. Each pair
consisted of 4 s of stimuli image and 2 s of control image. The entire sequence
comprised 30 repetitions of every class of stimuli intermixed with one another as to
avoid participants finding a pattern in the sequence.

3 Description of the Data Analysis Procedure

3.1 Preprocessing and Training Process

The signals in [24] are provided in unprocessed state, so initial processing included
filtering the signals with a Butterworth filter of the 5-th order. The low and high-cuts
were set as follows: low: 1 Hz, high: 45 Hz.

As it was described in 2.2, initial stage training observations had the following
dimensions: 960� 64. The training batch generator was defined in the way, that training
samples had the length of 640 time samples, i.e. were 4 s long (approximately 1 s pre-
stimulus and 3 s post-stimulus). In order to enrich the training set some uniformly
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distributed random shift was applied: the start of each training observation was shifted
by the value obtained by pseudorandom number generator from the range [−10, 10]. By
this approach one aspect of data augmentation was implemented. The Fig. 2 presents the
idea of data augmentation by the means of pseudo-random shift.

Every training/testing observation was fed to the network as a s-x-e 2D array,
where s is the number of samples in an observation and e is the electrode number. In
order to deal with inter-subject and inter-session variation of conductivities, z-score
standardization was performed for every separate electrode, so the signal of the i-th
electrode after standardization was obtained in the way presented in Eq. (1).

xistand ¼ xi � mean xið Þ
std xið Þ ð1Þ

Another approach to data augmentation applied in the research was based on
adding a normally distributed weak noise. By the term weak the authors understand a
normally distributed noise with a 0 mean and a small (around 0.1) standard deviation.

Combining the above methods of data augmentation with such a technique as
application of maximal norm constraint allowed to decrease the variance of the clas-
sification model leading to better accuracy and lower overfitting.

3.2 Neural Network Architecture

Models used over the course of research were based on a feedforward CNN archi-
tecture consisting of pairs of convolution and pooling layers. In the initial tests an
architecture comprising two pairs was chosen. Each of the pairs consisted of one 1D
convolution layer and one 1D average pooling layer. Both convolution layers had
penalties on layer parameters added in the form of L2 regularisers. After each of the
pairs a dropout layer was added to further prevent overfitting. Presented on the Fig. 3.
is the detailed model architecture with tensor shapes.

Fig. 2. Data augmentation by means of random window shift
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3.3 Comparison of Model Training Process with and Without Transfer
Leaning Approach

For the purpose of comparison two approaches to training deep neural network models
were tested: with and without application of transfer learning.

In the former case, models were trained only on samples from the final dataset. For
subsets of each participant a set of 10 models was trained. The training process con-
sisted of 10 epoch further split into 30 batches of 10 samples. Considering a relatively
small size of the set before augmenting, a stochastic gradient descent optimiser with a
learning rate of 0.001 was chosen to prevent overfitting. This approach scheme is given
in Fig. 4.

Fig. 3. Architecture used for the tested models
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The learning process in the transfer learning approach was separated into two
stages. The first stage involved training models on the initial dataset for 10 epochs, 150
batches of 30 samples each. For this step a RMSprop optimiser with a learning rate of
0.001 was used as it yielded the most stable results. In the second stage pre-trained
models from the previous stage were further trained on the final dataset for 10 epochs,
30 batches of 10 samples each. Similarly to the training process presented in Fig. 4, a
stochastic gradient descent optimiser with a learning rate of 0.001 was applied in this
step. As previously, models were trained in sets of 10 for the data from each partici-
pant. The entire process is presented in Fig. 5.

Fig. 4. Model training process without transfer learning

Fig. 5. Model training process with transfer learning
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4 Results

The performance of a CNN model depends on a number of hyperparameters which
need to be precisely adjusted to the task carried out. That is why a grid search technique
was applied over a range of values for each of the hyperparameters and tested archi-
tectures. After initial tests, as mentioned in 3.2, the best performing architecture was
chosen and a more thorough search was performed including multiple filter sizes,
numbers of filters, activation functions etc. The resulting scores with hyperparameters
of models trained in the search were then arranged prioritizing maximal accuracy
and minimal loss on test set and ignoring entries with high (above 15% points) dis-
crepancy between training and test sets as to avoid including overfitted models. This
list served as a tool to find dependencies between scores and specific values of tested
hyperparameters.

As a result, the set of hyperparameters ensuring the best performance of the CNN
was chosen, which is presented in Table 1.

The results obtained for the separate participants are presented in Table 2. Clas-
sification accuracy was the main metric; additionally, values of the loss function are
presented. The results confirm that the transfer learning approach allows achieving a
higher accuracy in four of five cases. The improvement reached from 10 to 15% points.
Only in the case of one participant (P5) the achieved result was lower for the transfer
learning approach, although the losses for all five participants are notably (up to two
times) lower.

Table 1. Hyperparameters of the model

Hyperparameter Value

Output filters Conv1D1

Conv1D2

10
30

Kernel size Conv1D1

Conv1D2

7
5

Stride length Conv1D1

Conv1D2

1
1

Activation function Conv1D1

Conv1D2

ReLU
ReLU

Pooling window size AvgPool1D1

AvgPool1D2

4
2

Dropout rate 0.3
Regularisers Kernel

Bias
L2 (k = 0.02)
L2 (k = 0.01)

Constraints Kernel
Bias

MaxNorm (max = 1.2)
MaxNorm (max = 1.2)
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5 Discussion and Conclusions

The main aim of the paper was to examine if the transfer learning approach allows to
achieve higher classification performance even in the case of inexperienced BCI users
who were never previously trained to generate motor imagery patterns in EEG signals.
For initial stage of training a Physionet Motor Imagery dataset was used. This dataset is
extensive enough and widely applied in a scientific community and thus serves as a
good basis for initial model training.

The second stage involved training on the data gathered from novice BCI users.
A low number of participants and samples was an additional obstacle for transfer
learning to overcome. The transfer learning approach allowed to achieve higher clas-
sification accuracy compared to the baseline approach to deep neural network models
training by the margin of at least 8.3% points: from 66.7 to 75. The mean accuracy
improvement equalled 10.42% points (excluding P5). Participant P5 reported diffi-
culties with generating motor imagery, and thus his results were less reliable. The
maximum accuracy gain was equal to 16.7% points from 58.3 up to 75.

The commonly known fact is that deep models require large datasets in order to
achieve satisfying performance, being prone to overfitting in the case of an insufficient
amount of data. The results prove that the transfer learning approach might help to
mitigate this problem, which can be concluded from the lower values of losses for this
approach.

Even though the present study is preliminary, it provides promising results and
further research on a larger number of participants might lead to even better
performance.

Over the course of the present study several models based on different architectures
were tested (2 Conv layer network, 3 Conv layer network, different combinations of
convolution and pooling, different layer complexity, etc.). The result analysis reveals
that the best performance is achieved by relatively simple models (as can be seen in the
results of the grid search in Table 1. Furthermore, the obtained results correspond to the
current trends presented in scientific literature.

Table 2. Comparison of classification metrics for models trained with and without application
of transfer learning for separate participants

Patient
No.

Accuracy (%) Loss
Without transfer
learning

Transfer
learning

Without transfer
learning

Transfer
learning

P1 66.7 75 1.166 0.557
P2 58.3 66.7 1.149 0.742
P3 66.7 75 1.0111 0.579
P4 58.3 75 1.207 0.599
P5 75 66.7 1.151 0.672
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Abstract. The field of biometrics is currently an area that is both very inter-
esting as well as rapidly growing. Among various types of behavioral biomet-
rics, human gait recognition is worthy of particular attention. Unfortunately, one
issue which is frequently overlooked in subject-related literature is the problem
of the changing quality of a biometric system in relation to tests that are repeated
after some time. The present article describes tests meant to assess the accuracy
of a human gait recognition system based on Ground Reaction Forces in time
removed repeated trials. Both the initial testing as well as the repeated trials were
performed with the participation of the same 40 people (16 women and 24 men)
which allowed the recording of nearly 1,600 stride sequences (approximately
800 in each trial). Depending on the adopted scenario correct recognition ranged
from 90.4% to 100% of cases. These results indicate that the biometric system
had greater problems with recognition the longer the period of time which
passed since the first trials. The present article also analyzed the impact of
footwear change in the second series of testing on recognition results.

Keywords: Human gait recognition � Ground Reaction Forces � Behavioral
biometrics � Repeated trials � Ensemble learning

1 Introduction

The science of biometrics concerns the identification and verification of a person on the
basis of his or her physical (fingerprints, vein patterns, hand geometry) or behavioral
(voice, gait, signature) characteristics. The function of biometric systems is based on
the assumption that every person is unique with respect to physical and behavioral traits
that do not change over time or when that change is relatively small. It is necessary to
mention that physical attributes ensure a greater degree of correct recognitions but are
more prone to falsification. Behavioral biometric systems, on the other hand, do not
provide as high a rate of recognition but the possibility to imitate them is either very
difficult or impossible.

Among types of behavioral biometrics special attention should be directed at
human gait. Human gait is the most natural form of locomotion and that is the result of
coordinated interaction of the skeletal, muscle and nervous systems. It is accepted that
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after maturity movement patterns remain practically unchanged. In reality, the way a
person moves depends on a number of factors, including:

– type of footwear being worn [5],
– physical features or circumstances such as walking speed and load bearing

[10, 18, 20],
– physical and emotional state [22, 24],
– time [15].

Classification of works concerning human gait recognition in relation to the signal
measured to describe this phenomenon was completed in [4]. The following ways of
human gait recognition were identified within this work:

– methods using pictures from video cameras or a Kinect controller [1, 13],
– the measurement of pressure exerted by a person’s foot on the ground [7, 12, 16],
– accelerometers and other wearable devices [17, 27],
– audio [8].

Subjects connected to human gait recognition which are most commonly addressed in
literature include the following issues:

– the quality of a biometric system understood as its highest accuracy [9],
– preprocessing methods [14],
– forensics [19, 23].

It is worth pointing out that despite the growing scientific and utilitarian significance of
biometrics as well as an increase in the number of publications dealing with this subject
matter, articles connected with the effect of time on the quality of gait recognition are
rare. One of the very few publications dealing with this notion is [15]. This work
includes a database with several elapsed periods (0, 1, 3, 4, 5, 8 and 9 months) between
gallery and probe instances. The study involved 25 people whose gait was measured in
a special tunnel using 12 video cameras. Over time, the recognition rate fell approx-
imately 5% with a portion of that decrease in the quality of a biometric system being
explained through different clothes worn by participants in some series of experiments.

Pataky et al. [21] recorded the plantar pressure data of 104 people with 10 of those
participants taking part in a other session which occurred from 1.5 years to 5 years
before or after testing of all subjects had been completed. During the classification of
this subgroup, correct recognition rate reached a level of 94% and with respect to the
entire set of data from all 104 participants it was at 99.6%.

Vera-Rodriguez et al. [25] also used underfoot pressure information including GRF
in the recognition of 40 people whose data was recorded in various sessions occurring
over a period of 16 months. The utilization of an SVM classifier with RBF as a kernel
allowed the achievement of equal error rates (EER) at levels ranging from 15.5% (with
GRF only) to 2% (fusion data). Unfortunately the authors did not perform an analysis
of the impact of time on results.

The aim of the present work is the study of the influence of time passage on human
gait recognition based on ground reaction forces.
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2 Materials and Method

2.1 Materials

Research conducted as part of the present study was carried out at the Bialystok
University of Technology. The study included 40 people, 16 women and 24 men.
Participants’ age spanned a range of 21.3 ± 0.79 years. Their body weight was at
71.98 ± 14.45 kg and body height at 174.16 ± 9.03 cm. Their gait was recorded once
more after the passage of 2 to 55 weeks and these participants can be divided into two
subgroups:

– (I) those where the time between testing consisted of a few or several weeks (26
people, 9 women, 17 men) and

– (II) those where repeated tests were performed after approximately a year (14
people, 7 women and 7 men).

Changes in body weight between the two cycles of testing were slight and
amounted to 0.33 ± 1.82 kg for the entire group.

In all trials, both primary and repeated, the participants walked along a measuring
path along which two Kistler-made force plates were concealed. Subjects were not
informed about the location of the plates. In cases where a person did not tread
appropriately on the force plates, the test was repeated with a slight modification of its
starting point.

Each test subject walked in their own sports shoes. For repeat testing, participants
were asked to bring the same footwear which they used during the first series of the
experiment. However, this turned out to be impossible for 7 people (all from subgroup
II) because the footwear in question had been destroyed as a result of everyday use.

During each of the two series of tests, study participants walked along the mea-
suring path numerous times allowing the recording of 16–25 stride sequences for each
of them. In every case, after approximately 10 such walks, a short, 1–2 min break was
made to avoid fatigue. In total, measurement data consisted of 1,589 stride sequences
where 789 gait cycles were captured in the first series of the experiment and 800 in its
second part.

2.2 Method

A method that has been described in detail in the works of [5, 6] has been used to fulfill
the aims of the present article so only a brief outline of this method will be presented in
this paper (Fig. 2).

1. Measurement signals obtained from force plates consisted of the three components
of Ground Reaction Forces (GRF): vertical, anterior-posterior and lateral (Fig. 1).
GRF is the force with which the ground acts on the lower limb of a person during
the support phase of a gait. Maximum values for the vertical component Fy
(Fig. 1a) correspond to the moments of: transferring the entire body weight onto the
analyzed limb (first maximum—maximum of the overload phase) and the load of
the forefoot (the heel is not in contact with the ground) right before the toes off (the
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second maximum—maximum of propulsion). In a typical gait these maximum
values reach approximately 120% of body weight. Half way through the supporting
phase the entire active surface of the foot is in contact with the ground. This is a
period of unloading (minimum of the unloading phase) and the force value decrease
below 100% of body weight. The anterior-posterior Fx component (Fig. 1b) con-
sists of two phases. During the first its value is negative when it is opposite to the
direction of movement. It is the result of the deceleration of the analyzed lower
limb. Similarly, during the second phase the anterior-posterior component shows
positive values. It is then that the process of acceleration begins concluded by
pushing off the ground with the toes. The value of the lateral Fz component
(Fig. 1c) depends on the limb being analyzed. Assuming that movement occurs in
the direction determined by the orientation of the Fx force than the values of the Fz
component will be positive for the right leg and negative for the left leg. The value
of the Fz force depends on the manner in which the test subject places his feet. The
values of these forces are about 10% of the body weight of the test subject.

2. Each component was then divided into sub-phases in accordance with divisions
utilized in the biomechanics of human gait [26]: Loading response (LR), Mid-
Stance (MSt), Terminal Stance (TSt) and Pre-swing (PSw).

3. To identify a person being subjected to the testing using GRF measurements, a
similarity between that person and those contained within a data base was calcu-
lated using a dynamic time warping algorithm. Assuming that qv,s signifies the

Fig. 1. The components of Ground Reaction Forces in a) vertical, b) anterior/posterior and c)
medial/lateral direction during the support phase of the left lower limb (blue line) and of the right
one (red line). (Color figure online)
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distance between two time sequences describing GRF in the v-phase of the gait
cycle for lower limb s. This distance was determined using the formula:

qv;s ¼
XM

m¼1
DTWm ð1Þ

where: DTWm designates the distance between the two time sequences calculated for
the m component of GRF. M – the number of GRF components taken into account in
determining the distance, in this work M = 3 (all GRF components). Additionally, the
total stride distance without division into phases and individual limbs is also deter-
mined. So, as a result 9 distances were obtained: qLR,L, qMSt,L, qTSt,L, qPSw,L, qLR,R,
qMSt,R, qTSt,R, qPSw,R, qStride.

4. The classification was carried out using ensemble classifiers with k-nearest neigh-
bors as base classifiers. A decision for a set of classifiers was made through a
weighted vote with weights based on rank order. The decision of the ensemble
classifiers is a class label with the largest sum of weights:

Fig. 2. The scheme of the experiment
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cl ¼ argmaxð
X9

j¼1
wj � dj;iÞ ð2Þ

where: cl – class label; dj,c – decision of the j-th classifier, which indicates the k nearest
neighbors, dj,i 2 {0,1}, if j-th classifier chooses class i then dj,i = 1 otherwise dj,i = 0;
wj = [w1, …, wR, …, wk] - weights, which are calculated from the following

formula:

wR ¼ kþ 1� R
k

ð3Þ

where: R – indicates the rank for j-th classifier, R = {1, 2, …, k};

5. The final decision was equal to ‘NONE’ if at least two labels had the same sum of
their weights or the obtained weighted sum was lower than the assumed threshold.
Within the present study, the assumed threshold value was equal to the maximum
value.

3 Results and Discussion

The present work assumes the occurrence of the following four scenarios:

• scenario (a) – both the learning sequence (prototype points of kNN classifier), as
well as the testing sequence, contain data recorded during the first test;

• scenario (b) – the learning sequence contains data from the first test while the testing
sequence is constructed from data registered solely during the second test; this is the
most realistic scenario;

• scenario (c) – both the learning sequence, as well as the testing sequence, contain
data from both tests;

• scenario (d) – similar to (b) but only with respect to those people who wore the
same footwear during the second test as during the primary testing. In this case, the
impact of footwear change on the functioning of a biometric system is eliminated by
emphasizing the influence of time on the results.

The number of gait cycles in a testing set varied and depended on the number of people
considered in individual tests.

To facilitate the comparison of obtained results with those of other authors the
results for a varying number of randomly selected people ranging from 10 to 40 in
increments of 5 (10, 15, 20 and so forth) have been presented. Only for scenario
(d) where the number of people amounted to 33 no tests for 35 and 40 people were
conducted. In order to reduce the impact of randomness on study results, the tests were
repeated 10 times for every group. On the basis of preliminary results, the number of
considered k-nearest neighbors was equal to 9. The results presented below assume the
acceptance of the most liberal strategy. Data presented in tables contain the Correct
Classification Rate, the False Rejected Rate and the False Accepted Rate.
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Results obtained in scenario (a) are surprisingly good. Regardless of the number of
people considered in the calculations the Correct Classification Rate was always 100%.
This result caused the simulations for this scenario to be repeated twice but each time
the effect was the same. Similar research was presented in [5] where the rise in the
number of study participants caused the CCR to decrease and for 40 people it reached a
level of 98.53%. However, with respect to that work, the study sample consisted of
only women making the set of data more uniform. This uniformity, which causes
greater difficulty in the correct identification of people, can be seen, for example, in
bodyweight which in that study was 61.90 ± 11.07 kg. Although the uniformity of
data in the selection of study subjects in the research conducted as part of the present
work was also quite large, the variability of the body weight component was higher
since, as mentioned above, its standard deviation was equal to nearly 14.5 kg. It must
be mentioned, however, that this fact does not diminish the significance of presented
research because the results obtained in [5] could be treated as underestimated in
comparison to studies done on a standard group of participants.

The results of scenario (b) show a relatively fast decrease in the CCR that is
proportional to the rise in the number of people considered in the experiment. Although
this decrease is quite large it is not as drastic as that occurring after a change of
footwear from sports shoes to high heels for women in [5]. On this basis, it should be
concluded that psychophysical factors play an important role in the way a person
moves but not as large as a change in footwear.

A more detailed result analysis allowed the observation that CCR decreases along
with the expansion of the time period between the two series of testing. In respect to
subgroup (I), for which time between the primary series of testing and the repeated testing
was at most only several weeks, CCR reached 93.79%. However, for subgroup (II) where
the two series of testing were separated by about a year, CCR was 83.56% (Fig. 3a). It is

Table 1. Correct Classification Rate (CCR), False Rejected Rate (FRR) and False Accepted
Rate (FAR) for the reference scenarios: (a)–(d)

Num of subj. 10 15 20 25 30 35 40

Scenario (a) CCR 100% 100% 100% 100% 100% 100% 100%
FRR 0% 0% 0% 0% 0% 0% 0%
FAR 0% 0% 0% 0% 0% 0% 0%

Scenario (b) CCR 97.88% 93.91% 92.67% 92.45% 92.24% 90.19% 90.40%
FRR 0% 0.04% 0.03% 0.07% 0.04% 0.09% 0.07%
FAR 2.12% 6.05% 7.30% 7.47% 7.72% 9.71% 9.52%

Scenario (c) CCR 99.56% 99.52% 99.24% 99.19% 99.30% 99.58% 99.20%
FRR 0% 0% 0% 0.02% 0% 0% 0.01%
FAR 0.44% 0.48% 0.76% 0.79% 0.70% 0.42% 0.79%

Scenario (d) CCR 96.44% 94.67% 95.91% 94.70% 94.65% 94.83%* –

FRR 0.03% 0.04% 0.07% 0.04% 0.07% 0.11%* –

FAR 3.52% 5.29% 4.03% 5.25% 5.28% 5.06%* –

*33 subjects
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worth mentioning that if only those people who were retested within a month of primary
tests would be considered then a rise in CCR to 96.71% would be seen provoking the
conclusion that when it comes to a working biometric system it is necessary to system-
atically update its database of patterns.

The confirmation of this conclusion can be found in the results of scenario (c) in
which the learning sequence data contained recorded stride sequences of people from
both series of the experiment. In this case, a very high level of correct recognitions
exceeding 99% was achieved. This value falls slightly along with a rise in the number
of considered people.

In the description of people taking part in the study, attention was drawn to the fact
that not all people who participated in the second set of tests occurring after approx-
imately a year wore the same footwear. Undoubtedly, the fact that different shoes were
used impacts the results of the identification [2, 3, 11]. Thanks to this, a decrease in the
FAR of nearly half was observed while the CCR rose to 94.83% with respect to a group
of 33 people. It is worthy of notice (Fig. 3b) that in this scenario, similar to scenario
(b), the CCR value falls along with the passage of time between the two series of tests.
It should be mentioned that the obtained results confirm those of other works which,
despite the use of different signals to describe the stride of a person, also saw a fall in
the CCR of about 5–6% [15, 21]. With respect to people who were tested the second
time within 1 month of the primary tests the accuracy of recognition was as high as
99.23% coming considerably closer to the result reached in scenario (a).

It is also worth noticing that FAR values (Table 1) are relatively high as a result of
the assumption of a high threshold value (see point 5, Subsect. 2.2). By decreasing this
value a lower FAR value will be seen but it will also result in higher FRR and a fall in
the CCR.

Fig. 3. Correct Classification Rate depend on time removed repeated trials for: a) subgroup (I),
b) subgroup (II)
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4 Conclusions

This article presents the quality of a human gait recognition system based on GRF
signals generated during time removed repeated gait trials for the same group of people.
Repeat testing was carried out after the passage of several weeks. Generally, the
obtained results are very good and show the high potential of biometric systems of this
type. It has also been shown that the passage of time impacts results to a lesser degree
than a change of footwear that a participant wears during testing. It has been concluded
that in practical applications it is necessary to update pattern databases describing the
manner in which a particular person moves with newly recorded and correctly iden-
tified patterns.

Further work within this scope can be carried out in two directions. First, they
should focus on increasing the number of people who take part in the experiments
which, in consequence, will facilitate a more detailed analysis of results. Additionally,
testing of the same people should be repeated several times and not only done twice.
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Abstract. The advancement in biological and medical image acquisitions has
allowed the development of numerous investigations in different fields sup-
ported by image analysis, from cell to physiological level. The complexity in the
treatment of data, generated by image analysis, requires a structured method-
ology for software development. In this paper we proposed a framework to
develop a software solution with a Service-Oriented Architecture (SOA) applied
to the analysis of biological images. The framework is completed with a novel
image analysis methodology that would help researchers to achieve better results
in their image analysis projects. We evaluate our proposal in a scientific project
related to cell image analysis.

Keywords: Spiral methodology � Bio-image informatics � Cell image
processing � Respiratory Syncytial Virus

1 Introduction

Current researches in biology include both quantitative and qualitative analysis, which
are important for clinical applications and biological research. In these studies, the
amount of information and metadata contained in a single sample is large.

The introduction of new models, measurements and methods has produced an
everyday increasing amount of data using image-based evidence [1]. However, the raw
data and the extracted information of an image are difficult to organize, manage,
process and analyze. As a natural extension of the existing biomedical image analysis
field, the Bio-image informatics develops and uses various image data analysis and
informatics techniques to extract, compare, search and manage the biological knowl-
edge of the respective images [1].

There are many software tools useful to the researchers, which include several
image processing techniques and data analysis. In the biological image case some
problems arise: techniques are limited and do not work well in all situations, the
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amount of images and the large data and metadata generated require computational
resources with high processing capacity, the parameters selection are unknown for
biologist and it is necessary to create a software program to improve the established
techniques (it requires an expert in image processing). In addition, although the stages
in the image processing are well defined (acquisition, segmentation, feature extraction
and classification), implementing a software development methodology is necessary in
order to create a framework and improve the results according to the specific issue.
Furthermore, the joint work between biologist and software developers is fundamental
to obtain a product with high quality and requirements fulfillment.

Our primary aim in this paper is to propose a software methodology which meets
the needs of biologists, scientists and engineers to extract useful and novel knowledge
from biological images, using advanced algorithms and a service oriented software [2].
Subsequently, we proposed a framework for software development, applied to bio-
image analysis, which included a Spiral-based model with a Service Oriented Archi-
tecture, which was exposed in [3]. This complete framework for Bio-image informatics
has not been proposed in the literature. In this way the main features of our proposal
are:

A Spiral-Based Methodology for Software Development: This model is adequate for
large projects, like cell image informatics, and its flexibility allows changes to be
implemented at several stages of the project. This methodology allows incorporating
the step of the spiral methodology to the stages of digital image processing. The main
advantage of this methodology is that the client (biologists, scientists or laboratory
technicians), who will be involved in the development of each segment, retains control
over the direction and implementation of the project.

Service-Oriented Architecture: It allows a configurable and elastic hosting in the web
and it can be deployed as a Software-as-a-Service. SOA allows defining integration
architectures based on the concept of a service for Bio-image informatics. An advan-
tage that SOA offers is its design, based on layers, which allows the improvement of
certain parts of the system without affecting the rest [4]. It also allows modularity, and
if correctly implemented, allows scalability of their parts as the project requires.

Furthermore we expose a cell image analysis use case: The bio-image informatics
research scenario we chose is cell image analysis, with a specific application to analyze
the cells infected by Respiratory Syncytial Virus (RSV), research supported by the
National Institutes of Health under award number R01AI110385. This field is widely
studied because of the information obtained of a cell image is highly significant in the
disease research.

2 Related Work

Many biological image management tools have been built for specialized domains. We
will focus on the platforms and software related with cell image analysis, software
development models and architectures in bio-image informatics.
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The authors of [5] have an interesting review about open software dedicated to
analysis of scientific images. They part from the NIH Image and ImageJ as the first and
most popular ones, from which many have proposed new open applications. ImageJ [6]
is a Java based cross-platform tool for biomedical image processing and measurement.
Two of the reasons that helped its popularity were the support for 32 different image
formats and the fact that it was cross-platform.

Some of the popular open image processing tools are described now, some of
which have evolved from ImageJ. A number of image analysis toolboxes were
developed by various research groups. ITK [7] is an open-source, cross-platform
system that provides developers with an extensive suite of software tools for image
analysis. ITK employs leading-edge algorithms for registering and segmenting multi-
dimensional data, and focuses on 3D medical data segmentation and registration
algorithms.

CellProfiler [8] is a free open-source software designed to enable biologists without
training in computer vision or programming to quantitatively measure phenotypes from
thousands of images automatically. Authors in [9] developed an image analysis plat-
form named YeastQuant to simplify data extraction by offering an integrated method to
turn time-lapse movies into single cell measurements. The database is connected to the
engineering software Matlab®, which allows extracting the desired information by
automatically segmenting and quantifying the microscopy images. The authors claimed
that their main contributions were the ideas of integrating different segmentation
methods, enabling automated data extraction, and annotating and storing the results in a
single database for future reference.

Some Platform-as-a-Service (PaaS) has been developed, integrating cell image
processing with web services. For example, the UCSB Bisque [10] system provides an
integrated online environment for users to upload, search, edit and annotate images.
Although it is not specialized in cell images, it includes a few analysis and visualization
modules for this field.

Authors in [11] propose a science-oriented model named Butterfly Model. It
consists of four wings: Scientific Software Engineering, Human Computer Interaction,
Scientific Methodology and Scientific Application. Moreover it leads to continuous
improvement. The achievements translate the goals into software. The Butterfly model
implementation mechanism has a three-layer architecture: Gray (the abstract layer),
Yellow (the basis for design and development), and Green (the implementation and
testing by the user). In this paper some case studies are presented.

Another approach of a methodology applied to bioinformatics is presented in [12].
In this study, the application of Aspect-Oriented Programming (AOP) methodology has
been investigated in the development of Bioinformatics Software – Bioseqsearch, using
Eclipse-AJDT environment. The study concludes that AOP methodology in Eclipse-
AJDT environment is highly useful in design and implementation of efficient, cost-
effective and quality bioinformatics software projects.
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The research developed in [13] suggests the use of Service Oriented Architecture
(SOA) to integrate biological data from different data sources. This work shows that
SOA solves the problems of facing integration process and accessing biological data in
an easier way. The Microsoft .Net Framework was used to implement the proposed
architecture.

Authors in [14] presented a web services based platform focused on the cell
counting problem. Using OpenCF, a web services development framework, authors
integrate in a single platform services oriented to image processing and classifying, cell
counting based on a set of parameters, and data post-processing (plot generation,
datasheets, etc.). A GUI added to the platform helps to launch jobs with image sets, and
the execution of different tasks from a web service based client.

The software developed in [15] LOBSTER (Little Objects Segmentation &
Tracking Environment), an environment designed to help scientists design and cus-
tomize image analysis workflows to accurately characterize biological objects from a
broad range of fluorescence microscopy images, including large images exceeding
workstation main memory.

Despite the wide software development in the bio-image processing and analysis, to
the best or our knowledge, no one methodology has been proposed for the software
engineering applied to biological image analysis. Our proposal improves the project
management, as it introduces the use of the modified spiral methodology, which
ensures that the right algorithms are used in the most appropriate way.

The proposed Spiral-based methodology allows the incorporation of the different
stages of image processing to the phases that are defined in this methodology: analysis,
evaluation, modeling and development. This is why it can be used in multiple image
processing projects; this model has been successfully applied in the image analysis of
infected cells by RSV (Respiratory Syncytial Virus).

3 Proposed Framework

In this paper we have proposed a framework for software development in Bio-image
informatics. In this proposal not only processes are handled but this framework
includes three main components:

• A robust methodology with layers for abstraction, design, implementation and
quality control. A spiral-based methodology is merged with the basic stages of
image processing and adapted to Bio-image informatics.

• A contextualized architecture divided by layers and service-oriented.
• Techniques and artifacts specified for each phase in the process.

In Fig. 1 the framework is summarized with the three components, which are related to
each other. The methodology and the architecture are exposed in the next sections.
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4 Adapted Methodology for Biological Image Analysis

In this section we present a Progressive Spiral Methodology (PSM) modified to analyze
images adaptively according to the research requirements. This model reflects the
underlying concept that each cycle involves a progression that addresses the same
sequence of steps, for each portion of the product and for each of its levels of elabo-
ration, from an overall concept of operation document down to the coding of each
individual program [16].

An important feature of the spiral model is that each cycle is completed by a review
involving the primary people or organizations concerned with the product. Another
advantage is the ease to complete the process in any stage, this means that the final
objective is not the classification; it could be only improving quality, segmentation,
cells counting, extracting features to realize statistical analysis or finally a classification.
Additionally, the applied methodology is progressive due to the fact that the process is
developed gradually or in stages, proceeding step by step. Then, the proposed Spiral-
based methodology is suitable for software development in biological imaging
allowing the incorporation of the different stages of image processing to the phases that
are defined in this methodology.

4.1 Stages for the Biological Image Processing Component

The main stages in a digital image processing are:

• Acquisition: Before any image processing, an image must be captured by a device
and converted into a manageable entity. The image acquisition process consists of
three steps: energy reflected from the object of interest, an optical system which
focuses the energy and finally a sensor which measures the amount of energy [17].

• Pre-processing stage, which usually implies several steps, as explained by [18], like
filtering, image enhancement and segmentation.

Fig. 1. Framework for software development in bio-image informatics.
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• Feature extraction deals with extracting attributes that result in some quantitative
information of interest or are basic for differentiating one class of objects from
another [18, 19].

• Classification is the process that assigns a label to an object based on its descriptors
[18]. Features like computational cost, hit rate and evaluation time are compared
between the classifiers.

All the stages are included in the proposed methodology. If they are correctly
followed, the image analysis process is going to be successful. The purpose of the
methodology is helping inexperienced researchers, and researchers willing to get better
results of their analysis.

We have adapted the spiral model to our proposal, merging the spiral form with the
stages for image processing. In the center of the spiral is the core of the project, which
includes the definition of the main goal, a global vision of the entire plan, restrictions
and requirements, related works and resources. This preceding phase can avoid delays
or going back to a previous stage during the project. The proposed methodology is
shown in Fig. 2, and it is composed by 4 main phases:

(1) Analysis: in this phase the development team exposes the objectives, alternatives
and constrains. Each stage of the image processing has a different analysis and it is
important the discussion between the development team and the expert biologists.

(2) Evaluation: in this phase the possibilities and constrains exposed in the previous
phase are evaluated, the risks are identified and the suitable solution is selected.
Likewise, the expert opinion is significant.

(3) Modeling: in this phase the objects of study (images, pixels, features, and vectors)
are the inputs to the model, which is a mathematical representation to perform the
processing in each stage (acquisition, preprocessing, feature extraction and clas-
sification). The verification is important in this phase because the modeling leads
to the implementation.

(4) Development: in this phase the algorithms or the techniques are implemented. In
many cases a machine with a high processing capacity is required, because of the
size and the amount of the images to process and the complex mathematical
operations. This is a strong reason to employ cloud computing for cell images
processing. Once again, the verification and assessing of the health or biology
expert is essential in this phase.

According to the CMMI® (Capability Maturity Model® Integration), the verifi-
cation and validation process must be included in the software development projects.
The purpose of Verification is to ensure that selected work products meet their specified
requirements [20]. Verification is inherently an incremental process because it occurs
throughout the development of the product and work products, beginning with veri-
fication of requirements, progressing through the verification of evolving work prod-
ucts, and culminating in the verification of the completed product [20].

In our proposal, for each phase, an expert verification and assessing process is
added, it aims to guarantee the results and to involve the expert judgment. In the
modeling phase, only a process of verification is necessary, because the mathematical
methods used for processing do not involve health or biology experts. Furthermore,
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when each stage has finished, a validation process is performed in order to guarantee
compliance of objectives.

5 Service-Oriented Architecture

The proposed architecture is presented in Fig. 3. The top layer corresponds to the
Services layer. These services are divided in two types: user and internal services. The
User Services facilitates the functionalities offered by the platform related with the
image management and selection of options. The Internal Services are used by the
development and management team. In this layer we have included an Enterprise
Service Bus (ESB) to enable a layer of communication between the services. An ESB
typically allows an easy integration between different components used in the archi-
tecture. This is useful if for example the implementers of this architecture decide to use
a multiplicity of providers for the listed services.

The second layer is an extension of the first layer, specifying the processing ser-
vices, corresponding to the stages of the image processing. It is possible that a user
needs only one of these services or requires a group of these, aiming to analyze a set of
cell images.

The Data layer corresponds to the needed information to perform the image
analysis. These data are provided by the user or are taken of our database when the user
requires it. This is a very interesting component of the architecture. If the cloud is
chosen as the base for the implementation, the data could be shared with multiple open
image analysis projects stored elsewhere. It is even possible to replace the layer with a
Big Data implementation with important resources like metadata, patterns, models and

Fig. 2. Progressive Spiral Methodology (PSM) adapted to bio-image analysis.
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image files. The bottom layer shows the two main components of the infrastructure that
supports our platform: a database available for users and the Platform-as-a-Service
deployed in the cloud.

The scheme shows on top of the layers the channel used to offer the services to the
users. A web-based graphical user interface is the best option when a non-expert in
image processing requires the services [21]. There are several methods to implement
SOA but web service is the most popular method [13]. A web-based environment
enables scientists to more effectively define a task, perform the task at a desired time,
monitor the execution status, and view the results [22]. Additionally the SOA covers
the requirement of usability, accessibility, configurability and scalability.

Furthermore, these layers are affected by the non-functional requirements: security
with the treatment of the images, high performance to process the number of images
and data, accuracy in the results and compatibility with the format of the data.

Finally, in the scheme shown in Fig. 3, it can be clearly seen that this architecture is
closely related with the stages proposed in the Spiral-based methodology: the Pro-
cessing Services layer and the Services layer are adjusted with the processing stages
(acquisition, preprocessing, feature extraction and classification). The Data layer
exposes all the data used during the different phases and stages in the methodology.
The infrastructure and the channel support the four phases proposed for the method-
ology (Analysis, Evaluation, Modeling and Development), since these phases can be
performed in the cloud, using a data base and through a web-based graphical user
interface.

Fig. 3. Proposed multilayered architecture.
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6 Case Study: Analysis of Cell-to-Cell Variability in RSV
Infection

Figure 4 shows the domain model for the image analysis component of the project. It is
necessary to highlight three main classes from the model: the Preprocessor, the Feature
Extractor, and the Classifier, which correspond to the main steps of the image analyzing
process. Those are interfaces which are implemented by other classes. Another inter-
esting point to highlight is the implementation of multiple types of classifiers that
utilize the Classifier interface. This enables the implementation of multiple options in
the image analysis methodology and gives the researcher options that are not easily
found in other open image analyzing tools in the literature.

The proposed methodology is applied to the study of human cells infected with
RSV (Respiratory Syncytial Virus). This research aims to develop a morphological
characterization and statistical analysis of image cell under laboratory conditions, to
relate the population context features with the probability of infection in an individual
cell, which contribute to the understanding of mechanisms of entry of RSV to the body
human. The used image database correspond to Human epithelial type 2 (HEp-2) cells
infected with Respiratory Syncytial Virus (RSV). The set of images contains different
density of cells seeded, which allows a more complete analysis of the viral infection.
The image database is a key point for the design of the SOA infrastructure, but it is also
a point where the cloud architecture can show its advantages. The cloud can escalate up
or down the database services as the image database increases or decreases. If a well-
funded image research project is started, services could be escalated and optimized as
needed.

Fig. 4. Domain model for image processing projects.
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In the initial Core phase of the project the project manager and the development
team had a meeting with the experts in virology: a medical virologist, a biologist and
the laboratory technicians. They exposed the goals, the restrictions (equipment, devi-
ces, cell samples, amount and quality of the images, time and available budget) and
requirements (security in the platform and data management, image quality, big-data
processing, usability of the platform, accuracy for the results, availability database,
compatibility). In this stage the researches give a global approach about the develop-
ment of the project and it is necessary a review of the state-of-the-art.

The four phases described in Sect. 4.1 are applied to the RSV research. The spiral-
based methodology is applied in each stage of the project. The global vision at the start
of the project and the recommended techniques give a benchmark for the development
team. The final selection is defined by the performance of the algorithms.

In Fig. 5 an example of the acquired images is shown. For this first stage a
fluorescence microscope (Reference: Axio Observer, Zeiss) was used and the goal was
reached (visualize infected and non-infected cells).

In this case of study, the preprocessing phase was performed by the segmentation
algorithm, SM-Watershed, developed in [23]. The method combines the Marker-
Controlled Watershed algorithm with a two-step method based on Watershed, Split and
Merge Watershed (SM-Watershed): in the first step, or split phase, the algorithm
identifies the clustered cells using inherent characteristics of the cell, such as size and
convexity, and separates them using watershed transform. In the second step, or the
merge stage, it identifies the over-segmented regions using proper features of the cells
and eliminates the divisions. The flow chart of the SM-Watershed is shown in Fig. 6.
The results of the algorithm were satisfactory, as it achieve a high performance in the
cell segmentation for the dataset Hep-2.

Fig. 5. a) Infected cells in green channel. b) Infected and non-infected cells in green and red
channels. (Color figure online)
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In a meeting between the development team and the biologist experts, five different
cell context features were selected to associate them with the virus infection. These
features are related with microenvironment and cell state:
Microenvironment:

(1) Population Size: (POP.SIZE) the number of cells in each spot was counted based
on the segmentation results.

(2) Edge: The location of cells within a local population (EDGE) (center or edge of a
local cell population).

(3) Local cell density (LCD) was estimated using a Gaussian kernel density estimator
based on nuclei centers.

Cell morphology:

(4) Size (SIZE) of each cell was directly computed from the cell segmentation method.
It is the number of pixels in the region.

(5) Circularity: (CIRC) this is a measurement for eccentricity: the ratio of the distance
between the foci of the ellipse and its major axis length.

These five features are representative of the population context and the shape of the
cells. The feature extraction required of the segmentation stage to obtain characteristics
cell-by-cell. Other internal features of the cells could affect the virus infection, but they
are not visible with the fluorescence microscopy technology used in this study.

Finally, the last stage was the statistical analysis. The objective of the statistical
analysis in this research was to determine the relation, between the features (mi-
croenvironment and cell state) extracted from each cell and the Syncytial Respiratory
Virus infection. A logistic regression analysis was conducted to analyze the relation-
ship between the RSV infections in Hep-2 cells with the five predictors.

Fig. 6. Flowchart of the cell segmentation algorithm.
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With the aim to consolidate the segmentation algorithms and the feature extraction
for the final user, we developed software named ALICIA® (Assistant for Laboratory
Investigations in Cell Image Analysis). This software was developed in Matlab®
platform and it includes a graphical user interface, image import, several algorithms for
segmentation, feature extraction, data exportation, data organization and search, and
statistical description.

7 Conclusions

Projects of software development applied to biological image analysis require a proper
methodology as frequently their duration is long, the results are unknown and the
communication between the engineering team and the biologist or medical team is
essential. These factors make that the spiral methodology is appropriate.

Although the image-based diagnostic is finally carried out by human experts, it is
necessary to use automatic processing due to the large data that the images contain.
Then, software to process and analyze the images is necessary in the biomedical field.
In this article we proposed a methodology for software development of projects in bio-
image analysis. The proposed spiral-based methodology provide a guide for the
development of bio-images researches, where the joint work between computer sci-
ences and life sciences is fundamental for the success of the project. The methodology
is based on the four main stages of the digital image processing (acquisition, prepro-
cessing, feature extraction and classification) which follow four phases (analysis,
evaluation, modeling and development). This spiral-based methodology was adapted to
the RSV project and the results were satisfactory with the application of the four phases
proposed in the methodology: analysis, evaluation, modeling and development.

Additionally a SOA was proposed as a core infrastructure from which a bio-image
analysis project could build a scalable base. As a continuation of this work, ALICIA
will include the whole set of proposed services and specialized algorithms for cell
image processing. Other platforms in the cloud could be used to support big data and
high processing requirements.
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Abstract. Driver drowsiness is one of major causes of growing number
of road accidents. To combat this problem car makers install their pro-
prietary and expensive driver alert systems. In this paper an analogous
system based on an opensource machine learning library is presented.
The proper eye aspect ratio for closed eyes is discussed and estimated.
The accuracy of closed eyes recognition is tested on a basis of several
public available face libraries.

Keywords: Driver alert · Drowsiness detection · Closed eyes

1 Introduction

Driver drowsiness and fatigue cause many road accidents and have had a signif-
icant impact on the safety of all road users. According to Polish police annual
report, in 2018, 533 road accidents in which 76 people were killed were caused by
drivers fatigue or drivers falling asleep1. The same is true in other countries of
the world, for example in 2015, 2.3% (824) of the fatalities that occurred on U.S.
roadways are reported to have involved drowsy driving. In 2015, the total num-
ber of fatalities increased by 7% compared to 20142. Many accidents could have
been avoided if the drowsy driver had been warned in proper time. To do that it
is necessary to monitor the physical and mental state of driver. In other words
driver fatigue detection method is required. Nowadays some modern cars have
advanced driver-assistance systems (ADAS), which help the vehicle driver during
driving or parking. Designed with a proper human-machine interface they are
intended to increase car safety and more generally road safety. The probably best
known system of this kind is Tesla Autopilot, which contains an adaptive cruise
control, lane-keep assistance and forward collision warnings. Very advanced but
less known is Super Cruise, the highly automated system developed by General
Motors. In this system the driver should observe the road while driving, oth-
erwise when the driver looks away or falls asleep, the system triggers a sound
1 http://statystyka.policja.pl/st/ruch-drogowy/76562,Wypadki-drogowe-raporty-rocz

ne.html.
2 https://crashstats.nhtsa.dot.gov/Api/Public/ViewPublication/812446.
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alarm. Other solution of this kind is for example BMW’s Active Driving Assis-
tant. Together with Attention Assistant it analyses driving behaviour and, if
necessary, advises the driver to rest. Such fatigue detection systems also appear
in more popular car models. Skoda’s iBuzz Alert advises the driver on the basis
of information about his steering behaviour. In order to do so it evaluates data
from the power steering sensors to detect any driver fatigue behaviour and warns
the driver to take a break. Volkswagen’s Driver Alert System identifies failing
concentration of the driver and provides him with a five-second acoustic warning
as well as an optical indication on the instrument cluster and recommends to
take a break. If the driver does not take a break within 15 min, the warning is
repeated3. However, these solutions are still rather expensive and available only
on the latest models, more accessible solutions would be useful for most popular
older cars. Of course there are cheaper solutions like Anti Sleep Pilot4—device
that can be fitted to any vehicle, uses a combination of accelerometers and reac-
tion tests, but its operation is still imperfect.

Different people react differently to fatigue and generally awareness of the
driver depends highly on his physiology. There are many factors which indi-
cate that the person driving the vehicle is falling asleep like for example eyelid
closure, yawning, head tilt or heart rate. It is possible to monitor the driver
with sensors to record electrical activity of the brain (EEG) or measure elec-
trodermal activity (EDA). Both the biological condition of the driver’s body,
as well as vehicle behaviour, can be used for driver’s drowsiness detection. In
addition to observing the driver’s condition it is possible using sensors to moni-
tor the seat movements, steering velocity occurrences, hands-on-wheel frequency,
behaviour of the car position in relation to the centre of the lane. Research on
driver drowsiness has a long history and has been of interest to both researchers
and institutions interested in road safety for years. One of the fundamental
works is [5] where it was found that one of the most important indicators of
drowsiness is the PERCLOS—percentage of time that the eyes are 80% to 100%
closed. Despite criticism, eyelid closure is one of the primary ways to study
drowsiness researchers propose to combine this measure with others [6] reports
on a project aimed at integrating PERCLOS with other drowsiness metrics. A
comprehensive survey on drowsiness detection techniques is presented in [11]
where generally drowsiness detection methods are classified into three main cat-
egories: behavioral parameter-based techniques, physiological parameters-based
techniques, and vehicular parameters-based techniques. Moreover the pros and
cons of the diverse method were discussed and a comparative study of them was
presented. In [3] a computer vision-based system is described that keeps track
of the eyes and detects the sleep onset of fatigued drivers. The proposed sys-
tem uses template matching for detecting the state of the eyes. The method for
real-time video monitoring with a 3D convolutional neural network, providing
early warning signals to a drowsy driver is presented in [20]. On the basis of this
review, we can conclude that eyes analysis is non-intrusive and should be easy

3 https://www.volkswagen-newsroom.com/en/driver-alert-system-3932.
4 https://www.stopsleep.co.uk/Anti-Sleep.solutions.html.

https://www.volkswagen-newsroom.com/en/driver-alert-system-3932
https://www.stopsleep.co.uk/Anti-Sleep.solutions.html
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to implement using available face detection algorithms. In this paper we analyze
the performance and accuracy of its possible implementation.

This paper is organized as follows. In Sect. 2 major face detection and land-
mark discovery algorithms and their implementations are presented. In Sect. 3
open and closed eyes are analysed numerically on face photos from several image
datasets. The pseudocode of an sample application is shown in Sect. 4. We finish
with some comments and remarks in Sect. 5.

2 Face Detection and Landmark Discovery

An important step in facial analysis is the determination of the characteristic
points of the face. The shape and size of the nose, mouth or jaw varies from per-
son to person. Another characteristics like the distance between eyes or mouth
width are also unique to individuals. Their identification of selected facial land-
marks points can help in many tasks connected with face analysis. They are
facial recognition, age estimation, gender classification, facial expression analy-
sis, and other similar tasks even in the detection of certain diseases. The face
detection process is the first step of an automated landmarking and significantly
affects the whole process performance. In general, most object detection meth-
ods can be applied to this problem, however two foundational methods of face
detection applies here. The first method is the Viola-Jones method which is a
kind of Haar casacade classifier [19]. The Viola-Jones method consists of three
main steps. First is the image representation, called the “Integral Image”, which
is based on the value of simple features not the pixels. The simple features
used are reminiscent of Haar basis functions. Next step is AdaBoost learning
algorithm, which selects a small number of critical visual features. Last step
is combining classifiers in a “cascade”, which allows background regions of the
image to be quickly discarded. The second method is Histogram of Gradients
(HOG) [2]. In this method the image is converted into a series of histograms of
image gradient orientations in a dense grid. This process is based on the orienta-
tion and magnitude of pixel gradients within the image. Finally well-normalized
local histograms are evaluated with an SVM classifier used to identify the face
within the image. Nowadays there are many more sophisticated face detectors
based on convolutional neural networks (CNN) [9]. Many modifications of CNN
method are performed for example in [10]. Despite newer methods, Viola-Jones
and HOG are still used due to the speed of operation. These methods nowadays
are not state of the art but achieve good accuracy and processing speed. This
is the reason that they are in many “off-the-shelf” implementations such as in
OpenCV and Dlib. Those two “off-the-shelf” frontal face detectors performance
were tested in [7], authors concluded that the Dlib, HOG-based face detector
outperformed all of the OpenCV variants with greater accuracy and fewer false
positives.

In order to assess and compare the various facial landmarking methods, it was
necessary to establish the common criteria for evaluation. In [14] authors recog-
nized the variation in annotation schemes between public datasets and described
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methods and resources for landmarking performance comparison. Moreover they
proposed a semi-automatic landmarking tool [15] to provide the same a 68 points
annotation schema for most known datasets. Generally automatic landmarking
methods are based on earlier work of annotator experts. Annotators signed the
positions on the nose, eyes, the outer border of the lips, eye brows and line of the
mouth and on this basis, the tools can be trained. A comparative study of face
landmarking techniques was completed in [21]. Very comprehensive review of
the current state of automated image-based facial landmarking processes and a
comparison of their performance is presented in [7]. Authors presented selection
of publicly available facial landmarking databases and reviewed current facial
landmarking methods. Generally landmarking methods can be divided into three
categories: generative methods, discriminative methods and methods combining
the two, producing statistical methods. Main examples of generative methods
are active appearance models (AAM) which are an improvement of active shape
models (ASM) introduced in [1]. In ASM a statistical-based representation of
the face using the shape information provided by the landmarks is build, in
AAM additionally the texture is utilized. These techniques have been modified
by researchers for many years and were successfully used to determine the land-
marks. Simple but very effective method is presented in [17], this method is
implemented in OpenCV. Discriminative methods requires training a regression
functions which maps image values to facial landmark coordinate. Example of
this kind of methods is presented in [12] where a set of local binary features,
and a locality principle are used to learn a linear regression for the final out-
put. Similarly in [8] is showed how an ensemble of regression trees can be used
to estimate the face’s landmark positions directly from a sparse subset of pixel
intensities, achieving realtime performance and high quality predictions. The
latter two methods are implemented in OpenCV. There are many extensions
of the cascade shape model, in [4] is described a multi-view, multi-scale, and
multi-component cascade shape model (M3CSR). Recent research in facial land-
marking is dominated by deep learning techniques and the use of convolutional
neural networks. In [18] the use of a cascade of Neural Net regressors to increase
the accuracy of the estimated facial landmarks is presented together with short
review of the latest convolutional neural network landmarking models. As we
mentioned above in OpenCV due to performance and not very high comput-
ing requirements methods presented in [8,12,17] are implemented but a trained
model is available only for [12]. In Dlib facial landmarking is implemented only
via method presented in [8].

3 Open and Closed Eyes Analysis

To build a drivers drowsiness detector, we need to discriminate between open
and closed eyes. To do so we will be using a metric called the eye aspect ratio
(EAR) [16]. In facial landmark among 68 points 12 describe eyes, left eye points
are numbered from 37 to 42, and right eye points are numbered from 43 to 48.
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Using appropriate facial point annotations5 [13–15] the values of these coef-
ficients for the left and right eyes read as

EARL,R =
|p38,44 − p42,48| + |p39,45 − p41,45|

2|p37,43 − p40,46| (1)

Each eye is described by two vertical lines (described by points p38,44 and p42,48
or p39,45 and p41,45) and a horizontal line (described by points p37,43 and p40,46).
The value of EAR from Eq. (1) can be understood as a ratio of the average length
of the vertical lines (height) to the length of the horizontal line (width). For a
typical open oval-shape eye the value of the EAR coefficient is about 0.5 (twice
as wide as tall). For a completely closed eye the EAR coefficient becomes 0.

Let us now study the probability distribution function of EAR coefficient for
face images downloaded from the Closed Eyes In The Wild (CEW) dataset6.
This dataset contains 2423 subjects, among which 1192 subjects with both eyes
closed are collected directly from Internet, and 1231 subjects with eyes open
are selected from the Labeled Face in the Wild7 (LFW) database. Using HOG
algorithm implemented in Dlib we were able to detect 1025 faces with closed eyes
and 1114 faces with open eyes. For CNN algorithm form Dlib these numbers are
1169 and 1150 respectively. Thus as expected CNN detects faces better. For
each face detected 68 landmarks pi were discovered using DLib implementation
of Ensemble of Regression Trees (ERT) method [8] and average EAR coefficient
for both eyes computed. Their histograms are presented in Fig. 1.

It is seen from inspection of Fig. 1 that the maxima of the probability density
functions of EAR corresponding to closed and open eyes are well separated
but their tails do not. To estimate this overlap in Fig. 2 we have plotted the
cumulative distribution functions for densities from Fig. 2. Note, that in the
case of open eyes the distribution is inverted as one minus distribution (or the
integration limits are changed from

∫ EAR

−∞ to
∫ +∞
EAR

). Both distributions cross at
EAR � 0.23. This means that for EAR > 0.23 the chance that the eyes are
closed is about 20%, and for EAR < 0.23 the chance that the eyes are open is
also about 20%.

We would like to estimate a threshold value of EAR for our drowsiness detec-
tion system. The camera would periodically track the driver’s face, the EAR
coefficient would be computed. If it is lower than the threshold for a prolonged
period of time an alarm would be activated. To better estimate this threshold
in Fig. 3 we have plotted the sum of the distribution functions from Fig. 2. This
sum has a clear minimum at EAR � 0.2. For EAR > 0.2 the chance that the
eyes are closed is less than 30%, and for EAR < 0.2 the chance that the eyes
are open is less than 10%. Therefore lowering the threshold value of EAR to 0.2
would decrease the chance that the alarm is activated when the eyes are open at
a slight decrease of safety (not all cases with closed eyes are properly detected).

5 https://ibug.doc.ic.ac.uk/resources/facial-point-annotations/.
6 http://parnec.nuaa.edu.cn/xtan/data/ClosedEyeDatabases.html.
7 http://vis-www.cs.umass.edu/lfw/#download.

https://ibug.doc.ic.ac.uk/resources/facial-point-annotations/
http://parnec.nuaa.edu.cn/xtan/data/ClosedEyeDatabases.html
http://vis-www.cs.umass.edu/lfw/#download
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Fig. 1. Histograms of average EAR coefficients for faces with closed and open eyes
from the CEW database.

Fig. 2. Distributions of average EAR coefficients for faces with closed and open eyes
from Fig. 1. In the case of open eyes the distribution is inverted.
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It is interesting to mention that 0.2 is also the mean value of the probabil-
ity distribution of EAR coefficient corresponding to closed eyes plus standard
deviation.

Fig. 3. Sum of distributions of average EAR coefficients for faces with closed and open
eyes from the CEW database from Fig. 2.

Now we would like to verify our choice of the threshold value of EAR using
the face photos from the LFW database. Using CNN we were able to detect
all 13233 faces and compute the EAR coefficients for them: 1622 (12%) are
below threshold 0.2 and 11611 (88%) above threshold. The histogram of these
coefficients is plotted in Fig. 4 and compared with the histogram for all (both
open and closed) eyes from the CEW database. Note that the latter histogram
(resulting from “merging” the histograms from Fig. 1) still contains a dip around
the value 0.2. The histogram for the LFW database is symmetric about the value
0.3.

We looked very carefully at more than 2558 faces with 0.24 ≤ EAR < 0.28
and found 4 of them with closed eyes. They are shown in Fig. 5. Therefore the
threshold proposed is by no means perfect but works well for randomly chosen
faces.
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Fig. 4. Histograms of average EAR coefficients for all faces from the LFW and CEW
databases.

Fig. 5. Faces with closed eyes from the LFW database with EAR coefficients above the
threshold. From left to right they belong to David Surrett, Aiysha Smith, Sun Myung
Moon, and Ariel Sharon.
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4 Sample Application Pseudocode

The main idea of the application is to read consecutive frames from the cam-
era. Than for each frame, a face landmark or the fact of non-recognition of
the face is determined. It should be noted that the absence of a recognized
face means that the driver’s head is facing downwards or falling. If the EAR
coefficient is less than ratio threshold value, or face is not recognized, within
a few seconds, the system initiates an alarm. In the application the EAR
threshold value was set to 0.21, but it is possible to give a different value.
To realize this idea we define two constants, EYE CLOSED SECONDS and
NO FACE SECONDS that will determine after how many seconds the alarm
will be turned on when the eyes are closed or when the camera does not locate
the face. Then, after multiplying both variables by frame rate, we get appropri-
ate values EYE FRAMES and NO FACE FRAMES in the form of frame rates.
In the application main loop size of captured frame is reduced and converted
into gray scale to increase the speed of action. Next, faces are detected. If no face
is identified, the COUNTER NO FACE is increased, and it is checked that the
critical value has not been exceeded. If so alarm is turned on. If faces are recog-
nised (in our case, it is one face), then for each face landmark points the EAR
ratio is counted according to Eq. (1). If ratio is less than the previously defined
RATIO THRESHOLD value, the COUNTER EYE CLOSED is increased, and
it is checked that the critical value has not been exceeded. If so alarm is turned
on. To break testing user can press the ESC key at any time. The whole algorithm
is listed below:

1: EYE CLOSED SECONDS ← 2.0
2: NO FACE SECONDS ← 5.0
3: fps ← GetFramesPerSecond()
4: EYE FRAMES ← fps * EYE CLOSED SECONDS
5: NO FACE FRAMES ← fps * NO FACE SECONDS
6: COUNTER EYE CLOSED ← 0
7: COUNTER NO FACE ← 0
8: ALARM ON ← false
9: ESC KEY ← 27

10: loop
11: read next frame.
12: resize frame and change it into gray scale image.
13: faces ← Detector(image).
14: if len(faces) = 0 then
15: if COUNTER NO FACE ≥ NO FACE FRAMES then
16: ALARM ON ← true
17: else
18: COUNTER NO FACE ← COUNTER NO FACE + 1
19: end if
20: else
21: COUNTER NO FACE ← 0
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22: for all face ∈ faces do
23: shape ← Predictor(face).
24: ratio ← Count(shape).
25: if ratio < RATIO THRESHOLD then
26: COUNTER EYE CLOSED ← COUNTER EYE CLOSED + 1
27: if COUNTER EYE CLOSED ≥ EYE FRAMES then
28: ALARM ON ← true
29: end if
30: else
31: COUNTER EYE CLOSED ← 0
32: end if
33: end for
34: end if
35: if WaitKey = ESC KEY then
36: break
37: end if
38: end loop

The aforementioned libraries used for estimating a threshold value of EAR,
Dlib, and OpenCV, provide a convenient interface to Python. Thus the sam-
ple application shown above has been implemented in this language. Note, that
OpenCV library was used only to manage the video stream from the camera.
Faces are detected with Dlib HOG detector which, although less accurate, works
much faster than CNN. Landmark points are determined with the help of Dlib
ERT method. Application was tested on a laptop with standard camera. The
tests were conducted on the authors of the application and were not too exhaus-
tive but each longer eyelid closure was captured.

5 Summary

A software side of a drowsiness detection system was created and tested on
large datasets of still images of faces with open and closed eyes: Closed Eyes In
The Wild and Labelled Faces in the Wild. Together with low cost cameras that
can provide relatively high-quality image, this indicates a possibility of a simple
and cheap driver alert systems. In this paper only space analysis of an eye was
performed. A metric called Eye Aspect Ratio together with a threshold value
was used to distinguish between an closed and an open eye. Threshold value
was chosen based on the analysis of the distributions of aspect ratio coefficients
for eyes known to be open and closed. It was shown that it depends on the
properties of the probability density of coefficients describing the closed eyes
only. This method is not perfect but works quite well for randomly chosen faces.
Additional study should consider the behaviour of an eye in time on a database
consisting of face videos like, e.g., Driver Drowsiness Detection Dataset8. This
will be done in a following paper.

8 http://cv.cs.nthu.edu.tw/php/callforpaper/datasets/DDD/.

http://cv.cs.nthu.edu.tw/php/callforpaper/datasets/DDD/
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Abstract. The work presents a method that allows delimiting the borders of
allophones in isolated English words. The described method is based on the
DTW algorithm combining two signals, a reference signal and an analyzed one.
As the reference signal, recordings from the MODALITY database were used,
from which the words were extracted. This database was also used for tests,
which were described. Test results show that the automatic determination of the
allophone limits in English words is possible with good accuracy. Tests have
been carried out to determine the error of particular allophones borders marking
and to find out the cost of matching the given allophone to the reference one.
Based on this cost, a coefficient has been introduced that allows for determining
in percentage how much the automatically marked allophone is similar to the
reference one. This coefficient can be used for an assessment of the correctness
of the pronunciation of the allophone. The possibilities of further research and
development of this method were also analyzed.

Keywords: Speech recognition � Speech analysis � Phoneme � Allophone

1 Introduction

This work is a part of a project devoted to the multimodal signal analysis of allophones,
where an allophone can be defined as a variant of a particular phoneme [5, 8]. The
project is based on combining audio and visual modalities [3]. The combination of
these two modalities leads to improved accuracy of allophone transcription and
recognition.

The applied algorithm is intended for the automatic marking of allophone
boundaries in isolated English words based on the reference speech base obtained in
the result of the preparation of the audio-video corpus [4, 17]. Although the corpus
contains multimodal material, this work employs a single modality only, namely sound.
This is the first part of the work that will answer the question if we can mark the limits
of allophones in a continuous speech based on the sound signal only, with good
accuracy. Further research, on the other hand, will allow answering the question of
whether adding a second modality will improve this accuracy.
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The problem of marking the borders of allophones in continuous speech is a very
important issue in speech technology. It is related to such subjects as, for example,
speech recognition and transcription, speech synthesis, or learning a foreign language.
Speech transcription and recognition are described extensively in the literature, as well
as speech synthesis, which is also covered broadly. For example, the paper of
Szpilewski et al. [16] shows the approach to the concatenative TTS (Text-to-Speech)
system based on allophones in the context of multilingual synthesis.

Another area where the appropriate marking of the allophone boundaries is an
important task is the field of foreign language learning. Appropriate marking allo-
phones in English has high development potential, because nowadays according to
David Cristal, author of the “English as a Global Language” [2], non-native English
speakers are three times as many as native speakers. That is why algorithms related to
the correct delimitation of allophones can be very helpful in learning the correct
pronunciation.

In Sect. 2, the speech recording process done in the project will be described, as
well as the reference speech database used for this work to mark the allophone
boundaries is described.

Section 3 is devoted to the description of the determination of the allophone
boundaries algorithm in continuous speech. The algorithm is based on the DTW
(Dynamic Time Warping) method. The modification of this method allows to marking
of the boundaries of allophones. The parameters of the method are also presented.

In Sect. 4, a coefficient related to the correctness of the allophone boundaries and
the correctness of the pronunciation of the allophone will be defined.

Section 5 contains an evaluation of the results. The test will be described that were
carried out for various recordings, i.e., speech of different people.

Section 6 contains a summary and conclusions, as well as a discussion on planned
further research.

2 Database

2.1 Phonetic Material

Audio recordings from the Modality [4] corpus were used as a referenced corpus in this
study as well as a data source to carry out the tests (www.modality-corpus.org). The
Modality corpus material consists of spoken numbers, names of months and days, and a
set of verbs and nouns mostly related to controlling computer devices. It was presented
to speakers as a list containing a series of consecutive, isolated words, and sequences of
continuous speech. The corpus includes recordings of 35 speakers. The gender com-
position is 26 male and 9 female speakers. The corpus is split between native and non-
native English speakers. Approximately half of the isolated words represented some
typical command-like sentences, while the rest was formed into isolated word
sequences. Every speaker participated in 12 recording sessions. Half of the sessions
were recorded in quiet conditions, and the second half includes noise. Reference noise-
only recording sessions were performed in order to enable a precise calculation of SNR
(signal-noise ratio) for every sentence spoken by the speaker. The audio-visual material
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was collected in an acoustically adapted room. The video material was recorded using
two Basler ace 2000-340kc cameras. The cameras were set up to capture video streams
at 100 frames per second, in 1080 � 1920 resolution. The audio material was collected
from an array of 8 B&K measurement microphones placed in different distances from
the speaker. The audio data were recorded using 16-bit samples at 44.1 kSa/s sampling
rate with PCM encoding. The setup was completed by loudspeakers placed in the
corners of the room, serving as noise sources. The average SNR calculated in the 300–
3500 Hz of frequency range was 36 dB for the quiet condition, and 17.2 dB for noisy
conditions.

2.2 Reference Database Description

The reference base used for the presented system contains words from the Modality
database stored in separate files. In addition, each word contains the boundaries of the
allophones that it consists of. The marking of these boundaries was performed man-
ually. Figure 1 shows an example word “clever” of the male native speaker, IPA
notation: ˈklevəʳ, from the reference database with the allophone boundaries marked
manually by the author of this work. Recordings of twenty people, eight women, and
eleven men were selected for the reference database, of which two female and six male
voices belonged to native speakers. The speakers were between the ages of 22 and 58.
One of these voices was always used as a reference voice in the system, and the others
were used to mark allophones in them. Only recordings without additional noise have
been selected from the Modality database, which is only with ambient noise.

Because of the need to compare a homogenous material, there was not possible to
mark the allophone boundaries automatically in any speech signal, but only in such
recordings for which there is an equivalent in the reference database. Based on the
marked allophones in the word from the reference database, it is possible to mark the
boundaries of the allophones in the same word also from outside the base.

For the automatic system building, these boundaries are stored in a separate text file
in the format: “allophone, sample number”.

Fig. 1. Reference word “clever” with manually marked allophone borders
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3 Algorithm for Automatic Marking of Allophones

The algorithm for automatic marking of allophone boundaries is based on the DTW
method [7, 9, 15]. A system using a similar approach, but designed to create bases of
acoustic units in speech synthesis, was presented in the author’s earlier paper [12]. The
approach presented in this paper differs from the previous one in several fundamental
issues. First of all, it concerns the English language, instead of Polish. Secondly, in the
previous system, the bases of acoustic units were created employing a much larger,
redundant recording corpus, which allowed for averaging the results and selecting the
best one unit. In the previous work, the databases were created for the concatenation
speech synthesis, in which only one realization of a given allophone was needed, hence
it was necessary to find the best one. Here we should approach each allophone indi-
vidually because e.g. we want to determine whether the given allophone was pro-
nounced correctly or not. In this case, the point is not to find one allophone in the whole
corpus. In this case, we want to define limits for each allophone in the spoken word, to
determine how correctly the given allophone has been pronounced. The consecutive
steps leading to this aim are described in subsequent subchapters.

3.1 Combining Reference and Analyzed Signals

The algorithm of automatic segmentation of the speech signal is based on the DTW
method [1, 9–11] however, unlike the classic DTW, it does not rely on the signal in the
time domain, but on the frequency domain representation. The referenced speech signal
(spoken word) and the analyzed signal (the same word pronounced by another person)
in the time domain are divided into frames that can overlap each other. In each frame,
the Fast Fourier transform (FFT) is computed. Before calculating the FFT, the Ham-
ming windows [6] are used for avoiding spectral blur.

Each transformed frame represents a vector of spectral features. Elements of the
local distance matrix are counted using these vectors as:

c n;mð Þ ¼ S nð Þ;E mð Þk k ¼
XK

k¼1
S n; kð Þ � E m; kð Þj j ð1Þ

where:

S (n) - vector of spectral features of the referenced signal in the n-th frame
E (m) - vector of spectral features of the natural signal in the m-th frame
K - length of the spectral features vector

The reference signal frame is combined with the analyzed signal frame, and then the
distance between these vectors is calculated using the signal spectrum in the frame. In
formula 1, the distance is calculated according to the Manhattan metric, being used for
the algorithm.

The global distance matrix calculated is shown in Fig. 2. It presents speech signals
to which 256-sample frames were applied, employing the Hamming window and no
overlapping. The reference signal is shown in the form of a spectrogram drawn ver-
tically on the left side of the drawing. The analyzed signal is also presented in the form
of a spectrogram but at the bottom of the drawing. Both signals combined are identical,
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and in the considered case, there are of the voice of a male native speaker. The square
area in the center of Fig. 2 shows the global distance matrix. The bright areas indicate
small values of the distance between the signal frames that are the signals spectrally
similar, while the dark areas indicate a large distance between frames, which are signals
that differ in spectral features.

The warping path is also shown there, which is going through the areas of the
lowest cost. Because in this case, both signals are identical, the warping path is going
alongside the anti-diagonal of the global distance matrix.

Having the optimal warping path and the boundaries of the allophones in the
reference signal, it is possible to determine the allophone boundaries in the analyzed
signal, as is shown in Fig. 2. A vertical spectrogram on the left-hand side shows a
reference signal in which allophone boundaries are known because they have been
manually marked by a phonetician expert. In the figure, they are marked with hori-
zontal lines, which additionally go into the area of the global distance matrix and end in
the optimal warping path. The points of intersection of these lines and the warping path
determine the boundaries of the allophones in the analyzed signal, as it is represented in
the figure by vertical lines going down from the warping path. These lines pass to the
spectrogram of the analyzed signal, as it is shown in Fig. 2, and they determine the
limits of the allophones in this signal. In this example, both phrases are identical,
therefore the warping path is a straight line.

In case when we set boundaries in a word spoken by a different speaker than the
one who produced the reference one, the matching path will no longer be a straight line,
as is shown in Fig. 3. The reference signal belongs to a native speaker, whereas the

Fig. 2. Global distance matrix of “keep moving” phrase and determination of allophone
boundaries in the analyzed signal
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analyzed signal to a non-native speaker. The parameters for determining the path are
the same as before.

The allophone boundaries set in this way can be compared with manually marked
boundaries, as is seen in Fig. 4. The same “keep moving” phrase is shown on both
graphs. The upper graph shows the boundaries of allophones determined manually,
while the lower graph - boundaries determined automatically. In Fig. 4 we can visually
evaluate the location, and thus roughly the quality of automatically defined boundaries.
As is seen, the differences, in this case, are minimal. In Sect. 5 the statistical assessment
will be presented computed on the reference set discussed earlier.

Fig. 3. The warping path and the allophone boundaries in the “keep moving” phrase of speaker
different to the reference speaker

Fig. 4. Comparison of boundaries marked manually and automatically
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The boundaries of allophones obtained in this way are not always correct. The
reason may be incorrect pronunciation or errors in the automatic determination of the
border. Errors resulting from algorithm inaccuracies can be corrected. A discussion on
this topic is presented in previous papers [13, 14]. The work [13] refers to the cor-
rection of allophone boundaries in acoustic databases used in Polish speech synthesis,
where only one allophone cut out from a set of many redundant allophones of the same
type is subject to correction. In [14], an approach to the correction of all allophones in a
word is presented.

4 The Cost of Allophone Matching

While determining the boundaries of allophones in the analyzed word, we use a ref-
erence word spoken by another speaker. By juxtaposing both words, the warping path
is determined. The values on the path are the cost of matching, and they are derived
from the global distance matrix. These values determine the similarity of both signals.
Having determined allophone limits manually in the reference signal, besides deter-
mining the allophone limits in the analyzed signal, we can also calculate the cost of
matching of individual allophones. The result represents the cost of matching the
allophone designated on the warping path in terms of a difference in the value of points
on the path (formula 2):

CM allophoneð Þ ¼ Cend allophoneð Þ � Cstart allophoneð Þ ð2Þ

where:

CM(allophone) – the matching cost of allophone
Cend(allophone) – the cost of matching of the end of the allophone in the point of
the intersection of its border with the warping path
Cstart(allophone) – the cost of matching of the beginning of the allophone in the
point of the intersection of its border with the warping path

The above cost (formula 2), determined when two identical signals are juxtaposed, will
have a value of 0. Such a situation will take place, as is shown in the example presented
in Fig. 2. In case of determining the allophone limits in a different signal than the
reference one, the cost will be greater than zero. Table 1 shows the cost of matching of
allophones in the word “clever” determined using the previously described method.
The table also includes the limits of the beginning of allophones marked manually and
automatically. The fourth column presents the absolute boundary determination error
calculated in relation to the length of allophones marked manually. To obtain this error,
allophones should be manually marked in the analyzed word, too.

The absolute error applies only to the location of the boundary, while the cost of
matching determines the similarity of the allophones. For example, allophones
4 (v) and 5 (e): the error of defining the border for the allophone “v” is larger than that
of the allophone “e”. However the cost of matching is presented in the opposite way:
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for the allophone “v” the cost is less than for “e”, which means that “v” is more
frequency-related to the reference allophone than “e” to the reference “e”.

The specified match cost can be used for calculating the coefficient determining the
correctness of the automatically marked allophone. An absolute error cannot play the
role of such a factor, because it requires correctly, manually set the limits of the
allophones, thus it can be used only for testing purposes. In order to obtain such a
factor, the average cost of determining the allophone at a given reference signal should
be calculated. Furthermore, this average cost should be set for correctly pronounced
allophones, which is for the voices of native speakers. With this average cost, we can
associate the coefficient of similarity of the given allophone to the reference one as
shown in formula 3. This coefficient can be used to determine the correctness of the
pronunciation of the allophone.

Sal ¼ Cal � Cavr

Cavr

����

���� ð3Þ

where:

Sal – allophone similarity to the referenced one coefficient
Cal – the matching cost of the allophone
Cavr – the average matching cost of the allophone

The smaller this ratio is, the more allophone is similar to the reference one. An example
illustrating this procedure for the word “clever” is presented in Table 1.

5 Tests and Evaluation of Results

The tests were carried out using the referenced database described in Sect. 2. Table 2
presents the parameters of the example allophones marked automatically. The average
error is presented related to the marking of the allophone together with the standard
deviation of this error for the case of determining this allophone in the words of native
speakers and non-native speakers. Similarly, the average cost of matching the

Table 1. Error and cost of allophone matching

Allophone Manual borders Automatic borders Error Cost of matching Correctness

c 22960 21999 7,10% 508.0 0,01
l 27568 27633 7,91% 406.1 0,13
e 29611 29779 5,53% 1440.8 0,04
v 33812 33536 7,13% 222.8 0,16
e 36831 36755 1,33% 549.2 0,17
r 42753 42389 6,22% 131.7 0,10
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allophone on the warping path of the global distance matrix of the DTW algorithm is
given. Similarly, as in the case of a marking error, the average cost and its standard
deviation are calculated separately for native and non-native speakers. In order to
achieve these results, 20 different words were used uttered by 20 speakers described
earlier. The upper part of the table shows male voices, the lower part - female voices. In
both cases, the reference signal was a native speaker’s voice. The signal processing
parameters are 256-samples frame, with the Hamming window overlapped by 50%.

Depending on the allophone, average errors in their marking can range from about
2% to about 20% for native speakers, and from about 5% to even several dozen for
non-native-speakers. However, in cases where the pronunciation is correct, allophones
marking errors of non-native speakers are similar to native ones. Similarly, the standard
deviation for non-native speakers is larger but does not differ significantly from native
speakers.

When the marking error exceeds the value of about 20%, it means that the allo-
phone limit has been determined incorrectly and that it was significantly shifted in
relation to the manually determined one. It should be remembered that this error is
determined in relation to the correctly, manually marked border. This case is illustrated
in Fig. 5, where for the non-native speaker, the beginning of allophone “c” has been
incorrectly designated. The upper part of the drawing shows the boundaries marked
manually, the lower part shows borders marked automatically. Such cases where the

Table 2. The average error of the allophone marking and the average cost of matching

Male Non-native Native Non-native Native
Av.
Error %

Err.
St.
Dev.

Av.
Error %

Err.
St.
Dev.

Av.
Cost

Cost
St. Dev.

Av.
Cost

Cost
St. Dev.

s 7,90 5,03 7,57 7,64 2221 591 2065 102
e 5,21 3,16 6,15 6,11 1918 1122 1443 203
t 28,86 19,07 7,08 8,93 1057 211 908 44
ə 32,57 23,32 10,00 5,14 570 235 379 30
n 11,09 12,91 8,23 5,74 697 217 633 119
Female Non-native Native Non-native Native

Av.
Error %

Err.
St.
Dev.

Av.
Error %

Err.
St.
Dev.

Av.
Cost

Cost
St. Dev.

Av.
Cost

Cost
St. Dev.

s 9,32 7,19 7,69 5,16 4117 496 3583 237
e 6,61 2,73 3,62 2,15 2544 898 2052 240
t 15,49 12,50 9,70 7,84 1899 362 1042 178
ə 25,24 11,77 17,46 10,02 2765 725 1287 52
n 20,36 17,89 2,58 1,61 1129 513 882 218
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error exceeds 50% and the allophone is correctly pronounced have not been included in
the calculation of the average errors in Table 2.

The considerably high error in determining the border does not mean, however, that
the allophone was pronounced wrongly. To determine the correctness of the spoken
allophone, the cost of matching it to the reference one can be used. A slightly different
situation is for this cost parameter, as Table 2 shows. The average cost for non-native
speakers in the case of each allophone is higher, but also the standard deviation is
noticeably higher. This average cost of matching can be used as a correctness coeffi-
cient, as is defined by the formula 3. Table 3 shows this coefficient with the error of the
allophone limit marking for words belonging to different categories. The reference
signal is a male native speaker. On its basis, the boundary for the voice of a male native
speaker is marked, as well as for the male non- native speaker and for the female non-
native voice.

Fig. 5. Error in determining the border

Table 3. The correctness coefficient of the allophone

Reference male Native male Non-native male Non-native female
Error Correctness Error Correctness Error Correctness

s 2,23 0,22 7,30 0,22 23,75 0,04
e 4,16 0,17 4,20 0,03 6,55 0,55
t 0,15 0,03 36,23 0,54 16,51 0,98
ə 11,03 0,34 44,34 0,62 38,83 4,15
n 1,29 0,01 11,20 0,30 40,41 0,27
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When the correctness factor has a value close to zero, it means that the given
allophone is similar to the reference one, and that also means that it is correctly
pronounced. For correctly pronounced words of voices of the same gender speakers,
this coefficient is below 1. However, in the case of voices significantly differing in
laryngeal frequency, very often, it can be as high as about 5, as is shown in Table 3,
where on the basis of the male voice, the boundaries in the female voice are deter-
mined. For the allophone “ə”, the correctness factor is 4.15, and also the error of
determining the border is high, over 38%. The same situation occurs in the opposite
case of determining the boundaries in the male voice on the basis of the female voice.

It can also be noticed another case here, that is a wrong set boundary does not mean
that the allophone was pronounced wrongly. For the non-native male speaker, allo-
phones “t” and “ə” are marked wrong in automatic mode, and errors exceed 30%, but
similarity coefficients remain below 1, which means that these allophones were pro-
nounced not quite wrongly.

6 Conclusions

The presented approach allows for determining the borders of allophones in isolated
English words with satisfactory accuracy. Knowing determined average matching costs
for every allophone, the correctness coefficient reflecting the similarity of the marked
allophone to its reference counterpart is introduced. Using this factor, we can determine
how much the spoken allophone is similar to the referenced allophone. It can be used
e.g., for learning the correct pronunciation of a given allophone. In this way, it is also
possible to determine compatibility with the correct pronunciation of words or phrases.

The results presented in this work allows for stating that allophone boundaries are
determined correctly in the majority of cases. The correct determination of these
boundaries in combination with the coefficient determining similarity to the referenced
allophone can be used to improve the efficiency of recognizing specific allophones in
speech, and thus to improve the quality of speech recognition.

The presented method can be further developed. In the presented work, all tests
were carried out using the reference signal of one speaker, while the boundaries of
allophones were determined for the words uttered by other speakers, with their voices
produced employing different laryngeal tone. The presented method could be modified
in such a way that the frequency of the laryngeal tone in the reference signal is changed
so that for voiced allophones, it will be closer to the frequency of the analyzed signal.
In addition, in the presented solution, the limits of allophones are determined only for
words that have equivalents in the reference database. Meanwhile, the research and the
solution can be extended towards determining boundaries in any words or phrases. It
could be done, for example, by using a speech synthesizer, which would synthesize an
appropriate signal from the reference database for which the boundaries in the analyzed
voice will then be determined.
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Abstract. A new method of the synthesis of finite state machines is proposed.
In this method, the speed of FSM is taken into account already at the early stage
of synthesis process. The method is based on sequential merging and splitting
two internal states regarding to speed of FSM. This parameter may decrease
with reduction of internal states, but splitting internal states leads to decrease of
number of variables in logic functions which describe combinational part of
FSM. This parameter has a great influence on a critical delay path. The results of
experiments showing efficiency of proposed approach are also presented.

Keywords: Finite state machines � Logic synthesis � Speed optimization � State
minimization � State splitting � FPGA

1 Introduction

The high-speed performance of electronic projects is important in such spheres as
computers, robotics, telecommunication, embedded systems, wired and wireless net-
works, transport, military and etc. For this reason the problem of increase of speed of
electronic equipment becomes especially actual.

In the general case, the digital system can be represented as a combination of
combinational schemes and finite state machines (FSM). The FSMs are also widely
used as separate nodes as control devices. Usually, when creating a new project, the
engineer has to re-create the original state machines every time. It is obvious that the
parameters of the FSMs included in the digital system largely determine the success of
the entire project. There are several approaches to increase the performance of the
electronic equipment: the technological - using the elements with a high-speed per-
formance, the system - using a piping and multi-core processors, the circuitry - increase
of a supply voltage and the logical - using the synthesis methods allowing building
FSMs and control units with the maximum high-speed performance, etc.

Today the most of scientific researches is connected to the first three directions
(especially to the first) while the fourth direction is not sufficiently developed. At the
same time, the methods of a logic synthesis can be used for any technological basis, can
be applied together with system methods, and do not depend on supply voltage.

At present, field programmable gate arrays (FPGA) are widely used for con-
structing digital systems. Since modern FPGAs have a large number of look-up table
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(LUT) logical elements, the implementation cost has not been a critical parameter.
Recently, the most relevant optimization criteria are speed and power consumption.

2 State of the Art

One of the first attempts to solve speed optimization problem for implementation of
FSMs on FPGA was presented in paper [1]. This work shows a new technique for
improving the speed of a synchronous circuit configured as a look-up table based
FPGA without changing the initial circuit configuration; only the register location is
altered. It improves clock speed and data throughput at the expense of latency.

In [2] a new sequential circuit synthesis methodology is discussed that targets
FPGAs and reconfigurable SoC (System-on-Chip) platforms. The methodology is
based on the information-driven approach to circuit synthesis, general decomposition
and the previously developed theory of information relationship measures. The paper
[3] proposes a timing optimization technique for a complex finite state machine that
consists of random logic and data operators. The proposed technique adds a func-
tionally redundant block to the considered circuit, which includes a fragment of
combinational logic and several registers. In result, the timing critical paths can be split
into stages. In [4], a method for encoding the internal states of FSM realized on FPGA
is proposed which allows optimizing parameters such as implementation cost, speed
and power consumption. The paper [5] is concerned with the problem of state
assignment and logic optimization of high speed FSMs. The method is oriented for
PAL-based CPLD (Complex Programmable Logic Device) implementation.

New methods for the synthesis of high-speed asynchronous finite state machines
were developed in [6–8]. In [6], a method for the synthesis of asynchronous finite state
machines with a local synchronization signal is proposed, which makes it possible to
implement an asynchronous FSM on any FPGA. In addition, the method allows using
standard procedures of synchronous circuits minimization. In [7], a modification of the
feedback of asynchronous finite state machines and convergent state coding was pro-
posed. It allows an asynchronous FSM to be realized as easily as synchronous. In [8],
the XBM (Extended Burst-Mode) architecture was presented, based on local syn-
chronization signals, which allows for the synthesis of asynchronous FSMs using
approaches for synthesizing synchronous machines.

An increase of the speed of finite automata by splitting the internal states is con-
sidered in [9, 10]. In [9], a method is proposed for reducing the number of arguments
for transition functions, which does not depend on how the finite state machine is
implemented and can be used for both FPGA/SoC and ASIC. In [10], split algorithms
of FSM internal states for the synthesis of high-speed FSMs are described which are
oriented to the realization of a FSM on FPGA. The parametric method of the mini-
mization of finite state machines is proposed in [11]. In this method, based on state
merging such optimization criteria as the critical delay path and also possibility of
merging other states are taken into account already at the early stage of minimization of
internal FSM states.

The analysis of available studies showed that there are no works in which the state
splitting and state merging procedures are simultaneously used to achieve the reduction
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of critical path delay of FSM. In the present paper, a heuristic method for the synthesis
of FSMs is proposed that makes it possible to optimize the FSM performance already at
the stage of state minimization combined with state splitting. The proposed approach is
intended for the implementation of FSMs on FPGA.

3 Idea of the Approach

The discrete optimization task is defined as searching for an FSM with minimal critical
delay path (a minimization problem). It can be formulated as follows.

A function f : U ! V is given, where U is a set of different forms of the same FSM
(equivalent forms of FSM), V – a set of values corresponding to the length critical delay
path. An element (FSM) umin 2 U is sought, such as f ðuminÞ� f ðuÞ for all u 2 U.

The idea of the approach to above formulated task is performing sequential oper-
ations of splitting states or joining states, if possible. In this way, new equivalent FSMs
are created, whose implementation can give different results in terms of speed (critical
path delay). To calculate the critical path length and then implement the machine, we
must first do the state assignment using the selected method. To know which pair of
states to choose or which state to split, the trial merging and trial splitting operations are
performed. From the obtained results, the action to be performed (merging or splitting)
and a state (for splitting) or a pair of states (for merging) is selected, for which the
estimated critical path length is lowest (after the transformation of the FSM). Con-
cerning the above considerations, the general synthesis algorithm can be described as
follows.

At the beginning of Algorithm 1 an initial FSM representation is saved as the best
one (line 1). Then, the procedures of searching pairs for merging and states (set G) for
splitting (set D) are executed (lines 2–3). If there are no states to merge and split, the
algorithm stops, otherwise the trial merging and trial splitting is performed in a similar
way: first, the current FSM must be saved, then merging or splitting is performed, then
codes of states are assigned and the speed of FSM is calculated (lines 6–26). The
estimation procedure for speed parameter (function CriticalPath()) will be precisely
described in Sect. 5. Among all solutions, the one is selected for which the critical path
length is minimal. Then the final merging or splitting is executed and choosing states
for merging or splitting is performed again (lines 27–38). The final FSM representation
is the one with the highest speed from all considered equivalent representations (lines
39–40).

The splitting procedure may be divergent, so the stop condition for splitting has to
be introduced. It is done in lines 30–38 of Algorithm 1, where the overall and average
critical path length of currently splitting FSM is compared to the overall and average
critical path length of the last performed splitting. If splitting does not lead to a further
increase in speed – it is not performed.
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Algorithm 1: General algorithm for FSM synthesis
1: bestFSM ← FSM
2: G ← FindMergePairs(FSM) 
3: D ← FindSplitStates(FSM) 
4: WHILE G ≠ ∅ and D ≠ ∅ DO
5: Sst← ∞
6:     WHILE G ≠ ∅ DO
7: Save(FSM)
8:          FSM ← Merge(FSM, (as, at) ∈ G) 
9:          Encode(FSM) 
10: IF CriticalPath(FSM) < Sst THEN
11: Sst ← CriticalPath(FSM) 
12:             SelectedPair ← (as, at) 
13:        END IF
14:        Restore(FSM) 
15    END WHILE
16: Si ← ∞
17:   WHILE D ≠ ∅ DO
18: Save(FSM) 
19:        Encode(FSM) 
20: FSM ← Split(FSM, ai∈ D)
21: IF CriticalPath (FSM) < Si THEN
22: Si ← CriticalPath (FSM) 
23:             SelectedState ← (ai) 
24:        END IF
25:        Restore(FSM) 
26:   END WHILE
27:   IF Sst ≤ Si THEN
28:        FSM ← Merge(FSM, SelectedPair) 
29:   ELSE
30:        IF CriticalPath(CurrentSplit) ≤ CriticalPath(LastSplit) THEN
31: IF AverCriticalPath(CurrentSplit) < AverCriticalPath(LastSplit) THEN
32:             FSM ← Split(FSM, SelectedState) 
33:        ELSE
34:             NoSplit ← TRUE
35:        ELSE
36:             NoSplit ← TRUE
37:        END IF
38: END IF
39: IF CriticalPath (FSM) < CriticalPath (bestFSM) THEN
40:        bestFSM ← FSM
41: END IF
42: G ← FindMergePairs(FSM) 
43: IF NoSplit = FALSE THEN
44:        D ← FindSplitStates(FSM) 
45: ELSE
46:        D ← ∅
47: END WHILE
48: END
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4 State Merging Procedure

The proposed approach is based on the method for the reduction of the number of
internal states proposed in [12] for Mealy machine and in [13] for Moore machine. The
idea of this method is to sequentially merge two states. For this purpose, the set G of all
pairs of internal states of the FSM satisfying the merging condition is found at each
step. Then, for each pair in G, a trial merging is done. Next, the pair that leaves the
maximum possibilities for merging other pairs in G is chosen for real merging.

Two FSM states as and at can be merged, i.e. replaced by one state ast, if they are
equivalent. Equivalency of two FSM states means that FSM behavior does not change
when these states are merged in one. FSM behavior does not change after states as and
at merge if the transition conditions from the states as and at that lead to different states
are orthogonal. If there are transitions from states as and at that lead to the same unique
state, then the transition conditions for such transitions should be equal. Moreover, the
output vectors that are generated at these transitions should not be orthogonal.

The procedures of selecting pairs of states to merge (line 2 of Algorithm 1) and
merging of the chosen states as and at (lines 8 and 26 of Algorithm 1) are precisely
described in [12].

5 Estimation of Speed of FSM

Let us denote by L the number of FSM input variables of a set X = {x1, …, xL}, by
N the number of FSM output variables of a set Y = {y1, …, yN}, by M the number of
FSM internal states of a set A = {a1, …, aM}, and by R the minimal number of bits
required to encode internal states, where R = int(log2M).

To estimate the optimization criteria, all pairs of states in G and all states in set
D are considered one after another. For each pair of states (as, at) in G, a trial merging
is performed and for all states ai in D – trial splitting is performed. After merging and
splitting the internal states are encoded using one of the state assignment methods and
the system of Boolean functions W corresponding to the combinational part of the FSM
is built. Next, for the every pair (as, at), maximum critical delay path (speed) Sst is
estimated. After trial merging, for the each state ai after trial splitting the maximum
critical delay path Si is also determined. After selection of the optimal solution, the final
merging or splitting can be done.

In the general case, the architecture of modern FPGAs can be represented as a set of
logic elements based on functional LUT generators. A feature of LUT functional
generators is that they can realize any Boolean function but with a small number of
arguments (typically, 4–8). In the case when the number of arguments of functions to
be realized exceeds the number of LUT inputs n, the Boolean function must be
decomposed with respect to the number of arguments [14]. Among the great number of
decomposition methods for Boolean functions with respect to the number of argu-
ments, linear and parallel decomposition methods are most popular. Figure 1 and
Fig. 2 present block diagrams of linear and parallel decomposition, where FBi and FBij

are functional FPGA blocks, and Xi are subsets of the set of input variables X.
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Let us denote by B(ai) – a set of states, which have transitions to state ai and X(ai) –
a set of input variables which initiate transitions to state ai. In general, a number of
arguments ri of transition function to state ai can be defined as:

ri ¼ XðaiÞj j þR ð1Þ

where operator |A| returns a cardinality of set A.
In case when we apply one-hot encoding, which is most common used for

FPGA FSM implementations, every FSM state corresponds to single memory element
(flip-flop). If flip-flop state is logical one – the FSM is in corresponding state. In this
case, a number of arguments ri of transition function to state ai can be defined as in
[10]:

ri ¼ XðaiÞj j þ BðaiÞj j ð2Þ

The upper boundary r* of the number of arguments of the transition functions when
splitting the FSM states for binary encoding type is defined as:

Fig. 1. Linear decomposition

Fig. 2. Parallel decomposition
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r� ¼ max Xðam; asÞj jð Þ þR; m; s ¼ 1 ::M; ð3Þ

but for one-hot encoding style is defined as in [10]:

r� ¼ max Xðam; asÞj jð Þ þ 1; m; s ¼ 1 ::M; ð4Þ

where X(am, as) is a set of FSM input variables, whose values initiate the transition
from state am to state as.

As it was mentioned above, there are two most commonly used approaches to
decomposition of Boolean functions: linear and parallel. In case of linear decompo-
sition application the number of logic levels for transition function to state ai, can be
defined as:

Li ¼ 1 þ int(ðri�nÞ=ðn� 1ÞÞ: ð5Þ

In case of using parallel decomposition the number of logic levels for transition
function to state ai, can be defined as:

Li ¼ intðlogn riÞ; ð6Þ

where Li cannot be less than 1. If ri = 1 then Li = 1.
The average critical length for transition functions is the arithmetic mean of above

parameter Li for all states:

Lav ¼
XM

i¼1
Li

� �
=M ð7Þ

The speed of operation of a whole FSM is determined by the length of the critical path
of its combinational part, which is equal to the FPGA logic elements involved in the
critical path. After state encoding and creating transition functions we can determine
the maximum number Lmax of arguments of the functions realized by the combinational
part of the FSM.

Lmax ¼ max
wi2W

L wið Þj j ð8Þ

where L(wi) is a set of arguments of the function wi 2 W.
If the FSM is implemented on the basis of FPGA, the length of the critical path is

determined only based on the maximum number of arguments. In case of use linear
decomposition it can be defined as:

S ¼ 1 þ int(ðLmax�nÞ=ðn� 1ÞÞ: ð9Þ

In case of using parallel decomposition it can be defined as:

S ¼ int logn Lmaxð Þ: ð10Þ
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6 State Splitting Procedure

Splitting of internal FSM states is an operation of equivalent conversion of an FSM that
does not change the algorithm of its functioning. During splitting of FSM states, the
FSM type (Mealy, Moore) and general structure of the FSM does not change. For that
reason, adding splitting procedure to synthesis method when implementing FSM on
FPGA has practical usage and can be easily added to the process of digital system
design.

The state splitting procedure is based on method from paper [10], but is modified to
use not only one-hot but also binary state assignment. In distinction from paper [10], in
this work the main strategy consists in finding the set D of all the FSM states satisfying
the splitting conditions:

9ai 2 A; B aið Þj j[ 1 ð11Þ

9aj 2 B aið Þ; rj � r� ð12Þ

Then for each state from D the trial splitting is carried out. Every state ai 2 D is divided
into two states. First state is corresponding to transitions from state aj 2 B(ai) where
rj = max. Second state is corresponding to rest of transitions to state ai.

Finally a state ai for splitting is selected that best satisfies the optimization criteria
in terms of speed (minimization of values of critical path lengths: overall - S and
average - Lav). The given process repeats as long as overall and average critical path
length of currently splitting FSM is less than the overall and average critical path length
of the last performed splitting.

7 Experimental Results

The method of minimization of finite state machines was implemented as a part of CAD
system called ZUBR. To examine the efficiency of the presented method MCNC FSM
benchmarks [15] were used. The experiments were performed using IntelFPGA
Quartus Prime version 18.1 EDA tool.

Three parameters were taken from report files for further analysis: Maximum Clock
Frequency - Fmax (F) in MHz, Core Dynamic Power (P) in mW and Total Logic
Elements (C). For an implementation the EP4CE115F29I8L device – a popular low
cost FPGA from the Cyclone IV E family was chosen. Two state assignment methods
were chosen for FSM implementation: binary and one-hot encodings. All benchmarks
in four cases (without minimization, minimized with STAMINA [16], synthesized with
proposed method using speed estimation with linear decomposition and parallel
decomposition) were implemented using identical Quartus Prime optimization
parameters. The STAMINA was chosen to show the relation of speed of FSMs syn-
thesized by the proposed method to speed of fully minimized FSMs.

The experimental results for binary and one-hot encodings are presented in Table 1
and Table 2, where C0, F0 and P0 are, respectively, the number of used logic elements,
maximum working frequency and dissipated dynamic power of the initial FSM
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(without minimization); C1, F1 and P1 are, respectively, the number of used logic
elements, maximum working frequency and dissipated dynamic power after mini-
mization using STAMINA. Finally, parameters C2, F2 and P2 are, respectively, the
number of internal states, number of logic elements, maximum frequency and power
after synthesis using proposed method with speed estimation using linear decompo-
sition and C3, F3 and P3 are, respectively, the number of internal states, number of logic
elements, maximum frequency and power after synthesis using proposed method with
speed estimation using parallel decomposition. The parameters shown in Table 2 (one-
hot encoding) have subscript “O” instead of “B” in the Table 1 (binary encoding).
Mean row contains the average values.

The analysis of Table 1 shows that after the synthesis, the average benefit in the
speed of the FSM using linear decomposition makes 1.08 times, and on occasion
(example bbsse) 1.34 times. When the parallel decomposition was used, average gain
on the speed parameter was 1.09 times and on occasion (sand) 1.28 times. In com-
parison to STAMINA the average increase of the speed of the FSM makes 1.19 times,
and on occasion (bbsse) 2.3 times using linear decomposition and 1.24 times for
parallel decomposition (occasionally almost 2 times). The above gains were calculated
as an relation of speed of FSMs designed with proposed method to speed of FSMs
designed with reference method. An average benefit is a geometric mean of these
relations for all considered FSMs. In 7 of 11 cases for the linear and 9 of 11 cases for
parallel decomposition the number of used logic elements (cost) is also reduced.
Accordingly, the number of used logic elements was lower in 7 of 11 examples for
linear decomposition and in all cases for parallel decomposition in comparison to
STAMINA. Dissipated power is in almost all cases a bit lower comparing to initial
FSM and STAMINA minimized FSM.

Table 1. The experimental results for binary encoding

Name C0B F0B P0B C1B F1B P1B C2B F2B P2B C3B F3B P3B

BBSSE 70 239.69 0.22 142 139.66 0.24 51 320.62 0.22 70 239.12 0.22
EX1 297 108.86 0.43 297 108.86 0.43 310 105.71 0.31 198 126.81 0.28

S1488 491 98.38 0.87 491 98.38 0.87 452 98.81 0.8 468 100.84 0.79
S1494 468 100.11 0.81 468 100.11 0.81 477 101.58 1.02 426 115.06 0.83
S208 145 124.05 0.24 145 124.05 0.24 175 115.79 0.27 122 134.55 0.23

S420 151 128.14 0.25 151 128.14 0.25 210 103.09 0.28 133 136.31 0.25
S820 247 100 0.34 262 118.91 0.4 243 120.55 0.3 216 121.94 0.3

S832 297 115.33 0.35 255 113.11 0.31 231 120.64 0.34 222 115 0.29
SAND 328 100.83 0.47 328 100.83 0.47 262 131.86 0.32 266 129.08 0.33
SSE 70 239.69 0.22 142 139.66 0.24 51 320.62 0.22 70 239.12 0.22

TMA 118 215.56 0.23 118 180.31 0.23 105 225.23 0.23 105 225.23 0.23
Mean 243.82 142.79 0.40 254.45 122.91 0.41 233.36 160.41 0.39 208.73 153.01 0.36
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The analysis of Table 2 shows that after the synthesis, the average gain on the
speed of the FSM using linear decomposition makes 1.11 times, and occasionally
(bbsse) 1.37 times. In case of the parallel decomposition the average gain on the speed
parameter was 1.09 times and in best case (bbsse) 1.37 times. In comparison to
STAMINA the average increase of the speed of the FSM makes 1.26 times, and on
occasion (bbsse) 2.1 times using linear decomposition and 1.24 times for parallel
decomposition (occasionally almost 2 times). In 8 of 11 cases for the linear and in 5 of
11 cases for parallel decomposition the cost of implementation is also reduced.
Accordingly, the number of used logic elements was lower in 6 of 11 examples for
parallel decomposition and in all cases for linear decomposition in comparison to
STAMINA. There was also observed a little decrease of power consumption in case of
application of proposed method comparing to initial FSM and STAMINA minimized
FSM.

The comparison of average results for all state assignment methods is presented in
Table 3. The analysis shows that the average results obtained using presented approach
are better than results obtained using initial FSM in both styles of encoding used. The
one-hot encoding style was the least area and power consumable and also fastest
solution for all synthesis styles used. The average results obtained using presented
approach are in all cases better than results obtained after minimization using the
STAMINA in both styles of encoding used.

Table 2. The experimental results for one-hot encoding

Name C0O F0O P0O C1O F1O P1O C2O F2O P2O C3O F3O P3O

BBSSE 37 282.09 0.22 116 184.09 0.24 40 386.55 0.22 41 366.3 0.22
EX1 216 157.23 0.32 216 157.23 0.32 157 187.76 0.26 220 175.78 0.31

S1488 364 168.8 0.44 364 168.8 0.44 335 175.44 0.46 341 166 0.49
S1494 328 162.84 0.4 328 162.84 0.4 313 159.34 0.38 345 166 0.44
S208 150 171.94 0.27 150 171.94 0.27 115 181.79 0.25 115 185.7 0.25

S420 135 173.55 0.26 135 173.55 0.26 127 193.5 0.25 127 193.5 0.25
S820 227 143.25 0.34 238 152.74 0.38 203 157.06 0.32 219 159.03 0.34

S832 247 144.26 0.36 228 151.56 0.34 212 161.08 0.33 224 150.99 0.34
SAND 221 164.1 0.34 221 164.1 0.34 180 185.46 0.32 246 184.95 0.36
SSE 37 332.01 0.21 116 184.09 0.24 40 386.55 0.22 41 366.3 0.22

TMA 84 393.39 0.23 96 241.31 0.24 85 384.62 0.23 105 394.79 0.24
Mean 186.00 208.50 0.31 200.73 173.84 0.32 164.27 232.65 0.29 184.00 228.12 0.31

Table 3. The comparison of average results for all considered parameters

Parameter Encoding Initial
FSM

STAMINA Linear
decomposition

Parallel
decomposition

Speed
[MHz]

Binary 142.79 122.91 160.41 153.01
One-hot 208.50 173.84 232.65 228.12

Power
[mW]

Binary 0.40 0.41 0.39 0.36
One-hot 0.31 0.32 0.29 0.31

Cost
[LC]

Binary 243.82 254.45 233.36 208.73
One-hot 186.00 200.73 164.27 184.00
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Comparing results from proposed method application in 7 of 11 cases speed esti-
mation using parallel decomposition was better or equal to linear decomposition for
binary encoding. On the other hand, in 9 of 11 cases speed estimation using linear
decomposition was better or equal to parallel decomposition for one-hot encoding. The
conclusion is that the parallel decomposition is more suitable method of speed esti-
mation for binary encoding and its modification, but linear decomposition is a better
way to estimate speed when using one-hot encoding.

8 Conclusion

In this paper, the new method for the synthesis of FSMs is proposed. In this method,
the speed parameter is taken into account already in the first stage of the synthesis. It is
shown that the speed is increased due to the combined splitting-merging procedure.
The presented method allows increasing speed of FSM in almost all cases, also
simultaneously with area and power decrease. Additionally the method allows in few
cases to reduce the number of internal states of FSM. Two methods of speed estimation
were presented: linear decomposition more suitable to estimate speed when using one-
hot encoding and the parallel decomposition which was better method for binary
encoding and its modification. The method can be further elaborated by considering
other optimization criteria (e.g. power and area) and by improving optimization
algorithms.
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Abstract. The Internet of Things (IoT) is growing in popularity in recent years.
With the increasing use, security threats are also becoming a bigger concern,
especially considering new challenges, like limited computational power, low
storage capacity and unprecedented number of independent, uncoordinated
hardware device manufacturers. Unfortunately, modern attacks are more and
more sophisticated and some attackers may even use anti-forensics techniques to
hide any evidence of their malicious activity. As a result, digital forensics will be
crucial in investigating crimes committed against IoT devices. One of the
challenges is to create secure, lightweight and tamper-proof event log for the IoT
system. Proposed solution relies on a blockchain to store event logs, guaran-
teeing the integrity of data. Event logs from IoT devices are being sent to
multiple servers using multiple channels of communication to ensure logs
availability and to move most of computational effort from the IoT device to the
server. Logs are (optionally) encrypted to provide confidentiality of stored data.
A set of security and performance tests were performed to prove effectiveness of
proposed solution.

Keywords: IoT � Blockchain � Event log � IoT devices � IoT security

1 Introduction

The term, Internet of Things (IoT), referring to uniquely identifiable objects, ‘things’
and their virtual representations in an internet-like structure, has received much
attention in recent years. It provides an integration of objects and sensors that can
communicate directly with one another without human intervention. The IoT system
includes various physical devices, monitors and gathers all types of data on machines
and social life [1]. Concept was first proposed in 1998 [2] and, with growing popu-
larity, it faces new challenges, also in the security subject because of following reasons:

1. the IoT extends the traditional internet with mobile network and sensor network.
2. every ‘thing’ will be connected to the Internet, and 3) all these devices will com-

municate with each other. Security concerns are even bigger when the IoT system
will be applied to the crucial areas, such as medical service, healthcare, and intel-
ligent transportation [3].

Many of IoT-related security challenges are variations of issues previously seen in
technology but several key differences exist between the IoT and conventional wireless
networks in term of dealing with security and privacy. The deployment of the IoT is
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different compared to the traditional Internet, e.g. devices are set up on the Low power
and Lossy Networks (LLNs), while others have extremely dynamic topologies relying
on the application. LLNs are characterized by great data losses due to node imper-
sonation. They are strained by dynamism, memory and processing power [4]. These
aspects are not considered for the standard Internet. Moreover, sensor nodes in the IoT
have limited computational power and low storage capacity. It makes frequency
hopping communication application and public key encryption to secure the IoT
devices impossible so lightweight encryption technology, including lightweight cryp-
tographic algorithm is required [5].

1.1 Motivation

The IoT network is prone to man-in-the-middle and counterfeit attacks, in the network
layer. These attacks may result in capturing from or sending fake information to
communicating nodes in the network [6]. Another important issue involves an
unprecedented number of independent, uncoordinated hardware device manufacturers.
For many of these device manufacturers, the IoT-specific components and functionality
are not areas of expertise. It results in creating a soft target [7]. In the era of the IoT,
digital forensics will be crucial in investigating crimes committed against IoT devices
[8, 9]. However, modern attacks are more and more advanced and anti-forensics
techniques are used by attackers to hide any evidence that can be traced back to them
[10]. One of the challenges is to create secure, lightweight, tamper-proof event log for
the IoT system.

2 Related Works

Logs are the most important source of information used to discover what has happened
in the systems and networks. They are used not only for troubleshooting and perfor-
mance optimisation, but also in forensics, when some malicious actions against system
or network were performed. Logs may be used as an evidence in court against mali-
cious actors. However, it may be difficult if not impossible to tell the difference
between authentic and tampered log records [11].

During operation, computer systems often generate event logs. Secure system
should verify an integrity of the event logs to ensure event data is accurate, including
individual events within the event logs. and to verify that the event logs have not been
altered [12]. The most basic functions that a log system needs to cover are log col-
lection, log storage, and log query analysis.

Moreover, in a distributed environment, e.g. in IoT systems, log files of different
origins and format types should be collected by the log management system, and then
unified, centralized storage and management should be performed on them. Best log-
ging systems are characterised by flexible log collections capabilities, secure persistent
storage capabilities, a highly available distributed architecture design, secure and
efficient log queries function, and the ability to self-repair errors. The log storage may
be increased when it is needed. Unfortunately, most log systems used today are not
designed adequately addressing security issues, so when the system is attacked, it is
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possible for malicious actors to cover up their intrusions by deleting or tampering log
records without much effort [8].

There are four distinctive categories of the secure log system implementations:

3. Encryption-based solutions utilise symmetric or asymmetric encryption to preserve
the logs confidentiality. Techniques based on symmetric algorithms are less com-
putationally expensive but strict protection of shared secret key is required.
Asymmetric algorithms resolve the problem of key management but they require a
specialized infrastructure (PKI) and they are characterised by worse performance
which is a meaningful disadvantage in the IoT context. The solution based on
forward integrity was proposed in 1997 [13]. It uses the Message Authentication
Codes (MAC) of received logs and add them sequentially. Symmetric key is
updated at regular intervals. Even if attacker compromise one key, he must modify
past entries, what is difficult task. This solution preserves the logs integrity but it
does not protect their confidentiality and availability. A similar solution was pro-
posed by Schneier and Kelsey [14]. It also utilises chain of log MACs in order to
protect them. In this solution, the secret key is pre-shared between the logging
devices and updated after each log entry. Another encryption-based solution relies
on FssAgg (Forward-Secure Sequential Aggregate) [15]. FssAgg is a scheme that
relies on aggregated chain of signatures in order to achieve public verification and
to prevent attacks aiming to delete logs. Every device having the public key is able
to verify the integrity of the received log. BAF (Blind-Aggregate-Forward) [16] and
FI-BAF (Fast-Immutable BAF) are extensions of the concept proposed in FssAgg.
Both these schemes are suitable for distributed systems. BAF can produce publicly
verifiable forward secure and aggregate signatures with near-zero computation,
signature storage, and signature communication overheads for the loggers, without
any online Trusted Third Party (TTP) support [17]. The downside of BAF is
necessity to verify all log entries in order to verify one of them. Another problem is
that, if the verification fails, it is not possible to know which entry has been
modified. FI-BAF extends BAF by allowing selective verification of log entries
without compromising the security of BAF as well as retaining its computational
efficiency [18]. Different encryption-based approach was proposed in 2009 [19],
utilising Merkle trees for tamper-evident logging. This scheme relies on a history
tree, enabling the efficient verification of each log event. The downside of this
solution is its requirement of logarithmic complexity in order to generate proof of
integrity. The downside of encryption-based solutions is their inability to ensure log
availability if end devices are compromised.

4. There are known hardware solutions proposed for secure logging problem. Some of
them are based on the Software Guard Extensions (SGX) introduced by Intel in
2015, with the sixth generation of Intel Core microprocessors. SGX involves
encryption by the CPU of a portion of memory. The enclave is decrypted on the fly
only within the CPU itself, and even then, only for code and data running from
within the enclave itself [20]. An example of SGX-based solution for secure logging
is LogSafe proposed in 2018 [21]. It provides the Confidentiality, Integrity and
Availability of logs and is designed for IoT systems. LogSafe stores the device logs
on one or more cloud nodes running SGX. It ensures confidentiality by applying the

Securing Event Logs with Blockchain for IoT 79



AES (Advanced Encryption Standard) algorithm. The integrity is provided by hash
chaining. The availability is ensured by backups performed on a different node and
a different location to mitigate impact of DoS (Denial of Service) attacks. The
downside of this solution is limited availability protection, given that a backup is
done on only one device and presents a storage overhead if the data is duplicated.
Moreover, there are known attacks on SGX [22–24] and secure hardware solutions
are limited by requirement of specialised hardware (cost) and data availability
ensured by saving multiple copies of the same data, which introduces high com-
munication and storage overhead.

5. A cloud-based log was proposed in 2013 [25]. It introduces logging-as-a-service by
pushing logs into the cloud. However, it does not guarantee availability unless the
backup is done.

6. Blockchain can be used as a part of the secure logging system. In 2019, distributed,
blockchain based storage was proposed [27]. Authors have created decentralized
storagewith the verification system for IoT digital evidence. In this solution, themeta-
data and hash are saved in Cyber Blockchain Trust (CBT). The downside of this
solution is that the privacy of evidence is not well protected, as it is saved in a
permissioned ledger built on top of the HyperLedger fabric. Moreover, the perfor-
mance of this solution makes it inappropriate for limited IoT device. This issue
concern most of blockchain solutions, as handling numerous devices may result in
large ledger sizes. In consequence, high computation and a lot of resources is required.

In view of analyzed solutions and challenges, authors are proposing highly scalable
and configurable blockchain-based model. Most of blockchain-based solutions are not
suitable for IoT devices because of their limited resources and computational capa-
bilities. There is lacking of flexible solution giving balance between performance and
high security. The details of proposed model are presented below.

3 Blockchain-Based Secure Log Solution for IoT

Blockchain received a lot of attention recently, not only from scholars but also in mass
media. Blockchain is a distributed, continuously growing list of records (called blocks)
which are linked and secured using cryptography. The nodes (peers) are part of the P2P
network and every node is able to verify the integrity of the whole block. Each peer can
create a block. The block of the first successful peer is propagated to the rest of peers. The
new block can be properly created when the verification of the previous block was suc-
cessful. It means that the reliability of the entire block is increasing with the length of the
block. The correctness of the past blocks is verified by the comparison of hash values [26].

Below is a sample architecture and implementation of a secure, lightweight and
tamper-proof event log for a blockchain-based IoT system.

3.1 The Proposed Blockchain-Based Secure Log Solution for IoT

The proposed model utilises blockchain to provide secure event log for IoT devices. It
is highly scalable solution, sufficient for both smart home and enterprise purpose.
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The proposed architecture presented in Fig. 1 consists of two single-board
microcontrollers (Arduino Mega 2560 R3), each of these microcontrollers gather data
from three sensors (ultrasonic sensors) and send it to single-board computers 1 and 2
(Raspberry Pi 2 B) via USB serials. It is possible to replace Arduino + Raspberry Pi
setup with ESP32, since the calculation is done on a virtual server. It reduces cost and
allows to avoid latency between Arduino and Raspberry Pi (however, this latency was
excluded from performance tests). Data is processed by single-board computers and
every event is sent via HTTPS to each remote server as a blockchain transaction.
Servers (nodes) are responsible for all blockchain operations and all nodes are com-
municating with each other via encrypted connection (HTTPS). This solution can be
used with numerous, various sensors, depending on its purpose and one needs. It works
with at least one working server but distributed nature of the blockchain implies using
more for increased security. The more nodes, the better security but it may affect
performance when the system is configured to send each event to every node (security
over performance). The most secure configuration requires using multiple, independent
channels of communication between micro-computers and each node to mitigate risk of
attacks on connection between them, leading to whole module being cut off from the
servers. Optionally, event logs may be encrypted using AES-256 Password Based
Encryption on the server side, before they will be added to the blockchain.

3.2 Implementation

Sensors are connected to the single-board microcontroller, Arduino Mega 2560 R3
which is programmed in C++ and is sending all sensor data to the single-board
microcomputer- Raspberry Pi 2 B programmed in Python 3.4.2, using Raspbian Jessie.

Microcomputer has a list of all servers available in the system. The first time the
device is connected to the network, it generates the pair of keys. The public key is sent
over HTTPS to each server known by the device. The microcomputer interprets sensor
data, searching for valid events (e.g. “room entrance” event from ultrasonic sensor or
“overheating” event from a temperature sensor). Microcomputer sends data, signed
with its private key, in json format. Sent data includes: including date, time, device ID,

Fig. 1. Architecture of blockchain-based secure log solution for IoT.
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event, and severity level (Emergency, Alert, Critical, Error, Warning, Notice, Infor-
mational, Debug). Exemplary event sent by microcomputer:

{“date”: “12/01/2020”, “time”: 21:23:30, “device_id”: 12345, “event”: “Entrance”, 
“level”: “Informational”}

Data is sent via HTTPS POST requests (using Requests Python library) to each
node so communication between microcomputer and each server is encrypted. Servers
are listening on port 5000 for incoming data (Python Flask framework is used) reg-
istered as a transaction for another blockchain’s block. Another server module, called
miner.py, is trying to mine the new block every 10 s and if it finds the awaiting
transaction (new registered event) it starts the mining process as shown in Fig. 2.

This solution utilises proof of work algorithm, computing a number p’ such that
hash(pp’) contains leading 4 zeroes, where p is previous p’, so:

• p is the previous proof
• p’ is the new proof

The algorithm is looking for a number p that when hashed with the previous
block’s proof, gives a hash with 4 leading zeroes.

Fig. 2. Implementation of mining function
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SHA-256 is used for hashing blocks. Difficulty may be increased by configuring
blockchain to compute hashes until the one containing leading 5 zeroes is found but it
extremely affects overall performance and it is not suitable for IoT. When the proof is
found, the block is added to the local copy of blockchain by each node. Miner module
working on each node is resynchronizing blockchain in 60 s intervals by sending
requests (HTTPS) to all known nodes (each node is configured with the list of other
nodes IPs) and performing consensus algorithm when conflicts are encountered.
A conflict is when one node has a different blockchain to another node. This imple-
mentation of consensus algorithm assumes that the longest, valid chain on the network
is authoritative.

However, before a node accepts new blockchain and replace its own (old block-
chain), it verifies following criteria:

1. the new blockchain must be longer than the old blockchain,
2. the new blockchain must have all transactions (log events) that are stored in the old

blockchain, in correct order,
3. if criteria 1 and 2 are met, the node is verifying hashes of new blocks (blocks that

are not present in the old blockchain),
4. if hashes are correct, the old blockchain is replaced with the new blockchain.

Only blocks with transactions are mined and every event is logged by each node. In
result, the system is working even when all but one nodes are shutdown (e.g. as a result
of malicious actions). After they are reconnected to the network, nodes will be
resynchronized with the working one without any further actions so it is an efficient
solution for recoveries after potential server failures. Each block has an index, a
timestamp (in Unix time), a list of transactions (events), a proof and the hash of the
previous block. Exemplary blockchain, containing first two blocks- genesis block and a
block with single transaction, is shown below in Fig. 3.

Fig. 3. First two blocks of an exemplary blockchain
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3.3 Results and Discussion

The performance of proposed solution was measured in local transactions-per-second,
eliminating the network delay factor. The delay between Arduino and Raspberry Pi was
excluded from measurements, because proposed solution can be also implemented on
the single board (e.g. ESP32), so the outcome of this paper will be valid for this case. In
the first run, the script written in Python was sending requests for 10 s to one of nodes.
Node has been running on virtual machine with Ubuntu 18.04.4 and 2 GB RAM.
1090 transactions were registered by the node and mined, giving the result of 109 TPS.
It is not the fastest solution because, e.g. “Blockchain Based Data Logging And
Integrity Management System For Cloud Forensics” proposed by J.H. Park, J.Y. Park
and E.N. Huh reached the number of 166.67 TPS. However, proposed model has better
performance than well-known cryptocurrencies like Bitcoin (6.41 TPS), Ethereum
(15.65 TPS) or Zcash (unshielded: 26.67 TPS and shielded: 6.67 TPS). This perfor-
mance should be sufficient for most of use cases. Another test runs were performed
with 2 and 3 nodes in the network. Each transaction were sent to all nodes.

Number of nodes 1 2 3

TPS 109 48.9 32

As expected, performance is lower with increasing number of nodes awaiting every
transaction. It is the cost of higher security. For most purposes, sending each event to
only one of available nodes may be reasonable, giving the best performance. For the
most sensitive systems, requiring higher security level, sending data to more nodes,
using multiple, independent channels of communications may be better solution.

Additionally, a security test (sniffing and denial-of-service attack) have been per-
formed to solve the problem. The results presented in Fig. 4 show that the proposed
solution is resistant to sniffing attacks, because transmission between microcomputers
and nodes are encrypted (HTTPS).

Proposed model mitigates the risk of Denial-of-service attacks on individual nodes.
The test with shutting down two of three working nodes was performed. The network
works without any issues with only one, last node and the blockchain is propagated to
other nodes automatically when they are available in the network again.

It is also resistant to Man-in-the-Middle attacks because of HTTPS and usage of
certificates signed by a trusted Certificate Authority, which are stored on each node. It
also gives protection against Replay attacks. Eavesdropping is not possible as shown in
Fig. 4 and any trial of altering or breaking the communication failed because,
regardless of attacks, correct data was sent via other, not attacked channels of
communication.
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4 Conclusion

In this paper, the tamper-proof, immutable event log, suitable for IoT devices, was
proposed. It is flexible and scalable. Most of storage and computationally expensive
tasks were delegated to the servers, taking into account limited performance of IoT
devices. This solution may be used e.g. in smart homes but also in the most security
demanding areas, requiring dedicated modules and custom configuration. This solution
may be helpful for digital forensics in investigating crimes committed against IoT
devices.

• However, there is still room for improvement. The risk of Denial-of-service attacks
on microcomputers can be mitigated by checking their availability from nodes, so if
the microcomputer is not responding then relevant event should be logged. Since
the private keys are stored on devices, the possibilities of protection against private
key being stolen should be considered as well as the ways to improve overall
performance.

Fig. 4. Encrypted communication between microcomputer and node
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Abstract. A few years ago blockchain technology was used in cryp-
tocurrency. Nowadays, a variety of diverse areas are seeing the benefits
of applying this technological approach to their needs. One way trans-
actions without reverse mode is making blockchain a desirable platform
for maintaining data. The authenticity, transparency and authorization
of it make it ideal for healthcare or laboratory data systems. Research
data should be authorized by a specific employee and never changed.
The information collected should be never forged or falsified. Designing
a blockchain system with access and permission rules is ideal in such
a situation. In this article, we present the adaptation of blokchain tech-
nology to medical research laboratories and diagnostics. Afterwards, an
RSA signature user can store information of any type and size. The new
SHA-3 hash function is used to bind blocks together. This technological
path makes laboratory workflow more efficient and fulfills restriction on
medical laws.

Keywords: Blockchain · Laboratories · Database

1 Blockchain System

Blockchain system. In 2008, Satoshi Nakomoto published a paper [5] describing
bitcoin, which is now referred to as the first cryptocurrency in the world. The
prefix crypto is derived from the word cryptography. The bitcoin is a complete
and complex system which provides the ability to perform anonymous and cash-
less transactions over the Internet. Bitcoin is based on a decentralized settlement
book, which can be managed by any of the system’s users. Such users are called
miners because their reward for the management is the newly mined currency.
The miners gather information about transactions and validate whether they
can be performed. Then they choose the transactions to store in the settlement
book. This book is known as a blockchain. Thanks to the used cryptography
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algorithms, it is impossible to make any transaction as another user. Moreover,
if a transaction is stored in the blockchain, no one can change or delete it.

It is worth noticing that while all bitcoin transactions are stored in the
blockchain unencrypted, it is possible to keep encrypted data in the blockchain.

1.1 Bitcoin Technology

There are several implementations of blockchain and we will focus on the well
known precursor bitcoin. For the more information the reader is reffered to [2].
The sellers or payers that want to make a transaction must submit their action
to blockchain. Everyone that is connected to the blockchain system receive the
information about the transaction. Receivers are called miners and are the clients
which validate the action by algorithm. The validation by cryptographic algo-
rithm is compound with two computation steps. Miners provide the computa-
tion power. Software for mining is free and simple. Moreover no certification
is required so everyone can volunteers with their computers. Miner must val-
idate existence of the bitcoin and that can be used for transaction. Then he
checks the form and accepts the transaction. If the miner validate the whole
block he is rewarded with a bitcoin. Block is has the detailed information about
validation processes of transactions. The block is stored in the blockchain after
it is validated by a fixed number of miners. What is more within every block
are timestamps and a mathematically generated complex variable sums called
hashes that secure the interruption in data block. These cryptographic hashes of
blocks are compounded of preceding and current block. This distinct and unique
sum make up the security signature that combine blocks into blockchain. The
irreversibility of hash code makes blockchain immutable. This way we obtain
digital trust. Decentralized validation of actions and saving them to the history
makes mediator entity like banks useless to perform transaction. Example:

1. John wishes to pay bitcoins to Alice.
2. John’s transaction is made.
3. Transactions are combined into a new block.
4. Blocks are broadcasted to miners.
5. Miners validates and accepts the transactions.
6. New block is encrypted with hash of last block.
7. New block become a part of blockchain.
8. Alice receives bitcoins.

1.2 Sensitive Data in Blockchain

Decentralized system can be widely used. The greatest benefit is that there is
no need of third parties. As we have seen before, the decentralized data may
be secured and immutable. Nowadays, most organizations collect our personal
data in order to optimize their services. They want to predict our needs and
create our digital personal image thus personal information in every aspect is
a valuable resource in today economy. Although there are many benefits to a
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personalized system, the concern for our privacy is doubtful. What is more,
now more often organizations have little control over the personal and sensitive
data. That is why these information should not be handled by third-parties.
The centralized system is vulnerable to hacker attacks, as well asphishing. The
solution is for the user to own and be responsible for providing its information.
We can do this by applying blockchain storage solution proposed by [8]. Authors
proposed personal data management system that a advantage of blockchain and
off-blockchain storage. This requires several key aspects: data ownership, data
transparency audibility and fine-grained access control. The proposed platform
devided to users that own and control their personal information and the guest
services. Every user has information about collocated data and how is it accessed
by organization. Services have delegated premissions from users to access their
data. What is more, the owner of the data is able to make changes to the set of
permissions to deny the access to data. This solution is similar to that of mobile
apps. It will not have an impact on the user-interface because the access-control
policies are stored in a blockchain. Only users are able to make changes in the
blockchain (Fig. 1).

user

blockchain

grant
s acc

es service

request user data

encrypted response

Fig. 1. Simplified schema of the above grant-access data blockchain.

Some ideas about blockchain apllication in health care can be seen in [2].

2 Laboratory

The results obtained in GMP and GLP laboratories have to be reliable. Any
modification of partial results can make the final result fail. It is the reason why
the lab records have to be collected precisely and without any forgery. It is also
important to remember every the author of every record. The authorship has to
be beyond any doubt, which means that nobody can create a record on behalf
of another user and no user can deny his own authorship of any of his records.
Moreover, the documentation has to be immutable so any stored data cannot be
modified nor deleted. These requirements make users keep exact records, which
objectively increases the reliability of the laboratory.

Solving this problem required us to cooperate with the employees of biotech-
nological laboratories and diagnostics. It required a great amount of time to
translate the real life problem to algorithmic technological approach.
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There were several key aspects for lab employees:

– constant access to warehouse- with restriction and access rules,
– rules of processing the production - to improve the process,
– rules of gathering lab results - the authorship of obtained data,
– rules of reporting everyday work - to avoid forgery and falsification,
– communication with clients.

All these aspects have a significant impact on the lab workflow.

2.1 Blockchain Application

The author of bitcoin, [5], stated that there can be a central authority which
produces coins and validates the transaction. It brings up the problem that
the authority would have infinite knowledge regarding every transaction. This
problem can be solved in a very tricky way. Before we attempt to explain the
solution to this let us focus on transaction that we define in blockchain for GMP
and GLP laboratories. We want every data information to be unmodified and
has its author. In our platform the transaction of a single information would
represent a coin in bitcoin system.

Let us consider a scenario in which user A has created a note about some
topic. Our system needs to remember the authorship of that note as well as the
fact that user A cannot deny any part of that note. That is why the user certifies
the note by his digital signature. The different B user stated that the note has
faulty so he want to make a correction. He can do this but not in the obvious
way. User B takes the note, adds the calculated hash code from that note, add
a correction to the note. After his digital signature he submits the information.
In this way every user can validate which part is A’s and which is B’s. We see
a compatibility between bitcoin, crypto-coin and our data note. The correction
mechanism made by B is similar to case of spending same cryptpo-coin twice. We
observe that system witch verifies folding signatures would solve this problem,
the same as in bitcoin scenario.

A different aspect is when a need to create information arises. Coins can
be made in a specific regularized way. The information stored in our platform
should be for a every authorized user. That is why we need a second type of
coin that would represent the permission access for users. That is why every
authorized laboratory user would have the ability to add a digital key of his
coworker allowing him to make transitions in the blockchain. As well as every
authorized user it the same way can deny specific user to access the system. To
sum up, in the bitcoin system the information about from who to whom the coin
is sent is stored. In out platform we store the information about:

• users digital keys with permission information - we track if the user is allowed
to signature the transaction,

• data information - we track authorship of the laboratory data; this solution
is general that any type of lab data can be stored.
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2.2 Technological Details

Programming Language and Libraries. We choose specific cryptographic
packages and programming language Python3 so we can crate application on a
any technology. Although python apps are not as efficient as in C language but
they are more portable. What is more professional programmers that are working
with cyber-security chooses also python. In the prototype we used Django frame-
work and cryptography python package becasue of the SHA-3 implemented hash
function. It allows to simple and effective programming and is extending rapidly.
After the theoretical analysis ensures us that these algorithms are sufficient to
our needs.

Block Hash Function. The base and essential ingredient for the blockchain is a
well-defined hash function. The National Institute of Standards and Technology
(NIST) published two documents [1] and [3]. Where they certified only three
hash functions:

• SHA-1,
• SHA-2,
• SHA-3.

The SHA-3 is technologically completely different. The SHA-1 and SHA-2 is
based on the same mathematical mechanism. In 2017 Google announced [7] that
SHA-1 is broken and should not be used for security. In comparison to SHA-1
and SHA-2, chosen SHA-3 is new and free of bugs algorithm.

User Digital Signature. Next important step in creating the blockchain is the
algorithm for digital signatures and its validation. Here, the key solution is an
asymmetric one-way cryptograhpic function. The National Institute of Standards
and Technology (NIST) in [4] have defined three cyprographic algorithms that
used digital signatures:

• RSA,
• DSA,
• ECDSA.

Due to the controversy with elliptic curves proposed by cryptographic authority
Bruce Schneier [6] we chose the RSA algorithm with a key size of 4096 bits
(Fig. 2).

Blocks Implementation Details. To avoid the future problems we designed
the blocks in the form of dictionary with a predefined set of keys. Those objects
can be easily serialized and deserlialized to the JSON format. Listing 1.1 shows
seven keys for dictionary-blocks.
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Fig. 2. Hash linking and RSA signature in blocks.

class BlockField(Enum):

BLOCK_TYPE = 0

TIMESTAMP = 1

AUTHOR = 2

SIGNATURE = 3

OBJECT = 4

PREVIOUS_HASH = 5

NONCE = 6

Listing 1.1. Enum describing all parameters in block object.

We also defined five types of blocks shown at Listing 1.2.

class BlockType(Enum):

GENESIS = 0

INSERT_BLOCK = 1

UPDATE_BLOCK = 2

INSERT_KEY = 3

REVOKE_KEY = 4

Listing 1.2. Enum describing possible types of blocks in the chain.

The genesis block is a first one in the chain. There can be only one genesis
block in the blockchain. It contains the system administrator key and it cannot
be rejected. Public key is controlled by admins managing the software, not in
the hands of laboratory employees.

2.3 Platform

We have ended the work of implementation of blockchain technology prototype,
moreover, we have made an unconventional modification of blockchain technol-
ogy in the way that is adapted to the objectives given by our theoretical analysis.
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We validated time resources that were saved by our system. There was a
significant improvement. System was effective to time-consuming and resource-
consuming problems. The designed platform was verified in laboratory conditions.
We observed that the designed solution had an impact on the laboratory workflow
(Fig. 3).

Laboratory employee
action: note, cor-

rection, data results,
grants user access,...

RSA signature

Platform
blockchain

secured data,
system adds his
timestamp to
blocks

transaction

Admin
geneis block

only one and
signed by admin

generate

alerts

system response

Fig. 3. Proposed laboratory blockchain platform usage. Platform is validating and
storing signed and secured transaction. Additional lab-supporting algorithms perform
analyses for the users basing on the blockchain data. Alerts are send when needed.

We have confirmed the effectiveness in every aspect of the use cases, as well
as in the performance of our system. The processing time and memory usage by
blockchain mechanism were not computation demanding.

Our designed template platform with small customization provides benefits
that are widely desired in the laboratories. Below is the list of advantages that
comes from proposed blokchain system.

1. Data are secured against unauthorized changes.
2. Blockchain security of data makes them authentic and repudiation.
3. Data stored in blockchain are transparent.
4. Due to GMP CFR 21 part 11 system allows to electronic documentation

conducting.
5. System fulfils the acts of biobank laws.
6. System helps realization in tissue and cell procurement in order with doctor

and dentist’s law.
7. System fulfills the acts of pharmaceutic laws in terms of production advanced

medicinal products.
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8. System satisfies UE documents regarding production and medical therapy
(transplanting cells, tissue and organs).

9. System additional algorithms archive the statistics improving the lab
workflow.

10. System helps in stable managing the labolatory storage magazine.
11. System build in analytical algorithms save time for employees - list demands

verification, production.

2.4 System Stability

The author in [5] introduce the timestamp server idea which binds blocks chrono-
logically. In our proposed system there is only one timestamp server. The web
or physical access to the server is limited to minimum. System takes the created
and edited data in laboratory as well as key of users whose can submit these
data. Timestamp server will sort transactions in the chronological order. When
the new data is added system is validating its propriety. For example:

• if the note was made before,
• if edited content of the note corresponds to the last one in blockchain,
• if a user is allowed to add a note - system verifies if user digital key is active

and permitted to add a content.

We have made stability list to determine if the blockchain is corrupted. Below
is the checklist that is validated by system when inserting a block to blockchain:

1. the fist block is not a genesis block,
2. more then one block is genesis block,
3. prev hash filed for genesis block is different then expected,
4. timestamp from name of block is not corresponding to the content of block,
5. prev hash value of the block is not compatible with its previous block,
6. hash string do not begins with fixed length of zeros,
7. user digital key is added twice,
8. user digital key is deleted twice,
9. genesis key is deleted,

10. block added by unauthorized user - due to no digital key,
11. block added by unauthorized user - due to digital key rejection,
12. lack of mandatory filed in block.

We tried to hack our system. We used brute-force attacks but luckily with-
out any success. The cryptographic packages the we have chosen in the carrying
out of our system are dedicated to this kind of unwanted hacking access. More-
over the SHA-3 algorithm is used as the hash function is the one of the safest,
most secure and the most efficient hash algorithms. In the case of non-quantum
computers the SHA-3 algorithm should not be broken in the 20–30 years.
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3 Conclusions

The blockchain technology is widely used in accounting and banking, but not
exclusively in those fields. There are many projects adapting this technology in
many different areas of daily lives. Our project, by using blockchain technology
in the widely understood area of healthcare, is among them.

The requirements for the documentation in biotechnological labs cannot be
enforced when records are being kept on paper. If one read the above descrip-
tions carefully, one can notice that the requirements for lab records are satisfied
by the main features of blockchain. In our talk we would like to present our inno-
vative system for securing data of biotechnological laboratories using blockchain
technology. Our presentation will show what data is stored in our blockchain
and how the correctness of newly added transactions is checked.

Acknowledgement. This work was supported by the Regional Operational Pro-
gramme for the Ma�lopolska Region 2014–2020 as research project: Development of
an innovative data security system in biotechnology and diagnostic laboratories based
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Abstract. The synthesis method of high-speed finite state machines (FSMs) in
field programmable gate arrays (FPGAs) based on LUT (Look Up Table) by
internal state splitting is offered. Estimations of the number of LUT levels are
presented for an implementation of FSM transition functions in the case of
sequential and parallel decomposition. Split algorithms of FSM internal states
for the synthesis of high-speed FSMs are described. The method can be easily
included in designing the flow of digital systems in FPGA. The experimental
results showed a high efficiency of the offered method. FSM performance
increased by 1.73 times. In conclusion, the experimental results were consid-
ered, and prospective directions for designing high-speed FSMs are specified.

Keywords: Synthesis � Finite state machine � High-speed � High performance �
State splitting � Field programmable gate array � Look up table

1 Introduction

The speed of a digital system and functional blocks depends directly on the speed of
their control devices. The mathematical model for the majority of control devices and
controllers is a finite state machine (FSM). Because of this, the synthesis methods of
high-speed FSMs are necessary for designing high-performance digital systems. In this
work we consider the synthesis of high-speed FSMs in field programmable gate arrays
(FPGA) based on LUT (Look Up Table).

In [1], a technique for improving the performance of a synchronous circuit con-
figured as an FPGA-based look-up table without changing the initial circuit configu-
ration is presented. Only the register location is altered. In [2], the methods and tools
for state encoding and combinational synthesis of sequential circuits based on new
criteria of information flow optimization are considered. In [3], the timing optimization
technique for a complex FSM that consists of not only random logic but also data
operators is proposed. In [4, 5], the styles of FSMs description in VHDL language and
known methods of state assignment for the implementation of FSMs are researched. In
[6], evolutionary methods are applied to the synthesis of FSMs. In [7], the task of state
assignment and optimization of the combinational circuit at implementation of high-
speed FSMs is considered. In [8], a novel architecture that is specifically optimized for
implementing reconfigurable FSMs, Transition-based Reconfigurable FSM (TR-FSM),
is presented. The architecture shows a considerable reduction in area, delay, and power
consumption compared to FPGA architectures. In [9], a new model of the automatic
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machine named the virtual finite state machine (Finite Virtual State Machine - FVSM)
is offered. FVSM implemented on new architecture have an advantage on high-speed
performance compared with traditional implementation of FSMs on storage RAM. In
[10], an implementation of FSMs in FPGA with the use of integral units of storage
ROM is considered. Two pieces of FSMs architecture with multiplexers on inputs of
ROM blocks which allow reducing the area and increasing high-speed FSM perfor-
mance are offered. In [11], the reduction task of arguments of transition functions by
state splitting is considered; this allows reducing an area and time delay in the
implementation of FSMs on FPGA. This paper also uses splitting of FSM states, but
the purpose of splitting is an increase of FSMs performance in LUT-based FPGA. The
offered synthesis method of high-speed FSMs in FPGA is aimed at practical usage and
can be easily included in the general flow of digital system design.

2 Estimations for the Number of LUT Levels for Transition
Functions

Let A ¼ a1; . . .; aMf g be the set of internal states, X ¼ x1; . . .; xLf g be the set of input
variables, Y ¼ y1; . . .; yNf g the set of output variables, and D ¼ d1; . . .; dRf g the set of
transition functions of an FSM.

A one-hot state assignment is traditionally used for the synthesis of high-speed
FSMs in FPGAs. Thus, each internal state aiðai 2 AÞ corresponds to a separate flip-flop
of FSM’s memory. A setting of this flip-flop in 1 signifies that the FSM is in the given
state. The data input of each flip-flop is controlled by the transition function di; di 2 D,
i.e. any internal state aiðai 2 AÞ of the FSM corresponds with its own transition
function di; i ¼ 1;M

Let X am; aið Þ be the set of FSM input variables, whose values initiate the transition
from state am to state aiðam; ai 2 AÞ. To implement some transition from state am to
state ai, it is necessary to check the value of the flip-flop output for the active state am
(one bit) and the input variable values of the X am; aið Þ set, which initiates the given
transition. To implement the transition function di, it is necessary to check the values of
the flip-flop outputs for all states, such that transitions from which lead to state ai, i.e.
B aið Þj j values, where B aið Þ is the set of states from which transitions terminate in state
ai, where Aj j is the cardinality of set A. Besides, it is necessary to check the values of
all input variables, which initiate transitions to state ai, i.e. X aið Þj j values, where X aið Þ
is the set of input variables, whose values initiate transitions to state ai, X aið Þ ¼
[ am2B aið ÞX am; aið Þ.

Let ri be a rank of the transition function di, where

ri ¼ B aið Þj j þ X aið Þj j: ð1Þ

Let n be the number of inputs of LUTs. If the rank ri for transition function diði ¼
1;MÞ exceeds n, there is a necessity to decompose the transition function di and its
implementation on several LUTs.
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Note that by splitting internal states it is impossible to lower the rank of the
transition functions below the value

r� ¼ maxð Xam; asð Þj j þ 1;m ¼ 1;M; s ¼ 1;M: ð2Þ

In this method, the value r* is used as an upper boundary of the ranks of the
transition functions in splitting the FSM states.

It is well-known that there are two basic approaches to the decomposition of
Boolean functions: sequential and parallel. In the case of sequential decomposition, all
the LUTs are sequentially connected in a chain.

The n arguments of function di arrive on inputs of the first LUT, and the (n−1)
arguments arrive on inputs of all remaining LUTs. So the number lsi of the LUT’s levels
(in the case a sequential decomposition of the transition function di having the rank ri)
is defined by the expression:

lsi ¼ int
ri � n
n� 1

� �
þ 1; ð3Þ

where int(A) is the least integer number more or equal to A.
In the case of parallel decomposition, the LUTs incorporate in the form of a

hierarchical tree structure. The values of the function arguments arrive on LUTs inputs
of the first level, and the values of the intermediate functions arrive on LUTs inputs of
all next levels. So the number of LUT’s levels (in the case parallel decomposition the
transition function di having the rank ri) is defined by the following expression:

lpi ¼ intðlogn riÞ: ð4Þ

It is difficult to predict what type of decomposition (sequential or parallel) is used
by a concrete synthesizer. The preliminary research showed that, for example, the
Quartus Prime design tool from Intel simultaneously uses both sequential and parallel
decomposition. The number li levels of LUTs in the implementation on FPGA tran-
sition function di with the rank ri can be between values lsi and lpi , i ¼ 1;M:

Let k be an integer coefficient (k 2 [0,10]) that allows adapting the offered algo-
rithm in defining the number of LUT’s levels for the specific synthesizer. In this case
the number li of LUT’s levels for the implementation of the transition function di
having the rank ri will be defined by following expression:

li ¼ lsi � lpi
10

kþ lpi

� �
: ð5Þ

If k = 0, we have li ¼ lpi , i.e. the number li of levels corresponds to the fastest
parallel decomposition, and if k = 10, we have li ¼ lsi , i.e. the number li of levels
corresponds to the slowest sequential decomposition. The specific value of coefficient
k depends on the architecture of the FPGA and the used synthesizer.
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The following problem is the answer to the question: when is it necessary to stop
splitting the FSM states? In this algorithm, the process of state splitting is finished,
when the following condition is met:

lmax � int lmidð Þ; ð6Þ

where lmax is the number of LUT levels, which is necessary for the implementation
of the most “bad” function having the maximum rank; lmid is the arithmetic mean value
of the number of LUT levels for all transition functions.

3 Method for High-Speed FSM Synthesis

According to the above discussion, the algorithm of state splitting for high-speed FSM
synthesis is described as follows.

Algorithm 1

1. The coefficient kðk 2 0; 10½ �Þ is determined, which reflects the method used by the
synthesis tool for the decomposition of Boolean functions.

2. According to (1) ranks ri ði ¼ 1;MÞ for all FSM transition functions are defined.
3. On the basis of (3), (4), and (5), for each transition function di the number li of LUT

levels is defined.
4. The values lmax and lmid are determined. If condition (6) is met, then go to step 7,

otherwise go to step 5.
5. The state ai, for which ri = max, is selected. If there are several such states, from

them the state for which A aið Þj j = min is selected.
6. The state ai (which was selected in step 5) is split by means of algorithm 2 on the

minimum number H of states ai 1; . . .; ai H so that for each state ai hðh ¼ 1;MÞ
was fulfilled ri h � r�, where r* is defined according to (2); go to step 2.

7. End.

For splitting some ai state, i ¼ 1;M, which is executed in step 6 of algorithm 1,
Boolean matrix W is constructed as follows. Let C(ai) be the set of transitions to state
ai. Rows of matrix W correspond to the elements of set C(ai). Columns of matrix W are
divided on two parts according to types of arguments of transition function di. The first
part of matrix W columns correspond to set B(ai) of FSM states, the transitions from
which terminate in state ai, and the second part of matrix W columns correspond to set
X(ai) of input variables, whose values initiate the transitions in state ai. A one is put at
the intersection of row t i ¼ t; T; T ¼ C aið Þj j� �

and column j of the first part of matrix
W if the transition ctðct 2 C aið ÞÞ is executed from state ajðaj 2 B aið ÞÞ. A one is put at
the intersection of row t and column j of the second part of matrix W if input variable
xjðxj 2 X aið ÞÞ accepts a significant value (0 or 1) on transition ctðct 2 C aið ÞÞ. Now the
task is reduced to a partition of matrix W on a minimum number H of row minors
W1; . . .;WH so that the number of columns, which contain ones in each minor
Wh h ¼ 1;H

� �
, do not exceed value r* defined according to (2). The rows of each

minor Wh will define transitions in state ai hðh ¼ 1;HÞ.
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Let wt be some row of matrix W. For finding the row partition of matrix W on a
minimum number H of row minors W1; . . .;WH , the following algorithm can be used.

Algorithm 2

1. Put h: = 0.
2. Put h: = h + 1. A formation of minor Wh begins. The row wt, which has the

maximum number of ones, is selected in minor Wh as a reference row. The row wt is
included in minor WH and the row wt is eliminated from further reviewing, put
Wh :¼ wtf g;W :¼ Wn wtf g.

3. The rows are added in minor Wh. For this purpose, among rows of matrix W, the
row wt is selected, for which the next inequality is satisfied Wh [ wtf gj j � r�, where
Wh [ wtf gj j is the total number of ones in the columns of minor Wh and the row wt

after their joining on OR. If such rows can be selected from several among them,
row wt is selected, which has the maximum number of common ones with minor
Wh, i.e. Wh \ wtf gj j ¼ max. The row wt is included in minor Wh and row wt is
eliminated from further reviewing, put Wh :¼ Wh [ wtf g, W :¼ Wn wtf g.

4. Step 3 repeats until at least a single row can be included in minor Wh.
5. If in matrix W all the rows are distributed between the minors, then go to step 5,

otherwise go to step 2.
6. End.

We show the operation of the offered synthesis method in the example. It is
necessary to synthesize the high-speed FSM whose state diagram is shown in Fig. 1.

This FSM represents the machine Moore, which has 6 states a1; . . .; a6; 10 input
variables x1; . . .; x10, and one output variable y. The transitions from states a3, a4, and
a5 are unconditional, therefore the logical value 1 is written on these transitions as a
transition condition. The values of sets B(ai) and X(ai), and also ranks ri of the tran-
sition functions for the initial FSM are presented in Table 1, where Ø is an empty set.
Since for this example we have max jX am; asð Þjð Þ ¼ 5, then (according to (2)) the value
r* = 6. Let it is necessary to construct the FSM on FPGA with 6-input LUT, i.e. we
have n = 6.

Fig. 1. State diagram of the initial FSM
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According to (3) and (4), the values lsi and lpi are defined for each state (they are
presented in the appropriate columns of Table 1). We do not know how the compiler
performs a decomposition of Boolean functions, therefore we assume the sequential
decomposition (a worst variant) and the value of coefficient k in expression (5) is equal
to 10. As a result, the number of LUT levels (which are necessary for the imple-
mentation of each transition function) is defined by the value li ¼ lsi . Thus, for our
example we have int lmidð Þ ¼ int 8=6ð Þ ¼ 2.

For this example, we have lmax ¼ ls2 ¼ 3, i.e. the condition (9) does not meet for
state a2, since lmax ¼ ls2 ¼ 3[ int lmidð Þ ¼ 2. For this reason, state a2 is split by means
of algorithm 2. Matrix W is constructed for splitting state a2 (Fig. 2).

Matrix W has two rows. Row w1 corresponds to the transition from state a1 to state
a2, and row w2 corresponds to the transition from state a6 to state a2. The execution of
algorithm 2 leads to a partition of rows of matrix W into two subsets: W1 ¼ w1f g and
W2 ¼ w2f g. So, state a2 is split into two states a2 1 and a2 2, as shown in Fig. 3.

a1 a6 x1 x2 x3 x4 x5 x6 x7 x8 x9 x10
w1 1 0 1 1 1 1 1 0 0 0 0 0
w2 0 1 0 0 0 0 0 1 1 1 1 1

Fig. 2. Matrix W for splitting state a2

Table 1. Values of B aið Þ;X aið Þ; ri, lsi and lpi for the initial FSM

State B aið Þ XðaiÞ ri lsi lpi
a1 fa6g x6; x7; x8; x9; x10f g 6 1 1
a2 fa1; a6g x1; x2; x3; x4; x5; x6; x7; x8; x9; x10f g 12 3 2
a3 fa1g x1; x2; x3; x4; x5f g 6 1 1
a4 a2; a3f g x1f g 3 1 1
a5 a2; a4f g x1f g 3 1 1
a6 a5f g Ø 1 1 1

Table 2. Values of B(ai), X(ai), ri, lsi and lpi after splitting state a2

State B(ai) X(ai) ri lsi lpi
a1 fa6g x6; x7; x8; x9; x10f g 6 1 1
a2_1 fa1g x1; x2; x3; x4; x5f g 6 1 1
a2_2 fa6g x6; x7; x8; x9; x10f g 6 1 1
a3 fa1g x1; x2; x3; x4; x5f g 6 1 1
a4 fa2 1; a3g x1f g 3 1 1
a5 fa2 2; a4g x1f g 3 1 1
a6 a5f g Ø 1 1 1
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The new values of B aið Þ;X aið Þ; ri, lsi and lpi are presented in Table 2. Now we have
lmax ¼ lmid ¼ 1 and (according to (6)) running of algorithm 1 is completed.

Thus, for the given FSM by splitting state a2 we reduced the number of LUT levels
from 3 to 1, in the case of sequential decomposition, and from 2 to 1, in the case of
parallel decomposition.

4 Experimental Results

The presented method was evaluated against the FSM benchmarks, MCNC [13]. For
this purpose, the considered synthesis method was applied to each benchmark of the
FSM. Both finite state machines, the initial FSM and synthesized FSM, were described
in the Verilog language. Then, standard implementation of FSMs in FPGA by means of
CAD Quartus Prime was fulfilled. The number n of the LUT inputs has been set by 4.
The offered method allowed to reduce the rank of transition functions for 21 bench-
marks of 48, i.e. in 43.75% of cases.

Table 3 shows results of synthesis of high-speed FSMs by means of presented
method, where FSM is the name of benchmark; Ns is the number of the splitted states;
M, P, and lmax are the number of FSM’s states, FSM’s transitions, and the maximum
rank of transition functions before application of the synthesis method; M*, P*, and
l�max are the number of FSM’s states, FSM’s transitions, and the maximum rank of
transition functions after application of the synthesis method; M*/M, P*/P, and
lmax/l

�
maxl

�
max are relations of the corresponding parameters; mid is the mean parameter

value; max is the maximum parameter value.
Table 3 shows that for synthesized benchmarks the average number of splits is

equal 3.00, and maximum – 11; the number of FSM states are increased by a factor of
1.68 on the average and maximum by a factor of 3; the number of FSM transitions are
increased by a factor of 1.63 on the average and maximum by a factor of 3.36. The use
of the synthesis method allows to reduce the rank of transition functions by a factor of
2.40 on the average, and maximum by a factor of 6.33. Thus, the presented method
allows considerably to reduce the maximum rank of transition functions by despite
increasing the number of FSM states and the transitions.

Fig. 3. State diagram of the FSM after splitting state a2
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The benchmarks were realized on the following families FPGA Arria II,
Cyclone V, MAX II, and Stratix V. The results of researches are given in tables, where
LE and LE* are the number of the logical elements (area), which necessary for real-
ization of the initial FSM and the synthesized FSM; F and F* are the frequency of
functioning of the initial FSM and the synthesized FSM; LE*/LE and F*/F are the
relations of the corresponding parameters; other parameters have former value.

Tables 4 show that the offered method allows to increase the frequency of FSMs for
various FPGA families by a factor of 1.08–1.13 on the average and by a factor of 1.52–
1.73 maximum. Using of the presented method also increases the area by a factor of
1.27–1.35 on the average.

Table 3. Results of the experimental researches of the synthesis method of high-speed FSMs for
benchmarks

FSM Ns M M* M*/M P P* P*/P lmax l*max lmax/l*max
BBSSE 11 16 48 3,00 56 188 3,36 7 3 2,33
CSE 1 16 23 1,44 91 154 1,69 8 5 1,60
EX1 1 18 22 1,22 233 379 1,63 8 5 1,60
EX2 1 19 34 1,79 72 72 1,00 6 2 3,00
EX3 1 10 17 1,70 36 36 1,00 3 2 1,50
EX5 1 9 16 1,78 32 32 1,00 3 2 1,50
EX7 1 10 18 1,80 36 36 1,00 4 2 2,00
KEYB 1 19 26 1,37 170 261 1,54 8 4 2,00
PLANET 2 48 51 1,06 115 120 1,04 3 2 1,50
PMA 8 24 39 1,63 73 106 1,45 5 2 2,50
S208 2 18 43 2,39 153 332 2,17 9 5 1,80
S298 1 218 246 1,13 1096 1236 1,13 27 19 1,42
S386 2 13 18 1,38 64 99 1,55 7 3 2,33
S420 2 18 43 2,39 137 296 2,16 9 5 1,80
S820 3 25 36 1,44 232 324 1,40 14 5 2,80
S832 3 25 38 1,52 245 412 1,68 14 5 2,80
S1488 3 48 63 1,31 251 341 1,36 19 3 6,33
S1494 3 48 63 1,31 250 364 1,46 19 3 6,33
SAND 3 32 39 1,22 184 325 1,77 6 5 1,20
SSE 11 16 48 3,00 56 188 3,36 7 3 2,33
STYR 2 30 41 1,37 166 259 1,56 9 5 1,80
mid 3,00 1,68 1,63 2,40
max 11 3 3,36 6,33
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Table 5 compares the considered method to the known university programs for
FSM state assignment JEDI [14] and NOVA [15], where FJ, FN, and F* are the
frequency of the FSM when using the program JEDI, NOVA, and the offered method
respectively. Table 5 shows that the offered method allows to increase the maximal
frequency of FSMs by a factor of 2.03–2.33 on the average in comparison with the
JEDI program and by a factor of 3.68–4.47 on the average in comparison with the
NOVA program. The maximum increase in frequency of FSMs makes 3.11 times in
comparison with the JEDI program and 8.31 times in comparison with the NOVA
program (Fig. 4).
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Fig. 4. The frequency of functioning of the initial FSM and the synthesized FSM for the
selected examples

Table 4. The implementation results of FSM benchmarks in the Arria II, Cyclone V, MAX II,
and Stratix V FPGA families

Family LE*/LE F*/F

mid max mid max

Arria II 1.31 2.07 1.10 1.54
Cyclone V 1.35 2.14 1.13 1.73
MAX II 1.33 2.03 1.19 1.52
Stratix V 1.27 1.89 1.08 1.64

The Synthesis Method of High-Speed Finite State Machines in FPGA 105



5 Conclusions

Using of the offered method allows considerably to lower the maximum rank of
transition functions, however increase a performance of the FSMs is watched not in all
cases. It is explained by complexity of the synthesis task of the fast FSMs, for example,
in comparison with the task of area reduction. The matter is that performance of the
FSMs is influenced by not only results of a logical synthesis, but also results of
placement and routing. Besides, performance of FSMs, except transitions functions, is
also influenced by complexity of output functions.

The offered method can be also applied to creation of high-speed FSMs in ASIC
chips. For this purpose it is enough to define estimates (3) and (4) the number of the
circuit levels for specific architecture of ASIC.

Further development of synthesis methods of high-speed FSMs can go on the way
of accounting of output function complexity, use of special FSM structural models,
architectural FPGA properties, special control of FSM synchronization, etc.

The present study was supported by a grant S/WI/3/2018 from Bialystok University
of Technology and founded from the resources for research by Ministry of Science and
Higher Education.
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Abstract. The business decisions at different levels require processing different
kinds of information. In this regard, the usage of suitable tools will contribute to
making effective business decisions. The described framework of the business
intelligence system aims to support such decisions in an effective way. The core
of the proposed decision support system relies on several modules with a dif-
ferent database. One of them contains the input data of the particular problem,
second include multi-criteria design analysis models, while the next contains
optimization models to support decision-making. These optimization models are
the focus of the current article. Two single and one multi-objective optimization
models are formulated to express different situations and to support business
decisions via reasonable solutions. Depending on the particular purpose, one of
the models can be used to determine the best or compromise decision, which
contributes to the effectiveness in business management. The applicability of the
proposed models and respectively the core of the framework of business
decision-making in efficiency management is illustrated in public street lights
renovation. The obtained results show that all models are practically applicable
in the determination of corresponding decisions in accordance with the selected
goal. As the essences of the proposed framework are the optimization models
this proves the effectiveness of optimization models in decision making to
support efficient management.

Keywords: Business intelligence � Decision support framework � MCDA �
MCDM � Optimization models

1 Introduction

With the growing economy nowadays it is difficult to be successful without taking
business decisions at different levels (Shalamanov 2017). To gain the maximum
advantage, input information is to be properly processed to make effective business
decisions (Borissova et al. 2019). Such suitable kind of tool is decision support systems.
They refer to a broad range of interactive systems that utilize data and models to solve
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different problems. Instead of using many different tools for the variety aspects of
information management, the more suitable decision is the usage of integrated approach
by custom business intelligence tools with ability to implement artificial intelligence in
some cases (Pedrycz et al. 2008). There are different approaches to design of custom
software depending of the specific application areas and using of optimization software
tools (Borissova & Mustakerov 2016; Mustakerov & Borissova 2009) or by using other
appropriated tools in MS Excel (Borissova et al. 2018; Borissova 2008) or web-based
applications (Mustakerov & Borissova 2014; Borissova et al. 2013). In some situations
the complex interconnected systems could be modeled by means of Mamdani fuzzy
networks with feedforward rule bases presented as an equivalent Mamdani fuzzy system
by linguistic composition of its nodes (Gegov et al. 2016). A rule base simplification
method for fuzzy systems could be also integrated when data processing to get the
recommended decision (Gegov et al. 2017). The advantages of such decision support
systems are the ability end-users to manipulate the data without necessity to have
technical skills. Thus, the obtained solutions make possible to create flexible and easy-
to-use analysis that serve as base to make reasonable decisions. All of these charac-
teristics of business intelligent systems could be implemented in custom software to
support decision making in the efficiently management.

The major challenge nowadays is the problem with climate change that imposes the
reduction of energy usage. In this regard, some local agreements put the emphasis on
supporting the implementation of energy-saving measures via knowledge-sharing
networks (Cornelis 2019). Two distinguish directions could be determined–one
direction is related to using renewable energy resources, while the second emphasizes
the utilization of devices with less power consumption (Lee et al. 2013; Ivanov 2013).
Some authors show that used energy for public lighting has the greatest impact on
energy consumption of a municipality up to 54% of total energy consumption and 61%
of electricity consumption of municipal facilities (Elejoste et al. 2013). In this sense,
some main practices used worldwide in terms of energy efficiency of urban public
lighting could be evaluated to determine the best options considering diffident multi-
criteria decision-making methods to tackle with multi-attribute decision-making
problems (Salvia et al. 2019). It is shown, that energy efficiency effect on the public
street lighting could be realized by using LED light replacement (Sudarmono et al.
2018). On the other hand, using emerging LED technology enables intelligent street
lighting based on sensing of individual vehicles and dimming street lights that lead to
considerable energy reduction exceeding 50% on roads with low traffic (Nefedov et al.
2014). The energy efficiency could be realized by a multi-objective optimization
approach based on the formulation of the bi-criterion problem (Guliashki et al. 2019).

The planning of public street lights is highly dependable on location, streets, side-
walks, travel patterns, behavioural characteristics, safety, security, etc. The unique in
their placement is the fact that street lights can be located anywhere along a street.
Some of the main outputs in street lighting are the parameters related to luminaire
spacing, height, and illuminance, which can be obtained using the proposed multi-
objective evolutionary algorithms (Rabaza et al. 2013). To cope with the problem of
public street lighting design, an optimization discrete integer programming model
capable of deriving the minimum number of street lights is proposed (Murray & Feng
2016). In contrast this model, the current article describes three models able to simulate
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three different scenarios for different goals in determination of the best suitable LED
lamps for renovation of lights street.

The rest of the paper is organized as follow: Sect. 2 provide problem description
and given input data; Sect. 3 presents the framework of business intelligence decision
making and several optimization models for effective management, Sect. 4 describes
some preliminary test results about the applicability of proposed models for intelligent
business decision making; while conclusions and future investigations are drawn in
Sect. 5.

2 Problem Description

The investigated problem concerns the determination of the suitable LED lamp type
and determination of the needed number for the renovation of several villages. The
selection of a particular LED lamp type should meet the requirement about the distance
between each street light pole while minimizing the overall costs for the renovation of
the entire length of the road. It should be noted that in some streets where more
illumination is needed the goal is to determine such an LED type that will provide
needed luminance. Determination of proper LED lamp type selection is realized by
using predefined suitable LED lamps for street luminance as shown in Table 1.

There are three essential parameters influencing to the selection: 1) distance
between each street light pole that will influence on the needed number to cover the
road length; 2) the luminous or luminaire wattage that influence on the energy con-
sumption and respectively on the illumination; and 3) costs per unit.

To solve the described above problem, two basic approaches can be integrated–
multi-criteria design analysis and single or multi-objective optimization. These two
approaches represent the core of the proposed framework to support the business
decisions in efficiency management.

Table 1. LED lamps parameters

# Luminous
flux, lm

Luminaire
Wattage, W

Pole
distance, m

Mounting
height, m

Overhang,
m

Price,
BGL

L-1 1928 13.9 40.0 7.5 0.3 150
L-2 3772 27.3 36.0 8.0 0.2 180
L-3 4735 34.1 31.0 8.0 0.8 204
L-4 2064 15.5 32.0 7.0 0.9 160
L-5 2170 17.0 30.0 6.3 0.0 160
L-6 3062 25.4 28.0 8.0 0.0 150
L-7 2394 18.1 30.0 7.0 0.2 135
L-8 1755 13.2 36.0 8.5 0.2 135
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3 Framework of Business Intelligence System for Decision
Making in Efficiency Management

In the context of decision support systems, different techniques and methods that
contribute to fulfilling the goal could be integrated. Two basic approaches can be
involved to support management inefficiency way – multi-attribute decision making
and single or multi-objective decision making (Borissova 2015). The multi-attribute
decision-making techniques rely on a subjective point of view toward evaluation cri-
teria and could involve different utility functions. The single or multi-objective decision
making is based on the formulation of an optimization model with one or several
criteria. The framework of a business intelligence system for decision making can be
realized of different modules and sub-modules depending on the flow of collecting and
processing data (Borissova and Mustakerov 2012, 2013). Despite this variety of
modules there are three basic components that have always to present in such systems
such as 1) user interface, 2) databases and 3) analytical tools with visualization as
shown in Fig. 1.

The user interface should be designed in such a way to provide easy access to all
resources required the active participation of decision-makers. The second essential
com-ponent is consists of different databases. One of them will contain the needed
input data for the particular domain area, while the rest two are designed to contain
multi-attribute decision-making models and optimization models. There are different
and well-known models for MADM that can be used for ranking a predefined set of
alternatives in accordance to the decision-maker preferences. More important is the
second database where different optimization criteria could be formulated and used as
objective function/s. The advantage of this approach is the fact that the obtained
solution is surely optimal for the given objective function and used restrictions. One

Fig. 1. Framework of business intelligence system for decision making
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database is intended for single and multi-objective models as shown because the
solution methods for multi-objective problems are transformed into a single opti-
mization problem. Regardless of which approach will be used, the analytical tools for a
ranking list of alternatives or recommended decision should be properly visualized.

3.1 Optimization Models to Support Decision Making in Efficiency
Management

While multi-attribute methods aim to provide estimation of alternatives performance
toward given attributes, the optimization methods make possible to determine design
variables for the system as whole and they are often are used to eliminate the clearly
unsatisfactory design variants. Using optimization for a preliminary estimation is the
primary way to estimate effectiveness of designed system and operating policies.

For the goal of helping business decisions of efficiency management in a reasonable
way, three optimization models with three different objective functions are proposed.
These models enable to obtain optimal solution in determining the best suitable type of
LED lamps for renovation of street lighting. The models differs from each other to the
objective functions used to guide the searching the optimal solution. The first model
(M-1) aims to determine such type of LED lamp that provides the minimum costs for
renovation of entire length of road. In this case the optimization model has the fol-
lowing formulation:

min N � Pð Þ ð1Þ

subject to

N ¼ RL=Dð Þ ð2Þ

P ¼
XM

i¼1
xiPi ð3Þ

L ¼
XM

i¼1
xiLi ð4Þ

D ¼
XM

i¼1
xiDi ð5Þ

XM

i¼1
xi ¼ 1 ð6Þ

where N express the number of needed LEDs and is calculated as relation between
road length RL considered as given in advance value and distance between LED lamps
denoted by D and determined by the relation (5). The price P of the selected type of
LED lamps is expressed by the relation (3) and is determined as task solution. The
parameter L is the luminance of the selected type of LED lamp expressed by the
relation (4). An essential role in the formulated model (1)–(6) plays the used binary
decision variables xi determined by (6). The particular choice of the LED lamp type is
realized by relation (6) where the corresponding decision variable is associated with
particular type of LED lamp used in determination of the best selection.
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The second model (M-2) aims to determine such type of LED lamp that provides
the maximum luminance in renovation of entire length of road. In this case the opti-
mization model has the following expression:

max N � Lð Þ ð7Þ

subject to

N ¼ RL=D ð8Þ

P ¼
XM

i¼1
xiPi ð9Þ

L ¼
XM

i¼1
xiLi ð10Þ

D ¼
XM

i¼1
xiDi ð11Þ

XM

i¼1
xi ¼ 1 ð12Þ

All parameters are the same as the formulated above model, but here the luminance
of the selected type of LED lamp L is determined as task solution.

The third multi-objective model (M-3) aims to determine such type of LED lamp
that simultaneously provides the minimum costs and maximum luminance in renova-
tion of entire length of road. In this situation, the optimization model has the following
formulation:

min N � Pð Þ
max N � Lð Þ

�
ð13Þ

subject to the same restrictions (8)–(12).
It should be noted, that formulated above model with multi-objective function (13)

s. t. (8)–(12). requires selecting a proper method for it solving. These methods rely on:
1) a priori aggregation of preference information, 2) posteriori aggregation of prefer-
ence information or 3) interactive articulation of preference information depending
when decision maker express his preferences. The well-known and easy to perform are
the weighted sum and lexicographic method (Marler & Arora 2004). Both of these
methods can be used for a priori and posteriori articulation of preferences. In contrast to
the lexicographic method, the weighted sum requires scalarization technique to
transforms the original multi-objective problem into weighted linear sum of the nor-
malized objective functions (Genova et al. 2013).

The described above three different optimization models contribute in reasonable
decision making in efficient management of plan for business strategy.
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4 Result Analysis and Discussion

The formulated three different models aiming to support the business decision in
efficiency management are used to formulate three different optimization problems. The
input data for these optimization problems are used the parameters of LED lamps
shown in Table 1. For the simplicity of numerical testing of the applicability of the
proposed models, the overall road length for renovation is considered equivalent for all
models and is equal to 5600m. The obtained recommended decisions toward the
selected LED lamp types are illustrated in Fig. 2.

The solution from model M-1 (1)–(6) aims to determine such type of LED lamp
that provides the minimum costs for renovation of entire length of road. In this situ-
ation, the best solution when minimizing the overall costs is achieved at value for the
objective function equal to 21000. The value of decision variable x1 is equal to 1,
which corresponds to the choice of L-1 LED type. The needed number of LED lamps is
equal to 140.

When the model M-2 (7)–(12) is used, the best solution is achieved at objective
function value concerning maximum luminance is equal to 6160. Here, the value of
decision variable x3 is equal to 1 that corresponds to the choice of L-3 LED type. In this
case, the needed number of LED lamps determined as result of task solution is equal to
180:6452 that means not an integer and has to be considered equal to 181.

For solving model M-3 (13) s. t. (8)–(12) by weighted sum method using, the
transformation of the objective function (11) is as follows:

max w1f
�
1 þw2f

�
2

� � ð14Þ

subject to (8)–(12) plus the following additional restrictions

w1 þw2 ¼ 1 ð15Þ

Fig. 2. The selected LED lamp type by three different models

A Framework of Business Intelligence System for Decision Making 117



f �1 ¼ L� Lmin

Lmax � Lmin

� �
ð16Þ

f �2 ¼ Pmax � P
Pmax � Pmin

� �
ð17Þ

where wi express the coefficients for the objective importance and their sum are to
be equal to 1, and the f �1 and f �2 are the normalized objective functions concerning to the
luminance L and price P for overall road length for renovation, and Lmin, Lmax, Pmin,
Pmax express the minimum and maximum values each objective could take.

When model M-3 is used, the obtained solution determines that L-6 LED type is the
compromise choice when considering both objective functions with equal importance,
i.e. w1 ¼ w2 ¼ 0:5. In contrast to the previous models, where the objective function
expresses the costs or the luminance for the renovation of entire roads length, the
objective function value of model M-3 is dimensionless. This is due to the used
normalization of both objective functions within the range of 0; 1ð Þ and the obtained
value for (14) is equal to 0:5879729. The task solution defines that the number of LED
lamps is to be exactly 200 to cover the given length of 5600m.

The obtained results about the renovation of street lights concerning roads length of
5600m are summarized in Table 2.

The values of used binary decision variables (xi) determine the corresponding type
of LED lamps from Table 1. The values for the renovation costs when using model M-
1 and model M-2 are of the same range (150 and 204) in contrast to the model-3 where
they are considerably increased to the 30000 (Table 2). This could be explained by the
selected type L-6 that requires less separation distance equal to 28m compared to the
40m and 31m and corresponding price per unit. Except the costs, the illumination for
the entire length is increased too.

In such way, depending on the goal it is possible to use one of the formulated
optimization models, which solutions determine the best selection of LED lamps for
lights street renovation. These models are the core of the described framework for
business intelligence system for decision making in efficiency management. The
numerical testing of these models proves their applicability in determining the most
appropriate solution (Fig. 2). In conclusion, from the predefined set of 8 LED lamps

Table 2. Solution results for the entire length road of 5600 m

Model Objective
function
values

Decision
variable equal
to 1

LED
lamp
type

Number of
LED lamps

Luminaire
Wattage

Costs

M-1 21000 x1 L-1 140 13.9 150
M-2 6160 x3 L-3 181 34.1 204
M-3 0.588 x6 L-6 200 5080 30000
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(Table 1) and by using 3 different strategies only 3 LED lamps type could be con-
sidered as potential pretenders for lights street renovation, namely L-1, L-3 and L-6
(Table 2).

Once the selection of the proper LED lamp type is done, it is needed to determine
how the lights will be controlled. The easy and promising way is to use some kind of
wire-less technologies that provide remote control of LEDs. This imposes to take into
ac-count the specific characteristics of the electromagnetic propagation environment to
avoid conflict situations with radio communication systems. Besides this, the possi-
bility for the usage of already installed smart technologies is to be considered also to
prevent some possible psychological and physical impacts on the human body in urban
areas. That means some additional input data about the surround signals environment
are to be collected and used to determine the suitable remote control system. These
activities are planned as the future directions of the investigations.

5 Conclusion

The article deals with problems related to the development of an integrated framework
for effective management of business decision making. The basic structure with the
needed modules of such a framework is proposed. The most essential part of the
framework for effective management of business decision making is the database with
optimization models. Three different optimization models are formulated to express
different situations and to support the business decisions by reasonable solutions.
Depending on the particular purpose, one of the models can be used to determine the
best or compromise decision, which contributes to the effectiveness in business
management.

The problem with the renovation of lights street is used to demonstrate the appli-
cability of the formulated optimization models that support decision-making. The used
input data for numerical testing are the parameters of a predefined set of suitable LED
lamps type and a total length of roads for renovation. Based on the proposed models,
the corresponding optimization tasks using the input data are formulated. The obtained
results show that all three models are practically applicable in the determination of
corresponding decisions in accordance with the selected goal. As the user interface and
visualization are subject to the particular problem, the essence of the proposed
framework of the decision support system in the effective management of business
decisions is the optimization models. Therefore, numerical testing proves the basic
functionality of the proposed framework of the decision support system in the effective
management of business decisions.

Future developments are related to extending the formulated optimization models
with additional restrictions to help in the determination of selection and placement of
remote control for LED lamps. Thus, the managers will be supported in an efficient
way to make the best business decisions.
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Abstract. The recent advances in ICT and increased market competition make
the problem of business decisions more significant and more complex. This is
related to the performance evaluation of a variety of business decisions that have
multi-level and multi-factor features. In this regard, the current article aims to
propose a generalized flexible approach to support group decision making by
using different strategies. The different decision-making strategies aim to pro-
vide the most preferable alternative; several good alternatives simultaneously, or
ranking of all given alternatives. These different strategies are realized via
corresponding optimization models that are capable to consider differences in
the knowledge and expertise of the group experts. The contribution of the
descried approach is focused on the aggregation stage of the known simple
multi-attribute rating technique. The applicability of the proposed approach and
formulated optimization models are demonstrated in the determination of
preferable offer/s for printing a book considering several different evaluation
parameters. The numerical results show that imposing requirements for different
strategy realization it is quite helpful to get the group decision. Furthermore, the
final group decision is modelled in such a way to reflect the particular back-
ground in expertise of each group’ member.

Keywords: Group decision-making � Business decisions � Different strategies �
Simple multi-attribute rating technique � Weights of experts

1 Introduction

Due to globalization and a growing economy, today is difficult to make successful
business decisions without the assistance of experts at different levels [1]. Such deci-
sions often involve business intelligence to gain maximum information from available
data in order to make effective business decisions [2]. The expansion of digital media,
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entertainment, advertising, retail, and transport to the digital economy is due to the
transformation of business models to the e-commerce, and software-as-a-service [3].
The e-media can be successful if a proper business model is implementing to meet the
company goal [4]. Some good practices related to the similar service-based manage-
ment processes are to be considered involving cyber resilience too [5, 6]. Business
intelligence relies on analytics experts with capabilities to provide believable infor-
mation to help in effective and high-quality business decision-making. The core of any
decision support system is to help the higher management in different decision prob-
lems. Increasing competition and developing ICT makes the problem of business
decisions more significant and more complex. The complexity is related to the essence
of the selection process that involves various quantitative and qualitative criteria. For
such problems the multi-criteria decision making (MCDM) methods can be used to
tackle with different and conflicting criteria. The performance evaluation and selection
of the most appropriate alternative have multi-level and multi-factor features. This
defines essential difficulties in making trade-offs between evaluation criteria to get the
best compromise solution. For classification and forecasting, artificial neural networks
could be used, but they take considerable consuming time for training. To overcome
this drawback, a permutation of the neurons activation function in order the conver-
gence speed-up to be achieved seems to be useful [7].

The latest achievements in ICT reflect across different areas including the pub-
lishing sector. Each of these publishers has his own business models that include
different parameters of the processes for publishing. Due to the digital publishing
revolution, research institutions and academic publishers have begun to examine the
possibilities of working together to promote academic digital publishing [8]. All of this,
along with advances in digital printing is prerequisites of a variety of offers for
manuscripts publishing. Therefore, the main question is how to select or how to
determine a restricted set of good offers for manuscripts publishing. During the
selection, different parameters are to be considered as price per unit, the discount rate
per circulations, quality of paper and covers, printing mode (offset, digital), lead time
delivery, a minimum allowed number for printing, way of delivery, samples, guarantee
when a large number of defective items are available (who will bear the expense) and
last but not least e-book and print on demand.

When modeling real-world decision problems three basic problem formulations can
be distinguished: choice, ranking and sorting problems [9]. In respect to this classifi-
cation, the current article deals with the problems of choice and ranking. An appro-
priate quantitative tool for group decision making (GDM) that can be applied in such
problems is the multi-attribute utility theory (MAUT) [10]. MAUT seeks to over-come
different dimensions via one dimension values followed by aggregation through a
weighted linear average. The simple additive weighting (SAW) method is a common
aggregation approach in MAUT. A simple multi-attribute rating technique (SMART) is
another form of MAUT with the possibility to be applied to any type of weight
assignment technique like absolute, relative, etc. [11, 12]. It should be noted that
different methods of MAUT could lead to different solutions [13].
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The selection problem could be viewed as multi-attribute group decision making
(MAGDM) problems as often the executives have no confidence in an untested sup-
plier and to overcome this is needed to take different indicators to guarantee objectives
performance [14]. There are different approaches proposed to tackle with the problem
of selection [15]. For example, an integrated approach is proposed to select using AHP-
ARAS-MCGP methodology [16]. Other authors emphasize the usage of multi-criteria
intuitionistic fuzzy TOPSIS method [17]. A group decision-making approach by
extended SMART is used in the evaluation and ranking of students [18]. To cope with
different competencies of the group members modifications of simple additive
weighting and weighted product models are proposed [19]. These modifications are
implemented in the spread sheet as a tool to support group decisions [20]. The com-
parison between approaches of individual and group decision making toward multi-
criteria decision problems shows that individual point of view of each expert signifi-
cantly influences to the final decision [21]. In this respect, to express more transparently
the expertise of each group member a two-component function of objective and sub-
jective part seems to be useful [22].

In processes of selection and ranking, the GDM could be applied to find a solution
– a single alternative or set alternatives according to the preferences provided by the
authorized group of experts. While the most publications considered the problem for
handle different expressions of experts’ preferences by utility-based individual pref-
erences [23], fuzzy relations [24, 25], decision Markov logic [26], fuzzy logic based on
multi‐criteria evaluation [27], multidimensional preference [28], linguistic information
[29], etc., the current paper emphasizes on the evaluation and aggregation phase of the
group decision-making process.

In contrast to the published results, the current article proposes a generalized
approach to support business decisions incorporating different strategies to make better
decisions by analysing the existing alternatives. The different strategies aim to de-
terminate the most preferable alternative, or to determinate several good alternatives
simultaneously, or to rank of all given alternatives. Furthermore, the described
approach takes into account the experts’ knowledge and experience when forming the
final group decision. Each strategy is based on the formulated optimization model.

The rest of the paper is organized as follows: Sect. 2 describes the proposed
algorithm, Sect. 3 provides a description of the numerical application in the publishing
sector where several offers are to be evaluated, Sect. 4 contains results analysis and
conclusions are drawn in Sect. 5.

2 Generalized Approach to Support Business Group Decision
Making by Three Different Strategies

The possibility to incorporate a wide variety of quantitative and qualitative criteria
makes SMART a popular and widely used method. The originally SMART describes
the whole process as rating the alternatives and weighting of attributes [11]. The
proposed approach to support the business by group decision making with three dif-
ferent strategies is based on SMART. The basic stages of the proposed modification of
SMART are graphically illustration is presented in Fig. 1.
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The preparation stage 1 of the proposed approach starts with the identification of
the main goal of group decision making that includes: 1.1) identification of evaluation
criteria and alternatives; 1.2) identification of needed experts (DMs) for group decision
making; and 1.3) determination of corresponding weights for each DM in accordance
to its knowledge and experience. This stage starts with the determination of alternatives
and suitable evaluation criteria. Next, the group of experts responsible to evaluate
different aspects of the decision goal is to be selected. According to Yetton & Botter
[30], groups of five experts are the most effective in group decision making closely
followed by a group of seven experts. Weights of DMs play a very important role in
multiple-attribute group decision-making and in the proposed algorithm the corre-
sponding weights for each expert reflect their expertise.

Fig. 1. Generalized approach to support group decision-making by three different strategies
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The evaluation stage 2 is composed of two steps: 2.1) determination of weighted
coefficients for the evaluation criteria by DMs; and 2.2) evaluation of the given
alternatives against the criteria by each DM. The weighted coefficients for criteria
importance and alternatives evaluations are expressed by scores derived by the experts
where the higher value means better performance.

The next and the most essential stage is the aggregation stage 3. A key issue in
MAGDM is the aggregation of individual preferences. In the current article, the
aggregation stage can be realized by three different optimization models depending on
the particular goal of decision-making strategy for: 3a) selection of a single alternative;
3b) defining of z best alternatives; 3c) ranking of all alternatives.

The first decision-making strategy of the aggregation stage (Fig. 1) illustrates the
situation where the selection of single alternative is to be done considering the alter-
natives performance and the corresponding formulation of the combinatorial opti-
mization problem is as follows:

maximize
XK

q¼1

kq
XN

j¼1

XM

i¼1

wq
j p

q
ijxi

 !
ð1Þ

subject to

XK

q¼1

kq ¼ 1; kq 2 0; 1ð Þ ð2Þ

XN

j¼1

wq
j ¼ 1; q ¼ 1; 2; . . .;Kf g ð3Þ

XM

i¼1

xi ¼ 1; xi 2 0; 1f g ð4Þ

where kq is weighting coefficient for q-th expert; weight of n-th criterion accord-
ingly the q-th expert is denoted by wk

n; the performance of i-th alternative in respect to
j-th by q-th expert is denoted by pqij where 0� pqij � 1 and xi are binary integer variables
assigned to each alternative that indicate whether item i-th is selected or not.

The objective function (1) seeks to maximize the overall performance of alterna-
tives in accordance to the evaluation criteria, weights of these criteria assigned from
each DM and corresponding weighted coefficients for DMs expertise. Constraint (3)
provides the selection of only one alternative.

The second decision-making strategy of the aggregation stage (Fig. 1) aims to
determine several good alternatives by replacing the relation (4) with the following
statement [31, 32]:
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XM

i¼1

xi ¼ z; xi 2 0; 1f g; 1\z\M ð5Þ

where z is integer number bigger than 1 and less then number of alternatives (M).
The third decision-making strategy of the aggregation stage of the proposed group

decision-making approach makes possible to rank all alternatives using the following
algorithm for ranking as shown in Fig. 2.

This algorithm for ranking of all alternatives is based on the sequential solution of
multiple tasks of the type (1) – (4). The solution on the first iteration provides the best
alternative which goes on the top of the ranked list. On the second iteration, this alter-
native is excluded from the set of alternatives and the modified optimization task (1) –
(3) is solved again to get the next alternative in the ranked list. This process is repeated
until only one alternative remains.

During the selection stage 4, the optimization tasks corresponding to the simulation
of three different decisions making scenarios (strategies) are to be formulated and
solved. Depending on the obtained solution for one best alternative, several good
alternatives or ranking of all alternatives, the higher management could make the most
appropriate choice from the three scenarios. The higher management could make a
decision based on the obtained solution from stage 3 taking into account also the
defined goal and policy of the company.

Fig. 2. Flowchart of the algorithm for ranking of alternatives
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3 Numerical Application

The numerical example is from the publishing sector where several offers are given,
each of them with different parameters and one of them is to be selected. The five
different offers for printing a book are considered that correspond to five alternatives
(A-1, A-2, A-3, A-4, and A-5). The decision should be taken based on the evaluations
of a group of five experts: production manager (E-1), R&D manager (E-2), sales
manager (E-3), marketing manager (E-4) and salesman (E-5). The offers’ evaluation
criteria to be estimated involve ten parameters as follows: 1) unit price (C-1); 2)
discount rate per circulations (C-2); 3) quality paper and covers (C-3); 4) printing mode
– offset/digital (C-4); 5) lead time delivery (C-5); 6) minimum allowed number for
printing (C-6); 7) way of delivery (C-7); 8) samples (C-8); 9) guarantee – when a large
number of defective items are available, who will bear the expense (C-9); and 10)
e-book and print on demand (C-10).

The evaluations of five potential offers for printing a book with respect to the
described ten criteria from five experts are shown in Table 1.

Table 1. Evaluations of potential alternative offers from the experts

Experts Alter-natives Criteria/Weights/Evaluations
C-1 C-2 C-3 C-4 C-5 C-6 C-7 C-8 C-9 C-10

E-1 0.04 0.13 0.14 0.08 0.15 0.15 0.08 0.1 0.07 0.06
A1 0.2 0.9 0.9 1 0.3 0.4 0.8 0.6 0.5 0.4
A2 0.8 0.9 1 0.9 0.7 0.8 0.9 0.8 0.6 0.7
A3 0.8 0.3 0.6 0.8 0.3 0.5 0.7 0.5 0.6 0.8
A4 0.2 0.6 0.2 0.4 0.3 0.5 0.7 1 0.4 0.4
A5 0.4 0.8 0.7 0.8 0.6 0.8 0.6 0.3 0.2 0.8

E-2 0.05 0.14 0.16 0.05 0.09 0.06 0.08 0.15 0.16 0.06
A1 0.4 0.8 0.2 0.6 0.1 0.5 0.9 0.4 0.6 1
A2 0.5 0.8 0.5 0.6 1 0.5 0.7 0.9 1 0.8
A3 0.4 0.7 0.5 0.8 0.7 0.9 0.4 1 0.5 1
A4 1 0.5 0.8 0.1 0.6 0.4 0.8 0.9 0.4 0.2
A5 0.8 0.9 0.1 0.2 0.5 1 0.9 0.8 0.6 0.8

E-3 0.1 0.1 0.1 0.1 0.11 0.1 0.08 0.1 0.12 0.09
A1 0.6 0.7 0.8 0.4 0.9 0.3 0.4 0.6 0.8 0.8
A1 0.8 0.7 0.7 0.8 0.7 0.7 1 0.8 0.6 0.8
A3 0.6 0.5 0.7 0.8 0.2 0.2 0.6 0.6 0.6 0.6
A4 0.8 0.6 0.2 0.2 0.2 0.2 0.1 1 0.1 0.7
A5 0.7 0.8 0.7 0.8 0.8 0.6 0.5 0.4 0.3 0.6

E-4 0.11 0.11 0.06 0.08 0.14 0.06 0.11 0.11 0.14 0.08
A1 0.1 0.7 0.7 0.4 0.1 0.5 0.2 0.3 0.4 0.1
A2 0.9 0.5 1 0.8 0.7 0.8 0.7 0.9 0.8 0.7
A3 0.8 0.1 0.8 0.6 0.6 0.7 0.7 0.7 0.5 0.6
A4 0.5 0.7 0.6 0.3 0.5 0.6 0.4 0.7 0.4 0.3
A5 0.7 0.8 0.6 0.7 0.7 0.6 0.8 0.5 0.1 0.5

(continued)
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In accordance with stage 2 of the proposed generalized group decision-making
algorithm (Fig. 1), all potential offers for printing the book are evaluated in respect to
given criteria (attributes) from a group of experts. Furthermore, the relative importance
between criteria from the particular expert’ point of view has to be done by corre-
sponding weights as shown in Table 1.

Three different cases, representing three scenarios about the experts’ knowledge
and experience are used to demonstrate the importance of experts in group decision
making. Case-1 expresses the situation where the knowledge and experience for all
experts in the group are equal, while Case-2 and Case-3 make a difference between
involved experts. Case-2 considers expert E-5 as the most trusted expert, while the
dominant role in Case-3 is assigned on expert E-4. The results of the solution of
optimization tasks, formulated on step 3.1a are shown in Table 2.

4 Results and Discussion

The proposed approach to support business by group decision-making with different
strategies is applied for: 1) determination of the best alternative, 2) determination of 2
good alternatives and 3) ranking of all alternatives. According to the input data from
Table 1 and three different cases for the weights of experts from Table 2, the obtained
solutions for selection and ranking are illustrated in Fig. 3.

Table 1. (continued)

Experts Alter-natives Criteria/Weights/Evaluations
C-1 C-2 C-3 C-4 C-5 C-6 C-7 C-8 C-9 C-10

E-5 0.07 0.1 0.1 0.08 0.15 0.08 0.1 0.1 0.15 0.07
A1 0.1 0.6 0.6 0.4 0.2 0.2 0.2 0.2 0.2 0.1
A2 0.9 0.6 0.9 0.8 0.7 0.7 0.5 0.6 0.7 0.6
A3 0.8 0.2 0.6 0.7 0.9 0.7 0.6 0.8 0.7 0.9
A4 0.5 0.8 0.5 0.7 0.6 0.6 0.1 0.5 0.9 0.2
A5 0.6 0.7 0.6 0.6 0.8 0.8 0.7 0.4 0.3 0.6

Table 2. Solution results of tasks on step 3

Cases Weighting coefficients of experts The best
alternative

Two good
alternatives

Ranking of
alternativesE-1 E-2 E-3 E-4 E-5

Case-1 0.20 0.20 0.20 0.20 0.20 A-2 A-2 & A-5 A-2, A-5,
A-3, A-1,
A-4

Case-2 0.10 0.15 0.18 0.22 0.35 A-3 A-3 & A-5 A-3, A-5,
A-2, A-1,
A-4

Case-3 0.16 0.13 0.11 0.44 0.17 A-5 A-3 & A-5 A-5, A-3,
A-2, A-4,
A-1
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The main idea of the proposed approach for group decision-making is to aggregate
different experts’ evaluation for the alternatives into a final group decision. The flex-
ibility of the modification of SMART is realized by formulation and solving of com-
binatorial optimization tasks for determination of a single alternative, for several good
alternatives or for ranking of all alternatives in accordance with the selected strategy.
Regardless of the strategy used, all of the optimization models (respectively tasks) take
into account the knowledge of the experts by corresponding weighting coefficients.

The numerical application when using strategy for selection of one alternative,
determines as the best option alternative A-2 when all experts are considered with equal
level of competency and knowledge. For the same strategy, but considering the dif-
ferences in experts’ knowledge and experience, the tasks solution determine respec-
tively alternative A3 (Case-2) and alternative A5 (Case-3) as the best decision.

In the second strategy, there is no information which of the selected alternatives A2
& A5 (respectively A3 & A5, A3 & A5) is better than the other, but both alternatives
are certainly better than the others. It should be noted that determined several good
alternatives is obtained simultaneously as a result of solution via single run of the task.
The usage of third strategy allows ranking of all alternative according to the point of
view of all experts and taking into account the level of the expertise of group members.
The obtained solutions under different strategies and three different cases of experts’
expertise are shown in Fig. 3. The implementation of described approach allows

Fig. 3. Selection and ranking of alternatives (offers)
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simulation of different strategies for decision making that provides the flexibility in the
achievement of the main goal of group decision making process. The results of all
strategies implementation determine one alternative, several good alternatives or
ranking of all alternatives that can be serving as base from which the executive
managers could form the final best decision.

The described generalized approach to support business decision by using different
strategies can helps companies to make better decisions by analysing the existence
alternatives within business context. The essence of business intelligence is to provide
performance and competitor benchmarks to make the organization run more efficiently.
In this regard, the proposed generalized group decision making approach with incor-
porated three different strategies make clear basis on which the alternatives are being
evaluated taking into account many different points of view about alternatives decisions
which is particularly important in group decision making situations. Such business
model contributes to make the most suitable business decisions in accordance to the
goal and vision of the company. In such way, the executive managers could easier to
understand data without the technical know-how to dig into the data themselves.

5 Conclusion

The article describes a group decision-making modeling approach to support business
decisions. This is realized by the proposed flexible algorithm that implements three
different decision-making strategies. The described flexible algorithm is based on
SMART and includes also usage of corresponding weights for each group’ expert in
accordance to his knowledge and experience, and formulation of three combinatorial
optimization models corresponding to three different decision-making strategies. These
strategies are realized on the aggregation stage and are related to the determination of a
single best alternative, determination of several good alternatives or determination of
the ranked list of all alternatives. The implementation of each strategy relies on the
proposed combinatorial models that are used to formulate and solve the corresponding
optimization tasks.

The main contribution of the present article is the flexibility of the proposed
approach with different decision-making strategies that make possible the highest
executive managers to make the most reasonable decision based on the aggregated
opinions of the group of experts. The described modeling approach could be applied
for any other kind of problems that can be represented with a certain set of criteria
about given alternatives.

Numerical testing demonstrates the practical applicability for all described
decision-making scenarios. Because of the well-structured weighted decision matrix,
the described combinatorial optimization modeling approach can be coded as a soft-
ware tool to support managers without specific mathematical background.
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Abstract. Chemical industries usually involve continuous and large-
scale production processes that require demanding inventory control sys-
tems. This paper aims to show the results of the implementation of a
mixed-integer programming model (MIP) based on the Generic Materials
and Operations Planning Problem (GMOP) for optimizing the inventory
turnover in a fertilizer company. Results showed significant improvements
for Inventory Turnover Ratios and overall costs when compared with an
empirical production planning method.

Keywords: Inventory turnover · Production planning · GMOP ·
Fertilizers · Chemical industry · Optimization

1 Introduction

The chemical industry involves highly complex production systems, with produc-
tion planning scenarios that include multilevel product structures, multi-period
planning horizons, and co-production environments (processes share raw mate-
rials and have common outputs) [7,23].

Production planning studies for the chemical industry have been mainly
focused on lot sizing and scheduling problems considering batch processes in
large-scale plants. The reduction of holding and setup costs has been one of the
main objectives for these applications [3,4,8,15,16,18,19].

In practice, the presence of batches and co-production parameters increases
the complexity of inventory systems for controlling quantities of raw materials,
work in progress, and final products. Some implementations for inventory con-
trol systems in chemical plants have involved mainly a “push” approach for a
continuous process, based on ERP platforms [6,22,24–26].
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The inventory turnover ratio measures how many times the plant has sold
and replaced inventory during a given period and gives a useful perspective for
commercial, manufacturing, inventory and purchase decisions [5,17], improving
efficiency and reducing costs.

This paper aims to show the implementation results of a mixed integer pro-
gramming model (MIP) based on the Generic Materials and Operations Planning
Problem (GMOP) to optimize the inventory turnover ratio in a fertilizer com-
pany. Two approaches for production planning will be compared: an empirical
method based on the planner experience, and an exact method based on generic
materials and operations. The exact method approach has been widely proved
in similar production planning scenarios [9,12–14,21] and allows considering the
complex product structures inside an NPK fertilizers plant.

The paper is organized as follows: Sect. 2 shows the generalities and basic
concepts for the two planning approaches, Sect. 3 explains the case study in a
fertilizers company, Sect. 4 shows the implementation results (Costs and Inven-
tory turnover), and finally, main conclusions and further research are stated in
Sect. 5.

2 Methodology

Using a quantitative approach, this paper aims to compare inventory and cost
performance results of an empirical production planning methodology with
the results obtained from a well documented MIP model, parameterized with
demand forecasts.

2.1 Inventory Turnover as Operational Efficiency Measure

Chemical industries usually involve continuous and large-scale production pro-
cesses that require demanding inventory control systems. Generally, lead times
for chemical raw materials are considerably high, and production planning turns
into a complex task that has to deal with finding a balance between holding
costs and raw material availability [11].

The inventory turnover (IT) is a key indicator that allows measure perfor-
mance and operational efficiency [10]. IT is an estimation of how fast the com-
pany is replacing its inventory: a higher inventory turnover is a sign of a high
synchronization between purchases, production, and sales. As shown in Eqs. 1,
2, 3, and 4, the inventory turnover can be calculated according different analysis
approaches.

Turnover (Raw Materials) =
Total Cost of Raw Materials

Average Inventory of Raw Materials
(1)

Turnover (Work in Progress) =
Total Production Costs

Average Inventory of Work in Progress
(2)
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Turnover (Final Products) =
Total Sales Cost

Average Inventory of F inal Products
(3)

Inventory Turnover =
Sum of product inventory

Average Inventory
(4)

2.2 An Empirical Production Planning Method

The production planning method for the fertilizer company in this case study is
considered as empirical and considerably subjective (is based on the experience of
the production planner). The planning process is supported by an ERP database
and a spreadsheet, following a heuristic procedure similar to the described in
Fig. 1.

Production Planning starts with a sales forecasts provided by the commer-
cial department. Forecasts are made for a mid-term horizon, a year usually,
segmented in months. Estimated sales are included in the spreadsheet and dis-
tributed along the planning horizon for NPK fertilizers and Calcium Nitrate.

The company has five different plants for the production of Ammonia, Nitric
Acid, Ammonium Nitrate, Potassium Chloride, and Calcium Nitrate. The plants
operate 24 h a day, with 3 work shifts of 8 h each. Programmed maintenance is
carried out every certain amount of produced metric tons. This information is
used for determining the possible inventory levels each month and then, propos-
ing changes to the purchase orders made by the commercial department. Once
inventory levels are adjusted, the Master Planning Schedule (MPS) is prepared
and socialized.

For turnover ratio calculation purposes, data for inventory levels, purchases
and costs were collected during a complete year of operation.

2.3 The Generic Materials and Operational Planning Model
(GMOP)

As cited by [21], the Generic Materials and Operational Planning model was
proposed by Garćıa Sabater [9] and Maheut et al. [13], as an alternative for
modeling the existing relations between the processes and the materials needed
for the elaboration of a product. This lot-sizing model focuses on the planning of
operations (Strokes). A Stroke is defined as any activity or operation that allows
for the transformation of a set of products or Stock Keeping Units (SKUs) into
another set of SKUs, using or immobilizing a certain amount of resources. A
Stroke can contain the following attributes [9]:

– Outputs (Stroke Outputs): The product or set of products obtained from the
stroke execution.

– Inputs (Stroke Inputs): The product or set of products consumed at the exe-
cution of the stroke.

– Lead times
– Operation times and costs
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Fig. 1. Empirical production planning method

– Set-up times and costs
– Resource usage: Resources can be, for example, machinery, the workforce,

and so on.

The GMOP model can easily include capacity constraints, as well as direct,
inverse, and alternate bill of materials, multi-site production, resource require-
ments, by-products, transportation modes, and packaging processes [9,21].

The problem is presented as a mixed-integer programming model, whose
parameters and variables are shown in Table 1. The objective function (5) aims
to minimize the total planning cost Z, which includes storage, operation, and
set up costs generated by the execution of strokes.

Z = Min
∑

t

∑

i

(hi,t ∗ Xi,t)+
∑

t

∑

k

(CSk,t ∗ δk,t +COk,t ∗ zk,t)+
∑

t

∑

i

(CBi,t ∗ wi,t) (5)

Equation (6) represents the inventory constraint. It considers the stock lev-
els from the previous period, demand requirements, purchased items, and the
quantities generated and consumed by the strokes in every period.

Xi,t = Xi,t−1 − Di,t + wi,t −
∑

k

(SIi,k ∗ zk,t) +
∑

k

(SOi,k ∗ zk,t−LTk
)∀(i, t) (6)

Equation (7) ensures the inclusion of a setup cost when a stroke is used: If
zk,t is larger than zero, then δk,t must be 1 in order to satisfy the constraint.

zk,t − M ∗ δk,t ≤ 0∀(k, t) (7)

Equation (8) is a capacity constraint that limits the use of resources by
considering both setup and operations times.

∑

k

(TSk,r ∗ δk,t) +
∑

k

(TOk,r ∗ zk,t) ≤ KAPr,t∀(r, t) (8)
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Table 1. Parameters and decision variables for the GMOP model [9,21].

Symbol Description

i Index set of products (includes product, packaging, and site)

t Index set of planning periods

r Index set of resources

k Index set of strokes

Di,t Demand of product i for period t

hi, t Cost of storing a unit of product i in period t

COk,t Cost of stroke k in period t

CSk,t Cost of the setup of stroke k in period t

CBi,t Cost of purchasing product i in period t

SOi,k Number of units i that generates a stroke k

SIi,k Number of units i that stroke k consumes

LTk Lead time of stroke k

KAPr,t Capacity availability of resource r in period t (in time units)

M A sufficiently large number

TOk,r Capacity of the resource r required for performing one unit of stroke k
(in time units)

TSk,r Capacity required of resource r for setup of stroke k (in time units)

zk,t Amount of strokes k to be performed in period t

δk,t =1 if stroke k is performed in period t (and 0 otherwise)

wi,t Purchase quantity for product i in period t

Xi,t Stock level of product i on hand at the end of period t

Z Total Planning Cost

Finally, Eqs. (9, 10, 11 and 12) define the range and domain of the decision
variables.

Xi,t ≥ 0 (9)

wi,t ≥ 0 (10)

zk,t ∈ Z
+ (11)

δk,t ∈ {0, 1} . (12)

3 Case Study: Fertilizers Company

3.1 Fertilizer Production Process

Fertilizers are chemical substances, intended to supply essential nutrients to
crops, contributing to its growth, fertility and therefore, increasing its pro-
ductivity. There are different types of chemical fertilizers, some of them are
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produced from synthesizing ammonia: the NPK fertilizers [2] and calcium nitrate
[1]. Figure 2 shows a basic overview of the fertilizer production process.

The production process of NPK fertilizers requires Nitrogen (N), Phosphorus
(P ), and Potassium (K). Some necessary substances include Nitric acid, Phos-
phoric rock, and Ammonia. The fertilizer is measured and prepared according
to the percentage of N , P , and K. For example: a 10–30–30 grade fertilizer,
has 10% Nitrogen, 30% phosphorus as P2O5, and 10% potassium as K2O. The
remaining percentage is conformed by fillers (clay), moisture, and a portion of
free salts resulting from the production process. NPK fertilizers are produced
and packaged according to the volumes, and customer’s needs.

On the other hand, the production process of calcium nitrate involves two raw
materials: calcium carbonate (CaCO3) and nitric acid (HNO3). Gaseous NH3

is used to adjust the pH of the solution and ammonium nitrate in solution [20]

Fig. 2. Production process of fertilizers.

4 Results

4.1 Parameters

The information of products, costs, demand, times, resources and capacities are
shown in the following tables. Table 2 shows the codes and descriptions for the
16 products or SKUs. Additionally, the basic costs like holding, production and
purchase costs are listed.

Figure 3 shows an example of a bill of materials for a final product. This
representation is a result from the information shown in Table 3 and Table 4.
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The Stroke Inputs Matrix allows identifying the necessary raw materials for
every Stroke. For example, Stroke 2 (K2) needs 0.71t of Ammonia and 0.18t of
Nitric Acid. Those Strokes without inputs are considered as Purchase Strokes
and are related to purchased substances like Phosphoric Rock, and Clay. On the
other hand, The Stroke Outputs Matrix allows identifying the resulting products
from every Stroke.

A complete data set is available at GitHub and includes all necessary param-
eters for GMOP model: Demand, Setup Cost, Resources Capacities, etc.

Table 2. Product description and basic costs in $COP

Code Description Holding Cost hi,t Production Cost COk,t Purchase Cost CBi,t

AMO Ammonia $ 4.100,0 $ 790.000,0 $ -

ACN Nitric Acid $ 2.650,0 $ 420.000,0 $ -

NAM Ammonium Nitrate $ 4.856,0 $ 443.000,0 $ -

MPKCl Potassium Chloride $ 8.900,0 $ - $ 720.060,0

MPRF Phosphoric Rock $ 9.870,0 $ - $ 366.300,0

MPMAP Mono-ammonium Phosphate $13.200,0 $ - $ 985.380,0

MPDAP Di-ammonium Phosphate $ 13.200,0 $ - $ 1.158.000,0

MPARC Clay $ 2.050,0 $ - $ 57.920,0

MPCAL Calcium Carbonate $ 3.650,0 $ - $138.740,0

NPK1 NPK 10-20-20 $14.760,0 $ 896.460,0 $ -

NPK2 NPK 10-30-10 $15.980,0 $ 950.600,0 $ -

NPK3 NPK 15-15-15 $12.750,0 $ 910.000,0 $ -

NPK4 NPK 12-24-12 $ 14.500,0 $ 897.300,0 $ -

NPK5 NPK 20-5-20 $ 17.320,0 $ 913.000,0 $ -

NPK6 NPK 10-15-25 $ 24.600,0 $ 1.187.300,0 $ -

NICA Calcium Nitrate $17.300,0 $ 680.000,0 $-

4.2 Computational Results

The GMOP mathematical model was programmed using Gurobi (version 6.5).
The model contains 7697 equations and 7452 continuous variables. Hardware
specifications included a personal computer with Intel� CoreTM i5-4300U 2.5
GHz processor and 8 GB of RAM. An integration with Java was necessary to con-
nect Gurobi with Microsoft Excel. This interface allowed to import and export
data sets and solutions. Computational times were acceptable, an optimal solu-
tion was obtained in approximately 1.6 s. The results from the mathematical
model included production quantities, purchase quantities, and inventory levels
for every product in all periods of the planning horizon. The analysis of results
will be carried out considering the inventory turnover and the reduction of pro-
duction, purchase, and holding costs. The inventory turnover was calculated for
every product, according to the Eqs. 1, 2, 3, and 4.

http://github.com/alfonsoromeroc/GMOP_Fertilizers_CaseStudy.git
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Fig. 3. Bill of materials for 10-20-20 NPK fertilizer.

Table 3. Stroke Inputs Matrix. In Tonnes (t)

Code Stroke In (SIik)

K1 K2 K3 K4 K5 K6 K7 K8 K9 K10 K11 K12 K13 K14 K15 K16

AMO 0,04 0,71 0,32 0 0 0 0 0 0 0,05 0,04 0,07 0,02 0,06 0,01 0

ACN 0,18 0,18 0 0 0 0 0 0 0 0,13 0,07 0,26 0,08 0,23 0,69 0

NAM 0,03 0 0 0 0 0 0 0 0 0,08 0,38 0,12 0,41 0,07 0,14 0

MPKCl 0,37 0 0 0 0 0 0 0 0 0,19 0,29 0,24 0,38 0,44 0 0

MPRF 0,13 0 0 0 0 0 0 0 0 0,14 0,15 0,14 0,06 0,13 0 0

MPMAP 0,31 0 0 0 0 0 0 0 0 0,49 0,28 0,45 0,12 0,31 0 0

MPDAP 0,09 0 0 0 0 0 0 0 0 0,11 0,13 0,08 0,14 0,07 0 0

MPARC 0,04 0 0 0 0 0 0 0 0 0,06 0,04 0,08 0,05 0,04 0 0

MPCAL 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0,54 0

NPK1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

NPK2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

NPK3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

NPK4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

NPK5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

NPK6 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

NICA 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
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Table 4. Stroke outputs matrix. In Tonnes (t)

Code Stroke Out (SOik)

K1 K2 K3 K4 K5 K6 K7 K8 K9 K10 K11 K12 K13 K14 K15 K16

AMO 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0

ACN 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0

NAM 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0

MPKCl 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0

MPRF 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0

MPMAP 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0

MPDAP 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0

MPARC 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0

MPCAL 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1

NPK1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

NPK2 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0

NPK3 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0

NPK4 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0

NPK5 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0

NPK6 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0

NICA 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0

Table 5 shows the results of the inventory turnover calculation for the empir-
ical model and the GMOP model. Table 6 shows a comparison of the total
costs obtained with both methods. Overall, the GMOP model demonstrated its

Table 5. Inventory turnover results

Code Description Empirical model GMOP model Variation

AMO Ammonia 25 55,1 120,40%

ACN Nitric Acid 69,8 172,1 146,56%

NAM Ammonium Nitrate 113,2 146 28,98%

MPKCl Potassium Chloride 7,6 18,4 142,11%

MPRF Phosphoric Rock 4,6 10,4 126,09%

MPMAP Mono-ammonium Phosphate 8,1 20,3 150,62%

MPDAP Di-ammonium Phosphate 3,3 5,9 78,79%

MPCAL Calcium Carbonate 7,4 26,2 254,05%

MPARC Clay 4,9 11,4 132,65%

NPK1 NPK 10-20-20 28,9 26,2 −9,34%

NPK2 NPK 10-30-10 20,4 30,3 48,53%

NPK3 NPK 15-15-15 21,4 27,5 28,50%

NPK4 NPK 12-24-12 20,8 33,3 60,10%

NPK5 NPK 20-5-20 23,2 31,4 35,34%

NPK6 NPK 10-15-25 20,5 29,3 42,93%

NICA Calcium Nitrate 40,4 50,9 25,99%
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effectiveness optimizing the inventory turnover for the majority of final products
and raw materials. For NPK fertilizers, turnover improvements were between
28.5% and 60,1%. On the other hand, Calcium Nitrate Fertilizer had an improve-
ment close to 26%. Particularly, the biggest variations in turnover were related to
raw materials, especially for solid substances like Calcium Carbonate (254,05%),
and Monoammonium Phosphate (150,62%).

In terms of costs, holding and purchase costs had the highest reductions (Up
to 29% and 21% respectively). On the contrary, Production costs had a slight
variation, close to 2.84%. In a similar way to turnover results, raw materials
obtained the highest reductions in holding costs. Table 6, shows reductions from
55,5% in the case of Nitrogenous raw materials (liquid) and 63.5% for solid raw
materials.

As can be seen in Table 3, raw materials are the most used SKUs by the
strokes. The GMOP model allowed obtaining a solution that optimizes the inven-
tory levels and ensures the availability of these substances. This is a reasonable
explanation for the higher reductions in costs and inventory turnover. In other
words, inventory levels are intended to be the minimum and to be consumed
as soon as they are needed. Also, purchase costs were minimized due to the
reduction in purchase orders: only orders when is necessary.

Table 6. Costs variations (US dollars)

Cost Empirical model GMOP model Variation

Production costs $ 388.333,11 $ 377.307,07 −2,84%

Purchase costs $ 280.897,60 $ 221.804,18 −21%

Holding costs for final products $ 3.038,51 $ 2.158,06 −28,98%

Holding costs for solid raw materials $ 7.705,54 $ 2.807,61 −63,56%

Holding costs for Nitrogenous raw materials $ 707,82 $ 314,74 −55,53%

5 Conclusions

An implementation of the Generic Materials and Operational Planning Model
(GMOP) was proposed for optimizing the inventory turnover in a fertilizer
company. The model allowed considering complex constraints usually present
in large-scale chemical processes, obtaining outstanding results when compared
with an empirical production planning methodology.

Inventory turnover improvements were significantly high for raw materials,
especially for the most common SKUs in the bills of materials. Holding and
purchase costs were significantly minimized, due to the reduction of inventory
levels and purchase orders. The GMOP model demonstrated its efficiency in
dealing with a real-scaled problem with a complex set of constraints and product
structures, optimizing an indirect variable like inventory turnover.

Further research approaches will consider extending the current model,
including all packaging and transportation constraints. Also, is necessary to
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extend the analysis to broader cases and comparisons. This could lead to impor-
tant contributions, combining approaches related to modular plants and sustain-
able chemical supply chain concepts.
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Abstract. The paper addresses the inventory control problem in logistic net-
works with complex, mesh-type interconnection structure. Contrary to the
majority of previously analyzed models, the considered topology does not
assume any simplifications nor restrictions in the way the nodes are linked with
each other. The system encompasses two types of actors – retailers and suppliers
– connected via unidirectional links with non-negligible transshipment delay.
The uncertain external demand may be imposed on any retailer and backo-
rdering is not allowed. The resource distribution is governed using the classical
(r, Q) inventory management policy implemented in a distributed way. In this
work, the continuous genetic algorithm is applied for automatic selection of
reorder point r and shipment quantity Q. The optimization process aims to
provide a trade-off between the economic costs and customer satisfaction.
Numerous simulations are performed to evaluate the effectiveness of genetic
algorithm performance in the considered class of problems.

Keywords: Inventory control � (r, Q) policy � Periodic-review systems �
Computational intelligence � Continuous genetic algorithms

1 Introduction

The last decades have led to the significant development of world-wide supply chains
(SCs). The globalization and international commerce influence various sectors of the
industry. As a consequence, both the regional markets and international trade routes
have been enlarged and upgraded. Besides the growth of existing SCs, new ones are
created. However, the foreign, as well as the domestic trade partners need to face a
dynamically changing market situation, set according to political conditions [1],
innovation deployment [2], and environmental factors [3]. Moreover, the future fore-
casts indicate even bigger unpredictability, e.g., in the context of the One Belt One
Road Chinese (OBOR) initiative that aims at establishing long-term cooperation among
various countries throughout Eurasia [4, 5]. The creation of OBOR would influence the
current trade routes and thus change the conditions of multiple economic sectors in
different areas and commerce zones.
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A considerable amount of research is being devoted to the optimization of real-life
control systems. In the context of logistics, new inventory management strategies and
heuristics are proposed and examined in diverse environments, especially with respect
to the uncertainties observed in the current network architectures [6, 7]. However, the
majority of those works assume significant simplifications of the system structure, i.e.,
single-stage connections [8, 9], serial systems [6, 10], or arborescent linkage (with
separate paths of goods flow) [11, 12]. In addition to the tuning difficulties, adoption of
such narrow perspective could lead to serious side-effects, e.g., excessive costs, or
unsatisfied demands, implying the loss of customer trust [13].

The effective optimization of models closely resembling the actual systems is a
challenging task due to system nonlinearities and uncertainties. It is difficult to obtain
the desired solution in an analytical way. On the other hand, recently, the intelligent
computing based on evolutionary phenomena has found a wide range of applications in
complex optimization tasks. As indicated in [14], despite a large number of new soft
computing techniques proposed, genetic algorithms (GAs) remain a powerful tool to
face the complexity of sophisticated numerical problems. They are widely used in the
simulation-based optimization in many branches of science and industry, including
logistics and transport [15, 16].

In this paper, logistic systems having non-trivial interconnection structure are
investigated. The system nodes are linked via unidirectional channels affected by lead-
time delays. The uncertain customer demand may be imposed on any controlled node
in the distribution network. The novelty of this work is twofold. First, the application of
the classical reorder point/order quantity policy – the (r, Q) policy – to govern the
resource flow in periodic-review logistic systems with mesh topology is investigated in
the analytical terms. Secondly, a continuous genetic algorithm (CGA) is proposed to
adjust the policy parameters to the requirements of a given distribution environment.
Those requirements balance reduction of economic costs against maintaining high
customer satisfaction. The outcome of the optimization procedure provides a high-
quality candidate solution that meets the objectives defined by the system managers in
the decision-making process.

2 System Model

2.1 Network Topology

The model of the considered class of logistic systems assumes that the distribution of
resources (single product) is realized between two types of entities:

• external sources (suppliers) that contribute goods to the network but do not handle
the customer demand directly,

• controlled nodes (retailers) that are influenced by the customer demand and
replenishment requests from the neighbors in the network structure (the nodes
directly linked).

No structural simplifications with respect to the interconnection topology are assumed.
The suppliers have an infinite capacity. The retailer can be replenished from any
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number of nodes (both external sources and other controlled nodes) and serve as a
goods provider for multiple nodes. No isolated nodes (without input connections) are
permitted. Also, no controlled node can be a source for itself. The uncertain external
demand may be imposed on any controlled node during the entire planning horizon.
The demand requests are satisfied immediately, without any delivery delays, if the
amount of resources accumulated at the corresponding node allows it. In the case of
insufficient on-hand stock the imposed demand is declined, i.e., backordering is not
accepted. The node interconnection is described by a pair of attributes:

• supply factor (SF) that determines a part of the required resources that should be
acquired from a neighbor or an external source,

• lead-time delay (LT) that determines the time – the number of periods – that passes
from issuing a replenishment order to the goods delivery.

In order to establish a baseline, the nominal case of resource distribution process is
considered. Hence, no perturbations in the transport channels that could lead to
unplanned delays are expected. Moreover, neither damage, nor loss of resources
occurs.

2.2 Node Operations

The sequence of operations that are performed at a controlled node in each time period
is illustrated in Fig. 1. First, the resources from the incoming shipments are registered
in the on-hand stock. Then, based on the current on-hand stock level, the node strives to
satisfy the external demand imposed by the customers. Afterwards, the replenishment
orders from the neighbors are fulfilled, depending on the availability of accumulated
resources. Finally, the node generates the replenishment requests for its suppliers based
on the inventory position comprising the on-hand stock level plus the goods in-transit.

Fig. 1. Node operational diagram.
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2.3 Resource Distribution Metrics

Two metrics are considered to evaluate the effectiveness of resource distribution:

• holding cost (HC) – the cost of storing resources at the controlled nodes,
• customer satisfaction (CS) that determines the quality of services from the customer

point of view, quantified here through the percentage of satisfied demand.

3 Mathematical Description

3.1 Node Interaction

The network under consideration consists of P nodes – M external sources (suppliers)
and N controlled nodes (retailers) – with finite stock capacities. The nodes are connected
using directed links parametrized by two attributes. The first attribute, aij, is the nominal
SF between nodes i and j, aij 2 [0, 1]. Owing to the unidirectionality assumption, if
aij > 0, then aji = 0. In addition, the SFs at node i sum to one, i.e.,

PP
j¼1 aji ¼ 1. In the

case of insufficient stock, i.e., when a node cannot fulfill all the replenishment requests
from its neighbors, the SF is lowered as 0 � aij tð Þ � aij. The second attribute – bij –
denotes the LT between nodes i and j, bij 2 [0, B], where B is the longest LT at any link.
The LT encompasses the time of all the activities from issuing an order to the goods
delivery.

The on-hand stock level at controlled node i – xi(t) – evolves according to

xiðtþ 1Þ ¼ xiðtÞþ uiðtÞ � hiðtÞ � oiðtÞ; ð1Þ

where:

• t ¼ 0; 1; . . . – the independent variable marking subsequent instants of stock
review,

• ui(t) – the quantity of resources from the incoming shipments at node i in period t,
• hi(t) – the demand satisfied by node i in period t,
• oi(t) – the replenishment quantity sent by node i to its neighbors in period t.

The model accepts the situation when the external demand is imposed on any con-
trolled node. The demand requests are not known a priori. In order to obtain a high
service level, they should be satisfied immediately. In the considered model, backo-
rdering is not allowed, which implies nonlinear dynamics with respect to the demand
[17]. Denoting the quantity from the customer requests placed at node i in period
t (external demand) by di(t), the satisfied demand

hiðtÞ ¼ min diðtÞ; xiðtÞþ uiðtÞð Þ; ð2Þ

i.e., the customer demand is served up to the level of resources available in stock and
currently realized orders xi(t) + ui(t).

Let qi(t) denote the replenishment order generated by node i for all its neighbors
and suppliers in period t. With aji being the lot part requested from node j and bji the
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delay in order procurement between nodes j and i, the goods quantity from the
incoming shipments received by node i may be determined from

uiðtÞ ¼
XP
j¼1

ajiðt � bjiÞqiðt � bjiÞ: ð3Þ

Finally, the quantity of resources sent by node i in the outgoing shipments to its
neighbors is described as

oiðtÞ ¼
XN
j¼1

aijðtÞqjðtÞ: ð4Þ

Note that if nodes i and j are not connected, then aij tð Þ ¼ aji tð Þ ¼ 0:

3.2 State-Space Representation

In order to implement the considered model on a computing machine, it is convenient
to formulate the mathematical relationships describing the distribution system
dynamics in a matrix-vector form. First, the elements from (1) and (3) are grouped into

• x(t) – the vector of node on-hand stock levels in period t,
• q(t) – the vector of replenishment signals issued in period t,
• h(t) – the vector of satisfied demands in period t.

Let us introduce a matrix that will hold the information about the network topology
and goods in-transit to be delivered with delay of k periods, k 2 [0, B], as

AkðtÞ ¼

P
i:bi1¼k ai1ðtÞ c12ðtÞ � � � c1NðtÞ
c21ðtÞ

P
i:bi2¼k ai2ðtÞ � � � c2NðtÞ

..

. ..
. . .

. ..
.

cN1ðtÞ cN2ðtÞ � � � P
i:biN¼k aiNðtÞ

2
6664

3
7775: ð5Þ

The entries on the main diagonal represent the goods from the replenishment orders
generated k periods before t, whereas the off-diagonal ones

cij ¼ �aij; if bij ¼ k;
0; otherwise:

�
ð6Þ

Then, the state-space equation describing the system dynamics may be formulated as

xðtþ 1Þ ¼ xðtÞþ
XB
k¼1

Akðt � kÞqðt � kÞ � hðtÞ: ð7Þ
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3.3 Reorder Point/Order Quantity Policy

In order to manage the flow of goods in the logistic system under consideration the
(r, Q) policy is applied. The policy is implemented in a distributed way – at each
controlled node independently. In this approach, the replenishment order is generated
as soon as the inventory position yi(t) (the sum of on-hand stock and in-transit orders) at
node i falls below ri – the reorder point (RP). The order is realized in batches of a
certain size Qi – the order quantity (OQ). In the steady state, at the end of each period,
ri � yi(t) < ri + Qi. For the policy deployment, the pair of parameters, ri and Qi, needs
to be determined for each controlled node. The quantity of goods to be ordered by node
i in period t is established according to

qiðtÞ ¼ Qi; if yiðtÞ\ri;
0; otherwise:

�
ð8Þ

Let the RPs and OQs be grouped into vectors r and Q, respectively.

3.4 Search Space Boundaries

It is necessary to find such vectors r and Q that enable one to perform efficient resource
distribution. For this purpose, the CGA-based optimization procedure will be con-
ducted. First, in order to limit the space of problem solutions, the baseline solution for
the optimization should be established. Let rinit and Qinit denote the vectors of the
initial RPs and OQs, respectively. The initial solution should provide full CS, possibly
with excessive on-hand stock at the controlled nodes [18]. Let us consider the resource
distribution scenario in which the fixed external demand with maximum intensity is
imposed on all the retailers in each period. Denoting the vector containing the highest
value of external demand imposed on the controlled nodes by dmax, the initial RPs may
be determined as

rinit ¼ IN þ
XB
k¼1

kAk

 !
A�1dmax;whereA ¼

XB
k¼1

Ak: ð9Þ

Moreover, according to [19], the initial batch size should satisfy the inequality
(with component-wise “>” comparison)

Qinit � I[A�1 � dmax: ð10Þ

4 GA-Based Optimization

In this work the optimization aims to balance two criteria – reducing the HC and
maintaining CS. Due to the model nonlinearities, it is difficult to determine the input
vectors r and Q in an analytical way for arbitrary demand distribution. Hence, the CGA
is applied to adjust the parameters of the (r, Q) policy to given requirements of network
managers. This adaptation is realized via simulation-based optimization.
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4.1 Continuous Genetic Algorithm

This paper investigates the application of CGAs to adjust both RPs and OQs for the
optimal resource reflow in logistic networks with complex topology. First, the fitness
function that combines both optimization criteria is formulated. As opposed to the
classical multi-objective approach, the CGA requires a single fitness function. The one
proposed in this work allows one to smoothly balance the economic and customer-
related objectives.

Since the domain of model variables is continuous, CGA is applied instead of the
classical binary form of GAs [20]. Let the pair of vectors r and Q constitute a candidate
solution. Then, the value of the node reorder point and batch size will be a gene in the
chromosome. Contrary to the classical approaches to the (r, Q) policy tuning, that first
establish the vector of RPs and afterwards OQs [21], the algorithm considered in this
paper modifies both of them simultaneously.

The initial population is randomly generated using the baseline candidate solution
set through (9) and (10). This solution provides a constraint of the search space. Hence,
considering the baseline rinit and Qinit, all the candidate solutions in the initial popu-
lation are determined as

r ¼ r1; . . .; rN½ �T; where 8
i
ri 2 0; riniti

� � ð11Þ

and

Q ¼ Q1; . . .;QN½ �T; where 8
i
Qi 2 0;Qinit

i

� �
: ð12Þ

The simulation of resource distribution process is performed for each candidate solu-
tions in the population. Afterwards, the values of the fitness function are calculated
based on the performance metrics – HC and CS – described in Sect. 2. The selection,
crossover, and mutation operations are performed sequentially. The evolution of the
consecutive populations continues until one of the stop conditions: the generations limit
or the number of generations without improvement of the highest fitness value; is
satisfied.

4.2 Genetic Operations

The considered CGA has been tested using the classical genetic operations discussed in
the current literature [20]. Conducting numerous simulations allow one to choose the
most suited one for the problem at hand.

First, the tournament selection has been applied. This method takes into account the
fitness values of the candidate solutions; hence, it allows one to privilege the “better”
candidate solutions over “weaker” ones. Moreover, the computational cost is smaller
than in other classical selection methods, e.g., roulette-wheel selection, or stochastic
universal sampling [20].

152 P. Ignaciuk and Ł. Wieczorek



Second, the recombination mechanism is realized according to the multi-point
crossover that translates the pair of individuals (parents) into two candidate solutions
(children). The considered algorithm assumes the two-point crossover that generates
two arbitrary different divider points, in the range [1, N–1], for each pair of parents.

Finally, the uniform mutation operation is performed with the probability of 15%,
which is a suggested value for CGAs in order to avoid local minima.

4.3 Fitness Function

The purpose of the discussed optimization process is to find the best trade-off between
two conflicting objectives. The first objective aims at minimizing the economic cost
that arises from the excess stock gathered at the controlled nodes. The overall HC may
be calculated as

fHC ¼
XT
t¼1

xðtÞ; ð13Þ

where T denotes the planning horizon.
The second objective is to maximize the CS that is expressed as the percentage of

the imposed demand actually satisfied. It is quantified by

fCS ¼
PT

t¼1 hðtÞPT
t¼1 dðtÞ

: ð14Þ

Let f initHC denote the initial HC that is the metric of the baseline candidate solution
((9) and (10)). Then, the fitness function that combines all the metrics and the man-
agers’ preferences may be formulated as

ffitnessðfHC; fCSÞ ¼ 1� fHC
f initHC

� �u

fCSð Þx; ð15Þ

where u and x allow for balancing the optimization objectives priority.

5 Numerical Study

In order to evaluate the effectiveness of CGA in solving the optimization problem
under consideration, over 104 numerical studies were performed. The experiments
assumed various scenarios in terms of network topology, customer demand, and
planning horizon. Moreover, different objective priorities have been taken into account
to observe the tendencies of the evolution process.

Two optimization scenarios have been chosen for closer examination. They are
discussed in the framework a twenty-node network illustrated in Fig. 2. The inter-
connection structure encompasses five external sources (M = 5) and fifteen controlled
nodes (N = 15). The links between the nodes are affected by LTs that are assigned
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randomly in the range [1, 5]. The planning horizon assumes 50 periods. The stochastic
external demand is imposed on all the controlled nodes. The demand requests are
generated using Gamma distribution with the shape and scale parameters set as 5 and
10, respectively. The initial on-hand stock levels at the controlled nodes are adjusted
equal to the reorder point, i.e., x(0) = r.

Two cases of priority setting have been examined. The first one – the satisfaction-
oriented scenario – focuses on the maximization of CS while allowing excess stock.
The second scenario aims for maximum reduction of the HC, accepting a loss of CS.
Table 1 provides the applied priority coefficients.

In both cases, the CGA-based optimization assumes 50 individuals in the popu-
lation and two stop criteria: the maximum number of 200 generations, and the limit of
50 successive generations without an improvement of the best fitness function value.

The initial vector of RPs calculated according to (9), that limits the search space of
the candidate solutions:

rinit ¼ 354; 2056; 1892; 2547; 1854; 3938; 2928; 1161;

3163; 2723; 803; 632; 875; 431; 456

" #
: ð16Þ

Fig. 2. Interconnection structure.

Table 1. Optimization priorities

Scenario u (HC) x (CS)

Satisfaction-oriented 1 2
Cost-oriented 10 1
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Similarly, the initial OQs established from (10):

Qinit ¼ 178; 624; 592; 690; 928; 939; 814; 324;

621; 515; 335; 227; 220; 136; 92

" #
: ð17Þ

By examining the baseline candidate, a full-search algorithm would need to per-
form almost 4.57�1085 simulations to explore all the possibilities. The common com-
puting machines do not permit solving such a problem in reasonable time. That is why
the use of CGA is explored.

The initial HC, based on (16) and (17), equals 9.16�105 units (full CS is guaranteed
with this setting). In the satisfaction-oriented scenario one may satisfy the imposed
demand in full whereas reducing the overall HC to 7.3�104 units. On the other hand, in
the cost-oriented one, the HC are decreased to 1.34�104 units, yet 16% of the demand
requests need to be rejected.

Figures 3 and 4 present the optimal solutions. The reduction of both RPs and OQs
is clearly perceptible in each case. Moreover, the result of cost-oriented scenario
indicates lower RPs than in the satisfaction-oriented one, albeit bigger values of OQs. It
is caused by the fact that the transportation costs are not taken into account. Hence,
from the cost perspective, it is more profitable to have in-transit orders than storing
resources in the on-hand stock.

Fig. 3. (r, Q) policy parameters for satisfaction-oriented scenario.

Fig. 4. (r, Q) policy parameters for cost-oriented scenario.
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Figure 5 depicts the fitness value improvement in either scenario. The observed
tendencies indicate fast rise of the fitness values at the beginning of the optimization
process. After the initial increase, the improvement speed lowers, especially near the
optimal state. Before reaching the stop criteria, the satisfaction-oriented optimization
performed 149 generations, i.e., 7.45�103 simulations. In turn, in the cost-oriented
scenario, all the possible 104 simulations, i.e., 200 generations have been evaluated,
since the optimal solution was found in the 157th generation.

6 Conclusions

The paper addresses the optimization of periodic-review resource distribution systems
with complex topology. The distributed (r, Q) inventory management policy is applied
to control the reflow of goods. The investigated CGA-based procedure allows one to
efficiently adjust the policy parameters – reorder point and order quantity – to given
requirements of system managers with respect to holding costs and customer satis-
faction. The system performance has been verified through numerical studies assuming
various goods distribution scenarios. As a further work, in addition to demand
uncertainty, other perturbations, e.g., imperfect transportation channels, will be
considered.
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Abstract. The success of any project lies in a great manner on keeping costs in
the estimated values, as well as meeting customer required due date. Therefore,
there is a current need of developing an information system that facilitates the
creation and managing of projects and their processes, including costing
schemes, as well as monitoring an optimizing project’s makespan. In order to
address this situation a user-friendly information system (IS) was developed.
This IS includes an optimization module that reduces the project’s execution
time, thus, minimizing costs and ultimately providing the manager with the right
tools for the correct development of the project. Therefore, a better planning of
activities in a reduced time is accomplished. In this way, the project manager is
equipped with a decision support system (DSS) that allows a better decision
making and, thanks to this performance optimization, a cost-effective solution
can be delivered to the company. The optimization module is the main inno-
vative component in this IS, considering that addresses the problem as a mul-
tiobjective one, considering at the same time makespan and cost. This module is
based on global bacteria optimization (GBO). This becomes the most relevant
improvement when compared to other ISs in the market.

Keywords: Information systems � DSS � GBO � Multiobjective optimization �
Engineering projects � Project management

1 Introduction

Whether this duty is performed by many people or just one, scheduling of operations is
hard work; especially if the assignment is a sequence or schedule of tasks that lead to
the conclusion of a project. This is a common problem for any company delivering
services through the execution of projects. In addition to this inconvenient, there is the
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haste to send any quote where a project needs to be programmed. In this sense, a
suitable enterprise resource planning –ERP- with an easy access is a requirement for an
efficient allocation of resources and an adequate ending in a project.

The problem addressed in this research is oriented towards the way in which current
computing platforms perform project programming. In general terms, they are rigid
systems lacking a web environment, flexibility and options for the user to achieve
alternative schedules, and most importantly, lacking integrated optimization algo-
rithms. One of the most well-known computer-based project tools is Microsoft Project.
This tool allows tracking and managing projects, but a multi-scenario assessment
option for a project is absent. As it can be inferred, this instrument lacks an opti-
mization module; some tools are used to give priority to certain tasks or activities, but it
cannot show an optimal scenario by itself.

Total planning, programming and monitoring of projects grants optimal resource
use, leading to a better quality, cost-effective process and with a reduced execution
time. Acknowledging the need for competitiveness and promotion of Colombia’s
economic improvement, this research for a decision support system was put forward.
For this, the development of an information system that allows the operational planning
of projects and costing optimization of tasks and resources in service-oriented
companies.

The research and development of the project was based on the need companies
have for a project creation and management system with optimization methods for
decision-making support. The advantage of this sort of system is to free project
managers from the exhausting reprogramming and resource allocation tasks. This type
of computer-based tools is vital for companies so as to automate projects. Today,
available tools offer separate services, so a project’s overall assessment cannot be
carried through. Besides, projects always have unforeseen events arising, thus, as
existing instruments provide rigid planning systems, these unexpected circumstances
cannot be considered for decision making.

The solution to project programming in the IS is delivered using Resource Con-
strained Project Scheduling Problem –RCPSP-. This type of problem comprises
activities or tasks, resources, precedence relationships, and assessment options. Pro-
jects, especially resources, have limitations. Among the applications of this kind of
problems are: construction projects (e.g. skyscrapers, bridges or highways), on order
and small lot production planning problems, development and research projects, and
logistics for massive meetings (international political conferences or world sports
events).

2 State of the Art

2.1 Costing Systems Definition

For a better definition of a costing system, the context of a company is necessary, going
from the general to the particular. Katz and Kahn [1], under the approach of the theory
of systems, conceive organizations as open systems in permanent interaction with their
environments that receive supplies in order to transform them into products or services.
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Kast and Rosenzweing [2] pose organizations as a set of interconnected subsystems:
the goals and values subsystem, the technical subsystem, the managerial subsystem, the
psychosocial subsystem and the structural subsystem.

The managerial subsystem is the group of interconnected functions and activities
used to plan, lead and control the strategy and operation of the company in relation to
the objectives established so as to permit the interaction of the company with its
environment. For this purpose, the managerial subsystem uses other subsystems like
the planning, information and management subsystems.

An information system is a permanent process of collecting, processing, storing,
distributing and using information to support decision making and redefine the
objectives and resources for the planning, coordination and monitoring process in a
company [3]. Within the information subsystem, the accounting system constitutes the
backbone, which is defined by Hansen and Mowen [4] as a system “that consists of
interrelated manual and computer parts and uses processes such as collecting,
recording, summarizing, analyzing (using decision making models), and managing data
to provide information to users”. According to Horngren et al. [5], accounting infor-
mation serves managers to administer and coordinate the activities or functional areas
they oversee. A costing system can be implemented in any organization that produces
goods or provides services.

2.2 Resource Constrained Project Scheduling Problem–RCPSP

In project programming, the main objective is the reduction of makespan; this is, the
total time it takes to start and finish a task schedule [6]. Other objectives include the
reduction of task delays [7] and the maximization of the net present value of projects [8].

2.3 Algorithms Used to Solve the RCPSP

Ballestin [9] explains that with the development of heuristic and exact procedures for
the RCPSP, the need to create evaluation and comparison instances arose. For several
years, most researchers performed their own tests [10–12], making difficult to compare
methods since, on the one hand, algorithms were not tried on the same problem (except
for few authors who managed to put together more than one algorithm), and on the
other hand, problems were frequently generated from a very restricted set of the pro-
ject’s features. [12] collected 110 problems from different authors to which an optimal
solution was estimated. The Patterson problems, as this set of instances was called,
were used for many years to measure algorithm efficiency [13–16].
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2.4 Schedule Generation Schemes

Schedule Generation Schemes or SGS are a fundamental part in many RCPSP pro-
cedures. SGS build a feasible schedule by a stepwise extension of a partial schedule
that at first assigns start 0 to task 1. In a partial schedule, only a subset of n activities
has been scheduled. There are two types of SGS: serial and parallel. While the former
uses activity incrementation in the stepwise procedure, the parallel performs time
incrementation [9].

2.5 Information Systems for Project Programming

Information and Communication Technologies have a relevant role in every single
organization and in society as they are used in every sector [17]. Commercial software
tools that automate many project management procedures facilitate their overall
management. Generally, project management software has tools to define, order and
assign resources to the different tasks, establish initial end ending dates, track progress,
and facilitate modifications to tasks and resources. Many of them automate the creation
of Gantt and PERT charts.

Some of these tools are hefty and sophisticated software used to manage large
projects, scattered work groups and corporate functions. Besides complex relations,
these high-end tools can manage vast amounts of tasks and activities. Microsoft Office
Project® has become the most widely used project management software today. Its PC-
based software features has tools to produce PERT and Gantt charts and to support
critical path analysis, as well as resource allotting, project tracking, and status reports.
Microsoft Project also tracks how changes in a project’s feature will affect the rest.
Products such as EasyProjects ® and Vertabase Project Management Software ® are
also useful for organizations that wish to implement web-based project management
tools.

In the Colombian Market there can be found information systems for project
management, but they tend to be oriented to the working area; there is not an infor-
mation system product that can work oriented to a general project management. [18]
concludes that Colombia’s software industry have problems due the lack of knowledge
of the software industry systemic dynamic, which implies that there’s no general
developments but specific ones based on specific business needs or custom software by
contract.

2.6 Global Bacteria Optimization

There are a set of tools that allow decision makers to have a proper approach to an
optimal solution of a problem. Relevant contributions have been proposed by different
researchers regarding the MCDM. These approaches are more mainly descriptive,
defining possible solutions, including the attributes and evaluation of the criteria, but
most importantly, there is a utility function where the criteria is incorporated. This
utility function has to be maximized during this process and that is how optimal
solutions are reached.
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However, there are some relevant topics that must be taken into consideration in
MCDM [3]: 1) The purpose is the maximizitation of an utility function, that might be
previously expressed by the decision maker; 2) There is always a feasible optimal
solution for every situation; 3) Decision maker must always choose or sort between a
pair of decisions, 4) Decision maker’s preferences can depend upon two binary rela-
tions: preference (P) and indifference (I).

However, MCDM has also some limitations because problems are considered not
to be realistic, making the theory not as useful as it should be. Additionally, Zeleny
[19], considers that MCDM is not useful when there are time constraints, when the
problem is more completely defined, when there is a strict hierarchical decision system,
when there is a changing environment, when there is limited or partial knowledge of
the problem and when there is collective decision making in businesses; all this because
it reduces the number of criteria being considered, leaving behind other possible
alternatives [4].

On the other hand, Carlsson [20], states that the traditional assumption used in
MCDM, in which the criteria are taken as independent, is very limited and ideal to
complex real life situations [5]. In the same line, Reeves and Franz [21] introduced a
multicriteria linear programming problem, in which they presumed that the decision
maker has more than an intuitive understanding of the trade-offs involved in the
problem in order to determine his preferences in terms of the objectives [6]. In this
sense, it is assumed, that the decision maker is considered to be a rational thinker. It is
also important to point out that the decision maker has a complete understanding of the
whole situation in which his preferences have some basis with the use of a utility
function.

Considering that researchers agree there is no valid optimal solution for any multi-
objective problem, different approaches have been proposed in order to tackle MCDM
problems. For example, Delgado et al. [22] used fuzzy sets and possibility theory in
their approach, and also, multiobjective programming. Similarly, Felix [23] worked
with fuzzy relations among criteria. In order to achieve this, he used his awn approach
for multiple attribute decision making [8]. Finally, Carlsson found the best compromise
solution to MCDM problems with interdependent criteria using a fuzzy Pareto optimal
set of non-dominated alternatives.

Zeleny [19] also pointed out that it is a mistake to use weights for criteria in
MCDM problems independent from criterion performance [4], considering that there
are objectives that might support others. In traditional MCDM it has been found that
the criteria should be independent. However, there are some methods that deal with
conflictive objectives without recognizing other interdependencies that can be present,
making the problem more unrealistic.

A. Multiobjective Optimization Problems
When problems have more than one objective, they are known as multicriteria-based or
multiobjective. It is important to understand the theory that they have considered to
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solve these types of problems. The multicriteria optimization theory takes basically a
set of priorities established by the decision maker and provides the best solution under
their preferences. Kindt and Billaut [24] showed a mathematical definition of the
multicriteria optimization problems expressing them as a special case of vector opti-
mization problems where the solution space is S and the criteria space, Z(S), are
vectorial euclidian spaces of finite dimension [3].

For single criterion problems it is not possible to compare between two solutions
and therefore the optimum is given right away. On the other, in the case of multiple
objectives, this is no longer the case because there will be a set of alternative solutions
that minimize different criteria and they need to be compared. To approach it, Pareto
Optima, a general definition of optimality, is used.

B. MCDM Theory to Solve Multi-objective Problems
In MCDM problems, the decision maker has to look for the “best trade-off” solutions
between conflicting criteria, and it is assumed to be done by optimizing a utility
function. When searching for the solution, the decision maker must choose for an
algorithm or heuristic that can determine the whole Pareto optima set. Then, the
decision maker, ranks the objectives depending of the importance they have in his
decision-making process. This ranking process is done, through the assignation of
weights to the different objectives. There are many ways in literature, that have been
proposed to determine Pareto optima. The selection of the appropriate method depends
on the quality of the calculable solutions and the ease of the application [3].

There are many methods available in MCDM theory to generate Pareto Optima
solutions, such as Convex Combination of Criteria, Parametric Analysis, means of the
ε-constraint approach, Tchebycheff Metric, Goal-Attainment Approach and Use of
Lexicographical Order. This paper references the method that uses Convex Combi-
nation of Criteria and solutions generated were compared with the proposed Global
Bacteria Optimization (GBO) metaheuristic.

T’Kindt and Billaut [24] introduced how graphical representations of the different
optimization problems can be done by using level curves. For minimizing the convex
combination of criteria, problem (Pa) can be represented by defining first the set of
level curves in the decision space, using the conditions for this specific approach:

C. Global Bacteria Optimization (GBO) Algorithm
GBO is a population-based metaheuristic that combines both diversification and
intensification concepts that characterize today’s metaheuristics. It was developed as a
result of a graduate thesis [9] which was directly applied to a scheduling problem
whose results improve MOEA algorithm.

After observing the behavior of Bacteria phototaxis and the different processes that
bacteria incur naturally, this metaheuristic was developed based on these processes,
which was converted into a mathematical function that works as a process within the
algorithm. The algorithm is described as follows:
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START
Generate Valid Bacteria Colony: C
Assign Size of population: Tam
Assign Bacterial Loop Size: A 
DO WHILE (A >= 1){

NewTam = 0;
REPEAT integer i=1:Tam times

IF C[i].energy > rotation-and-race-wear THEN
DO Bacteria Rotation for C[i]
Save directions sets in D[i]
Race to Light C[i] Random Select of the Best
Light Direction in D[i]
C[i].energy=C[i].energy – rotation-and-race-wear

END IF
END REPEAT
REPEAT integer i=1:Tam times

IF C[i].energy > binary-fission-wear THEN 
Create CT set with the Bacteria separated;
CT[NewTam] = C[i]
C[i].energy = C[i].energy – binary-fission-wear NewTam = NewTam + 1;

END IF
END REPEAT
REPEAT i=1:Tam times

IF C[i].energy > Spontaneous-Mutation-wear THEN
IF random  >  Spontaneous-Mutation-Probability THEN

Save C*[i] = C[i]
Mutate C[i] to feasible solution 
C[i].energy = C[i].energy – Spontaneous-Mutation-wear

END IF
END IF
IF random > Reverse-Mutation-Probability THEN {

IF C[i].energy > Reverse-Mutation-wear THEN {
IF C[i] was not better than C*[i] THEN { 

Apply reverse mutation C[i] = C*[i] 
C[i].energy = C[i].energy – Reverse-Mutation-wear

END IF
END If
IF C[i].energy > 0 THEN 

Add energy to C[i] with GLS 
CT[NewTam] = C[i]; NewTam = NewTam + 1;

END IF
END IF

END REPEAT 
A = A - 1 

END WHILE
Select NO-Dominated
END

The main functions that are described in this algorithm are the following:

a. Generation of Initial Bacteria Colonies: Initial bacteria colonies are generated as
feasible solutions to the problem.

b. Bacteria Rotation refers to a function (GLS) that is created to measure the amount of
energy the bacteria is able to release in a rotation, in which the search directions are
based on by the program.
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c. Race to light: a function that is known for each bacteria colony in order to move
from one location to another where the light is more intense. The intensity of the
light is determined randomly among the four mayor intensities in order to get a
more diverse search space.

d. Binary Fission: a process that undergoes bacteria when it is duplicated, generating a
new bacterium with the initial intensity and position as the mother bacteria.

e. Spontaneous mutation: a function where bacteria change its structure and its
position with respect to the light, which can improve a solution or make it worse.
This mutation is only done to some bacteria chosen randomly, but subject to the
energy they have to divide.

f. Mutation by reversion: this process is done on a percentage of mutated bacteria,
given that some bacteria were made worse during mutation process.

g. Bacteria selected for death: Some bacteria do not have sufficient energy to rotate, so
they will no longer continue in the colony. These bacteria are selected for death,
while the rest undergo binary fission.

h. Photosynthesis: bacteria are fed by energy, according to the natural process of
photosynthesis, expressed in ATP. This function assigns an ATP to each bacterium.

3 Methodology

Based on the theory implemented for the application of the cost theory, the organi-
zation of activities and the optimization of target functions, the design is created
through UML diagrams as this language provides standard tools to perform the doc-
umentation analysis and the information system (IS) design [28]. Additionally, inter-
views were conducted to experts and knowledgeable people in project management
who validated the theories and showed activities carried out in a real context.

For the IS design, a process diagram for the project management, the use cases, and
a data model were defined. Once the IS designs were validated, a development platform
and its execution environment were chosen. Based on the information gathered, we
defined 4 phases for the software developing.

3.1 Phase 1: Process Diagrams and Use Cases

Process diagrams, also known as activity diagrams, illustrate the order in which
activities are executed in one or various processes [28]. In order to understand the
problem to be solved, an activity diagram was generated based on the information
collected through the interviews conducted in the different organizations: a vital step to
create the IS design.

Use cases show the options that the system provides to users [28]. Each use case is
a view of the IS and it can be delivered to one or more users, for example, read-only
and execute permission users and the system administrators.
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3.2 Phase 2: Data Modelling (Database Design)

Data generated by a business process must be stored in a database. This database
permits storing, securing, and managing data [28]. Data modeling is the graphic rep-
resentation of data structures. For this IS, the database was designed using a relational
model, this is, a model that organizes the data structure using tables (relations) [29].

3.3 Phase 3: Development Platform

The development platform consists of the software used to develop a computer-based
solution, either through the generation of an automated source code or through people
with the necessary language and programming knowledge to write the source code
[30]. To develop the IS the Microsoft.NET platform was chosen to use C# language
and perform data management with persistence in the Microsoft SQL Server database.
Some features like its interoperability with other applications, its execution engine, its
broad class library, and its simplified deployment model were considered to select this
platform [31].

3.4 Phase 4: Execution Environment

There are two ways of presenting the IS’ execution environment: as server and as
client. For the server, an IS deployment (Internet Information Services - IIS) is nec-
essary, as well as the implementation of a Microsoft Windows database environment.
The client needs a Web explorer to access the application and Microsoft Project to see
some reports. It is important to mention that the server (as a hardware) is not a
mandatory issue and the information system can be installed in a PC.

4 Description of the Solution

The need to create an information system for project management originates in a
research project that generated a decision-making IS for civil engineering projects.
Modeling and development of this IS was based on the conceptual and practical
analysis of this type of companies. From this point, a broader case for application was
noticed: changing this information system into a project management tool (in general
terms) in which some components are included, for example, staff, materials, equip-
ment, time, and money. Considering these components, the integration with the
application’s conceptual model is carried out, thus, leading to this research.

The suggested architecture’s design for the IS has three stages:

• Configuration
• Projects and activities
• Optimization

At the configuration stage, the basic starting data is managed for the IS functioning.
Data like providers, supplies, parameters, and unit prices are essential for infor-

mation management at the moment of creating and managing projects and activities.
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One advantage is the option for the end user to partially or totally reuse the information
provided for the creation and management of future projects. Just as any information
system, an adequate setting of parameters is crucial for project management as they are
the basis for decision making.

During the creation and management of projects and activities, and using the data
input from the configuration, projects begin to take shape. For every project, the
activities to be performed, their schedule (precedence relationships), and the generation
of quotes (internal or external depending on the company) are created. The most
relevant part of this stage is the creation of each of the activities to be performed in the
project. This task is accomplished by the project’s director and team and it is funda-
mental for the project’s success in every aspect: on time achievement of goals and
within the budget for associated costs. Precedence relationships are directly linked to
the latter as they are vital for the performance of activities, one after the other and in the
correct order so as to avoid any delays due to the dependent nature of this process.

Finally, the objective of the optimization stage is not only to minimize time and
costs, but also personnel, material, and equipment usage (if such case occurs), primarily
based on the activities described in the project and its precedence relationships. Hence,
the optimization process is in charge of programming activities and taking advantage of
resources available at a lower cost and in the shortest time possible. In order to
accomplish these objectives, the optimization process estimates the makespan con-
sidering the maximum time value in hours of composite unit prices included in the
project. Once this is finished, personnel are included, and the activity length is esti-
mated to enter a new personnel resource. Optionally, an estimation of the activity
length is performed after entering equipment to determine its length and cost. As a
result, solutions to the project are generated with Microsoft Project and, in this way, the
activities and costs will be monitored by the project’s director. In addition, any
modification can also be done to the project.

The information system design with the cost and optimization modules was
modeled using UML. In this design, use cases, data model and the system’s flow
processes are included. Based on the literature and the experience in project man-
agement, certain basic functions in the IS and the suggested modules were considered.
However, some functions were added, making this a robust system capable of
understanding more variables and allowing the user more flexibility to generate very
basic or complex projects.

4.1 Entity Module

These are general system configurations associated to a project’s supplies. Options in
this module are of general use in the company and this non-specific nature permits to
use it in one or more projects. In this module, the following options are included:
Categories, Subcategories, Groups, Cities, Brands, Measurements, Suppliers, Assets,
Staff, Staff Groups, and Supplies.
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4.2 General Configuration Module

In this general configuration, all the costs and expenses related to the elements used in
the project are managed. This module has the options of: Cost and Expenses Classi-
fication, Parameters, and Parameter Classification.

4.3 Unit Price Configuration Module

In this configuration, the description of unit prices is defined. These are associated to
personnel, supplies, and services. The following options are included in this module:
Capitulations, Sub-capitulations, Basic Unit Prices and Composite Unit Prices.

4.4 Project and Activity Module

In the projects and activities, the projects executed by the organization are managed.
This embraces the generation of the necessary activities for the process and the con-
sideration of personnel, products and services demanded to execute such project. The
options included here are: Projects, Activities, Quotes, and Precedence Relationships.

4.5 Optimization Module

This module countenances cost and time optimization in a project. After the selection
of the project and the number of loops to be performed, results are delivered through
Microsoft Project. Thus, control on the suggested optimal execution of the project is
granted to the project manager by allowing a tracking option and being able to make all
the necessary modifications to improve the process or, on the contrary, state certain
constraints when needed. The optimization module allows the reduction of execution
costs in a project. For example, in an application corresponding to an office remodeling
(construction industry), in which all the required resources were considered and con-
taining more than 10 activities, it is not possible to find an exact solution. Therefore, the
best way to tackle the problem is with the help of a metaheuristic. In this GBO is used.
Once possible solutions are generated two Pareto points can be identified and the
associated curve can be identified as well. The Pareto front can be observed on Fig. 1.
In this figure x axis represents cost and y axis represents makespan.

Results were compared and can be found on Fig. 2. As it can be observed on
Fig. 2, there were important improvements in both the cost and the makespan when
tackling the problem with GBO. Now, depending on the weight assigned to each of the
objectives (cost and makespan) the optimal solution can be point 1 or point 2. No
matter this, the relevant fact is that the software is successfully looking for near optimal
solutions, that could not be achieved when working manually.
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5 Conclusions

A user-friendly IS was designed and developed for service-oriented companies in order
to manage projects. Through the implementation of optimization algorithms, the
reduction of costs and execution times was accomplished in a flexible manner.

This IS accounts for a web-based interface that enables an easy management of
information in the creation of projects. Besides, a costing module based on the cost per
activity system is implemented, hence, giving way to an optimal definition of the
project’s budget. In addition, an activity programming module was also integrated to
optimize project management.

Finally, an optimization algorithm grounded in an adequate activity programming
was used to reduce the costs and execution times estimated in the project’s budget.

Fig. 1. Pareto front solutions

COST MAKESPAN

(1) GBO - Point 1 $              60.375.250 118

(2) GBO - Point 2 $              29.925.144 125,3

(3) ORIGINAL $              98.088.627 181

% DESV (1) vs (3) -38% -35%

% DESV (2) vs (3) -69% -31%

Fig. 2. GBO results
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Abstract. Six sigma has been used in different industries to reach operational
excellence. However, in the chemical industry, the application of this method-
ology is limited. This research presents an implementation of the six sigma
method for ammonium nitrate (AN) content optimization in condensate pro-
duction for a fertilizer company in Colombia. The paper aims to determine the
levels for input variables in the process, to meet desirable standards for con-
densate quality in terms of ammonium nitrate content. Based on the DMAIC
steps implementation, it was possible to establish the main variables affecting
the condensate quality and their optimal levels to reach an ammonium nitrate
content below 15,000 ppm. These results demonstrate the impact that a six
sigma project may have on operational effectiveness and quality improvement
for meeting the customer requirements.

Keywords: Six sigma � Chemical industry � Ammonium nitrate � Condensate
production � Fertilizer industry � Quality improvement

1 Introduction

Variability in a process could generate defects and nonconformity levels in products
and services [1]. Therefore, keeping the process within tolerance limits is critical for
consumer satisfaction, and to survive in a competitive market.

A business strategy for reducing process variation is six sigma [2]. Lately, this
approach has been adopted by many companies to achieve operational excellence in
terms of meeting quality standards and minimizing related costs [3].

A successful six sigma implementation implies the application of a methodology
called DMAIC (define, measure, analyze, improve, and control), which mainly is a five
steps problem-solving approach based on continuous improvement [4].

The industries in which the six sigma method had been applied vary from manu-
facturing, health, education, chemical, electronics, among others [5]. However, the use
of this strategy in the chemical industry is limited [6]. Even more in the ammonium
nitrate (AN) production industry, which has not been previously discussed in the
literature.

We aim to address this gap by using six sigma for quality improvement in con-
densates production, which is a by-product of the AN production process. Specifically,
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in this paper, we determined the optimal levels for the input variables in the AN
production to obtain a by-product meeting a desirable standard.

This application is of fundamental importance as regards the AN is a growing
industry around the world, considering its use as an oxidizing agent or for fertilizer
purposes [7].

The remainder of the paper is organized as follows. Section 2 presents a brief
literature review related to six sigma applications in the chemical production process
and the fertilizer industry. The research methodology is described in Sect. 3. While the
implementation of DMAIC steps is discussed in Sect. 4. Finally, Sect. 5 presents the
main conclusions and further research directions.

2 Brief Literature Review

According to literature, six sigma methodology was developed by Motorola in 1987
[5], and due to its success, it was spread into other fields such as manufacturing, food,
healthcare, service, etc. [6, 8, 9].

Six Sigma means that the distance between specification limits and the average of
the current process output is six standard deviations [10]. Therefore, this methodology
implies a disciplined improvement philosophy, where a low number of defects (less
than 3.4 parts per million) are allowed [11].

In the chemical industry, six sigma has been used for achieving manufacturing
excellence [12]. Such is the case of a research in Dow Chemical in which six sigma
along with discrete event simulation was used to create a proposal to meet a variable
demand and get savings. This research proves two main points. First, the use of six
sigma in the chemical industry, and second, the use of simulation techniques to test
some operational rules formulated as a result of the project [13].

Simulation is not the only complementary technique combined with six sigma for a
successful implementation. Also, the lean-approach has been used in this kind of
projects. Lean six sigma was used to reduce the delays in delivering reports in a
chemical lab dedicated to the analysis of mineral concentrates. The results demon-
strated that the average delays presented were due to retests which could be reduced by
5% for getting savings of at least 200 USD for every 40 trials [14]. In a Turkish
fertilizer company, lean six sigma has been applied for optimizing logistics operations
in terms of reducing inventory time (from 82 to 51 days) and the average inventory
amount in 36% [15].

Also, this combined methodology was used for reducing the turnaround time in a
biochemistry lab dedicated to testing fertilizers [16]. Another study in the fertilizer
industry using the six sigma method was conducted in Indonesia, where this technique
was used to analyze and formulate an improvement proposal to meet national quality
standards. This plan consists of improving the raw material handling conditions and the
storage facilities [17].

Therefore, six sigma implementation has demonstrated many benefits for the
companies that have decided to use it for quality improvement. However, despite the
reported use of six sigma in the fertilizer industry, no one of the above research
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presented a study where it was used to improve an ammonium nitrate by-product
quality. Then, we aim to fill this gap through this research.

3 Methodology

A case study approach was used to perform the research. For conducting the six sigma
project, the DMAIC steps were followed.

First, it was established the problem statement and the dependent and independent
variables for the case. After, we collected and analyzed data from two years in the
company.

Then, a control chart is proposed to analyze the process capability regarding the
tolerance limits. Also, a factorial design of experiments (DOE) was used in the
improvement phase, to determine the influence that the input variables have over the
condensate quality, as the response variable, and to determine the best levels for input
variables to get the desirable standard for the products. Finally, some actions to keep
the improvements are proposed. Table 1 summarizes the DMAIC phases.

4 Improvement of Condensate Quality Through DMAIC
Steps Implementation

4.1 Define

In this case study, the define step implies the description of the production process and
the overall current performance for ammonium nitrate production.

The objective is minimizing the AN content in the condensates generated from the
production process in the selected company. The desirable level for AN content in
condensates is below 15,000 ppm (parts per million), which could represent an average
of 350,000 USD per year in profits.

Table 1. DMAIC steps

Phase Purpose

Define Description of the process or the selected problem, project objective, critical to
quality (CTQ), customer requirements, among others

Measure Selecting one or more critical characteristics, measuring the process and data
related

Analyze In this phase, the problem diagnosis is issued based on the measuring step
Improve Determine factors to control, planning and implementation of improvement

proposals for optimal performance
Control Ensure the sustainability of the improvement. Process monitoring and prevention

of future failures
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Production Process. The production process starts with the ammonia (NH3) and nitric
acid (HNO3) supply to the production plant. In this facility, AN is produced with an
83% concentration and it is stored in a tank. After, this product is transported to a filling
plant for distribution and commercialization purposes.

Condensates are by-products of the described production process. These are sent to
nitric acid plants for being used during the absorption stage. Figure 1 presents the
production process graphically.

Problem Statement. The production rate depends on the demand of AN which is not
stable and has variations over time. It causes operational adjustments to ensure that the
product quality fits specifications around desirable concentrations and pH levels.

Considering the above, when an operational condition changes, the quality of the
obtained condensates is affected. This situation is critical because if the concentration
levels of AN are above 15,000 ppm and its pH reaches 1.5 or more, it would not be
used at the nitric acid plant. After all, the parameters are out of specifications. This
condition affects the efficiency of the plant and the opportunity costs.

4.2 Measuring

In this phase, the AN content in condensates and other independent variables were pre-
selected based on a process analysis. However, the final selection of the independent
variables affecting the response variable depends on the results of the project.

For analyzing the performance of the variables, historical data were collected in a
bi-monthly based for two years. Statgraphics Centurion XVIII [18] was used to conduct
statistical analysis.

Fig. 1. Ammonium Nitrate (AN) production process
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The independent variables (Xn) of the process were:

• Reaction temperature (X1)
• Reaction pH (X2)
• Weak Ammonium nitrate (NH4NO3) temperature (X3)
• Production concentration (X4)
• Recirculation pressure with pump P-5301 (X5)
• Weak ammonium nitrate pH (X6)
• Diluted ammonium nitrate pH (X7)
• Weak ammonium nitrate concentration (X8)
• Diluted ammonium nitrate concentration (X9)

Figure 2 indicates that most of the time the concentration levels for ammonium
nitrate in condensates are surrounded by 21,000 ppm, instead of the average value of
18,500 ppm.

Also, we measured the tons of condensates that could be generated per a production
cycle in the AN plant (Table 2).

Fig. 2. Histogram of frequency for AN content in condensates.

Table 2. Generated condensate per production rate.

Production rate Condensates generated (t per day)

100 37
150 55
200 73
250 92
300 110
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4.3 Analyze

According to the sampling results for the AN condensates, the performance of the main
operational variables was analyzed for identifying their principal effects over the by-
product quality. For this purpose, an analysis of variance (ANOVA) was used
employing general linear models.

ANOVA results indicated that there is a statistically significant association of
condensates with process variables at a 95% level of confidence (Table 3).

Also, Table 4 showed that the principal variables affecting the condensate quality
were X3, X5, and X8, which have the highest F-Ratios in the analysis (Table 4).

Besides, Figs. 3, 4 and 5 suggest that the condensate concentration is proportional
to the weak ammonium nitrate temperature and concentration, and inversely propor-
tional to the recirculation flow rate (recirculation pressure in the p-5301 pump).

Table 3. General ANOVA for variables correlation

Source Sum of squares DF Mean square F-Ratio p-value

Model 3.8673E8 9 4.297E7 3.19 0.0128

Table 4. ANOVA correlation among variables

Source Squared sum LD Average squared F-Ratio p-value

X1 7.6671E6 1 7.6671E6 0.57 0.4589
X2 3.82816E7 1 3.82816E7 2.84 0.1062
X3 1.73428E8 1 1.73428E8 12.86 0.0016
X4 8.42935E6 1 8.42935E6 0.62 0.4376
X5 8.14156E7 1 8.14156E7 6.04 0.0224
X6 2.78549E7 1 2.78549E7 2.07 0.1648
X7 1.80211E7 1 1.80211E7 1.34 0.2601
X8 2.13988E8 1 2.13988E8 15.87 0.0006
X9 2.66698E7 1 2.66698E7 1.98 0.1736

Fig. 3. Relationship recirculation flow pressure vs. condensates
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Also, the results indicate that the weak ammonium nitrate concentration variable
(X8) depends on the recirculation flow in the P-5301 pump (X5). Then, this variable
was removed from the analysis, and a deeper study of the condensate performance was
carried out. For this purpose, only X3 and X5 were considered.

Control Limits. It was determined three times the standard deviation (3r) over and
below the average value as UCL (upper control limit) and lower control limit (LCL),
respectively. This procedure was applied for each variable under study (Figs. 6 and 7).

Fig. 4. Relationship weak AN concentration vs. condensates

Fig. 5. Relationship weak AN temperature vs. condensates

Fig. 6. Control chart for X5 (Recirculation flow pressure)
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After studying the control charts, a design of experiment (DOE) was conducted to
define the appropriate levels of the input variables to reduce the ammonium nitrate
concentration in the condensates under 15,000 ppm.

4.4 Improvement

Based on the established control limits, a factorial DOE [19] was carried out to identify
the association that the input variables have over the response variable (AN concen-
tration in the condensates).

DOE Configuration. It is a 32 factorial design (two factors with three levels each
one). The response variable was the AN concentration in the condensates. The factors
used and their levels are presented in Table 5.

DOE Results. The p-values in bold in Table 6 indicate that the recirculation pressure
in P-5301 pump (A) and the weak ammonium nitrate temperature (B) have statistically
significant effects over the response variable at 95% of confidence (p-values less than
0.05).

In the interaction context, it shows that the effects among factors are not statistically
significant. Due to this, the statistical model could be summarized as follows:

Yij ¼ lþ ai þ bj þ eij ð1Þ

Fig. 7. Control chart for X3 (Weak AN temperature)

Table 5. Factors and levels for factorial DOE.

Factor Levels Value

A: Recirculation pressure of weak AN in the p-5301 pump (psig) High
Medium
Low

39
33
27

B: Weak AN temperature (°F) High
Medium
Low

228
217
206
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Where Yij is the ammonium nitrate content in the condensates with an i-th level of
pressure and j-th level of temperature. While l is the average ammonium nitrate
content in the condensates. ai is the additional effect due to the i-th level of weak
recirculation AN pressure. bj is the additional effect due to the j-th level of weak
recirculation AN temperature. And eij the random error related to Yij measurement.

Therefore, the equation for the adjusted model to condensates estimation is:

Y ¼ 30;789:3� 1091:62X5 þ 90:13X3 þ 989:65 ð2Þ

Figure 8 shows that the effect with more influence over the response variable is in
the first place the temperature, and secondly the pressure. While Fig. 9 indicates that to
get a condensate with concentration levels below 15,000 ppm, the plant should operate
with a recirculation temperature for weak nitrate ammonium as low as possible around
205°F and the highest pressure about 40 psig.

Figure 10 confirms that the two selected factors do not interact, because the lines are
approximately parallel. This means that the effect of one factor will not depend upon
the level of the other.

Table 6. Analysis of variance for DOE.

Source Sum of squares DF Mean square F-Ratio p-value

A: X5 1.09198E7 1 1.09198E7 14.70 0.0011
B: X3 1.87249E7 1 1.87249E7 25.21 0.0001
AA 397857. 1 397857. 0.54 0.4731
AB 47169.2 1 47169.2 0.06 0.8037
BB 193071. 1 193071. 0.26 0.6160
Blocks 182536. 2 91268.0 0.12 0.8851

Fig. 8. Pareto chart of the standardized effects.
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4.5 Control Stage

One of the most challenging stage, when six sigma is applied, is the control phase [20].
This step pursues to keep the optimal results during the regular performance of the
process. Therefore, the following actions were proposed to reach this goal:

• Three values for production rate were fixed: 100, 200 and 289 t per day. This
decision was made for avoiding changes in this parameter each time the demand
fluctuates.

• A strategy for public communication consisting of control charts for continuous
monitoring of AN concentration in the condensate with a frequency of eight times
per work shift.

• Use of poka-yoke devices whose purpose was set alarms for values of recirculation
temperature and pressure out of permissible standards.

• A corrective action plan was put in place, in the event of nonconformity in the
condensates due to operational or quality problems.

5 Conclusion

This work demonstrates the application of six sigma tools in a kind of industry and
process until now unexplored. In this research, we have determined the optimal levels
for input variables to improve the quality of condensates in an ammonium nitrate

Fig. 9. Response surface plot.

Fig. 10. Interaction effects plot for condensates.
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production process using six sigma methodology. Also, we identified the main effects
caused by the variables over the AN content in the analyzed by-product.

The DMAIC steps were followed for a successful implementation of the six sigma
project and statistical tools such as ANOVA and DOE were used to fulfill the research
objective.

Therefore, it was possible to determine that the main variables affecting the con-
densate quality were the temperature of the weak ammonium nitrate recirculation and
the flow pressure. Also, it was determined that the best quality in the condensates
would be obtained when the variables mentioned before have values surrounded 205°F
and 40 psig, respectively.

However, to optimize the ammonium nitrate production the company must
implement the suggested actions in the control phase. With this proposal, it could
improve its efficiency, costs minimization and desirable levels of ammonium nitrate in
the by-products under study.

Also, these actions must be accompanied for a production rate control, because if
the business would not implement this monitoring, the condensates can be out of
control. Therefore, one of the main proposed changes was the standardization of
production rate in three fixed charges: 100, 200 and 280 t per day.

Further studies within the same process, should consider using an improved method
for the recirculation flow pressure measuring more directly. Because in the paper the
discharge pressure from the p-5301 pump was used for estimating the variable. In
future studies of the process, a flow measuring device for a direct and more accurate
estimation could be used instead.
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Abstract. Within companies of the construction sector, the evaluation and
selection of concrete suppliers, is considered a fundamental topic for the ade-
quate construction of buildings, due to the impact it has, not only in the stability
of the building but also in the productivity and the profitability. For an adequate
selection, decision-makers must consider a series of criteria of different kind.
However, as in different fields, due to the numerous criteria and alternatives that
should be considered in the construction industry, the choice of an appropriate
multicriteria decision-making approach has become a critical step in the selec-
tion of suppliers. Therefore, the objective of this research is to define the most
adequate supplier of suitable concrete through the integration of powerful
multicriteria decision-making methods. For this purpose, a fuzzy analytical
hierarchy process (FAHP) is initially applied to define initial factor weights
under uncertainty, followed, using the decision-making test and the evaluation
laboratory (DEMATEL) to evaluate the interrelationships between elements of
the hierarchy. Then, after combining FAHP and DEMATEL to calculate the
final contributions of the factors including the interdependence, finally TOPSIS
technique is used for the order of preference for the similarity with the ideal
solution to evaluate and determine the best supplier.

Keywords: Construction industry � DEMATEL � AHP � Selection of suppliers

1 Introduction

In recent years the construction sector has had an important boom in Colombia, this
largely due to social housing programs, in addition to this, according to [1, 2], con-
struction sector in Colombia currently generates annual investments by US 25 billion
representing 7% of GDP.

In Colombia there are currently 6859 companies in the construction sector, gen-
erating a fierce competition. This competition forces the companies to provide a quality
service to the final customer in order to remain competitive. One of the most used and
important strategies to reduce costs and keep competitive is the subcontracting of
suppliers, although it is possible to reduce operating costs also generates a dependence
on suppliers in processes that use the figure of subcontracting. In this sense it is
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important to perform a constant assessment of the performance of suppliers keep the
control of the operation and make decisions according to the performances of the
suppliers.

Among the materials used in the construction is the concrete, which within its main
characteristics are:

• Ability to withstand a variety of extreme exposure conditions during its lifetime.
• Aesthetic properties allowing architectural innovations and flexibility in their

design.
• High availability that can be manufactured anywhere in the world, which helps

optimize costs and reduce the carbon footprint.

Ceballos [1] indicates that the importance of concrete in infrastructure projects lies
in its versatility, development of technologies that have taken it to unsuspected limits in
its performance, uses and applications. When analyzing the concrete as a critical input
for construction companies, it is important to carry out a multidisciplinary study to
determine the most critical factors in the evaluation of suppliers, seeking to evaluate
multiple factors such as timely delivery and the fulfillment of the expectations of the
interested parties. Supply managers must consider all these factors to make an adequate
selection and evaluation of suppliers. The value of this process lies on the fact that it
has a direct impact on the performance of companies [3].

One of the critical aspects in the construction sector lies on the number of items or
item types that are managed its operation, which leads to a high number of suppliers and
makes it more complex to measure and control the quality of suppliers, impacting its
costs, the duration of the projects, reprocessing, among others. The use of optimization
techniques is proposed to evaluate the suppliers, however, as indicate Meysam, [4]
many mathematical models do not address all the perspectives of the decision maker and
become ambiguous. Therefore these models are not considered as reliable for decisions
processes of this kind [5]. These methods usually handle only quantitative variables
which causes the ambiguity of their solutions [6]. Bruno [6] mentions some advantages
of the AHP method with respect to the previously analyzed, among which it can be
mentioned the hierarchical representation of the model, the management of tangible and
intangible attributes, since it can be combined with other strategies such as TOPSIS,
DEMATEL and others, such as the multidisciplinary characteristic that gives weights to
each factor analyzed according to the objective of the decision maker [6].

According to the latest “Hydraulic Cement: World Production, by Country” report
provided by Index Mundi, the production of cement amounts 2310 million tons. This
value not only show the relevance of the concrete industry for trade and the global
economy, but also imply the need to find ways to improve the performance of com-
panies and their value chain.

Relevant sectors (for example, construction and consumption) represent 28% of
world production [7]. In all these sectors, cement is one of the most critical raw
materials. In this regard, concrete suppliers must be carefully selected to guarantee
meaningful information focused on the aspects. Therefore, this document aims to
develop a fuzzy analytical hierarchy process (FAHP) for the selection of suppliers. The
study was conducted considering concrete as the most critical raw material for a
company in the construction industry.
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2 Methodology

The proposed methodology is composed of six phases and aims for the selection of the
best concrete supplier. In the first phase, a decision-making group is formed to design
the hierarchy and make pairwise comparisons between factors for the FAHP and
DEMATEL methods. A hierarchical structure is organized in phase two. In order to
achieve this, the evaluation of experts in the area is used as well as the literature
compiled, then the criteria based on comparisons of importance (FAHP) are evaluated.
to obtain their global weights. Subsequently, DEMATEL is applied to evaluate the
interrelationships between criteria. Finally, TOPSIS method is used in order to rank the
different company concrete suppliers.

2.1 Fuzzy Analytic Hierarchy Process

Considering that AHP does not include the vagueness of human judgments, the theory
of fuzzy logic was introduced thanks to its ability to represent inaccurate data.
In FAHP, paired comparisons are represented by triangular numbers [8], as described
below (see Table 1). Considering the findings of the literature review, decision-makers
have adopted a reduced AHP scale when making comparisons. Next, the description of
the FAHP algorithm is shown:

• Paired comparisons are made between criteria using the linguistic terms and the
corresponding fuzzy triangular numbers established in Table 1. With these data, a
fuzzy evaluation matrix is obtained as described below in Eq. 1:

~AK ¼
~dk11 ~dk12 . . . ~dk1n
~dk21 ~dk22 . . . ~dk2n
. . . . . . . . . . . .
~dkn1 ~dkn2 . . . ~dknn

2
664

3
775; ð1Þ

indicates the preference of the (k) expert of (i) criterion on (j) criterion through
fuzzy triangular numbers.

• In the case of a focus group, the judgments are averaged according to Eq. 2, where
K represents the number of experts involved in the decision-making process. Then,
the fuzzy evaluation matrix is updated as shown in Eq. 3.

• The geometric mean of the diffuse judgment values of each factor is calculated
using Eq. 4. Here, ~ri denotes triangular numbers.

~dij ¼
PK

k¼1
~dkij

K
; ð2Þ

~A ¼
~d11 . . . ~d1n
..
. . .

. ..
.

~dn1 . . . ~dnn

2
64

3
75: ð3Þ

186 J. E. Restrepo et al.



~rj ¼
Yn
j¼1

~dij

 !1=n
; i ¼ 1; 2; . . .; n: ð4Þ

• Determine the fuzzy weights of each factor ðWiÞ by applying Eq. 5.
• Defuzzify ðWiÞ through the use of Eq. 6, denoted by Mi. Then, Mi is normalized by

applying Eq. 7.

~wi ¼ ~ri � ð~r1 � ~r2 � . . .� ~rnÞ�1 ¼ ðlwi;mwi; uwiÞ: ð5Þ

Mi ¼ lwi þmwi þ uwi

3
; ð6Þ

Ni ¼ MiPn
i¼1 Mi

: ð7Þ

2.2 Decision Making Trial and Evaluation Laboratory

DEMATEL is an MCDM technique that effectively identifies causal relationships in
complex decision-making hierarchies [9, 10]. The final product of DEMATEL is a
visual representation that classifies the factors into two groups: receptors and dis-
patchers [8]. Dispatchers are the criteria that heavily influence other criteria, while the
affected factors are called receivers. To do this, DEMATEL converts the relationships
between the causes and effects of the criteria into a structural mapping model [11]. In
addition, this method indicates the degree of influence of each element, so that they can
be identified significant interdependencies [12].

The steps of the DEMATEL method are explained below:

• The matrix of direct relationship is found: to analyze interdependence, a committee
of experts is asked to make paired comparisons between criteria according to their
personal experience. Each decision maker specifies how the criterion i influences
the criterion j by applying a comparison scale from 0 to 4: no influence (0), low
influence (1), medium influence (2), high influence (3), and very high influence (4).
With these judgments, an average matrix called the direct relation matrix Z is

Table 1. Linguistic terms and their fuzzy triangular numbers

Reduced AHP scale Definition Fuzzy triangular number

1 Equally important [1, 1, 1]
3 More important [2, 3, 4]
5 Much more important [4, 5, 6]
1/3 Less important [1/4, 1/3, 1/2]
1/5 Much less important [1/6, 1/5, 1/4]
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obtained (Eq. 8). Each zij value denotes the average degree in which criterion
i affects criterion j. The value in any element on the diagonal is 0.

Z ¼
0 z12 . . . z1n
z21 0 . . . z2n

. . . . . . . .
.

. . .
zn1 zn2 . . . 0

2
6664

3
7775: ð8Þ

• The normalized direct relation matrix is calculated: using Eqs. 9 and 10, the nor-
malized matrix can be derived from the direct relation matrix Z:

X ¼ s � Z; ð9Þ

s ¼ min
1

max
1� i� n

Pn
j¼1 zij
�� �� ; 1

max
1� j� n

Pn
i¼1 zij
�� ��

0
@

1
A; i; jð Þ 2 1; 2; . . .nf g ð10Þ

• Calculate the total relation matrix: after calculating the matrix X of normalized
direct relation, the matrix T of total relation is obtained by applying Eq. 11, where I
represents the identity matrix:

T ¼ XþX2 þX3 þ . . . ¼
X1

i¼1
Xi ¼ ð1� XÞ�1: ð11Þ

• Dispatchers and receivers are identified: using D-R values, where Ri is the sum of
the columns of matrix T (Eqs. 12–13) for each factor i and Dj is the sum of rows
(Eqs. 12 and 14) for each factor j, and make Di ¼ Dj. Cause and effect groups can
be determined. In this respect, factors with a negative value of D − R are classified
as receivers, while positive values indicate elements of the dispatcher. On the other
hand, the D + R values represent the force of influence between the elements of the
system; however, significant interdependencies are identified using the Len method
as described in the next step.

T ¼ tij
� �

nxn; ði; jÞ 2 1; 2; . . .; nf g; ð12Þ

R ¼
Xn

j¼1
tij; ð13Þ

D ¼
Xn

i¼1
tij: ð14Þ

• The threshold value is defined and identifies significant influences.

2.3 Technique for Order of Preference by Similarity to Ideal Solution

TOPSIS is a decision-making technique that involves selecting the alternative with the
shortest distance from the positive ideal solution (PIS) and the farthest distance from
the negative ideal solution NIS [13]. PIS is composed of all the best achievable

188 J. E. Restrepo et al.



attribute values, while NIS considers the worst attribute measures [13]. However, the
selected alternative that has the minimum Euclidean distance of PIS can also have a
short distance of NIS. In addition, a simple assumption is that each criterion is char-
acterized by a monotonously increasing or decreasing utility. Therefore, TOPSIS tries
to find alternatives that are simultaneously close to PIS and far from NIS by using the
relative proximity coefficient [13]. This The relative proximity coefficient ðRiÞ is
obtained by applying the following equation. If Ri ¼ 1, the provider performs
according to dþ

i ; therefore, higher values of Ri represent satisfactory overall
performance.

Ri ¼ dþ
i

dþ
i þ d�i

; 0 �Ri � 1; i ¼ 1; 2; . . .;m:

• Concrete suppliers are classified according to the order of preference of Ri.

3 Study Case

The case study is illustrated in a medium-sized construction company located in La
Guajira region in Colombia. The company is responsible for the construction of dif-
ferent types of infrastructures in the department, which are built mostly of concrete, for
better durability and resistance. In this sense, the company focuses on continuously
satisfying customer requirements (for example, delivery date, standard compliance is
quality, durability, zero leaks, etc.) to improve the performance of the company and,
subsequently, address the growing number of competitors in the construction industry.
To support these strategies, the construction company has determined the need to
adequately select their concrete suppliers and, therefore, it is necessary to design a
decision-making model that classifies potential suppliers according to a set of criteria
and criteria defined.

Thanks to several meetings with some experts in the organization, eight factors
were identified to select the best concrete supplier. In this case, five concrete suppliers
were evaluated (P1, P2, P3, P4 and P5). All the criteria were determined considering
the experience of the experts, the measures of the industry and the relevant scientific
literature.

The description of each factor is detailed below:

• CONCRETE TEMPERATURE (C1): The concrete after mixing stiffens with time,
a phenomenon that should not be confused with cement setting. What happens is
that the mixing water is lost, because the aggregates absorb part of it, it evaporates,
especially if the concrete is exposed to the sun and the wind and another part is
eliminated by the initial chemical reactions.
Concrete temperature is the most important, since it controls the chemical reactions
that occur in the mixture and therefore modifies the properties of the concrete in a
fresh and hardened state. Standard NTC 3357 sets the temperature limits for fresh
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concrete. The measurement of the temperature is made when the concrete is
received in the work, while it is placed, with glass thermometers or with armor,
which must have an accuracy of 1 °C and must be introduced into the representative
sample for at least two minutes or until the reading stabilizes. It is also possible to
determine the temperature by means of electronic temperature meters with precision
digital displays.

• WORKABILITY OR HANDLING (C2): It is the capacity of concrete that allows it
to be placed and compacted properly without any segregation. The workability is
represented by the degree of compatibility, cohesiveness, plasticity and consistency.

• SEGREGATION (C3): An important aspect of workability and that is generally
considered as another property, is the tendency to segregation, which is defined as
the tendency of separation of coarse particles from the mortar phase of concrete and
the collection of those deficient particles of mortar in the perimeter of the placed
concrete, due to lack of cohesiveness, in such a way that its distribution and
behavior ceases to be uniform and homogeneous. This leads to the fact that non-
segregation is an implicit condition of concrete to maintain adequate workability.
On the other hand, the main causes of segregation in concrete are the difference in
density between its components, the size and shape of the particles and the particle
size distribution, as well as other factors such as bad mixing, an inadequate
transport system, poor placement and excessive vibration compaction.

• EXUDATION (C4): It is a form of segregation or sedimentation, in which part of
the mixing water tends to rise to the surface of a freshly placed concrete mixture.
This is because the solid constituents of the mixture cannot retain all the water when
they settle during the setting process. The exudation of the concrete is influenced by
the proportions of the mixture and the properties of the materials, the air content,
shape and texture of the aggregates, quality of the cement and the use of the
additives.

• UNIT MASS AND VOLUMETRIC PERFORMANCE (C5): Taking into account
that the concrete is dosed by weight and is supplied by volume, therefore, it is
important to determine the unit mass of the concrete to calculate the volume or
volumetric yield produced by the known weights of each one of the materials that
constitute it and to determine the content of cement per cubic meter of concrete. The
test procedure is described in the NTC 1926 standard.

• CONCRETE FORGING (C6): Concrete forging corresponds to the hardening
process of the concrete mixture, where a transition from a plastic state to a hardened
state is experienced under certain conditions of time and temperature. The setting
time is an arbitrary value that has been taken during the concrete hardening process,
and the NTC 890 standard describes the procedure for its calculation.

• AIR CONTENT (C7): This element is present in all types of concrete, located in the
non-saturable pores of the aggregates and forming bubbles between the concrete
components, either because it is trapped during the concrete mixing or when it is
incorporated using air-entraining agents, such air-entraining additives. The air
content of a concrete if inclusion agents is usually between 1% and 3% of the
volume of the mixture, while a concrete with air inclusions can obtain air content
between 4% and 8%.
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• BENDING RESISTANCE OF CONCRETE BEAMS (C8): It is the bending of a
beam when having a weight on top.

In order to select the best concrete supplier by the application of the proposed
approach the first step is the design of the AHP and DEMATEL surveys. Then, using
Eqs. 1–7, weights of the criteria against themselves were determined. The participants
responded the AHP survey using the scale described on Table 1. This process was
repeated until all the trials were completed. In particular, the design of this instrument
contributed to minimize discrepancies and lack of understanding. In addition, it
excluded intransitive comparisons during the decision-making process.

Likewise, a similar survey was designed for DEMATEL, in order to analyze the
interdependence between criteria. Then, when applying Eqs. 8–14, the normalized
influence matrix was obtained. Respondents were asked to determine; how much
influence does each element have on other element. The experts answered using a 5-
point scale going from 0 (no influence) to 4 (high influence).

Through the integration of the FAHP and DEMATEL techniques, it was deter-
mined that the contributions of the criteria consider the environments of linear
dependence, interrelations and uncertainty. To do this, the fuzzy judgment matrices
were initially calculated based on the pairwise comparisons made by the decision
makers. An example of this matrix is shown in Table 2.

Then, applying Eq. 4, the geometric means of the fuzzy comparisons were calcu-
lated. In addition, when using Eqs. 5–7, the normalized weights of the criteria factors
were obtained (see Table 3).

Table 2. Matrix of fuzzy judgments for the criteria.

(C1) (C2) (C3) (C4) (C5 (C6) (C7) (C8)

(C1) [1, 1,
1]

[0.25,
0.33, 0.5]

[0.25,
0.33, 0.5]

[0.25,
0.33, 0.5]

[0.17,
0.2, 0.25]

[0.17,
0.2, 0.25]

[0.25,
0.33, 0.5]

[0.17,
0.2, 0.25]

(C2) [2, 3,
4]

[1, 1, 1] [0.25,
0.33, 0.5]

[0.25,
0.33, 0.5]

[0.25,
0.33, 0.5]

[0.25,
0.33, 0.5]

[0.17,
0.2, 0.25]

[0.17,
0.2, 0.25]

(C3) [2, 3,
4]

[2, 3, 4] [1, 1, 1] [1, 1, 1] [0.25,
0.33, 0.5]

[0.25,
0.33, 0.5]

[0.25,
0.33, 0.5]

[0.17,
0.2, 0.25]

(C4) [2, 3,
4]

[2, 3, 4 [1, 1, 1] [1, 1, 1] [1, 1, 1] [0.25,
0.33, 0.5]

[0.25,
0.33, 0.5]

[0.25,
0.33, 0.5]

(C5) [4, 5,
6]

[2, 3, 4] [2, 3, 4] [1, 1, 1] [1, 1, 1] [1, 1, 1] [0.25,
0.33, 0.5]

[0.25,
0.33, 0.5]

(C6) [4, 5,
6]

[2, 3, 4] [2, 3, 4] [2, 3, 4] [1, 1, 1] [1, 1, 1] [1, 1, 1] [0.25,
0.33, 0.5]

(C7) [2, 3,
4]

[4, 5, 6 [2, 3, 4] [4, 3, 4] [2, 3, 4] [1, 1, 1] [1, 1, 1] [1, 1, 1]

(C8) [4, 5,
6]

[4, 5, 6] [4, 5, 6] [2, 3, 4] [2, 3, 4] [2, 3, 4] [1, 1, 1] [1, 1, 1]
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The inconsistency values (consistency ratio) was calculated and it was 9.3%
indicating that the comparisons are reliable, considering that this index is not greater
than 10%. Then the weights obtained with the AHP process can be accepted.

Therefore, the process of data collection can be considered satisfactory and, sub-
sequently, the decision-making process with highly reliable results. Then, to estimate
the weights of the criteria on the basis of interdependence (WFc), the weights obtained
from the application of FAHP are multiplied with the matrix of normalized direct
relations X (Table 4), obtained after the application of DEMATEL, as indicated in the
following equation, in order to obtained WFc shown on Table 5:

WFc ¼
x11 x12 . . . x1n
x21 x22 . . . x2n
. . . . . . . . . . . .
xn1 xn1 . . . xnn

2
664

3
775 �

NF1

NF1

. . .
NF1

2
664

3
775

Table 3. Normalized weights for the criteria

lwi mwi uwi Nonfuzzy
weights

Normalized
weights ðNFiÞ

CONCRETE TEMPERATURE (C1) 0.02 0.02 0.04 0.03 0.03
WORKABILITY OR HANDLING (C2) 0.02 0.04 0.07 0.04 0.04
SEGREGATION (C3) 0.04 0.06 0.11 0.07 0.07
EXUDATION (C4) 0.05 0.08 0.13 0.09 0.08
UNIT MASS AND VOLUMETRIC
PERFORMANCE (C5)

0.07 0.12 0.19 0.13 0.12

CONCRETE FORGING (C6) 0.1 0.16 0.25 0.17 0.16
AIR CONTENT (C7) 0.15 0.22 0.34 0.24 0.22
BENDING RESISTANCE OF
CONCRETE BEAMS (C8)

0.18 0.3 0.46 0.31 0.29

Total 1.07

Table 4. Normalized direct relations matrix (X)

(C1) (C2) (C3) (C4) (C5) (C6) (C7) (C8)

(C1) 0.000 0.333 0.500 0.286 0.000 0.167 0.000 0.000
(C2) 0.000 0.000 0.250 0.143 0.125 0.167 0.500 0.000
(C3) 0.500 0.333 0.000 0.571 0.375 0.250 0.167 0.100
(C4) 0.500 0.333 0.250 0.000 0.125 0.083 0.167 0.100
(C5) 0.000 0.000 0.000 0.000 0.000 0.167 0.000 0.300
(C6) 0.000 0.000 0.000 0.000 0.000 0.000 0.167 0.300
(C7) 0.000 0.000 0.000 0.000 0.125 0.000 0.000 0.200
(C8) 0.000 0.000 0.000 0.000 0.250 0.167 0.000 0.000
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Considering the importance (weights) assigned to each criteria, it is necessary
which one is the best supplier considering the its performance in each of the criteria, in
order to determine the most appropriate. A score from 1 to 5 was assigned to each
supplier in each criterion according the evaluation rules the company has (Table 6).

Taking in consideration this evaluation matrix and the weights on Table 5 TOPSIS
method was performed obtaining the values shown on Table 7 for the distance to PIS,
NIS as well as the relative proximity coefficient for each supplier. These results allows
the company to identify which one is the best supplier considering the importance
given to each factor and the performance of the different suppliers in each criterion.

4 Conclusions

The selection of suppliers is an important process for the management of the supply
chain of construction companies. However, studies that concentrate directly on the
selection of suppliers with the use of MCDM techniques in construction companies are
largely limited. Therefore, this research proposed a hybrid method of multiple criteria
decision making to properly select concrete suppliers based on FAH P and DEMATEL
methods. This approach is useful for managers to increase competitiveness and sus-
tainability performance of their organizations.

Table 5. Weights of the criteria on the basis of interdependence

(C1) (C2) (C3) (C4) (C5) (C6) (C7) (C8)

0.095 0.179 0.222 0.136 0.114 0.124 0.073 0.056

Table 6. Supplier comparison matrix according to each criterion.

C1 C2 C3 C4 C5 C6 C7 C8

P1 2 1 2 1 5 1 1 2
P2 5 4 4 2 2 4 3 3
P3 3 2 1 3 4 5 4 1
P4 1 3 5 4 1 2 2 5
P5 4 5 3 5 3 3 5 4

Table 7. TOPSIS relative proximity coefficient for each supplier.

dþ
i d�i Ri

P1 0.024 0.009 0.285
P2 0.012 0.019 0.617
P3 0.02 0.014 0.4
P4 0.015 0.02 0.564
P5 0.01 0.021 0.668
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In a decision-making process, experts cannot express their judgments exactly in
numerical values due to human vagueness. To address this problem, FAHP was
implemented to represent inaccurate data and determine linear dependencies in the
hierarchy. This method was combined with DEMATEL to also evaluate the interde-
pendencies between factors to determine possible improvement strategies. That is, this
document provides an efficient and accurate approach that can also be used to address
other managerial decision-making problems that contain many criteria with vague
interrelations. Thus, it is scalable and adaptable in any context.

According to the results obtained in the study, it was possible to determine that the
best supplier is number 5 considering that it has the highest value of Ri. An alternative
supplier could be number 2 considering that its Ri score is close to the one obtained by
supplier 5. The company could share the total order between these two suppliers, in
order to increase resilience in case of a disruption of the supply chain.
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Abstract. Representation learning algorithms have recently led to a significant
progress in knowledge extraction from network structures. In this paper, a
representation learning framework for the medical diagnosis domain is pro-
posed. It is based on a heterogeneous network-based model of diagnostic data
combined with an algorithm for learning latent node representation. Further-
more, a modification of metapath2vec algorithm is proposed for representation
learning of heterogeneous networks. The proposed algorithm is compared with
other representation learning approaches in two practical case studies:
symptom/disease classification and disease prediction. A significant perfor-
mance boost can be observed for these tasks, resulting from learning repre-
sentations of domain data in a form of a heterogeneous network. It is also shown
that in certain situations the modified algorithm improves the quality of learned
embeddings compared to reference methods.

Keywords: Representation learning � Feature learning � Network embedding �
Heterogeneous networks � Medical diagnosis

1 Introduction

Representation learning is a group of machine learning methods that aims to find useful
representations of the data. The “usefulness” is typically understood in terms of
extraction of features that are meaningful from the point of view of the target objective.
For neural networks, such representation is defined as a mapping f of input repre-
sentations to d – dimensional vector space: f : V ! R

d . The development of repre-
sentation learning is motivated by numerous experimental results showing that
extracting the features of the data improves the performance of the network compared
to the “naive” data encoding schemes such as binary or one-hot encoding. This is
further encouraged by the observations that many deep learning architectures seem to
naturally learn the layer-wise representation of the features during the training – a
phenomenon which some researchers point out as an important factor contributing to
great performance of DL methods. Not without the significance is also the fact that the
such internal representations can be, at least in some cases, interpreted by humans,
which is a step toward improving the explainability of deep neural models.

Until recently, machine learning applications for medical diagnosis did not utilize
representation learning, relying on either non-neural feature extraction methods or
naive encoding schemes. On the other hand, other deep learning models are used
extensively. The primary motivation of our research was to introduce RL into to
diagnosis area, encouraged by performance boost observed in other fields. However,
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this requires to define a data model that can be utilized by representation learning
frameworks. Thus, we propose a formal model of diagnostic data, by means of a
heterogeneous network, allowing us to use modern representation learning algorithms
for graph-like structures, such as node2vec and metapath2vec. We also develop an
extension of metapath2vec that further improves the quality of learned representations.

The structure of this paper is as follows. In Sect. 2 we briefly present current
research status regarding representation learning for networks. Section 3 contains a
proposed model of diagnostic data and representation learning framework for such
data. In Sect. 4 we present experimental results. Obtained results are discussed in
Sect. 5. Implementations of all algorithms used for this paper are available on the
author’s GitHub repository [1].

2 Related Research

A major milestone in the representation learning field was the development of the
word2vec algorithm which finds efficient representations of words in text corpora [2].
The basic idea of word2vec was soon applied to other types of data, including net-
works. This resulted in the development of algorithms such as DeepWalk [3] and its
generalization, node2vec [4]. Both of these algorithms are designed to learn repre-
sentations of nodes V given a graph G ¼ V ;Eð Þ. If input nodes are encoded by one-hot
vectors, then the target mapping is a linear transformation and can be represented by
the transformation matrix A. The learning process is then an optimization task that
finds the matrix which, given feature representation of another node, maximizes the
log-probability of observing a certain “neighbor” node. In other words, we aim for
nodes with similar neighbors to have similar feature representation. Since it is inef-
fective to compute the target function for each possible pair of nodes, they are sampled
from the network using random walks instead. The general algorithm of node repre-
sentation learning is given below.
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The exact algorithm of random walks differs between the algorithms. Authors of
node2vec note that there are two distinct kinds of node similarities: homophily (oc-
curring in nodes that are close to each other) and structural equivalence (occurring in
nodes that have similar structural roles in the network but are not necessarily closely
interconnected). The random walk procedure used in word2vec is characterized by two
hyperparameters that incorporate both notions of similarity. The unnormalized transi-
tion probability from node vi to node viþ 1 given previous node vi�1 is:

a viþ 1jvi� � ¼
1
p if d vi�1; viþ 1ð Þ ¼ 0
1 if d vi�1; viþ 1ð Þ ¼ 1
1
q if d vi�1; viþ 1ð Þ ¼ 2

8
><

>:
ð1Þ

The d vi�1; viþ 1ð Þ denotes the shortest path between previous and next node. The
return parameter p controls the likelihood of returning to already visited node, while the
in-out parameter q controls the tendency to explore outward nodes. Thanks to this, the
random walk can result in different pairs of neighbors, depending on which similarity
seems more suitable to the target task. Specifically, the sampling strategy used in
DeepWalk is the one where p ¼ 1 and q ¼ 1, meaning that each node has the same
probability of being visited.

Metapath2vec is a modification of node2vec for heterogeneous networks.
A heterogeneous network is defined as a graph G ¼ V ;E; Tð Þ in which each node and
each edge is associated with respective mapping functions / vð Þ : V ! Tv and
/ eð Þ : V ! Te. Instead of using random walks scheme with explicit p and q parame-
ters, metapath2vec utilizes additional information about node types to provide an
alternative method, called meta-path-based random walks. The flow of the walk is

determined by the so-called meta-path defined as a scheme P : V1 !R1 V2 !R2
. . .Vt !Rt

Vtþ 1. . .Vl wherein V1. . .Vl are respective node types and R1. . .Rl�1 are relations
between them. The transition probability for a node at step i is given by:

p viþ 1jvi;P� � ¼
1

Ntþ 1 vitð Þj j viþ 1; vit
� � 2 E;/ viþ 1ð Þ ¼ tþ 1

0 viþ 1; vit
� � 2 E;/ viþ 1ð Þ 6¼ tþ 1

0 viþ 1; vit
� � 62 E

8
><

>:

Each of the above algorithms can also be used for learning edge representations.
They are obtained by combining node representations of adjacent nodes using binary
operators, for example average or Hadamard product. This allows to use these algo-
rithm for edge-related tasks, such as link prediction (predicting whether two nodes
should be connected or not) or edge classification.

Current applications of network-based representation learning in the medical
domain include diverse areas such as genetics [5, 6], biomedical pathways discovery
[7], or learning relationships between doctors, patients and medical services from
electronic health records [8]. All of them use, or are based on, node2vec algorithm and
therefore work on homogeneous networks, making no distinction between node or
edge types. A novel algorithm, called edge2vec, was proposed for edge-based
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representation learning with potential applications for broad range of biomedical data
[9]. Similarly to metapath2vec, it works on heterogeneous networks, however, it uti-
lizes knowledge about edge types rather than nodes. As such, it is not directly com-
parable to our method. To the best of our knowledge, meta-path-based approach was
not used for the medical data yet. Additionally, we have not found any research
regarding representation learning used specifically for the symptomatic diagnosis task.

3 Proposed Framework

3.1 Domain Model

The model of diagnostic data proposed here is inspired by observations in [10]. Let
G ¼ V ;E; Tð Þ be a heterogeneous undirected network, with nodes V , edges E, and
node/edge types T ¼ Tv [ Te. Let / vð Þ and / eð Þ be appropriate type mapping functions
for nodes and edges. We define four types of nodes: Tv ¼ D; S;N;Wf g. Each node
type represents a category of entities from diagnostic domain. They are:

• D - diseases
• S - symptom occurrences
• N - symptom names
• W - symptom values

We also define three types of edges: Te ¼ SD; SN; SWf g. SD represents a rela-
tionship between disease and symptom occurrences including both non-specific,
specific and pathognomonic ones. It is interpreted as “symptom s can occur in disease
d”. SN is a relationship between symptom and symptom name. Its semantics means
“symptom s has name n”. Each symptom occurrence is associated with exactly one
name. Relationship type SW occurs between symptom and symptom value and can be
interpreted as “symptom s has value w”. Each symptom occurrence is associated with
at least one value. An example of such network is shown in Fig. 1.

Fig. 1. Example of diagnostic data network.
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The proposed model has several important practical features. First, it represents a
heterogeneous network, allowing us not only to use homogeneous network-based
representation learning frameworks but also utilize the knowledge of edge type. The
second feature is ease to gather the actual data. It can be gathered in a form of triplets
d; n;wh i 2 D� N �W . The symptom node s is then created as an intermediate node
between the last two. Another practical assumption was the compliance of diseases and
symptom names with International Statistical Classification of Diseases and Related
Health Problems (ICD-10) to minimize the risk of data inconsistency.

3.2 Representation Learning Algorithm

The original metapath2vec algorithm uses only a single meta-path to generate walks.
This may be an issue if relationships that we want to be included do not form a path.
An example can be seen in Fig. 2.

The sample graph contains four types of nodes. Suppose we would like to generate
embedding vectors that will incorporate two kind of relationships: between nodes a and
c and between nodes a and d. Due to the requirement of recursion, the simplest meta-
path to include both of them must have 7 steps, for example a ! b ! c !
b ! d ! b ! a. This may result in generation of redundant skip-grams as well as lead
to learning undesired features like, for example, relationships between nodes c and d.
As a consequence, embeddings will require more iterations to train. We propose a
simple modification of the metapath2vec algorithm, by allowing to use multiple shorter
meta-paths instead of a single one. This way, the desired relationships can be learned
by using two meta-paths: a ! b ! c ! b ! a and a ! b ! d ! b ! a. The full
modified algorithm, which we call multi-metapath2vec, is listed below.

Fig. 2. Illustration of multiple relationships problem. Left: Sample meta-graph consisting of 4
types of nodes. Middle: Meta-path for classical metapath2vec algorithm. Right: meta-paths for
proposed algorithm.
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4 Experiments

4.1 Experimental Setup

The goals of the experiments are twofold. First, we want to study the effect of using
representation learning for diagnostic data by comparing neural networks trained in a
supervised way with networks of the same architecture, but trained in a semi-
supervised way, with first layers containing embeddings pretrained with representation
learning. Second, we want to compare the proposed algorithm with other representation
learning algorithms. We study two practical tasks involving medical diagnostic data:
grouping of symptoms and diseases according to ICD-10 taxonomy and disease
prediction.

The dataset used for experiments consists of 14086 triplets d; n;wh i which results
in an undirected graph consisting of 91 D nodes, 91W nodes, 728 N nodes, and 1327 S
nodes. The data was harvested by a team of physicians as a part of the POIG.02.03.03-
00-013/08 project [11] and covers dermatology and pulmonology areas.
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Four methods were used to create embedding layers. Each embedding layer was
represented by the matrix of the size d � k ¼ 2238� 100 with elements sampled
uniformly from �0:05; 0:05½ � range. Following methods were used:

• No pretraining. The embedding layer was only initialized with random values.
• node2vec: an original implementation, with parameter values p ¼ 1, q ¼ 1,

d ¼ 2238, k ¼ 100, r ¼ 10, l ¼ 80.
• metapath2vec: a custom implementation based on the original code provided by the

authors, with parameters values the same as above (excluding p and q) and with a
single meta-path d ! s ! n ! s ! w ! s ! d.

• multi-metapath2vec: a custom implementation, with parameters values the same as
above and with two meta-paths: d ! s ! n ! s ! d and d ! s ! w ! s ! d.

Embedding layers were pretrained with 1 million skip-gram pairs generated using
above methods. A single epoch of RMSProp algorithm was used for the training, with
default hyper-parameter values and binary cross-entropy as a loss function.

4.2 Case Study: ICD-10 Node Classification

The task here is to classify disease or symptom name nodes according to the subgroup
in ICD-10 classification. For example, disease ‘Other atopic dermatitis’ (ICD code
L20.8) is assigned to the subgroup ‘L20-L30 Dermatitis and eczema’. The input vector
consists of a single node whereas the output vector is one-hot-encoded subgroup label.
The full dataset contains a total of 43 classes – 33 classes of symptom names and 10
classes of diseases. To make the task non-trivial, a certain percentage of the training
data is not used. The network should, therefore, rely on the knowledge about neighbor
nodes, in a form of embedding layer, in order to make correct classification. We
analyze two ranges of such incompleteness: from 0% to 90% (with step 10%) and from
90% to 99% (with step 1%) of missing data.

The neural networks used in experiments are two-layer feed-forward networks. The
first layer is a pretrained embedding layer. The second layer contains 43 neurons with
sigmoid activations. Networks are trained with 10 epochs of RMSProp algorithm and
binary cross-entropy loss. Cross-validation is used for model evaluation, with k ¼ 10
and two metrics: F1 micro- and macro- averaged.

The results for respective ranges and metrics are presented in Fig. 3. Pretrained
embeddings give a significant performance boost compared to the network without
pretrained embeddings. Of the representation learning methods, node2vec obtained the
worst values, being outperformed by both metapath2vec and multi-metapath2vec for
most of the ranges. However, for the 97–99% of missing data, one can observe a rapid
performance decrease of metapath2vec. On the other hand, multi-metapath2vec is
steadily the best method in terms of both metrics. The performance gap between multi-
metapath2vec and other methods, while relatively small for the 90–99% range,
becomes particularly visible for the missing data range 90–98%. On the average, multi-
metapath2vec obtains 8% higher F1 micro score than metapath2vec (25% for F1 macro
score) and 220% higher F1 micro score compared to non-pretrained network (471% for
F1 macro score).
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4.3 Case Study: Disease Prediction

In this case, we aim to predict whether a set of symptoms is caused by a specific
disease. While it represents a real-life task of diagnosis, we generate artificial samples
using the proposed network model. Each sample is modeled as a pair of vectors of
symptoms and a single disease. The symptoms are selected from associated symptom
nodes. Additionally, we use a parameter that incorporates data incompleteness by
removing randomly a% of nodes (along with associated edges) from the graph. The full
algorithm is given below.

Fig. 3. F1 scores for node classification task. a) F1 micro score for 0%–90% range. b) F1 micro
score for 90%–99% range. c) F1 macro score for 0%–90% range. d) F1 macro score for 90%–

99% range.
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We generate 10 cases per each disease, using two ranges of a parameter: 0–90%
(with 10% step) and 90–99% (with 1% step). Each case contains at most h ¼ 10
symptoms. Neural networks used for tests are two-layer feed-forward networks with
one embedding layer and an output layer with sigmoid activation for one-hot-encoded
diseases. Each network is trained with 10 epochs of RMSProp algorithm, with mean
squared error loss. A separate dataset is generated for validation, using the whole
graph, with 10 cases per disease. The training and validation are repeated 10 times with
different datasets and the performance metrics are averaged.

Test results are presented in Fig. 4. Pretrained networks achieve better performance
compared to non-pretrained ones, which is particularly visible in cases where relatively
few data (0–90%) is missing. For values of a > 90%, a benefit of representation
learning becomes less significant. Similarly, the advantage of metapath2vec and multi-
metapath2vec over node2vec is visible when the training graph is mostly untrimmed
(0–20% missing nodes). In this case, we have not observed a significant advantage of
multi-metapath2vec over non-modified metapath2vec approach.
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5 Conclusions

As indicated by test results, using representation learning improves the performance of
neural networks for medical diagnosis-related tasks such as disease/symptom classifi-
cation and disease prediction. It follows that the knowledge incorporated in the
heterogeneous network model can be efficiently learned and utilized in order to
improve machine learning methods used in the diagnostic domain to date.

We have shown that the heterogeneous network-based metatpath2vec algorithm
improves the final performance of the neural network compared to node2vec.
Node2vec requires additional parameters to be specified, that control the influence of
structural equivalence and homophily. In most practical cases, relationships between
nodes are not exclusively one of them but rather some mixture of both. However, it is
difficult to determine the exact proportions of them before the training. On the other
hand, in meta-path-based approach, while they are not specified explicitly, the complex
relationships can still be incorporated in a form of meta-paths, which are more natural
to specify and interpret. Moreover, by allowing to use multiple meta-paths we can
avoid traversing unimportant edges that are introduced by the recursion constraint. For

Fig. 4. F1 scores for diagnosis task. a) F1 micro score for 0%–90% range. b) F1 micro score for
90%–99% range. c) F1 macro score for 0%–90% range. d) F1 macro score for 90%–99% range.
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certain applications, this results in the better performance compared to unmodified
metapath2vec, which is especially visible in case of training data shortage.
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Abstract. There is a huge problem in public health around the world
called severe maternal morbidity (SMM). It occurs during pregnancy,
delivery, or puerperium. This condition establishes risk for babies and
women lives since it’s earlier detection isn’t easy [8]. In order to respond
to such a situation, the current study suggests the use of logistic regres-
sion, and supports vector machine to construct a predicting model of risk
level of maternal morbidity during pregnancy. Patients for the current
study was the pregnant women who received prenatal care at Rafael
Calvo Clinic in Cartagena, Colombia and final attention in the same
clinic. This study presents the results of two machine learning algorithms,
logistic regression and support vector machine. We validated the datasets
from the first, second and third quarter of pregnancy with both tech-
niques. The study shows that logistic regression achieves the best results
with the prenatal control dataset from the first and second quarter and
the support vector machine algorithm achieves the best prediction results
with the data set from the third quarter. We generated two datasets using
the information of medical records on pregnancy patients at Maternidad
Rafael Calvo Clinic. The first dataset contains the six initial months of
pregnancy data and the second dataset contains the last quarter of preg-
nancy data. We trained the first model with logistic regression and the
datasets corresponding to the first semester of pregnancy. We obtained
a classification of 97% sensibility, 51.8% positive predictive value and F1
score of 67.7%. The support vector machine model was implemented with
the datasets obtained from the third quarter of pregnancy. We obtained
a classifier with 100% of sensibility, 27.0% of precision.
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1 Introduction

Nowadays more people are using artificial intelligence techniques in different
industry areas, especially in the medical field. The most common uses are pre-
diction and classification of diseases, as in the case of this work, which attempts
to apply supervised learning techniques to reduce morbidity rates in mater-
nal complication scenarios, more commonly called Severe Maternal Morbidity
(SMM) [3,8,11,15,17].

Maternal morbidity summarizes a set of complications that can have severe
adverse effects on a woman’s health, and that occurs during pregnancy, child-
birth, or puerperium; putting at risk the lives of the women and their babies.
When it appears, it is necessary to provide immediate attention to the patient
to avoid death [14].

Despite advances in maternal health, complications related to pregnancy
remain a significant public health problem in the world. Approximately 500,000
women die every year during pregnancy, delivery, or puerperium [6]. There are
about 50 million problems in maternal health annually, and approximately 300
million women suffer in the short and long-term from diseases and injuries related
to pregnancy, childbirth, and puerperium [14,19].

This condition is complicated to detect at an early stage. In response to
the above, this article proposes the use of one of the techniques of machine
learning that are considered more relevant in biomedical studies, such as Logistic
Regression [7,9,13]. This technique performs a training and learning process to
then predicts the level of risk for severe maternal morbidity in patients during
pregnancy. The studied population corresponds to pregnant women who received
prenatal care and final care at Cĺınica Rafael Calvo (CMRC) in Cartagena,
Colombia.

Several studies worldwide for classification of diseases have shown excellent
results when implementing logistic regression and support vector machine [2,10],
being the logistic regression the most used and accepted regarding sensitivity and
specificity. For this reason, in this study, logistic regression and support vector
machine were implemented.

In a previous study called “Early Prediction of Severe Maternal Morbid-
ity Using Machine Learning Techniques” [18], was presented the feature selec-
tion by classical statistical techniques. Fairly results with these techniques were
obtained. Thus, for this study, we decided to test with a more significant sample
data set along with machine learning feature selection techniques [5].

In the previous study, we applied an ANOVA analysis for features elimi-
nation. In this study, we used features selection of machine learning to reduce
the number of features. Although the selected variables were not the same, the
results obtained showed no improvement. We concluded that the problem was
not the filtering techniques used, but the limited data set used for the training
of the model.

For this work, logistic regression and support vector machine were consid-
ered the machine learning techniques [20], implemented with sklearn libraries
(Python) [16].
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2 Dataset Construction

For the dataset construction, a population of about 1300 patients who fulfilled
the criteria of inclusion was selected, and it is shown in Table 1.

Table 1. Inclusion criteria

Criteria Description

Age 13 to 45 years-old

Prenatal visits Yes

Controls number 2 or more

Dataset construction was performed with the same inclusions criteria of the
previous study as well as the variables collected by each patient.

A sample population of 479 patients was obtained, a retrospective analysis
was performed to data contained in the clinical histories of pregnant patients,
where between 6,000 to 8,000 cesarean sections are attended per year.

This list of variables collected for the study was provided by the area of
surveillance in Public Health and Obstetrics and Gynecology of the research
center at CMRC.

Two data sets were created with the collected information. The first data
set corresponds to the prenatal controls of the first and second quarter. The
second data set corresponds to the prenatal controls of the third quarter. It was
necessary to include filtering techniques to the variables due to the enormous
amount of cases. This type of technique is being used to reduce the number of
variables in the data set to improve the outcome and performance of the classifier.
The function RFECV (Recursive Features Elimination with Cross Validation)
of the python sklearn library was used for variable elimination Sklearn [16].

3 Logistic Regression

Logistic regression notwithstanding its name is a linear classification model
instead of a regression model [12].

Logistic regression is a widely linear classification algorithm used in medicine
where a sigmoidal function is coupled with a linear regression model [22].

In this work, the logistic regression was applied with cross validation and
a regularization component was introduced to control the complexity of the
model. In order to evaluate the results of the statistical analysis, it uses the
cross validation technique to ensure that the results of each layer or segment are
independent between the test data and the training data, consists of analyzing
the data in a subset called “training set” and validating the analysis in the other
subset called “test set”.
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In order to solve this optimization problem, the cost function is minimized
and an adjustment factor is added that allows controlling the complexity of the
model. The regularization consists in reducing the importance of the θ parame-
ters being modified the function of costs by the addition of the sum of all the θ
parameters with a factor called parameter of regularization, λ. Getting Eq. 1 as
a result [1].

min − 1
N

N∑

i=1

[yn log hθ(x) + (1 − yn) log(1 − hθ(x))] + λ||θ||2 (1)

Knowing that N is the number of variables, θ are the parameters of each
variable, y is the vector of response (only manages binary values (0,1)), and λ is
the parameter of regularization.

3.1 Variable Filtering

we used a recursive feature elimination and cross-validated selection to select
best number of features, using 80% of data to train and 20%. Dataset was cor-
responding to the first and second trimester data of pregnancy were used, called
on SUBSET1. The outcome by using this method was that 11 of 60 variables
were recommended as predictors or parameters for the classifier. The output of
the algorithm is a matrix with false and true values that indicates the 11 selected
variables. Table 2 shows the selected variables.

Table 2. Features filtered of 1st y 2nd trimester

Type Feature

Personal information Age

Ethnicity Palequero

Health care regulation Contributory Regime (CR)

Antecedent Preeclampsia

Antecedent Eclampsia

Antecedent Diabetes

Antecedent Urinary tract infection

Diagnosis E20–E35: Disorders of other endocrine glands

Diagnosis O20–O29: Respiratory tract infection

Diagnosis N30–N39: Diseases that can affect the fetus

Diagnosis Z30–Z39: Medical care for reproduction

The same algorithm was applied to the another dataset (third trimester),
and this will be called SUBSET2. In this case, the algorithm selected 5 variables
as predictors of 59. Which can be seen in Table 3.
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Table 3. Features 3rd trimester

Type Feature

Personal information Multiparity

Antecedent Urinary tract infection

Diagnosis O10–O16: Edema proteinuria
and hypertension

Diagnosis O30–O48: Complications of
pregnancy that require
attention to the mother

Diagnosis O60–O75: Complications of
pregnancy and delivery

3.2 Training and Validation

An analysis was necessary to be performed to validate the effectiveness of the
created data set and verify if this dataset provides a good predictor to predict
severe maternal morbidity in its early stages. A cross-validation analysis of the
behavior of SUBSET1 and SUBSET2 was performed with logistic regression,
and both showed 63% of accuracy. Based in this result we decided to use only
SUBSET1 and the third trimester data will not longer be used, only will be
use the 223 examples of data set of first and second trimester. In this work was
implemented 5-fold cross-validation like see in Fig. 1.

Fig. 1. ROC curve

The dotted line shows the average of the AUC for all folds. The prediction
model should detect a mayor number of patients with SMM risk, and for this
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reason, the selected metrics were sensitivity and precision. DATASET1 contain
223 examples and data analysis was performed only with the 80% of this data
with a balanced distribution of the positive and negative class, and 11 variables
were used as predictor variables for the classifier (View Table 3).

The result of the prediction can be seen in the confusion matrix shown in
Fig. 2. When total of TP = 85 (True Positive), this means that 85 patients were
classified as SMM and is true that they have SMM. TN = 12 (True Negatives),
which indicates that 12 patients were classified as no with SMM condition and
they were not with SMM condition. FN = 2 (False Negatives), this indicates
classification errors of patients with SMM condition. Finally, FP = 79 (False
Positive), patients that were classified with SMM but did not have the condition.

Fig. 2. Confusion matrix 1st y 2nd quarter

The confusion matrix results allow calculate the Precision, Recall and F1
Score. As seen in the Table 4.

Table 4. Results

Metrics Result

Precision 51.8%

Recall 97.7%

F1 score 67.7%

Precision is defined as the proportion of positive predictions made correctly
by the model and denoted by Eq. 2.

Precision =
TP

TP + FP
(2)
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Recall or Sensitivity that is the ability of the model to predict positive cases
that are really sick, like see in Eq. 3.

Recall =
TP

TP + FN
(3)

F1 score is a harmonic measure between recall and precision. It is a weighted
average between these two measures as indicated in Eq. 4.

F1 = 2 ∗ Precision ∗ Recall

Precision + Recall
(4)

Another way to evaluate the classifier is by calculating the ROC curve as
shown in Fig. 1 [4,21]. This is a graphical representation of the sensitivity vs.
the specificity for a binary classifier. This can also be expressed as the reason
between TPR (true positive rate) and FPR (false positive rate) which is equal to
1 – specificity. Comparing the result of the ROC curve of this work that is 63%
and the previous one corresponds to 66% [18]. It is evident that there was no
improvement in the terms of the ROC curve, which indicates that the problem
is not related to the selection technique of variables. The reason is the small
number of prenatal exams or examples that are counted in the first and second
trimesters of pregnancy.

4 Support Vector Machine Algorithm

Support Vector Machines (SVM) are one of the methods of supervised learning
for two types of classification problems. SVMs work with linearly non-separable
problems, and seek to separate the data with a large gap or hyperplane. For the
case of problems that are not linearly separable, it is recommended the inclusion
of core functions or Kernel which has the effect of mapping the inputs to a high-
dimensional space, where the data will be linearly separable. The core function
objective is to separate the support vectors from the rest of the training data,
this is a quadratic programming problem (QP). See Eqs. 5 and 6.

minw, ξ
1
2
||w||2 + C

n∑

i=1

ξi (5)

subject to
y(xi · w + b) ≥ 1 − ξ (6)

In this study the core function RBF (Radial Base Function) is used. It is
also known as the “exponential” core. The RBF core functions take the form
exp(−γ|x − x′|2) · γ. Where γ eis a constant of proportionality whose range of
useful values must be estimated for each particular application.
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4.1 Variable Filtering

We used the same algorithm RFECV, but with linear support vector machine as
classifier and the second dataset SUBSET1. As result was eliminated 45 features
and finally it is obtain 15 features, as shown Table 5.

Table 5. Features for third and second quarter con technique SVM

Classification Feature

Personal date Age

Ethnicity Raizal

Socio economic Strata

Marital status Consensual union couples

Marital status Widowhood

Gynecological data Parity

Multiple pregnancy Multiple

History of Preeclampsia

History of Eclampsia

History of Urinary Tract Infection

ICD-10 I11–I15: Hypertensive diseases

ICD-10 J00–J06: Acute upper respiratory infections

ICD-10 N30–N39: Other diseases of urinary system

ICD-10 O10–O16: Oedema, proteinuria and hypertensive disorders in
pregnancy, childbirth and the puerperium

ICD-10 O20–O29: Other maternal disorders predominantly related to
pregnancy

Followed by this the feature, the selection algorithm was applied again, but
taking 80% of the data set of the SUBSET2. For a total of 59 variables, the
algorithm eliminates 45 variables and only 13 are recommended, as shown in
Table 6.

4.2 Training and Validation

The result of the SVM classifier is shown in Fig. 3 which is the confusion matrix.
In this one, we can see a total of V P = 95 (True Positives), this means that 95
patients who really had it were classified with risk for SMM. V N = 8 8 (True
Negatives), which indicates that 8 patients were classified as healthy or without
risk for SMM and that in reality they did not have SMM. On the other hand,
FN = 0 (False Negatives) which means that no patient who ended up in SMM
was classified without risk for SMM. Finally, false positives FP = 245 False
Positive), this indicates that 245 patients without risk were classified with risk
for SMM.
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Table 6. SVM third quarter predictor

Classification Feature

Ethnicity Black Race

Insurance Commercial

Insurance Self-pay

Insurance Government

Location Urban

Location Rural

Marital status Preeclampsia

History of Eclampsia

History of Urinary Tract Infection

ICD-10 E00–E07: Disorders of Thyroid Gland

ICD-10 O10–O16: Edema, proteinuria and hypertensive disorders in
pregnancy, childbirth and the puerperium

ICD-10 O60–O75: Complication of labor and delivery, unspecified

ICD-10 Z30–Z39: Persons encountering health services in
circumstances related to reproduction

Fig. 3. SVM third quarter confusion matrix

Based on the confusion matrix, the measures that are of interest to evalu-
ate the performance of the SMM classifier, which are the Precision, Recall and
measure F1, are calculated. Table 7 shows the results of each one.

The result of 100% sensitivity or recall indicates that all patients with poten-
tial SMM risk will be detected by the classifier. A precision of 27% which indi-
cates that there will be many patients who may not develop SMM but the
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Table 7. Performance metrics of support vector machine

Metric Result

Precision 27.9%

Recall 100%

F1 43.6%

Fig. 4. ROC graph using SVM for the third quarter

predictor will tend to classify them as sick. In the same way as the ROC curve
is used in the logistic regression to evaluate the performance, it is also used for
support vector machine, the ROC graphic represents sensitivity vs specificity, as
shown in the Fig. 4.

5 Conclusion and Future Work

In this research work, we present the use of features selection, logistic regression,
and support vector machine applied to the data set obtained from the prenatal
controls of the CMRC.

Cross validation and test error were applied to determine the supervised
learning technique best suited to the early prediction problem of severe maternal
morbidity. The logistics regression technique was selected for the first and second
quarter dataset. The result was a classifier with 97% recall, 51.8% precision and
67.7% measurement F. For the third quarter dataset, support vector machine
were selected with results of 100% recall and 27% precision.

In the previous study we made an analysis of variance (ANOVA) while in the
current one we use recursive features elimination with cross-validation (RFECV)
technique. The results in the first work are similar than second, 65% and 63%
in ROC graphic respectively. Whereby it is concluded that filtering technique
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not improvement the performance of the model, but this may be being affected
by the no quality of data, then, required apply other techniques of datamining
and data cleaning. I Nevertheless, in current study we show logistic regression
technique presents more realistic results than the SVM technique in terms of
precision and recall.

Recommendations for future work is aimed at improving the collection of
information by CMRC, guiding clinical histories and the prevention of variables
recommended by the bibliography.

As a result of observation of the data, it is identified that there are few data in
the first and second quarters of pregnancy, which shows a culture of not attending
prenatal check-ups, so it is recommended that health institutions implement
the campaigns to obtain information about the early stages of pregnancy that
facilitate the use of artificial intelligence techniques for the early detection of
SMM. Finally, this work builds a baseline for future projects in SMM prediction
using machine learning techniques.
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Abstract. With the constant development of neural networks, tradi-
tional algorithms relying on data structures lose their significance as
more and more solutions are using AI rather than traditional algorithms.
This in turn requires a lot of correctly annotated and informative data
samples. In this paper, we propose a crowdsourcing based approach for
data acquisition and tagging with support for Active Learning where
the system acts as an oracle and repository of training samples. The
paper presents the CenHive system implementing the proposed approach.
Three different usage scenarios are presented that were used to verify the
proposed approach.

Keywords: Data annotation · Annotation verification · Active
Learning

1 Introduction

With the constant development of neural networks, traditional algorithms relying
on data structures lose their significance. More and more problems, even those
solved using traditional algorithms, due to the sheer size of the problem space,
rely on deep neural networks. Teaching neural networks in turn rely heavily on
data acquisition, tagging and the ability to increase the network quality rather
than pure algorithms creation and optimization.

The difficulty of data acquisition itself varies depending on the domain and
usually cannot be easily automated. Furthermore without annotation the data is
usually useless. The process of data annotation or tagging can be time-consuming
and requires human effort. For example we can quite easily record bees entering
and exiting a hive. Tagging the images correctly marking all the bees in the
pictures is however a very difficult task. This can be done correctly either by a
very refined neural network (which had to be prepared beforehand and required
an annotated set of training for the learning process) or a team of humans. In
some cases the humans involved have to be experts in the field.

In this paper, we propose a crowdsourcing based approach for data acquisition
and tagging with support for Active Learning [8,11] where the system acts as an
oracle and repository of training samples. The training samples, as they can be
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the neural network output verified by humans, can serve as correctional samples
that were previously wrongly classified by the network.

The structure of this paper is as follows. In Sect. 2 available approaches to
data acquisition are presented. Next, in Sect. 3 architecture of the proposed sys-
tem for data acquisition and verification is described. Later on in Sect. 4 usage
of the proposed system is presented in terms of data acquisition and verifica-
tion. Section 5 discusses system usage for Active Learning support and finally a
summary is given.

2 Data Acquisition and Annotation Approaches

Crowdsourcing-based data acquisition and annotation are well established. Com-
panies, like VoiceLab1, often rely on crowdsourcing for gathering real-life data
(e.g. voice recordings of an average human rather than a professional speaker).
For such solutions, dedicated systems are created. Another example of such app-
roach is Snapshot Serengeti2 project [12], where users can browse pictures of the
park’s wildlife captured by automated cameras and describe the contents of the
images in terms of the number and type of animals visible. The project was
created to help track the migration habits of the park animals. This solution
is based purely on the will of the community to help in solving the problem,
the only reward is the possibility of watching the wildlife. Other solutions like
Duolingo3 [5] aim at providing commercial data transformation. In this case the
users, while learning the foreign language of their choice, perform translation of
texts that are further used by news agencies.

One of the first and the most general examples of crowdsourcing data acquisi-
tion is, however, Amazon Mechanical Turk4 [3]. This platform allows the creation
of tasks that can vary from simple data annotation (e.g. tags creation or veri-
fication) to data creation (e.g. review writing, providing voice recordings etc.).
The platform allows giving the users some small financial gratitude for every
task solved. The money is paid by the problem supplier. Other solutions, like
Google reCaptcha [16] or Foldit [2] are proof of the viability of this approach,
especially that all aforementioned systems proved to be successful.

Currently, available solutions are usually very specific. They are used to solve
a one, well-defined problem, provide one, dedicated interface or are commercial
solutions, usually designed for certain companies.

During our works we designed and implemented a universal service called
CenHive5, that aims at providing a general solution allowing acquisition and
annotation of different data types, like any combination of text, images, audio
and video. Furthermore the data can be easily distributed to the users for ver-
ification through multiple clients. The solution allows also usage of the data
acquired for active learning through simple REST interfaces.
1 https://www.voicelab.ai/.
2 https://www.snapshotserengeti.org/.
3 https://en.duolingo.com/.
4 https://www.mturk.com/mturk/welcome.
5 https://kask.eti.pg.gda.pl/cenhive/.

https://www.voicelab.ai/
https://www.snapshotserengeti.org/
https://en.duolingo.com/
https://www.mturk.com/mturk/welcome
https://kask.eti.pg.gda.pl/cenhive/
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3 CenHive Architecture

CenHive is a web-based solution. Originally it was designed as a service dedi-
cated to Wikipedia-WordNet mappings verification [1,7,13] using crowdsourcing
approach via Games with a Purpose [15]. It supported only one client and only
text questions with a fixed amount of answers.

Currently the system has been extended considerably. The current version
allows multiple clients and data types. It supports not only text data but audio,
video, images and any combination of aforementioned input types both in ques-
tions and answers. The amount of answers sent to the client is also configurable
and the client, instead of an answer to a question presented, can create a new
set of data for verification.

The main part of the system is a database containing the data aggregated
into so-called contents. It can be a form of mappings (e.g. Wikipedia – WordNet
mappings), tags (e.g. pictures with tags describing the content or images with
yes/no tags answering contents questions, like “Is this a human face?” or “Is this
a bee?”) or plain data that can be used for detailed data acquisition (like crowd
or beehive pictures, camera footage, etc.). The tags or descriptions associated
with given content are called phrase.

The contents elements are distributed to CenHive clients with client-defined
number of randomly selected phrases associated with given content using REST-
ful [10] API calls.

The system supports multiple clients that can use any technology. Currently,
the system has 4 official clients:

– TGame6 – Android platform game originally designed for Wikipedia – Word-
Net mappings verification, currently supporting audio, video, text and images
as elements within the contents and phrases parts. The player has to answer
provided questions to activate checkpoints in the game;

– Truth or Bunk7 – web-based client designed for Wikipedia – WordNet map-
pings – it takes a form of a quiz game where players have to answer as many
questions as possible;

– 2048 clone8 – an extension of the original 2048 game9. The player, during the
game, donates some of his or her computer computation power to create new
data (in this case finding human faces on photos provided from CenHive)
in volunteer computing mode and can also verify the detected faces using
crowdsourcing model when he or she wants to undo a move;

– captcha element – used for securing user login and registration page, can
provide a set of questions based on content elements with tags stored as
phrases in the system.

There are 2 other clients in the works that will support general image tag-
ging and will help to produce data for teaching neural networks using an active
6 https://play.google.com/store/apps/details?id=pl.gda.eti.kask.tgame.
7 https://kask.eti.pg.gda.pl/cenhive/tob/.
8 https://kask.eti.pg.gda.pl/cenhive/2048/.
9 http://git.io/2048.

https://play.google.com/store/apps/details?id=pl.gda.eti.kask.tgame
https://kask.eti.pg.gda.pl/cenhive/tob/
https://kask.eti.pg.gda.pl/cenhive/2048/
http://git.io/2048
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learning approach. Both aim at allowing users verification of bee detection done
by a neural network and the ability to tag bees on random images.

4 Data Acquisition and Verification

The main usage of the system is data verification. CenHive was created as crowd-
sourcing based solution for Wikipedia – WordNet mappings verification and was
later extended for general relations verification. In this case a mapping can be
treated as a relation, where a Wikipedia article is a description for a Word-
Net synset. Relations can thus take any form – keyword-based tags, mappings,
yes/no answers, image to text mappings, etc. Currently we are aiming at auto-
matic usage of gathered data for deep neural network learning. In all cases the
data can be in any form supported by CenHive.

4.1 Wikipedia-WordNet Mappings Verification

The system was used for assessing and verification of mappings between Word-
Net synsets and Wikipedia articles. The task was done using a 2D platform
game called TGame [1,13] (“Tagger Game”). It followed the output-agreement
model [15]. We aimed at introducing higher replayability by providing a trophy
system based on the player in-game performance; both in the form of collectibles
gathering, like coins or hearts, and in the number of tasks solved.

In TGame activating a checkpoint requires reaching it and answering the
question provided by CenHive, which in turn is a mapping verification. The
checkpoint is activated when the user answer (the mapping) is similar to the one
in CenHive. All the answers are logged so if the players will mark other answers
the administrator can correct the answer. The players also have a chance of
reporting the questions thus strongly indicating wrong mapping. We asked for
mappings using two approaches (Fig. 1):

– we extended the automatically generated mappings with other, false mappings
based on the Wikipedia search functionality, the users should choose the
correct mapping;

– we presented only the mapping from the database, the user should choose
whether it is correct or not.

During two months-long test period, players gave 3731 answers in total to
338 questions. The total number of answers for different mapping types is shown
in Table 1.

The tests proved that the proposed solution is useful in mappings verification.
During the evaluation, however, we had to deal with malicious users. As in the
crowdsourcing we cannot verify the user we decided that only questions that
had multiple answers will be taken into consideration. Furthermore to eliminate
blind shots we decided to take into account only questions that the user had
displayed for at least 5 s. Such time proved to be enough for the user to actually
read the question and the answers presented. Fortunately the number of answers
that could be considered blind shots is very low, in worst case it did not go above
3% and across all tests the ratio of blind shots was no greater than 1.56%.
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Fig. 1. TGame user interface (left: extended mappings, right: yes/no question).

Table 1. Number of answers for different type of questions

Question type Questions Answers Answers per
question

Reports Blind
shots

Blind
shots %

Extended mappings 239 3,308 13.84 625 16 0.48

Yes/No 99 423 4.27 10 12 2.84

Total 338 3731 11.04 685 62 1.34

4.2 Face Recognition and Verification

The first major extension introduced into CenHive was the ability to not only
verify already gathered data but to create the data itself. This can be done
twofold – the users can either generate data manually, e.g. by mapping the
images with a dedicated client, or provide the computation power in the volunteer
computing model. During this stage we decided to use the second approach.
For that we created a dedicated client in the form of a 2048 game clone. It
is available as a web application, where, during the gameplay, the photos are
downloaded from the CenHive server. The photos are then analyzed using Viola-
Jones Feature Detection Algorithm using Haar Cascades [14] algorithm (more
specifically using HAAR.js implementation10). Detected faces are then sent back
to CenHive and stored as tags where the original image is tagged with coordinates
of the rectangle containing the detected face (Fig. 2).

During the test period, where tests were done with the help of the research
team and students, for 64 multi-person photos the game players generated 628
face-detects (giving 303 distinct face detects). In this case multiple face detects
are not necessary as they are done arithmetically using the player’s device pro-
cessing power. The detected faces were further verified – for 92 images we got
181 verification responses and 7 reports.

10 https://github.com/foo123/HAAR.js.

https://github.com/foo123/HAAR.js
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Fig. 2. Detected faces.

5 Active Learning Support

Traditionally when performing a deep network learning for detection problems
a big learning set is needed. The data for teaching is randomly selected, which
can lead to longer teaching times as newly selected samples can contain partial
or even no new information. This leads to a small or even lack of increase in
network quality.

This problem can be mitigated with the Active Learning approach [4,8,11].
In this approach the network should choose whether the sample is informative
enough for the sample to be a part of the teaching set.

In our approach CenHive is treated as an oracle that should be able to answer
the question of whether the given sample is informative or not. In our test case
(bee detection on video streams) we consider a sample informative when the
network wrongly detects bees on the given image.

For each step of Active Learning we select samples based on the following
criteria:

– For each sample, detection is done using the network from the previous iter-
ation, only tags with the detection certainty over given value were taken into
account,

– Tagging done by the network is compared to the ones from the oracle
• If the number of objects detected by the network differs from the number

of objects returned by the oracle the sample is added to the training set,
• If the number of detected objects is the same, for each object we calcu-

late Intersection over Union (IoU) value, meaning how well the area of
detected objects covers the area of objects returned by the oracle. If it is
below the predefined threshold we add the sample to the training set.

In this case the oracle works as described in the previous chapter. The Cen-
Hive system distributes neural network tagged images to the users for verifica-
tion. The implemented clients also allow manual image tagging allowing thus the
creation of new training data. Using friends and family approach we managed
to tag 2500 photos, what after splitting the images to the size appropriate for
the network gave 60423 samples.
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To test the viability of the proposed solution we performed Active Learning
on Faster R-CNN [9] network implemented using Detectron11 [6] system. The
network was first trained using 12000 random pictures during 13 epochs. During
the tests we considered two parameters: IoU value over 70% and over 80% and
minimal certainty score over 30% and over 60%. Three models were thus trained:

– min IoU 70%, min score 30% – the image was considered correctly detected
by the network when IoU had value at least 70% and certainty score was over
30%,

– min IoU 80%, min score 30% – the image was considered correctly detected
by the network when IoU had value at least 80% and certainty score was over
30%,

– min IoU 80%, min score 60% – the image was considered correctly detected
by the network when IoU had value at least 80% and certainty score was over
60%.

The images tagged by the network were then verified using CenHive and
the network was trained again for 12 iterations with the extended training set.
For each iteration up to 1000 new images verified using CenHive were added
to the training set. During each iteration The aforementioned approach showed
constant network quality upgrade, however with each new data set from CenHive
the training set grew and thus the training time increased. We then tested the
approach with limited usage of the old training set. Altogether we used three
approaches to introduce new samples:

– Full training set – the training set for given iteration consisted of new samples
and all previously used samples,

– Only new data – the training set for given iteration consisted of only the new
images verified through CenHive,

– New data with memory – the training set contained new images and 10000
randomly selected images from previous learning sessions.

The results are presented in Fig. 3. Using only new samples did not provide
good results. However when the size of the training set was limited to new
samples and 10000 randomly selected previously used the network quality was
nearly as good as when the training was done with all the samples. The training
time, however, was much smaller, as can be seen in Fig. 4. The data acquired
proves that the proposed approach is viable to serve as an oracle in the Active
Learning approach.

11 https://github.com/facebookresearch/Detectron.

https://github.com/facebookresearch/Detectron
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Fig. 3. Network quality.

Fig. 4. Training times.
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6 Summary and Future Work

We believe that with each day we are more justified to state, that modern solu-
tions are less algorithms and more annotated data. More and more modern
problems cannot be easily solved using traditional approaches and require the
usage of deep neural networks which in turn require a high amount of data for
a precise learning process.

The paper presents a crowdsourcing based approach to data gathering, anno-
tation and verification. The approach also allows automatic usage of gathered
data for Active Learning where the implemented system acts as an oracle.

We tested the approach for different data types and tasks. The approach
proved to be viable in data gathering, annotation and verification. We also
showed that it can be used effectively in the Active Learning as an oracle that
determines whether the given sample is informative and should be used in the
learning process or not.

The drawback of the solution is that it relies on heavy community involve-
ment. This can be however achieved by embedding the problems in so-called
Games with a Purpose. We implemented a few such clients and performed pre-
liminary tests proving such approach viable.

In the future we plan on extending the solution with more and better-suited
clients. We also plan on using captcha element in real-life systems that will
guarantee a steady stream of solutions provided by the users of such systems.
This will allow us optimization of the whole verification process generating more
training data for deep learning.

Acknowledgements. We would like to thank Agata Krauzewicz and �Lukasz �Lepek
who implemented part of the presented solution during their studies.
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Gdańsk University of Technology, Narutowicza 11/12, 80-233 Gdańsk, Poland
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Abstract. In the paper we provide thorough benchmarking of deep neu-
ral network (DNN) training on modern multi- and many-core Intel pro-
cessors in order to assess performance differences for various deep learn-
ing as well as parallel computing parameters. We present performance of
DNN training for Alexnet, Googlenet, Googlenet v2 as well as Resnet 50
for various engines used by the deep learning framework, for various batch
sizes. Furthermore, we measured results for various numbers of threads
with ranges depending on a given processor(s) as well as compact and
scatter affinities. Based on results we formulate conclusions with respect
to optimal parameters and relative performances which can serve as hints
for researchers training similar networks using modern processors.

Keywords: Deep neural network training · Benchmarking · Parallel
computations · Caffe · MKL

1 Introduction

Deep neural networks have become an important method for modeling vari-
ous hard to describe phenomena and subsequent usage of the models for mak-
ing out for other data sets. As an example, such networks allow for detection
of object classes, prediction of trends, modeling complex functions etc. While
trained networks can be used for inference using less powerful devices, training,
using typically data sets of very large sizes, is computationally very demanding
and requires high performance computing systems. Parallelization of deep neu-
ral network training is a key challenge nowadays. Consequently, finding powerful
and cost-effective compute devices is of paramount importance. In this paper, we
investigate performance of various many- and multi-core CPUs for assessment
of deep neural network training. This research is complementary to the typically
analyzed training using GPUs. One of the goals of the paper is to investigate
relative performance of multi- and many-core CPUs for deep learning frame-
works. Similar research has already been performed for other applications, for
example: parallel chess search [1], parallel computation of similarity measures
between large vectors [2], Fast Fourier Transform (FFT), numerical integration
and heat distribution [3].
c© Springer Nature Switzerland AG 2020
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2 Related Work

There are several works available that aim at comparative studies of various
deep learning frameworks run on various hardware configurations. As an exam-
ple, paper [4] includes a comparison of Caffe, the Microsoft Cognitive Toolkit
(CNTK), MXNet, TensorFlow, and Torch. Preliminary tests were performed
for both synthetic as well as real data sets for networks such as: feed-forward
neural networks (FCNs), convolutional neural networks (CNNs) AlexNet and
ResNet-50 as well as FCN, AlexNet, ResNet-56 and recurrent neural networks
(RNNs) long short-term memory (LSTM) respectively. Successive tests were
performed for various combinations of the aforementioned networks, CPUs and
GPUs. Multi-GPU tests (2, 4 GPUs) were performed for FCN, AlexNet and
ResNet-56 networks. CPU thread scaling showed benefits, albeit up to 4 or 8
threads on the i7 and up to 16 or 32 threads on the E5s, depending on the net-
work. Scaling up to 4 GPUs gave best results in practically all cases. For tests
performed on E5, TensorFlow is best for AlexNet, CNTK for FCN real, Torch
for FCN synthetic, Torch for ResNet and CNTK for LSTM. In this context, the
contribution of our paper is similar but focuses more on various CPU types,
not only desktop (i7-3820) and server Xeon (E5-2630x2) benchmarked in the
aforementioned paper. We also investigate multi- vs many-core CPUs for deep
learning.

For CPUs, paper [5] shows the importance of proper thread affinity and
data mapping in machine learning algorithms, tested on Intel R© Xeon R© X7550
(Nehalem) as well as Intel Xeon Phi 7250 Knights Landing (KNL). The authors
tested machine learning applications from the Rodinia Benchmark Suite: back-
prop, kmeans, knn and sc. They have concluded that especially the scatter affin-
ity and interleaved data mapping can reduce execution times by up to 25.2%
and 18.5% for Xeon and Xeon Phi, respectively, albeit depending to a degree
on the application. Specifically, largest savings were obtained for backprop for
Xeon and knn for Xeon Phi.

As for actual applications, some works investigate performance of running
deep learning models on actual users’ devices. For instance, paper [6] discusses
RSTensorFlow extending the TensorFlow framework and investigates perfor-
mance of various CPU and GPU models available on phones running Android.
The authors investigate key operations for the inference run using TensorFlow
identifying two key operations: convolution and matrix multiplication. The mod-
ified implementation of TensorFlow can run these operations in parallel through
RenderScript. The authors have demonstrated improvements in running matrix
multiplication using a GPU on Nexus 5X but generally worse than the original
TensorFlow results on Nexus 6. Forward pass of the Inception model run with
the proposed solution for matrix multiplication brings improvements for the two
phones. The same applies for LSTM tests for batch size equal 64.

From the perspective of this paper i.e. focus on CPU-based DNN training,
paper [7] provides excellent and very interesting background. That work takes
a look at the whole multilayered software stack i.e. from top to bottom deep
learning applications, framework, Basic Linear Algebra Subprograms (BLAS)
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libraries that, next to ATLAS and OpenBLAS, involve Intel R© Math Kernel
Library (MKL) and cuDNN/cuBLAS and finally hardware like GPUs/CPUs.
The paper presents performance results for training AlexNet and ResNet-50
using various stacks and compute devices including NVIDIA P100, K40, K80,
as well as CPUs of generations such as KNL, Broadwell, Haswell. The paper
concludes that the optimized version using KNL (using MKL 2017) can even
match P100 (using cuDNN/cuBLAS) for training ResNet-50 while being slightly
slower for AlexNet. Various Caffe variants were used. This means that CPU-
based stacks, when configured properly, can be interesting. Performance scaling
vs the number of nodes is presented, better for OSU-Caffe (GPU) compared to
Intel-Caffe (CPU).

In line with other works proposing sets of representative benchmarks con-
cerning AI using deep neural networks, paper [8] describes DNNMark, a highly
configurable GPU benchmark package that includes a set of deep neural network
primitives, covering a rich set of GPU computing patterns such as: convolution,
pooling, local response normalization, activation, fully connected layer.

Following this trend and addressing portability, paper [9] proposes a DNN
benchmark framework that is able to run on any platform supporting OpenCL
and CUDA. Tests within the benchmark include: Convolutional Neural Networks
(CNN): CifarNet, AlexNet, ResNet, SqueezeNet, VGGNet, Recurrent Neural
Networks (RNN): Long Short Time Memory (LSTM), Gated Recurrent Unit
(GRU).

Paper [10] demonstrates that selected FPGA solutions can be very interesting
not only in terms of performance/Watt but also pure performance against even
GPUs. As an example, the paper shows better performance and performance-
Watt estimates of Stratix 10 FPGA 750 MHz compared to NVIDIA Titan X
for ResNet-50 results and ImageNet problem size. Comparative results of FPGA
performance and performance/Watt against base results using Intel Xeon E3
CPU and NVIDIA GTX 650 Ti can be found in [11]. Performance/Watt values
are always better compared to the CPU, mostly better compared to the GPU.
Performance is worse using the Zynq board compared to both CPU and GPU,
better compared to CPU for Stratix and worse or better depending on a neural
network model compared to the GPU and mostly better using Arria.

Work [12] focuses on performance investigation of inference using deep neural
networks using CPUs and GPUs in mobile devices. It demonstrates that accel-
eration of inference using GPU can provide benefits over using mobile CPUs, in
terms of both performance and power consumption, assuming proper support
from the software layer used. Such support needs to be extended in the existing
deep neural network frameworks. Performance of smartphones for performing AI
related tasks using deep neural networks can be assessed using AI Benchmark1.
Study of several devices using this benchmark is available in [13].

Paper [14] deals with performance of processing using deep neural networks
using CPUs. It demonstrates that using optimizations such those concerning

1 http://ai-benchmark.com/.

http://ai-benchmark.com/
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data layout, SSE instructions including fixed point instructions it is possible to
obtain a speed-up of 3x compared to original floating point version.

A recent paper [15] presents a cross platform comparison of TPUs, GPUs
and CPUs for fully connected (FC), convolutional neural networks (CNN), and
recurrent neural networks (RNN). Several insights have been provided based on
experiments. For instance, the authors have concluded that large FC models
benefit from CPUs due to memory constraints, for large batch sizes TPUs and
for small batch sizes GPUs are preferred, TPUs benefit more and more over
GPUs for larger CNNs.

3 Benchmarking Methodology

A general idea behind this research was to find optimal configurations for training
deep neural network using a selected framework. An optimal configuration is
thought of as a recommended set of parameters and hardware. For meaningful
and comparable results all tests were executed on selected framework and one
simple application. Additionally, all tests were run on several processors, with a
set of parameters that was changed in search of an optimal solution.

3.1 Framework

The framework used for the needs of this benchmarking was Intel Distribution
of Caffe – based on the open source Caffe framework for deep learning. It was
extended by Intel for better performance results when running computations on
CPU, especially Intel Xeon processors and Intel Xeon Phi processors. The name
CAFFE of the original framework comes from Convolutional Architecture for
Fast Feature Embedding. It is especially dedicated to image classification.

The Intel Distribution of Caffe framework was chosen for several reasons.
First of all, it was optimized for the Intel Xeon and Intel Xeon Phi processors by
the Intel itself. It means that it can use dedicated libraries for low level math-
ematical operations on these hardware, like the Intel MKL library. Therefore,
we can omit the influence of low-level mathematical operations and assume that
the performance depends solely on the deep learning framework, deep learn-
ing parameters and parallel computation parameters. Secondly, this framework
allows for defining most of the parameters through json configuration files with-
out interfering the network structure for each parameter.

3.2 Parameters

We can distinguish two types of parameters used in this benchmark.
Deep learning parameters include:

– network topology – each network topology has a different level of complexity;
usually networks that are more complex take more time but provide results
that are more accurate,
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– data type – randomly generated or real objects,
– engine – indicates which underlying library for math operations is used,
– batch size.

Parallel computation parameters include: number of ‘cpus’, number of threads -
OMP NUM THREADS’, affinity of threads - KMP AFFINITY.

4 Experiments and Results

4.1 Testbed Environments and Libraries

All tests were executed using platforms from the Intel vLab Machine Learning
cluster. The Intel vLab Machine Learning cluster provides an environment to
support and advance academic research in Machine Learning and Deep Learn-
ing. Tests were run on a single node, used exclusively. Table 1 presents a list
of all types of processors used in the benchmark containing name and basic
parameters like number of sockets, cores or threads. For tests, we used Intel
Math Kernel Library (Intel MKL) 2017 Beta update 1 and mkl-dnn v0.11,
(mklml lnx 2018.0.1.20171007).

Table 1. Tested processors

Parameter/processor name Knights
Landing (KNL)

Knights Mill
(KNM)

Skylake Xeon
(SKL)

Logical processors 272 288 112

Thread(s) per core 4 4 2

Socket(s) 1 1 2

Core(s) per socket 68 72 28

Model name Intel(R) Xeon
Phi(TM) CPU
7250 @ 1.4 GHz

Intel(R) Xeon
Phi(TM) CPU
7295 @ 1.50 GHz

Intel(R) Xeon(R)
Platinum 8180
CPU @ 2.50 GHz

L1d cache 32K 32K 32K

L1i cache 32K 32K 32K

L2 cache 1024K 1024K 1024K

TDP 215W 320W 205W

4.2 Results

Default Configuration on all Processors. The following default configura-
tion test will act as a basic test and a reference point. The default configuration
is a set of parameters values either set in the script (when a user does not specify
a value themselves) or commonly used values. Table 2 shows the default configu-
ration of parameters. Some of these are hardware-dependent and thus they will
differ for each of the processors used.
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Table 2. Default configuration parameters

Number of ‘cpus’ Maximum possible

OMP NUM THREADS Equal to number of all cores

KMP AFFINITY granularity= fine, compact, 1, 0;

Data Random, <batch size>× 3× 227× 227

Batch size 256

Engine MKLDNN

Tests with this configuration were run on all network topologies and all pro-
cessors used in this benchmark. Results of this default testing can be found in
Table 3.

Table 3. Default configuration results – images per second

SKL KNL KNM

Alexnet 1046 458 978

Googlenet 334 143 236

Googlenet v2 261 107 160

Resnet 50 127 50 57

In terms of network topologies, we can see that Alexnet is always the quickest
network. Then comes Googlenet, Googlenet v2 and Resnet 50, always in the
same order. This is a proper behavior if we take into account complexities of
those models. This order of networks corresponds to the complexity of network,
which considers the number of hidden layers and total number of operations.
That is why Alexnet, the simplest network, is always the fastest. However, it
might not satisfy us with its accuracy. On the other hand, the Resnet 50 network
is a 50 layers Residual Network, making it a more sophisticated model.

Comparing results between processors, we can observe that for this configu-
ration, Skylake Xeon (SKL) is generally the fastest and Knights Landing (KNL)
is the slowest. While proportions of speed between topologies are very similar
for those two, the difference in their speed is almost double. For Knights Mill
(KNM), however, it looks slightly different. For a simple model – Alexnet – it was
almost as fast as the Skylake processor. However, with each following topology,
the efficiency of this processor drops down.

Engine Comparison for Real Data. Tables 4, 5 and 6 show results for the
tested processors, for real life images. All other parameters besides ‘engine’
stayed the same as in default configuration. ImageNet (ILSVRC2012) was used as
input dataset. The performance strongly depends on the engine, with MKLDNN
achieving best results.
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Experiments with Various Batch Sizes. We have performed experiments
with various batch sizes for all four networks – Alexnet, Googlenet, Googlenet v2
and Resnet 50, for which results are presented in Tables 7, 8 and 9 for Skylake,
Knights Landing and Knights Mill processors respectively.

Table 4. Real data on Skylake results – images per second

Alexnet Googlenet Googlenet v2 Resnet 50

CAFFE 389 143 49 19

MKL2017 938 267 195 61

MKLDNN 1019 332 260 93

Table 5. Real data on Knights Landing results – images per second

Alexnet Googlenet Googlenet v2 Resnet 50

CAFFE 113 46 19 7

MKL2017 444 161 120 25

MKLDNN 530 178 133 54

Table 6. Real data on Knights Mill results – images per second

Alexnet Googlenet Googlenet v2 Resnet 50

CAFFE 153 54 20 7

MKL2017 696 191 147 28

MKLDNN 852 219 167 63

Table 7. Performance for various batch sizes on Skylake Xeon – images per second

Batch size Alexnet Googlenet Googlenet v2 Resnet 50

64 786 294 223 94

128 897 318 245 93

256 1002 311 257 94

512 1024 338 260 95

1024 1049 337 270 94

Table 8. Performance for various batch sizes on Knights Landing – images per second

Batch size Alexnet Googlenet Googlenet v2 Resnet 50

64 423 152 123 70

128 473 186 143 51

256 521 131 131 54

512 540 162 124 48

1024 507 144 119 47
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Table 9. Performance for various batch sizes on Knights Mill – images per second

Batch size Alexnet Googlenet Googlenet v2 Resnet 50

64 494 174 136 81

128 580 192 157 66

256 629 177 138 57

512 642 171 132 53

1024 771 157 127 49

Thread Number Tests for Compact Affinity. This and the following sub-
sections focus on parallel computing parameters. In this scenario, the default
application was tested with various thread numbers and thread affinity set to
compact.

Results of this test are presented in Figs. 1, 2 and 3.

Fig. 1. Skylake Xeon results for various number of threads and compact affinity

Fig. 2. Knights Landing results for various number of threads and compact affinity
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Fig. 3. Knights Mill results for various number of threads and compact affinity

For the Skylake Xeon system we can observe the best performance for the
thread number equal to the number of physical cores (56) and a trend of growing
performance from above 56 threads to 112 threads which is the number of all
logical cores.

In the case of Xeon Phi co-processors the best performance is also for the
thread number equal to the number of physical cores. The difference is in the
trend of the other results. Performance drops down for too small or too big
numbers of threads, especially when equal to number of all logical cores. However,
there are local peaks for numbers that can be divided by four.

Additional Thread Number Tests for Compact Affinity and Core
Granularity. In addition to the previous tests for various thread numbers with
the compact affinity and fine granularity, a few tests for granularity set to core
were run to check if there will be influence on performance. The tested config-
uration includes the Skylake processor with 112 threads and Knights Landing
with 272 threads. The results are as shown in Tables 10 and 11 respectively.

Table 10. Core granularity results on Skylake Xeon

Alexnet Googlenet Googlenet v2 Resnet 50

112 threads 1001 317 245 116

Table 11. Core granularity results on Knights Landing

Alexnet Googlenet Googlenet v2 Resnet 50

272 threads 402 137 102 39

Results of this test scenario were almost the same as for granularity fine. We
can assume that granularity has no significant influence on the performance.
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Thread Number Tests for Scatter Affinity. This section refers to tests
performed for various number of threads for thread affinity set to scatter.
Figures 4, 5 and 6 present results for Skylake, Knights Landing and Knights
Mill processors respectively.

Fig. 4. Skylake Xeon results for various number of threads and scatter affinity

Fig. 5. Knights Landing results for various number of threads and scatter affinity

Fig. 6. Knights Mill results for various number of threads and scatter affinity
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4.3 Discussion

From the collected results, we can draw conclusions with respect to both relative
performances of the used CPUs as well as recommended configurations as well
as parameters for deep neural training.

We can formulate the following conclusions, based on the performed tests
and obtained results:

1. In terms of relative performance, from best the obtained order is as follows:
Skylake Xeon, Knights Mill and Knights Landing which suggests that the
architecture with fewer but more powerful cores has an edge for this type of
applications.

2. Relative order of engines in terms of performance is MKL2017 and MKLDNN
being much better that CAFFE and largest differences between MKL2017 and
MKLDNN observed for Resnet 50, for all devices.

3. Tests with various batch sizes, between 64 and 1024 revealed that best
throughput depends on the network tested:
Skylake – 1024 for Alexnet and Googlenet v2, 512 for Googlenet and

Resnet 50,
Knights Landing – 512 for Alexnet, 128 for Googlenet and Googlenet v2, 64

for Resnet 50,
Knights Mill – 1024 for Alexnet, 128 for Googlenet and Googlenet v2, 64 for

Resnet 50.
Configurations are apparently similar for Knights Mill and Knights Landing.

4. Generally, the best numbers of threads appeared to be the numbers of phys-
ical cores with the exception of Knights Mill and scatter affinity for which
best results were obtained for 54 threads. In terms of thread affinity, the
compact mode proved visibly better for Skylake. For Knights Mill, Googlenet
obtained better results for scatter while Googlenet v2 and Resnet 50 for com-
pact. For Knights Landings, Googlenet and Resnet 50 obtained better results
for scatter while Googlenet v2 for compact.

5 Summary and Future Work

Within the paper, we performed thorough benchmarking of deep neural network
training using both multi- and many-core processors, including Intel Skylake,
Knights Landing and Knights Mill. Various engines were used for testing includ-
ing CAFFE, MKL2017 and MKLDNN. Tests have been performed for 4 different
networks including Alexnet, Googlenet, Googlenet v2 and Resnet 50, for various
numbers of threads, batch sizes as well as thread affinities. Results can serve as
guidelines which architectures appear to be better, performance-wise as well as
which configurations on multi- and many-core CPUs are preferred for training
particular network types. Our research has shown that these differ based on the
CPU architectures, network types and structures as well as sizes of benchmarks
and thus are of interest to the community performing research in this area.
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Future work includes incorporation of energy consumption [16] in benchmark-
ing, along performance, specifically with the use of software supporting finding
preferred performance-energy consumption configurations [3].
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Abstract. Assessment of cognitive workload level is important to understand
human mental fatigue, especially in the case of performing intellectual tasks.
The paper presents a case study on binary classification of cognitive workload
levels. The dataset was received from two versions of the digit symbol substi-
tution test (DSST), conducted on 26 healthy volunteers. A screen-based eye
tracker was applied during an examination gathering oculographic data. DSST
test results such as total number of matches and error ratio were also applied.
Classification was performed with several different machine learning models.
The best accuracy (97%) was achieved with linear SVM classifier. The final
dataset for classification was based on nine features selected with the Fisher
score feature selection method.

Keywords: Cognitive workload � Binary classification � SVM � Eye-tracking
signal

1 Introduction

According to the literature, the term “cognitive workload” is a quantitative measure of
the amount of mental effort necessary to perform a task [1]. Estimation of cognitive
workload is of great importance in understanding human mental fatigue related to
performing tasks of various complexity requiring different concentration level. More-
over, assessment of mental effort might be useful in the process of modeling infor-
mation processing capabilities.

The Digit Symbol Substitution Test (DSST) [2, 3], known from over a century ago,
was introduced as a tool to understand human associative learning. Currently it is one
of the most commonly used tests in clinical neuropsychology to measure cognitive
dysfunction. Its popularity is related to its brevity and high discriminant validity [4].
The DSST enables to check the processing speed, memory and executive functioning
of the patient. It is prevalent in cognitive and neuropsychological test batteries [5, 6].
Originally, the DSST was designed as a paper-and-pencil cognitive test presented on a
single sheet of paper.

In the present study, user performance in a computerised version of the DSST test is
analysed. The DSST was performed on a homogeneous group of participants,
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composed of twenty six healthy students aged 20–24. The data analysed in the study
originate from two boards of the DSST differing in their difficulty.

The literature proves that eye-tracking features might be applied in prediction of
cognitive states. Benfatto et al. [7] used eye-tracking combined with machine learning
in detecting psychological disorders. In [8] and in [9] eye-movement features were
applied in the classification of visual tasks. Eye-tracking was applied in order to assess
the workload and performance of skill acquisition [10]. Other studies examined cog-
nitive workload using eye-tracking features among such groups as surgeons [11] or
pilots [12].

In statistical and correlation analysis the parameters such as pupil dilation or pupil
diameter size are the most often used to distinguish the state of cognitive workload [13,
14]. Additionally, such features as fixation rate and duration, saccade duration and
amplitude or the number of blinks can be used in statistical analysis in the context of
cognitive workload [15, 16].

The aim of the study is to verify whether features based on eye tracking might be
used to classify cognitive workload level in the DSST test. The evaluation is based on
eye-tracking features (fixations and saccades, blinks and pupil size) and test results
(total number of matches and error ratio). The novelty of the paper is focused on the
classification rate of cognitive workload level based on eye-tracking features.

The rest of the paper is structured as follows. The research procedure covering the
computer application, equipment and experiment details is discussed in Sect. 2. Sec-
tion 3 presents the methods applied in data processing, classification and statistical
analysis procedures. The results are discussed in Sect. 4, whereas conclusions are
presented in Sect. 5.

2 The Research Procedure

2.1 The Computer Application

The Digit Symbol Substitution Test (DSST) applied in the study was a computerised
version of the DSST developed on the basis of the original paper-and-pencil cognitive
test [15, 16]. The test requires a subject to match symbols to numbers according to
a key located at the bottom of the screen. A symbol is assigned by clicking it on the
key. A currently active letter is marked with a graphical frame. After assigning a
symbol to a letter, the frame is moving to the next letter. The subject matches symbols
to subsequent letters within specified time. Subsequent letters were generated ran-
domly, with repetitions and continuously within a defined period of time.

The number of symbols and the time is defined in the application settings. In the
case study two DSST parts were applied:

– 4 different symbols to assign; the test lasted 90 s.
– 9 different symbols to assign; the test lasted 180 s.

The application was developed in Java and is operated using a computer mouse. The
interface of the computerised version is presented in Fig. 1.
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2.2 Setup and Equipment

The experiment was conducted in a laboratory, in a testing room illuminated with
standard fluorescent light. Eye activity was recorded using screen-based eye tracker
Tobii Pro TX300 (Tobii AB, Sweden). The Tobii Pro TX300 uses video-oculography
based on the dark pupil and corneal reflection method. It collects binocular gaze data
with the frequency of 300 Hz.

The experiment was designed in Tobii Studio 3.2, the software compatible with the
Tobii Pro TX300 eye tracker, dedicated for preparing and analysing eye-tracking
experiments. Visual stimuli were presented on a separate monitor (23” TFT monitor at
60 Hz). During the experiment the participants were seated at a distance from the
screen between 50 and 80 cm. The differences were insignificant for the results and
they were depended on individual participant preferences (a comfortable position for
working with a computer) and All participants were tested using the same software and
hardware settings.

2.3 Experiment

The experiment was conducted in a dedicated laboratory with eye-tracker and com-
puter. The 26 participants spanned the age range of 20 to 24 (mean = 20.77 years, std.
dev. = 1.65). A single participant was examined for approximately 15 min. The
experiment was divided into two parts, with calibration before each part.

At the beginning of each session a 9-point built-in calibration procedure was run on
the eye-tracker. Then, the participants were provided with the instructions on the
screen, in which they were asked to make as many matches as possible by assigning
symbols to the appearing letters. The assigning was to be done by clicking a key with a

Fig. 1. The interface of the application.
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particular symbol. Next, the participants completed two parts of the DSST using the
computer application. Each part had a different number of symbols to assign and lasted
a different amount of time. At the beginning of each part, a short trial, consisting of 9
symbols, was run to familiarise the participants with the task. After the trial, the proper
test was started. Figure 2 presents the procedure of the experiment.

2.4 The Data Set

The dataset consists of 52 files generated from the eye-tracker and 52 files from the
application. The total number of files generated per participant is (equal to) 4:2 files
from the eye-tracker and 2 from the application. The data from each task were saved in
a separate file

3 Applied Methods

3.1 Data Processing

Figure 3 presents the procedure of data processing. The procedure of data processing is
divided in several main steps: data acquisition, data pre-processing, feature extraction,
feature selection and the classification process.

The pre-processing step consisted of data synchronisation. Four files were gener-
ated for one participant. Since two files were generated for each part: one file from the
computer application and one from the eye-tracker, the synchronisation procedure was
necessary to prepare the dataset. The data from the two files were synchronised on the
basis of the time stamps contained in the files. One file per part for each participant was
created as the result of the synchronisation. After pre-processing, the feature selection
step was performed, during which twenty features were extracted. These features are:
the mean, standard deviation, maximum value, minimum value, duration of fixations
and saccades and the maximum amplitude of saccades. The mean and standard devi-
ation were calculated for the left and right pupil. The number of blinks and duration of

Fig. 2. The procedure of the experiment.
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a blink were also extracted. Additionally to eye-tracking features, a DSST-based set of
features were obtained: number of responses, number of error responses and mean time
of responses. The next step in the procedure of data processing was feature normali-
sation, which was necessary to ensure a uniform scale of the features.

In order to reduce the input dimension number and ensure higher classification
accuracy, feature selection was performed. Two methods of feature selection were
applied in the analysis:

– Fisher score feature selection method [17] to select the most valuable features, and
– Principal Component Analysis (PCA) [18] to find principal components with high

variance.

The following classification models were applied: The following features appeared
at the top of the ranking: standard deviation of the right pupil, the mean of the left
pupil, standard deviation of the saccades, the mean blink duration and the number of
blinks.

After the selection feature step was completed, the final step – training and clas-
sifying was started. The following classification models were applied

– Support Vector Machine (SVM) with linear kernel
– Support Vector Machine (SVM) with polynomial (poly) kernel
– Support Vector Machine (SVM) with radial based function (rbf) kernel
– K nearest neighbours (kNN)
– Random forest

Fig. 3. The procedure of data processing.
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The dataset was shuffled in random order and divided into train and test datasets.
The test part was 20% of the entire dataset. After the learning process, the correctness
of the classifier was tested using the test dataset.

3.2 Statistical Analysis

The Kolmogrov-Smirnov (K-S test) test was performed for all 20 features to determine
whether the variables have a normal distribution. In order to compare the mean values
from two DSST parts, the independent-samples t-Test was used. Furthermore, the
Pearson correlation coefficients between each features was calculated. The analysis was
performed in the MATLAB software using the Statistical and Machine Learning
Toolbox.

4 Results

4.1 Classification Results

A two class classification was conducted. Observations with a low level of cognitive
workload were labelled as class 1, whereas high level observations were grouped in
class 2. Two approaches are presented below: the first one is based on the feature
selection method and the second resorts to the application of the PCA algorithm. The
following classifiers were chosen: SVM with linear kernel, SVM with poly kernel,
SVM with RBF kernel, KNN and random forest. Each learning process was repeated
200 times. The number of repetitions was established on the basis of simulation of the
results presented in Fig. 4. It can be observed that 200 repetitions is enough for the
partial standard deviation of the partial mean (1) of classification accuracy to reach the
value of 0.01. The partial mean of classification accuracy is defined as:

mean accð Þi¼
1
i

Xi

j¼1
accj; i 2 N; i� n ð1Þ

The partial standard deviation of std mean accð Þð Þi is defined as the standard devi-
ation of first i partial means.

Fig. 4. Selection of repetition number – standard deviation of mean accð Þ.
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Table 1 presents the results obtained for selected classifiers for 9 features selected
by the Fisher score based feature selection method. The accuracy was calculated for
each classifier. The best accuracy score was obtained for the SVM classifier with linear
kernel – 0.94 and for random forest – 0.93. The worst result was obtained for the SVM
classifier with poly kernel – 0.79. Tables 2 and 3 present the mean confusion matrix for
the SVM with linear kernel and for random forest. Table 2 shows that on average 5.33
observations coming from the first class were classified in the proper way and only
0.285 observations from the first class were classified as second class observations. On
average 5.055 observations from the second class were classified properly and 0.33
observations from the second class were classified as a first class. A similar situation
occurred with the random forest confusion matrix.

Table 4 presents the results obtained for selected classifiers for 2 principal com-
ponents. Accuracy was calculated for each classifier. Application of the PCA algorithm
instead of feature selection methods ensured a high accuracy score obtained using
feature selection methods and allowed to obtain even better results. The best accuracy
was calculated for the SVM classifier with linear kernel. However, all the results
obtained are acceptable.

Table 1. Selected classifier accuracies for 9 features selected by Fisher score based feature
selection method.

Classifier Type Accuracy

SVM Linear 0.94
Poly 0.79
Rbf 0.89

KNN 0.84
Random forest 0.93

Table 2. Confusion matrix for SVM classifier with linear kernel.

Class 1 Class 2

Class 1 5.33 0.285
Class 2 0.33 5.055

Table 3. Confusion matrix for random forest classifier with linear kernel.

Class 1 Class 2

Class 1 5.01 0.385
Class 2 0.375 5.23

Binary Classification of Cognitive Workload Levels with Oculography Features 249



Figure 5 presents an example of the scatter plot for two first principal components.
It can be observed that class 1 and class 2 are separable both for the train and test set
observations.

4.2 Statistical Analysis

The K-S test found four features with non-normal distribution (Min Fix, Mi Saccade,
Blinks No and Error No). The number of responses was not included in statistical
analysis. The independent-samples t-Test revealed statistically significant differences
for some features. Table 5 presents features revealed with the t-Test for p-value 0.05.

Table 4. Selected classifiers accuracies for 2 principal components.

Classifier Type Accuracy

SVM Linear 0.97
Poly 0.93
Rbf 0.93

KNN 0.95
Random forest 0.95

Fig. 5. Scatter plot with two first principal components.
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Tables 6 and 7 present the statistically significant (p-value 0.05) correlation coef-
ficients for first and second part of the DSST examination. In the case of the first DSST
part, 11 pairs of correlated features were observed. The strongest correlation was
observed for the Mean Pupil Right – Mean Pupil Left pair. The Blinks No – Saccade
No pair also presents a high value of correlation coefficient.

The second part of the examinations revealed 11 pairs of correlated features. As in
the first part of the DSST examination, the highest correlation has been found for the
Mean Pupil Left – Mean Pupil Right pair. The most frequent feature to appear in the
first and second examination is Blinks No, which is correlated with Mean Saccade
Amplitude, Saccade No, Std Saccade No and Std Pupil Left.

Table 5. The results of independent-samples t-Test

Features Pvalue Features Pvalue
Mean Response Time <0.001 Std Saccade 0.034
Fix No <0.001 Max Saccade <0.001
Max Fix 0.005 Mean Saccade Amplitude <0.001
Std Fix 0.028 Std Pupil Left 0.006
Saccade No <0.001 Std Pupil Right 0.015

Table 6. The values of correlation coefficient for first part of examination

Features Correlation
coefficient

Features Correlation
coefficient

Mean Fix Duration-
Saccade No

−0.5814 Mean Saccade Duration-
Std Pupil Left

−0.5002

Max Saccade-Std Fix −0.5163 Blinks No-Mean Saccade
Amplitude

−0.6109

Max Saccade-Max Fix −0.3989 Blinks No-Saccade No 0.7049
Mean Pupil Right-Mean
Pupil Left

0.9127 Blinks No-Std Saccade 0.7144

Mean Pupil Right-Std
Pupil Left

0.5637 Blinks No- Std Pupil Right 0.4728

Std Pupil Left-Std Pupil
Right

0.7538
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5 Discussion and Conclusions

The aim of the paper was to verify whether eye tracking-based features might be used
to classify cognitive workload level. Mental fatigue was measured during two sessions
of the DSST test run in different conditions.

The binary classification was performed with different machine learning models
based on such algorithms as the SVM with kernels: linear, poly and radial basis
function, KNN and random forest. The evaluation was based on eye-tracking features
(mean, standard deviation, maximum and minimum value, duration of fixations and
saccades, maximum amplitude of saccades, the number and duration of blinks, and
pupil size) and test results (the number of responses and error responses and the mean
time of responses). The Fisher score feature selection method was applied to select nine
of the most informative features used to build models. The learning process for each
model was repeated 200 times.

The results show that the highest accuracy was achieved for the linear SVM model
(94%), although the random forest algorithm (93%) occurred to be efficient as well.
Confusion matrices for these models, where type I and type II errors are at relatively
low levels, proved the stability of the models. Data analysis with the PCA algorithm for
the first two principal components showed linear separability of classes, which cor-
responds to the fact that the linear model occurred to be the most efficient. The worst
classification results was reached for the SVM with polynomial kernel.

Statistical analysis revealed the most significant features, which are: mean response
time, standard deviation of saccades, standard deviation of fixation, fixation number,
maximum saccade, maximum fixation, mean saccade amplitude, standard deviation of
the right and left pupil. Most of these features were found by the Fisher score feature
selection method. Statistical analysis did not reveal very strong significant correlations
between features.

Table 7. The values of correlation coefficient for second part of examination

Features Correlation
coefficient

Features Correlation
coefficient

Mean Fix Duration-
Saccade No

−0.5079 Mean Pupil Right-Std
Pupil Left

0.4971

Saccade No-Max Fix −0.5717 Std Pupil Left-Std Pupil
Right

0.5776

Max Saccade-Std Pupil
Left

0.4145 Std Pupil Right-Saccade
No

0.4355

Max Saccade-Std Pupil
Right

0.4073 Blinks No-Std Saccade 0.5874

Mean Blinks Duration-
Max Fix

0.4000 Blinks No-Mean Saccade
Amplitude

0.4933

Mean Pupil Right-Mean
Pupil Left

0.9014
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Abstract. Disorder Attention Deficit/Hyperactivity Disorder, or ADHD, is
recognized as one of the pathologies of high prevalence in children and ado-
lescents from the global environment population; this disorder generates visible
symptoms usually diminish with the passage of time in adulthood, however they
remain concealed by demonstrations damnifican personal stability and human
development apt. This article shows the results of the research aimed at deter-
mining the prevalence of symptoms of attention deficit hyperactivity disorder in
Young Adults University of Barranquilla and its Metropolitan Area. The sample
of 1600 young adults between 18 and 25 years, which has been estimated at
95% confidence level and a margin of error of 2.44%. The information was
acquired through the application of exploratory instruments symptoms of
attention deficit hyperactivity disorder. With the application of the algorithm
different machine learning algorithms such as: Bagging, MultiBoostAB, Deci-
sionStump, LogitBoost, FT, J48Graft, a high performance in the Bagging
algorithm could be identified with the following results in quality metrics:
Accuracy 91.67%, Precision 94.12%, Recall 88.89% and F-measure 91.43%.

Keywords: ADHD disorder � Prevalence of symptoms � Pathology �
Hyperactivity � Impulsivity � Classification techniques

1 Introduction

Attention Deficit Hyperactivity Disorder, known by its Spanish acronym as ADHD, is
a topic of interest for professionals in psychology, psychiatry and neurosciences in
general, due to the negative impact it has on social functioning, personal, work,
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academic and family of those who suffer from it. Recently, the American Psychiatric
Association defines Attention Deficit Hyperactivity Disorder in DSM V as a persistent
pattern of inattention and/or hyperactivity-impulsivity that interferes with functioning
or development, which is characterized by the presence of symptoms of inattention
and/or hyperactivity and impulsivity that are present before the age of 12, and affect the
different contexts in which an individual develops.

Attention Deficit Hyperactivity Disorder has been considered one of the most
prevalent diseases in children and adolescents worldwide [1]; and although their
externally visible symptoms tend to decrease over the years in adulthood, they tend to
remain hidden, behind manifestations that affect the personal stability and proper
development of the human being [2]. Studies show; that of the patients diagnosed with
ADHD in childhood, from 30% to 70% continue to present symptoms that generate
difficulties during adolescence and adulthood, in addition; at the age of 19, 38% still
fully meet the diagnostic criteria of the pathology (without remission); and 72% have at
least one third of the symptoms required for diagnosis (with partial remission) [3, 4].

On the other hand, according to the Diagnostic and Statistical Manual of DSMV IV
Mental Disorders, subjects diagnosed with ADHD can reach academic levels lower
than those presented by their peers, and their functionality may also be compromised in
the work, family, social environment, low self-esteem, disorder, poor planning
capacity, lack of concentration, inadequate time management, among others. However,
this research aims to determine the prevalence of symptoms of Attention Deficit
Hyperactivity Disorder in Young Adults of the Universities of Barranquilla and its
Metropolitan Area. The results of the study will also allow obtaining useful information
at the level of higher education, since the symptoms may be having an impact on
academics, leading to poor performance or even dropout associated with academic
factors [5].

2 Methods

The present investigation is framed in the Empirical-Analytical paradigm because this
study handles a theoretical approach of analytical cut. Regarding its approach, this
research is considered quantitative; of descriptive scope. Finally, it is revealed that the
temporality of the research responds to a Transactional study. The population under
study corresponds to young university adults, men and women, residing in the city of
Barranquilla and its metropolitan area, aged between 18 and 25 who voluntarily
express their interest in participating in this research.

For the sample calculation, the reports of the ANDA National Data Archive,
arranged by the National Administrative Department of Statistics DANE5, were taken
into account, according to which the projection of the population to 2014 by sex and
age group between 18 and 25 years in Barranquilla, Atlántico is the following
(Table 1):

The final sample was found from a calculation of sample error for finite populations
(taking into account a total population of 164,676). The result of the size is 1600 young
adults between the ages of 18 and 25, which has been estimated with 95% confidence
and a margin of error of 2.44%. The sampling implemented was non-probabilistic,
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intentional and the selection technique is of the Expert type [6] based on the following
inclusion and exclusion criteria:

Inclusion Criteria. Schooling: University, age: 18–25 years, place of residence:
Barranquilla and Metropolitan area, absence of significant clinical history.

Exclusion Criteria

• Individuals who are not in school or have a lower level of education than the
University.

• Individuals with ages that do not meet the age range between 18 and 25 years of
age.

• Individuals whose fixed place of residence is not Barranquilla and/or municipalities
of the metropolitan area.

• Individuals with significant clinical/neuropsychiatric history, for which the presence
of the symptoms to be evaluated could be explained.

It is necessary to rescue, that in the present study the instruments were applied to
1,674 subjects, of which 74 were excluded from the analyzes for not meeting the
inclusion criteria, or for not having answered the questionnaire in its entirety.

3 Materials and Methods

3.1 Procedure

To carry out the present investigation, a procedure described in 6 phases was
established:

– Phase 1: Theoretical review and state of the art in ADHD Adult.
– Phase 2: Selection and delimitation of the sample.
– Phase 3: Administration of the instruments.
– Phase 4: Analysis of results.
– Phase 5: Preparation of the report, conclusions and recommendation.

3.2 Dataset Description

For this study, the dataset selected was generate for the experimentation during the
applications of neuropsychological tests to 1674 patients and 184 features, its
description in the following.

Table 1. Population projection by sex and age

Gender 2014 Frequency

Men 83.950 51%
Women 80.726 49%
Total 164.676 100%
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• Sex: Nominal values Male or Female.
• Age: values of the age of a person in years.
• Utah Rating Scale (WURS): Wender Utah Rating Scale for the Attention Deficit

and Hyperactivity Disorder, is a battery created to measure the severity of the
symptoms presented by adults with ADHD. This test that applies in 10 to 15 min,
measure symptoms in seven categories, see Table 2:

Manages a scale of individual item types: 1 to 5, where 1 corresponds to (not at all),
2 (a little), 3 (moderately), 4 (quite a lot) and 5 (a lot). Its heading refers to the
symptoms presented in childhood through sentences as: “As a child I was (or had)
(or was) [7]. This test can be used to assess status mood and emotional changes that
occur.

• ADHD: It is a self-applied checklist designed for ongoing research, the time of
which application ranges from 10 to 15 min. Saying instrument is made up of 18
items, its objective is to measure the prevalence of ADHD symptoms in young
adults through the quantification of related symptoms with this, taking into account
the different factors that affect the configuration of these symptoms and that com-
promise the feasibility of the evaluation diagnostic and neuropsychological of this
disorder [8]. The Exploratory Inventory of ADHD Symptoms (IES-ADHD), is
made up of two subscales, which evaluate two criteria such as inattention and
hyperactivity/impulsivity respectively. The first of them covers items 1 to 9 and is
aimed at evaluating the symptoms of inattentive type in which questions arise on the
presence of errors in activities labor, deficiency in the maintenance of attention in
certain activities, the difficulty in following instructions etc. The second subscale
includes items from 10 to 18, and evaluates the characteristic symptoms of the
hyperactive type/impulsive, denoting questions like tinkling of the hands, feeling
restless or constant anxiety, impatience, etc. The list of individual item types
comprises 0 (never), 1 (rarely), 2 (sometimes), 3 (with frequency) and 4 (very
frequently). The objective of this checklist is to establish with both subscales, the
prevalence in the symptomatology of the ADHD in young adults whose childhood
they presented the disorder and how these affect the functionality of the individual
in the different aspects of your life.

• CIE-10 Test: This checklist is self-applicable and is developed to be answered in a
period of 10 to 15 min. This instrument is consisting of 18 items, which are divided

Table 2. WURS scale

Number Description

1 Attention difficulties
2 Hyperactivity/Agitation
3 Humor
4 Affective lability
5 Emotional hyperreactivity
6 Disorganization
7 Impulsivity
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according to the evaluation criteria ranging from inattention to hyperactivity to
impulsiveness [9]. The first measures the difficulty itself of inattentive predomi-
nance that goes from items 1 to 9, the second of hyperactive predominance that goes
from items 10 to 14 and the third of impulsive predominance which ranges from 15
to 18. It comprises a scale of individual element types from 0 to 4, where 0
corresponds to (never), 1 (rarely), 2 (sometimes), 3 (with frequency) and 4 (very
frequently). The objective of this instrument is to assess membership and preva-
lence of ADHD symptoms in adults based on the evaluation system criteria OMS
ICD-10 in 1992

• Class: In case 0 is a control patients, 1 is the patients has the ADHD disease.

3.3 Algorithms Description

3.3.1 Bagging
Bootstrap aggregation, also known as Bagging, is really a meta-algorithm designed to
get model combinations from an initial family, causing a decrease in variance and
avoiding overfitting. Although the most common is to apply it with the methods based
on decision trees, it can be used with any family. Bagging has been shown to tend to
produce improvements in cases of unstable individual models (such as neural networks
or decision trees), but it can produce mediocre results or even worsen results with other
methods, such as the K closest neighbors [10].

3.3.2 Algorithms Based on Boosting
Unlike bagging, boosting does not create versions of the training set, but always works
with the complete input set, and manipulates the weights of the data to generate
different models. The idea is that in each iteration the weight of the objects misclas-
sified by the predictor is increased in that iteration, so in the construction of the next
predictor these objects will be more important and will be more likely to classify them
well [11].

3.3.3 DecisionStump
DecisionStump is an algorithm implemented in weka, where the tree decision will have
three branches: one of them will be in case the attribute is unknown, and the other two
will be in the case that the value of the attribute of the test example is equal to a specific
value of the attribute or different from said value, in case of symbolic attributes, or that
the value of the test example is greater or less than a certain value in the case of
numerical attributes [12].

3.3.4 J48
Algorithm C4.5 builds decision trees of a training data system of the same form that the
ID3 algorithm, which uses the concept of information entropy. Training data they are a
system S ¼ s1; s2; . . . of samples already classified. Each example si ¼ x1; x2; . . .f g is a
vector where x1; x2; . . . represent the attributes or characteristics of the example.
Training data they are augmented with a vector C ¼ c1; c2; . . .f g where c_1, c_2,…
represent the class to which it belongs each sample. C4.5 is an extension of the ID3
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algorithm previously developed by Quinlan. The trees decision generator by C4.5 can
be used for classification, and for this reason, C4.5 is almost always referred to as a
statistical classifier [13].

4 Experimentation

For this experimentation the confusion matrix was used. This is a fundamental tool
when evaluating the performance of a classification algorithm, since it will give a better
idea of how the algorithm is being classified, based on a count of the successes and
errors of each of the classes in the classification. This way you can check if the
algorithm is classifying the classes poorly and to what extent.

The meaning of the result of confusion matrix are explained next:

• a, is the number of correct predictions that a case is negative, called True Negative.
• b, is the number of incorrect predictions that a case is positive, that is, the prediction

is positive when the value should really be negative, called False Positive.
• c, is the number of incorrect predictions that a case is negative, that is, the prediction

is negative when the value should really be positive, called False Negative.
• d, is the number of correct predictions that a case is positive, called True Positive.

From the results obtained in the confusion matrix, other quality metrics can be
analyzed, which are explained below:

4.1. Accuracy (AC): refers to the dispersion of the set of values obtained from
repeated measurements of a magnitude [14]. The smaller the dispersion, the greater
the accuracy. It is represented by the ratio between the number of correct predic-
tions (both positive and negative) and the total predictions, and is calculated using
the equation.

AC ¼ aþ d
aþ bþ cþ d

ð1Þ

4.2. Precision (P): It refers to how close the result of a true value measurement is. In
statistical terms, accuracy is related to the bias of an estimate [15]. It is also known
as True Positive (or “True positive rate”). It is represented by the proportion
between the real positives predicted by the algorithm and all positive cases, and is
calculated using the equation.

Table 3. Confusion matrix.

Classification

True 
Values

Negative Positive
Negative a b 
Positive c d
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P ¼ d
bþ d

ð2Þ

4.3. Recall (TP): Sensitivity, is also known as the True Positive Rate (TP). It is the
proportion of positive cases that were correctly identified by the algorithm [16]. It is
calculated according to the equation:

TP ¼ d
cþ d

ð3Þ

4.4. Specificity (TN): Also known as the True Negative Rate (TN). These are the
negative cases that the algorithm has correctly classified [17]. It is calculated
according to the equation:

TP ¼ a
aþ b

ð4Þ

4.5. False Positive Rate (FP): Is the proportion of negative cases that were mis-
takenly classified as positive by the algorithm [18]. It is calculated according to the
equation:

FP ¼ b
aþ b

ð5Þ

4.6. False Negative Rate (FN): Is the proportion of positive cases incorrectly
classified [118]. It is calculated according to the equation:

FN ¼ c
cþ d

ð6Þ

4.7. F-measure: With the concepts of precision and recall it is possible to define
another type of metric called “F-Measure” [19]. This occurs depending on the two
metric already seen and can be interpreted as the harmonic mean of both. In par-
ticular measure F handles a parameter “a” of as follows:

Fa ¼ 1þ a
1

Precision þ a
Recall

ð7Þ

5 Results

After carrying out the process of cleaning and preprocessing the data, different algo-
rithms of automatic learning support were used to identify patients with ADHD
problems. These results are shown in Table 3 and Figs. 1, 2, 3 and 4.
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In Fig. 1 the results of the algorithms accuracy can be found: Bagging 91,67%,
MultiBoostAB 90,74%, DecisionStump 89,81%, LogitBoost 88,89%, FT 87,96% and
J48Graft 87,04% (Table 4).

In Fig. 2 the results of the algorithms precission can be found: Bagging 94,12%,
MultiBoostAB 94,00%, DecisionStump 93,88%, LogitBoost 90,38%, FT 90,20% and
J48Graft 88,46%.

Fig. 2. Algorithms precission results. Source: Created by author.

Table 4. Algorithms results

Algorithm Accuracy Precision Recall F-measure

Bagging 91,67% 94,12% 88,89% 91,43%
MultiBoostAB 90,74% 94,00% 87,04% 90,38%
DecisionStump 89,81% 93,88% 85,19% 89,32%
LogitBoost 88,89% 90,38% 87,04% 88,68%
FT 87,96% 90,20% 85,19% 87,62%
J48Graft 87,04% 88,46% 85,19% 86,79%

84,00%
85,00%
86,00%
87,00%
88,00%
89,00%
90,00%
91,00%
92,00%
93,00%

Accuracy

Fig. 1. Algorithms accuracy results. Source: Created by author.

262 A. Leon-Jacobus et al.



In Fig. 3 the results of the algorithms recall can be found: Bagging 88,89%,
MultiBoostAB 87,04%, DecisionStump 85,19%, LogitBoost 87,04%, FT 85,19% and
J48Graft 85,19%.

In Fig. 4 the results of the algorithms F-measure can be found: Bagging 91,43%,
MultiBoostAB 90,38%, DecisionStump 89,32%, LogitBoost 88,68%, FT 87,62% and
J48Graft 86,79%.

Fig. 3. Algorithms recall results. Source: Created by author.

Fig. 4. Algorithms f-measure results. Source: Created by author.
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6 Conclusions and Discussion

As a result of this experimentation, it can be concluded that machine learning tech-
niques are an effective means or form for the analysis process of neurosychological
variables related to attention deficit disorders that currently affect a large population
conglomerate not only in Colombia, but around the world. From the results shown in
Fig. 5, it can be defined that for this particular case the Bagging technique.

In the specific case of the Bagging classifier, it obtained the following results in the
quality metrics. Accuracy 91,67%, Precision 94,12%, Recall 88,89% and F-measure
91,43%
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Abstract. In this study, we focus on the problem of a breast cancer
diagnosis using mammography images by classifying them as belonging
either to a negative or to a malignant mass class. We explore the potential
of densely connected convolutional neural network (DenseNet) architec-
tures by comparing its three different variants that were trained to clas-
sify the abnormalities in breast tissue. The models have been tested in
a series of systematic experiments. With a limited dataset (2247 images
per class), it was necessary to perform tests to verify whether the amount
of data used in this work is sufficient to allow for the conclusion that the
experimental results are not dependent on the subset of the data. The
training was conducted using stratified 10-fold cross-validation to obtain
statistically reliable metrics estimates. DenseNet-201 was found to be the
best model achieving: 0.96 value for area under the curve (AUC), 0.92
for precision, 0.90 for recall, and 91% for accuracy.

Keywords: Deep Learning · DenseNet · Computer aided diagnosis ·
Breast cancer classification · Mammography

1 Introduction

Breast cancer is the most common type of cancer in the world. In 2018, it
was diagnosed in more than 2 million patients (out of whom 620 000 died) [4].
The prevalence of this disease depends on multiple factors related to women’s
lifestyle, origin or even the economic development of the specific country. The
key to reducing mortality among women is the quick detection of the disease and
the appropriate treatment. Early enough detection of breast cancer significantly
increases the probability of patient’s full recovery [19].

There are various methods that could yield its earlier detection: palpation
(self-examination of a breast), ultrasound, mammography, magnetic resonance
imaging, and biopsy. Unfortunately, the diagnosis itself is a highly demanding
process, sensitive to human error. A challenging part is mostly the correct iden-
tification of changes in the appearance of tissue structures that are frequently
undetectable to the human eye [3].
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In this work, we focus specifically on mammography, the effectiveness of
which is closely related to the experience and knowledge of radiologists responsi-
ble for its analysis. The problem is not only the aforementioned susceptibility to
human error but also common inconsistencies originating from the doctors’ dis-
agreement about the condition of the particular patient [8]. In such a situation, a
possible solution could be to use a dedicated software to support specialists in the
detection of pathologies. It has been already shown that computer-aided diag-
nosis systems can help detect breast cancer based on mammograms [1]. Overall
goal is to support the radiologists by drawing their attention to the suspicious
parts of the tissue.

Deep Learning [15] was a breakthrough in image processing, leading to pre-
viously unachievable results for computer vision tasks such as classification [23],
segmentation or detection [10]. Potentially, application of selected deep learning
methods would not only increase the reliability of the diagnosis but also reduce
the time spent by specialists on the analysis of images.

For many years now, machine learning community has been struggling with
the problem of breast cancer classification. Multiple attempts have been made to
mitigate this problem. In particular, approaches using classical machine learn-
ing methods [18,21] and deep neural networks [2,6,7,9,16,17,20,22] have been
explored.

In [18], in order to address the problem of breast cancer classification based
on the characteristic features of cells extracted from microscopic examinations.
Authors proposed to combine support vector machines (SVMs) and k-nearest
neighbours (kNN) into one. Another approach that has been presented in [21] is
called an ensemble. Agarwal et al. proposed to use deep neural networks (VGG16,
ResNet50, and InceptionV3, specifically) for automatic detection of masses in
full–size digital mammograms [2]. Tsochatzidis et al. [20] presented an analysis
of four common deep neural networks: AlexNet, VGG, GoogLeNet, and ResNet,
and used them to classify the CBIS-DDSM dataset using transfer learning. The
article [7] introduces the idea of application of several smaller ResNet networks
to automatic mammogram classification as either benign or malignant.

The main contribution of our paper is the detailed comparison of the perfor-
mance of various DenseNet architectures on a DDSM dataset.

2 Materials and Method

2.1 Dataset

The dataset used in this work was provided by Heath et al. [12] and is freely
available from Kaggle website. This database contains mammograms from the
Digital Database for Screening Mammography (DDSM) and Curated Breast
Imaging Subset of DDSM (CBIS-DDSM). The data comes from mammographic
examinations carried out in 1988–1999 [12].

Each image of a healthy tissue from the patient’s breast (negative class) was
divided into 598 × 598 pixel patches that were then resized to 299 × 299 pixels
and converted to grayscale. The Regions of Interest (ROI) of size 598 × 598 pixels
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were also selected from pathologist-annotated images containing nodules/lesions
(positive class). Such images were then resized to 299 × 299 pixels and also
converted to grayscale. For the positive classes, the following sub-classes were
selected: benign calcification, benign mass, malignant calcification, and malig-
nant mass (as indicated in Table 1). All data was saved as TFRecords files (a
binary data format designed to efficiently work with a TensorFlow library). The
original, unprocessed dataset contains 71 249 patches, 14% of which are positive
and 86% are negative.

Table 1. Number of labeled images per class. For the experiments, only negative and
malignant mass classes were selected (as indicated in bold).

Label Class #Images per class

0 Negative 61956

1 Benign calcification 2661

2 Benign mass 2553

3 Malignant calcification 1832

4 Malignant mass 2247

The initial dataset preparation was to combine all the images available on
the Kaggle platform. Since the TFRecords structure allowed to retrieve the data
in either binary or multiclass classification format, the binary one was chosen
for our study. To provide more details, the negative and malignant mass classes
were selected for further analysis (see Fig. 1).

Fig. 1. Patches from mammograms without abnormalities (top) and malignant breast
masses (bottom).

To normalize the data into a [0.0, 1.0] range, each pixel of the mammogram
was divided by 255. To balance the classes in the dataset, the undersampling
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method was used. Eventually, 2247 images per class were obtained. Final step
was to randomly split the data into training (70%), validation (15%) and test
(15%) subsets.

2.2 Densely Connected Convolutional Neural Network

In 2018, the DenseNet [13] architecture was introduced, often considered to be
an improved (well-known in the field of computer vision) ResNet [11] model.
“Dense” connections suggested by Huang et al. [13] mitigate the vanishing-
gradient problem during the backpropagation procedure. To ensure maximum
information flow, all layers in this network have been directly connected to one
another so that each layer receives additional input from all previous layers (the
l layer has l inputs, consisting of feature maps of all previous blocks) and passes
its own feature maps to all subsequent layers (L − l). Therefore, the number of
direct connections in the DenseNet network consisting of L layers is L(L+1)

2 (see
Fig. 2).

Fig. 2. Connectivity layers in the DenseNet network. Each layer (pink circles) takes
all preceding feature maps as an input. (Color figure online)

Intuitively, it could be said that the more connections between layers in the
network, the more parameters it has. Surprisingly though, the counter-intuitive
result of this dense connectivity pattern in DenseNet is that it requires less
parameters than similar traditional convolutional network [13].

Standard feed-forward architectures can be seen as the algorithms that states
are passed from layer to layer. Each layer reads the state from the previous
layer and writes its updated version to the subsequent layer. Such operations
modify the current state in the layer, but also provide the piece of information
that should be preserved. Combining feature maps of individual layers increases
the input differences of subsequent layers, and also improves the performance.
DenseNet is able to distinguish between information added to the network and
information that is retained. Adding only a small set of feature maps to the
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network’s “collective knowledge” (as well as maintaining the remaining feature
maps unchanged) can result in a simplified final decision-making process for the
final classifier based on all feature maps in the network [13]. DenseNet maximizes
the full potential of its architectural design by intensive feature reuse that results
in condensed models that are easier to train and highly efficient in terms of
computational performance.

The improvement in the information and gradient flow has contributed to
the simplified training. Each layer has direct access to the gradients from the
loss function as well as the original input signal, which leads to indirect deep
supervision that significantly affects the training of deeper network architectures
(in a positive way). In the aforementioned article [13] the authors observed that
dense connections have a regularizing effect that reduces overfitting for tasks
that have a small amount of training data.

The DenseNet was chosen to be used in this work for its tractable compu-
tational and memory complexity. Additionally, high quality implementation of
DenseNet is available in the Keras library [5], which simplifies the entry cost
into the project.

2.3 Hyperparameters

The search for the best set of hyperparameters started with an attempt to deter-
mine the best value for the learning rate. Since learning rate is often said to have
a great influence on the learning process, it was given the most attention from
the very beginning of the search. The lower the value of the learning rate, the
slower the learning process (it is even possible to stop it due to infinitesimal val-
ues of the gradients). However, if its value is too high, there is a risk of getting
stuck in the unfavorable local minimum or even get a continuous increase in the
value of the cost function (divergence).

In order to find the best learning rate (defined as 10x), the methodology
called a coarse–to–fine random search over logarithmic space was followed. Three
search iterations were conducted, one for each variant of the DenseNet network
(DenseNet-121, DenseNet-169, DenseNet-201) on the same dataset, that resulted
in finding the best values of this parameter (within the searched ranges) and are
as follows:

• 0.00019766 for DenseNet–121,
• 0.00048247 for DenseNet–169,
• 0.00055786 for DenseNet–201.

The next hyperparameter – batch size – was specified based on the amount
of available GPU memory(in our case 12 GB). DenseNet models were trained
using 5 different values of this parameter (batch size ∈ 1, 2, 3, 4, 5). For further
experiments, the maximum batch size for the largest network was selected (the
one that did not cause memory errors) and was used for all other DenseNet
variants (to ensure a homogeneous experiment configuration). Taking into con-
sideration the memory limitations mentioned above, a final batch size value
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of 4 was chosen. Other parameters were set as follows: binary cross-entropy as
a loss function, Adam [14] as the optimization method and sigmoid as the final
activation function.

2.4 Stratified 10–Fold Cross–Validation

In this work, the stratified 10-fold cross-validation methodology has been fol-
lowed for better estimation of model prediction accuracy and for verification
whether the number of available examples in the dataset is sufficient to con-
clude that the obtained results are independent of the way the data is split into
training, validation and test subsets. The use of cross–validation allowed us to:

– use all of the available data,
– obtain statistically significant results,
– properly optimize for the hyperparameters values.

The dataset preparation involved all the data that has originally been split into
training and validation subsets in order to create a raw dataset Ds. The original
global test set remained unchanged and was marked as Dt. During each cross–
validation iteration i ∈ 0, 1, ..., 9 the dataset Ds was randomly divided into 10
non–overlapping folds of equal size Fold 0, Fold 1, ..., Fold 9. Each fold was
stratified to maintain the original proportions of classes. The model was trained
on training data containing samples from 9 folds (Ds\Di), then it was validated
on the remaining ith fold. Each of the 10 generated models were evaluated on
the Dt global test set.

The aforementioned cross–validation methodology has been applied to
all three variants of the DenseNet network (DenseNet-121, DenseNet-169,
DenseNet-201). Importantly, all models were trained and evaluated on the iden-
tical data. This means that for the purpose of stratified 10–fold cross–validation,
the folds were generated and saved to disk only once, and then each model was
trained on such a statically created data directory.

When the cross-validation results (on the validation dataset) were obtained,
the mean accuracy and mean standard deviation for each epoch were found,
based on all 10 iterations. The epoch at which the model (on average) started
to overfit was read from the resulting curve.

After performing a stratified 10–fold cross–validation and finding the key
epochs, it was possible to combine data from the training and validation subset
(within each iteration) to perform training on all the available data. The final
model for each variant of the DenseNet network was trained on the full dataset
Ds. This time, however, the training was stopped at the epoch when the over-
fitting was observed. Last but not least, the models were evaluated on the Dt

test set, obtaining values of metrics such as accuracy, precision, recall, receiver
operating characteristic (ROC) curve, and Area Under the ROC Curve (AUC).

3 Results and Discussion

In this section we present the results of individual stages of experiments with
conclusions for all variants of tested DenseNet networks. To determine the
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performance for all the models we have adopted the AUC metrics. AUC pro-
vides a wider overview of the model’s performance based on the classification
thresholds and is also often used in the medical literature.

Stage 1 - manual, arbitrary splitting of the training and validation data.

Table 2. Selected metrics values obtained during model evaluation on test data from
the DDSM dataset.

Model #Parameters Accuracy Precision Recall AUC

DenseNet–121 7 032 257 0.92 0.94 0.89 0.96

DenseNet–169 12 638 273 0.92 0.93 0.91 0.98

DenseNet–201 18 317 633 0.90 0.88 0.93 0.97

Fig. 3. The ROC curves for test data from the DDSM dataset.

Looking at the results in Table 2 and ROC curves presented in Fig. 3 for all
variants of DenseNets we can draw the following conclusions:

– All analyzed models are performing well, with only subtle differences between
one another.

– Table 2 contains a shining example of the relationship between precision and
recall. The model that yields fewer false–negatives has higher recall (recall
is sensitive to false negatives), yet precision can either increase or decrease
because it is false negative invariant. In general, for models that perform
better than a random classifier, precision and recall are inversely proportional
(precision ∼ 1

recall ).
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– The accuracy of the system decreases with the increase of the number of
network layers. This relationship suggest that for larger models the greater
overfitting is observed.

– From analysis of ROC curves one can observe a slight advantage of the
DenseNet-169 model in comparison to others and the relationship between
the models’ performance seems to be of the form:
DenseNet–169 > DenseNet–201 > DenseNet–121.

Stage 2 - relaxation of a constraint imposed by an arbitrary division of data by
stratified cross–validation.

Table 3. Values of selected metrics obtained during model evaluation on test data
from the DDSM set using stratified 10–fold cross–validation.

Model #Parameters Accuracy Precision Recall AUC

DenseNet–121 7 032 257 0.89 ± 0.01 0.87 ± 0.03 0.91 ± 0.02 0.95 ± 0.01

DenseNet–169 12 638 273 0.90 ± 0.02 0.89 ± 0.04 0.91 ± 0.02 0.96 ± 0.01

DenseNet–201 18 317 633 0.90 ± 0.01 0.89 ± 0.03 0.91 ± 0.02 0.96 ± 0.01

The results shown in Table 3 and Figs. 4, 5 and 6 allow us to make a following
conclusions:

– The application of stratified 10–fold cross–validation allowed for a statistically
significant conclusion that the larger the model, the better the performance.

– Trained models’ performance is independent of the data splitting approach.
The bias associated with division into training, validation and test subsets
has been successfully eliminated.

– By comparing the results presented in Table 2 and Table 3 it was possible
to observe that training the model on an arbitrarily split dataset leads to
a misinterpretation of the obtained results and the seemingly satisfactory
results were caused by pure coincidence (favorable random split of the data
samples, to be precise).

– One can notice that the larger the model, the faster it gets to the local
minimum (see Figs. 4, 5 and 6).

Figure 4(a) shows the mean validation accuracy value (with the standard
deviation overlayed) for the DenseNet-121 model. A thick, solid red line indicates
the accuracy value averaged over 10 different runs, while a “shadow” around it
represents the standard deviation between those runs (similarly for the validation
loss). The accuracy of the model gradually increases while the training proceeds.
Figure 4(b) shows the average validation loss value (with the standard deviation
overlayed). Analysis of the plot shows that with each epoch, the validation loss
decreases, but only to a certain point. For the DenseNet-121 model, the loss
value starts to increase at around 29th epoch - from that moment the overfit-
ting starts to occur. Similar conclusions can be drawn from Fig. 5(a) and (b).
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Fig. 4. Mean and standard deviation for: (a) the accuracy, (b) loss function on the
validation set for the DenseNet-121 model.

Fig. 5. Mean and standard deviation for: (a) the accuracy, (b) loss function on the
validation set for the DenseNet-169 model.

Fig. 6. Mean and standard deviation for: (a) the accuracy, (b) loss function on the
validation set for the DenseNet-201 model.
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The overfitting of the DenseNet-169 model starts to appear closer to the
30th epoch (see Fig. 5) and for DenseNet-201 approximately at the 73th epoch
(see Fig. 6).

Stage 3 – choice of the final best–performing model.

Table 4. Results for selected metrics obtained during model evaluation.

Model #Parameters Accuracy Precision Recall AUC

DenseNet–121 7 032 257 0.86 0.84 0.89 0.87

DenseNet–169 12 638 273 0.82 0.79 0.88 0.83

DenseNet–201 18 317 633 0.91 0.92 0.90 0.96

Fig. 7. ROC curves for the test data from the DDSM dataset.

From the results in Table 4 and ROC curves presented in Fig. 7 we can deduce
that:

– The DenseNet-201 model is within the estimated error limits presented in
Table 3. It also achieved relatively stable results across all the stages of the
experiments.

– The upper right corner of the ROC curve illustrates that for low prediction
thresholds, all DenseNet models make correct predictions for the positive
class, with a large number of false positives.

– Analysis of the upper left corner of the ROC curve shows that for a cer-
tain prediction threshold, all three variants of the DenseNet model have a
TPR value of approximately 0.9. However, the DenseNet–201 model achieves
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a significantly lower FPR value. Slightly higher FPR value is generated by
DenseNet–121 and the worst results are obtained with DenseNet–169. Such
curves may suggest that DenseNet–201 probably has more contrasting pre-
dictions than for a negative class.

– The ROC curve and metric values shown in Table 4 for DenseNet–201 model
indicate that this is the best–performing model to help address the problem
of binary breast cancer classification from mammograms.

4 Conclusions and Final Remarks

The aim of this work was to compare the performance of various DenseNet archi-
tectures to be applied to a breast cancer classification problem when the mam-
mography data is used. Evaluation of the three DenseNet variants (DenseNet-
121, DenseNet-169, DenseNet-201) provided a very satisfactory outcomes. We
can notice that DenseNet-201 was the best–performing model that achieved the
highest values across all the metrics. Results described in this paper are both
encouraging and very promising.

Therefore we can draw a final conclusion that DenseNets can be used to help
diagnosticians in day–to–day work by limiting the number of slides they need to
analyze. To further improve the classification results, a larger dataset should be
used.

In the future we would like to increase the size of the existing dataset, as
well as further explore other deep neural network architectures to eventually
overcome the problem of breast cancer classification.
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Abstract. This paper presents a method for augmenting the motion capture
trajectories to improve generalization performance of recurrent long short-term
memory (LSTM) neural networks. The presented algorithm is based on the
interpolation of existing time series and can be applied only to segmented or
easy-to-segment data due to the possibility of blending similar motion trajec-
tories that are not significantly time-shifted. The paper shows the results of the
classification efficiency with and without augmentation for two publicly avail-
able databases: Multimodal Kinect-IMU Dataset and National Chiao Tung
University Multisensor Fitness Dataset. The former contains the data repre-
senting separate human computer interaction gestures, while the latter comprises
the data of unsegmented series of body exercises. As a result of using the
presented algorithm, the classification accuracy increased by approximately 11%
points for the first dataset and 8% points for the second one.

Keywords: Augmentation � Classification � Deep learning � Motion capture

1 Introduction

Recently, the deep learning methods have been gaining in popularity in the area of
gesture and motion recognition. In order to achieve a high classification efficiency,
these methods typically have to be trained on big databases [1]. Gathering such datasets
is usually time-consuming and expensive. In cases when data acquisition is too
expensive or impractical, data augmentation could be applied. It constitutes a powerful
tool for an artificial extension of the training dataset.

Data augmentation, in the form of affine transformations (e.g. scaling or rotation) is
very popular in the area of image recognition. However, in the case of gesture or
motion classification, this process is typically more challenging [1].

This paper presents the results of the augmentation method applied to the motion
capture data representing amovement trajectory. The proposedmethod aims at averaging
selected pairs of motion trajectories. The algorithm allows to obtain N!(N − 1)!/2 addi-
tional time series from a data corpus of size N. The method can be used for segmented or
easy-to-segmented motion trajectories with the same duration. The comparison of the
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gestures (or movements) classification efficiency, obtained with and without data aug-
mentation, is presented in the paper.

The experiments were undertaken using two publicly available databases: Multi-
modal Kinect-IMU Dataset [2] and National Chiao Tung University Multisensor Fit-
ness Dataset [3]. The former one represents a set of 5 types of interaction gestures
pertinent for human-computer interaction performed by one person. The latter one
exemplifies selected fitness exercises, performed by 10 participants. In addition to the
introduced augmentation method, the paper’s added value consists in the original
modifications of a simple but effective data segmentation method (motion activity
detection [4]) as well as in the alterations of the advanced algorithm for a motion onset
detection [5].

The paper is organized as follows. Relevant literate reports, in the area of data
augmentation and motion capture, are overviewed in Sect. 2. The exploited databases
are described in Sect. 3. Methodology is described in Sect. 4. The classification results
are presented in Sect. 5. The last section presents the conclusions and gives a future
work outlook.

2 Literature Review

According to the literature, motion data augmentation methods can be divided into
three groups. The algorithms increasing the number of data samples captured with
wearable sensors belong to the first one. The common feature of these algorithms is that
the data transformation is directly related to inertial-measurement-units (IMU) signals
processing. For example, to increase the number of accelerometer and gyroscope
signals, researchers commonly use such transformations as time-warping, rotations,
permutation, scaling, magnitude-warping, and jittering [1, 6, 7]. Since these methods
are specific to wearable sensors data augmentation, they cannot be directly applied to
data collected using depth cameras.

The second group of approaches includes the methods in which augmentation
concerns the input data in the form of images. For example, Dawar et al. [8] proposed
the methods simulating various orientations of the depth camera. For that purpose they
processed the images using the rotation matrix. A more traditional approach was taken
by Molchanov et al. [9]. They employed the popular methods of augmentation of video
data by means of affine image transformations (rotation, scaling, mirroring). Addi-
tionally, they exploited the techniques of changing the sequence order of individual
video frames (reverse ordering, mirroring, etc.).

In contrast to the methods described above, Huynh-The et al. [10] and Li et al. [11]
adopted a slightly different approach to data augmentation. They proposed the methods
which worked in two phases. Initially, time series of individual skeletal points
(recorded by depth cameras) were converted to represent pseudo images, then they
were subjected to image augmentation (standard affine transformations).

The last group of data augmentation methods are based on the distortion of existing
motion trajectories. Cabrera and Wachs [12] as well as Guo et al. [13] proposed the
methods in which an additional noise signal was added to the time series of joint
positions. An interesting approach was introduced in the studies described in [14, 15].
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Here, completely artificial motion trajectories were generated using a biomechanical
operator. In this publication, the subject of synthetic data generation has not been
discussed and is left for future work.

In addition to the three groups of motion data augmentation methods discussed
above, the recent literature also includes some less popular methods, such as the one
based on spatial-temporal perturbations [16]. However, these methods are not widely
used and have not gained recognition in the scientific world so far.

The augmentation method described in the paper is similar to the algorithms pre-
sented in [12, 13]. It should be noted that the methods described in the above publi-
cations are based on a single or a limited number of motion trajectories, and the
augmentation involves their distortion and noise addition. The algorithm proposed in
this paper is also based on motion trajectory processing. However, unlike the above
mentioned methods, it requires at least a few trajectories of movement, and the aug-
mentation involves their mixing. To the best of the authors’ knowledge, this solution
has not been applied in the field of motion signal processing yet.

3 Datasets

The study uses two publicly available databases [2, 3] containing sets of human
character movements recorded with depth cameras. The first one contains a set of right-
handed gestures dedicated to human-computer interaction (HCI) applications. The
second repository comprises the characters’ motion trajectories recorded during a fit-
ness session. The individual exercises represented the movement of both arms and legs.
The devices used for data acquisition allowed to determine the trajectory of the
movement of a character in a three-dimensional space, with a frequency of approxi-
mately 30 Hz. The skeletons used in the bases used were compared in Fig. 1. Due to
different versions of depth cameras used for data acquisition, individual skeletons differ
in the number of registered joints as well as the applied scale.

Fig. 1. The character skeleton used in: a) Multimodal Kinect-IMU Dataset [2], b) National
Chiao Tung University Multisensor Fitness Dataset [3]
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Multimodal Kinect-IMU Dataset
The authors of the publication [2] provided a multimodal data set containing signals
from depth cameras and IMU devices. The original data corpus is divided into smaller
sets, i.e. “Human Computer Interaction”, “Background dataset” (Human Activity
Recognition), etc. In this study, only the first one (HCI) was used. The data corpus
contained a set of five gestures described as “circle”, “infinity”, “slider”, “triangle” and
“square”. Each of the gestures was performed by one participant, who made approx-
imately 50 repetitions (for the purpose of further experiment the data were balanced).
The gestures were performed with the use of only the right limb, with unchanged
orientation (azimuth) of the participant towards the depth camera lens. The Microsoft
Kinect device, used in the above study, enabled the authors [2] to record the positions
of 15 body joints (Fig. 1) with a frequency of approximately 30 Hz.

National Chiao Tung University Multisensor Fitness Dataset
In 2019, Soraya et al. [3] provided a multimodal repository of data representing
selected fitness exercises. The publicly available collection contains the recordings of
10 participants performing 10 exercises. Data acquisition was carried out with the use
of depth and vision cameras and a set of motion sensors, i.e. a gyroscope and an
accelerometer (wearable sensors). The motion trajectories were tracked using the
Kinect 2.0 sensor. This device allowed to estimate the position of 25 points (Fig. 1)
representing selected joints of human body. The original data set includes exercises
such as: “front raise”, “jumping jacks”, “lateral raise”, “lunges”, “mid-back turns”,
“running on the spot”, “side lunges”, “side reach”, “skipping”, and “squat”. Due to the
lack of segmentation possibilities, only part of the possible motion trajectories were
used in the present experiment. The work involved activities such as “front raise”,
“jumping jacks”, “lateral raise”, “side reach”, “squat”.

4 Methodology

Independently of the selected database, the motion trajectories were subjected to the
following processes: filtration, normalization, segmentation and interpolation. All of
the above mentioned steps aimed at creating a coherent set of data, in which individual
motions could be described by a fixed dimension matrix. The proposed processing
steps are described in the following sections.

4.1 Preprocessing

For both databases [2, 3], position coordinates of individual joints exhibited a high
degree of noise (jitter), which is typical for depth camera data. Noise reduction can be
done using various methods, including Gaussian low-pass filter, discrete cosine
transform (DCT), wavelet or Bandelet based methods [17–19]. The DCT method was
used in this work since it was exploited for this purpose by such researchers as Li et al.
[20] as well as by Kumar et al. [21].

For the first dataset [2], motion trajectories have been transformed into a frequency
domain using DCT, where k = 50% of the high frequency components have been
removed. Then the data were subsequently transformed back to time domain using the
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Inverse Discrete Cosine Transformation. In the case of the second examined database
[3] the magnitude of jitter in joints position signals was even higher. The signals of the
lower limb joints were particularly noisy. This might have resulted from, among other
factors, improperly chosen distance between the participants of the study and the
camera, non-optimal orientation of the camera or disturbed lighting conditions. Due to
the disturbances encountered, k = 60% of the highest frequencies were eliminated
using Discrete Cosine Transformation.

Additional normalization has been applied due to the joint distortion. Its aim was to
ensure a constant distance between the joints, interpreted as the length of the limbs.
Using the time series for the first gesture (“circle”) [2] and the first repetition, the
average distances between all connected joints were determined. The calculated values
were then taken as the pattern which was applied to all motion trajectories. In the case
of the database [3], an analogous solution was used.

4.2 Segmentation and Interpolation

It is worth noting that the data provided by the authors of the publication [2] were
already segmented. Nevertheless, the process was in many cases inaccurate. Within a
given gesture there were both “correct” motion patterns as well as fragments of
inactivity (“pause”). Additional segmentation to eliminate motionless data has been
applied. Taking inspiration from the work of Lugade et al. [4], the division into
movement and static segments was made with the use of the technique based on the
signal magnitude area (SMA). For this purpose, a right hand position differential was
used as input signal. A range of windows (13 ms - 4 frames) for SMA feature
extraction was selected heuristically. When the value of the indicator exceeded 1.6, the
window was counted as representing movement. The cleaned motion trajectories were
interpolated to a fixed length of 128 samples.

The major challenge in analyzing the motion signals in the database [3] was the
absence of their segmentation. Individual exercises were stored in blocks, differing in
the number of repetitions. In order to apply the proposed augmentation algorithm it was
necessary to separate individual repetitions. To this end, the modified version of the
algorithm for the automatic data segmentation described in detail in [5] was utilized.
Originally, the method was intended to detect gait cycles in a one-dimensional signal of
the accelerometer magnitude.

The original segmentation algorithm [5] has two distinct features:

• The method does not allow to search for a defined pattern in the signal. The
algorithm automatically finds the local minimum in the signal (the beginning of the
walk cycle), and creates a pattern from the data in its boundary.

• The algorithm requires the Range parameter, indicating the maximum distance from
the current walking cycle to the next supposed one.

By contrast, in the approach presented in this paper:

• The method requires a pattern to be searched, which is defined by the piecewise
Bézier curve.

• The algorithm requires Range parameter which is modified inversely proportional to
the main signal frequency f, defined as the exercise tempo.
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The values of the Range parameter and the generated pattern were chosen exper-
imentally. The patterns were generated using piecewise Bézier curves, according to
manually set points. It should be emphasized that the determined curves do not have to
strictly reflect the segmented signal, it is important that they keep an approximate trend
and duration. Segmentation was carried out using a one-dimensional left forearm
position signal (OZ or OX). The parameters necessary to reproduce the experiment are
presented in Table 1.

In Fig. 2 the OZ position signal of the left wrist joint is shown. The signal rep-
resents one series of repetitions of the “squat” exercise. In the figure, the vertical lines
mark the moments when the exercises start. Segmentation in this case was carried out
correctly, despite the fact that the first repetition was significantly longer than the rest. It
should be emphasized that eventually each of the gestures was interpolated to a fixed
length of 128 samples.

Table 1. Specification of signal segmentation parameters

# Exercise
type

Signal
#Joint,
Axis

Range Pattern

0 Front
raise

6, OZ 40 0 3
0:05 0:05

� �
3

0:05
10:5
0:05

10:5
0:7

18
0:7

� �

1 Jumping
jacks

6, OZ 30 0 2
0:0 0:0

� �
2
0:0

9:5
0:0

9:5
1:5

17
1:5

� �

2 Lateral
raise

6, OX 35 0 2
0:0 0:0

� �
2
0:0

9:5
0:0

9:5
0:7

17
0:7

� �

7 Side
reach

6, OZ 34 0 2
0:0 0:0

� �
2
0

9:5
0

9:5
1

17
1

� �

9 Squat 6, OZ 45 0 2
0:0 0:0

� �
2
0:0

7
0:0

7
0:5

14
0:5

� �

Time [frame index]

N
or

m
al

ise
d 

po
si

tio
n

Fig. 2. “Squat” exercise segmentation
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The condition of correct segmentation of gestures or exercises is necessary for
correct operation of the data augmentation algorithm. In the case of a dataset [3], the
segmentation was performed correctly only in 5 out of 10 available gestures. Moreover,
the “side reach” exercise was performed alternately by the participants’ left and right
hands. As a result, the actual number of segmented exercise cycles (for which left hand
movement is assumed) are twice as low as in the other exercises (5 repetitions com-
pared to 9 or 10).

4.3 Augmentation

Individual motion trajectories were represented using matrices of dimensions of
45 � 128 for HCI gestures [2] and 75 � 128 for fitness exercises [3]. The first
dimension was connected to the number of registered joints (OX, OY, OZ coordinates),
while the second was related to time (time normalized to 128 time index). The pro-
posed method of data augmentation consists in averaging two trajectories in order to
generate an additional artificial gesture (Fig. 3).

The illustration shows three matrices of a size of 6 � 128 each. The first two
represent the trajectories of the “circle” gesture [2], whereas the third one is the result of
their mixing. For the purpose of illustration only 6 signals were presented: right elbow
(OX, OY, OZ) and right hand (OX, OY, OZ). The second dimension (128) corresponds
to the duration of the gesture normalized to 128 samples for each cycle of a given
gesture, all signals are interpolated to 128 samples along the time axis). The created
matrix has a smaller numerical range (smaller color gradients), which is a consequence
of averaging two patterns. The algorithm allows to generate N!(N − 1)!/2 data samples
from the set of N trajectories.

An example demonstrating a dataflow diagram is presented in Fig. 4. The illus-
tration shows a procedure of augmenting each type of gesture. It should be noted that
mixing is applied to two input trajectories. Additionally, both trajectories belong to the
same gesture class.

Fig. 3. Example of data augmentation
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4.4 Data Division

The original Multimodal Kinect-IMU database contained a set of 5 gestures performed
by one participant, each of them was repeated 50 times. In the further part of the work,
a stratified 5-fold cross-validation was used. In Fig. 5 a detailed division of data is
presented. The boxes show the number of repetitions for each of the five gestures.

Without data augmentation, the corpus contained a relatively small number of 50
test and 200 training trajectories (Fig. 5a). After applying the proposed augmentation
method, the number of trajectories in the training dataset increased from 200 to 4100.
Hence, the training data have been increased more than 20 times.

The modified National Chiao Tung University Multisensor Fitness Dataset used in
further experiments contained a set of 5 gestures performed by 10 participants. The
number of repetitions of individual gestures was equal to 10 for “front raise”, 9 for
“jumping jacks”, 9 for “lateral raise”, 5 for “side reach and 9 for “squat”. In this work,
10-times cross-validation in a leave-one-participant-out configuration was used. The
number of individual motion trajectories for one of the validations is presented in
Fig. 6. The boxes show the number of repetitions of each of the five gestures.

Fig. 4. Dataflow diagram

Fig. 5. Multimodal Kinect-IMU database division: a) without augmentation, b) with data
augmentation
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Without data augmentation, the corpus contained 42 and 378 trajectories intended
for testing and training purposes, respectively (Fig. 6a). In the case of the proposed
augmentation, the repository contained 15093 training trajectories. Thus, the training
dataset has been increased approximately 40 times.

5 Classification Results

For both datasets of motion trajectories [2, 3], the classification was made using LSTM
recurrent networks in a “many to one” configuration. The studied networks included
two LSTM cells, with 32 hidden neurons. The total number of network parameters
(weights and bias) was equal to 16640. The rectified linear unit (ReLU) was used as an
activation function in the input layer. In all the other network layers, a linear function
was utilized. The network weights were optimized using the Adam algorithm
(AdamOptimizer in the TensorFlow package), where cross-categorical entropy was
used as a cost function. The network was trained with a learning rate of 0.0025 over a
period of 300 epochs. The network input data were motion trajectories in the form of a
B � 6 � 128 matrix, where B was a batch size. For the first Multimodal Kinect-IMU
Dataset [2], a parameter B was equal to 200 (case without augmentation) and 4100
(case with augmentation). For the National Chiao Tung University Multisensor Fitness
Dataset [3], the B parameter was set to 378 or 15 093 for the original and augmented
condition, respectively.

For the Multimodal Kinect-IMU Dataset [2], the input data were right hand and
right elbow position signals. In this work, a stratified 5-fold cross-validation was used.
The cross-validation procedure was repeated 50 times [22]. The standard measures
such as accuracy and F-score (Eq. 1) were used to assess the quality of classification.

Accuracy ¼ TP þ TN
TP þ TN þ FP þ FN ; Precision ¼ TP

TP þ FP ;

Recall ¼ TP
TP þ FN ; Fscore ¼ 2 � Precision�Recall

Precision þ Recall ;
ð1Þ

where:
TP – true predicted as positive (true positive);
TN – false predicted as negative (true negative);
FP – false predicted as positive (false positive);
FN – true predicted as negative (false negative)

Fig. 6. National Chiao Tung University Multisensor Fitness Dataset Division: a) without
augmentation, b) with data augmentation
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The classification accuracy and F-score mean values, standard deviations and p-
score coefficient (Student’s t-test) are presented in Table 2. For all the considered cases,
the augmentation process resulted in a statistically significant increase in classification
accuracy (p < 0.05).

On the basis of all iterations carried out, an average confusion matrix was generated
(see Fig. 7).

In the case of the National Chiao Tung University Multisensor Fitness Dataset [3],
the right and left wrist signals (6 signals) were used at the network input. A 10-fold
cross-validation was utilized in the study, in a leave-one-participant-out configuration.
For individual validations, 100 repetitions were performed. The number of repetitions
was doubled compared to the previous experiment in order to increase the power of the
statistical test [22]. The mean accuracy and f-score values, associated standard devi-
ations and p-scores obtained from the t-test are presented in Table 3. In the 8-th

Table 2. Classification accuracy and F-score obtained for Multimodal Kinect-IMU Dataset

#Validation Accuracy [%] p-score F-score p-score

No augmentation Augmentation No augmentation Augmentation

1 71.84 ± 10.70 84.44 ± 9.23 8.2 � 10−9 0.71 ± 0.11 0.84 ± 0.09 6.4 � 10−09

2 86.12 ± 9.12 97.68 ± 3.03 2.1 � 10−13 0.86 ± 0.09 0.98 ± 0.03 4.2 � 10−13

3 86.84 ± 6.60 98.12 ± 2.75 3.9 � 10−19 0.87 ± 0.07 0.98 ± 0.03 9.7 � 10−19

4 84.52 ± 12.74 96.4 ± 6.15 4.4 � 10−08 0.83 ± 0.14 0.96 ± 0.06 1.0 � 10−07

5 88.16 ± 6.93 98.12 ± 3.27 6.7 � 10−15 0.87 ± 0.08 0.98 ± 0.03 3.3 � 10−14

Mean 83.50 ± 11.13 94.95 ± 7.58 2.7 � 10−35 0.83 ± 0.12 0.95 ± 0.08 4.5 � 10−35

Fig. 7. Classification accuracy [%] obtained using the Multimodal Kinect-IMU Dataset:
a) without augmentation, b) with data augmentation
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validation the observed mean accuracies were not statistically different at a 0.05 sta-
tistical level. For the F-score parameter, a statistically significant difference is con-
firmed in all validation.

On the basis of all iterations carried out, an average confusion matrix was generated
(see Fig. 8).

Table 3. Classification accuracy and F-score obtained for National Chiao Tung University
Multisensor Fitness Dataset

Validation Accuracy [%] p-score F-score p-score

No augmentation Augmentation No augmentation Augmentation

1 90.21 ± 10.22 98.31 ± 4.13 5.3 � 10−12 0.63 ± 0.15 0.96 ± 0.10 4.7 � 10−23

2 77.83 ± 9.54 80.17 ± 6.36 4.3 � 10−02 0.67 ± 0.12 0.80 ± 0.10 4.8 � 10−08

3 78.45 ± 11.86 90.05 ± 10.58 6.9 � 10−12 0.68 ± 0.17 0.90 ± 0.11 4.2 � 10−11

4 76.93 ± 7.15 83.50 ± 6.29 6.8 � 10−11 0.67 ± 0.10 0.79 ± 0.09 1.1 � 10−08

5 82.09 ± 7.37 98.26 ± 5.03 6.7 � 10−44 0.69 ± 0.14 0.95 ± 0.10 4.9 � 10−18

6 81.76 ± 11.34 89.12 ± 9.31 1.1 � 10−06 0.61 ± 0.15 0.88 ± 0.14 1.2 � 10−14

7 71.14 ± 13.83 89.21 ± 12.08 7.3 � 10−19 0.49 ± 0.15 0.86 ± 0.14 7.5 � 10−22

8 76.67 ± 5.48 77.40 ± 4.08 2.8 � 10−01 0.68 ± 0.12 0.76 ± 0.04 5.9 � 10−05

9 65.93 ± 10.76 72.60 ± 11.03 2.4 � 10−05 0.51 ± 0.11 0.67 ± 0.11 4.1 � 10−10

10 69.62 ± 15.91 77.14 ± 9.80 8.0 � 10−05 0.63 ± 0.15 0.74 ± 0.11 2.8 � 10−07

Mean 77.06 ± 12.60 85.58 ± 11.84 1.2 � 10−51 0.62 ± 0.15 0.83 ± 0.14 1.2 � 10−89

Fig. 8. Classification accuracy [%] obtained using the National Chiao Tung University
Multisensor Fitness Dataset: (a) without augmentation, (b) with data augmentation
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6 Conclusions and Future Work

The presented method of data augmentation allowed to significantly improve the
average classification efficiency for both the Multimodal Kinect-IMU Dataset (Table 2)
and the National Chiao Tung University Multisensor Fitness Dataset. For the former
database [2], the average classification accuracy increased from 83.50% to 94.95%
(Table 2) for the original and the augmented datasets, respectively. For the latter
repository, the accuracy in the original version was equal to 77.06%, whereas for the
augmented dataset the accuracy amounted to 85.58% (Table 3). The proposed method
involves the averaging of pairs of motion trajectories. The algorithm allows to obtain
N!(N − 1)!/2 additional time series from the database of size N.

The presented method of data augmentation has some limitations. Namely, the
augmented data must be easily segmented to individual, repeated gestures. This
restriction makes it impossible to use the method for human activity recognition
applications (HAR). Due to the necessity of having a few motion trajectories, the
method cannot be used for a one-shot gesture recognition, either. Despite the above
limitations, the presented methodology can be successfully applied for augmentation of
gestures used in HCI applications, as demonstrated in the paper.

It should also be noted that the generated motion trajectories will inherently be
“between” the original ones. Further work is planned to develop a hybrid algorithm that
would generate trajectories with variance (as in [12]) and then interpolate them.
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Abstract. The paper presents a deep learning algorithm for the automatic
classification of basic spatial audio scenes in binaural music recordings. In the
proposed method, the binaural audio recordings are initially converted to Mel-
spectrograms, and subsequently classified using the convolutional neural net-
work. The proposed method reached an accuracy of 87%, which constitutes a
10% improvement over the results reported in the literature. The method is
capable of delivering moderate levels of classification accuracy even when
single-channel spectrograms are directed to its input (e.g. solely from the left
“ear”), highlighting the importance of monaural cues in spatial perception. The
obtained results emphasize the significance of including multiple frequency
bands in the convolution process. Visual inspection of the convolution filter
activations reveals that the network performs a complex spectro-temporal sound
decomposition, likely including a form of a foreground audio content separation
from its background constituents.

Keywords: Spatial audio information retrieval � Binaural technology � Spatial
scene classification � Deep learning

1 Introduction

Binaural technology is currently one of the most successful “tools” for delivering 3D
audio content to the users of multimedia systems. It is commonly employed in virtual
reality applications. Furthermore, it is gradually adopted by broadcasters [1]. In their pilot
experiment, BBC employed binaural technology for broadcasting a series of prominent
classical music concerts [2]. Moreover, binaural technology has recently been introduced
to one of the most popular video sharing services (YouTube), allowing amateur film-
makers to disseminate their video clips with accompanying 3D audio content [3]. For a
comprehensive review of the fundamentals underlying binaural technology and its
advancements, an interested reader is referred to [4].

Due to the increasing popularity of binaural technology, large repositories of 3D
audio recordings (including music) will soon be created. This, in turn, may bring new
challenges regarding semantic search or retrieval of such repositories in terms of their
spatial content. Therefore, retrieval of spatial information from real-life binaural
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recordings of music, such as those already available on the Internet, constitutes a new
and challenging research topic. The existing state-of-the-art methods, allowing for
spatial information extraction from binaural signals, have been developed almost solely
for speech signals. Moreover, they were intended for very restricted use cases. Hence,
due to the limitations of such methods, they cannot be directly applied to binaural real-
life music signals. This points to the need for the development of new methods, tailored
specifically for the retrieval of spatial information from binaural music signals.

In their recent study, Zieliński and Lee [5] proposed the method for the automatic
classification of binaural recordings of music, according to the three basic spatial audio
scenes, using a traditional hand-engineered feature extractor combined with the least
absolute shrinkage and selection operator (LASSO). In their experiment, they exploited
a corpus of several thousand synthetically generated but realistic binaural music
recordings. The main purpose of this paper is to show that their results could be
improved by as much as 10% using a deep learning approach.

The method introduced in this paper is based on the convolutional neural network
(CNN), whose inputs are fed with the audio spectrograms. Converting audio signals
into spectrograms and using them as “images” at the inputs of CNNs has recently
become a successful technique in speech recognition [6], music genre recognition [7],
audio event detection [8], and acoustic environment recognition [9, 10]. However, to
the best of the authors’ knowledge, nobody has applied such a technique for the
classification of spatial scenes in binaural recordings of music yet.

The original contribution of the paper is as follows. Firstly, it demonstrates that the
traditional approach to the automatic classification of the basic spatial audio scenes
could be markedly improved by the incorporation of the deep learning classification
method. Secondly, it gives an insight into how the performance of the method depends
on the number of spectrum channels used. Furthermore, it investigates the effects of the
size of the convolution kernels, highlighting the importance of using multiple spectral
bands in the convolution process. Finally, it sheds some light on the way the neural
network extracts spatial information from the audio recordings.

The proposed method could be used for the semantic search of binaural music
recordings from the publicly available repositories. For example, a hypothetical user
could search the Internet for music clips with musicians located in the front, behind, or
surrounding the head (height dimension to be included in future developments). After
its adaptation, the method might also be used for the segmentation of binaural
recordings according to their spatial scenes. Ultimately, the method might be used as
part of an artificial listener [11] as it could provide information conducive for auditory
spatial scene understanding [12].

2 Related Work

Spatial hearing in humans is predominantly reliant on the binaural cues, namely,
interaural time differences (ITD), interaural level differences (ILD), and interaural
coherence (IC) [4]. Monaural spectral cues, accounting for pinnae, head and torso
filtering effects, play an important role in reducing front-back localization errors and
localization of sources in the median plane, allowing listeners for a limited perception
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of spatial impressions even with one ear [13]. It has to be stressed here that both the
binaural and monaural cues can be confounded in the case of real-life music recordings
due to two factors: (1) the mixtures of simultaneously sound-emitting audio sources in
complex spatial audio scenes and (2) room reflections. Hence, the extraction of spatial
information from two-channel-only binaural signals, accounting for acoustic waves
reaching the listener’s ears, constitutes not a trivial task.

The initial studies in the area of machine spatial listening were limited to the
automatic localization of single audio sources in anechoic environments [14]. Later on,
the researchers managed to develop models allowing to localize audio sources in
reverberant environments, exploiting the so-called precedence effect [15]. More recent
advancements include the attempts to localize the mixtures of simultaneous sound-
emitting sources [16, 17]. Such authors as Ma, May, Brown, and Gonzalez [18–20],
among others, showed that deep learning techniques could be successfully applied to
localize several speakers (talkers) in complex binaural signals both under anechoic and
reverberant conditions.

While the localization accuracy of the developed state-of-the-art models could be
considered as satisfactory, they have several drawbacks preventing them from their
direct application to the ecologically-valid binaural music recordings, such as those
already available in the Internet. For example, they require a priori information about
the number of audio sources and their spectral characteristics [18, 20]. Such infor-
mation is normally unavailable in publicly available music repositories. Moreover, to
reduce the number of front-back localization errors the state-of-the-art algorithms
normally exploit an adaptive mechanism mimicking involuntary micro-head move-
ments in humans [17, 18, 20]. While such an approach can be applied to binaural
systems equipped with robotic dummy-head microphones, it cannot be utilized in the
context of many ecologically-valid real-life recordings. Furthermore, most of the state-
of-the-art models have been tested either with noise or speech signals, hence, there is
no guarantee that such algorithms would perform correctly using music signals.

As already indicated above, the overall aim of the spatial information retrieval
algorithms developed so far was predominantly limited to the localization of individual
virtual audio sources. While the accurate localization of audio sources is important and
potentially useful for communication applications (e.g. conducive for beamforming
[21]), it might be of secondary importance in the case of music or multimedia appli-
cations. In the latter case, a crude localization of individual sources or ensembles of
sources might be sufficient for aesthetical characterization of spatial scenes exhibited
by binaural recordings, as exemplified by Rumsey’s scene-based paradigm [22]. Based
on such a simplified approach, Zieliński and Lee [5] developed an algorithm capable to
automatically classify binaural recordings according to the basic spatial audio scenes.
They demonstrated that the method could be applied both to the recordings acquired
from the Internet [23] and to the synthesized but realistic recordings of music [5],
yielding a satisfactory but moderate classification accuracy levels. This paper
demonstrates that the performance of such a classification algorithm could be further
improved by the incorporation of a deep learning technique.
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3 Method

The aim of the proposed method is to classify binaural recordings of music according
to one of the following three basic spatial audio scenes:

• Foreground-Background (FB) scene – foreground content (musicians) located in
front of a listener whereas background content (room reflections) arriving from the
back of a listener (this scene could be considered to be a conventional stage-
audience scenario [24] and is often used in jazz and classical music recordings),

• Background-Foreground (BF) scene – background content in front of a listener
with foreground content perceived from the back (reversed stage-audio scenario),

• Foreground-Foreground (FF) scene – a listener is surrounded by musicians in a
horizontal plane (360° source scenario [24] – often used in pop music).

In the proposed method, the binaural audio recordings were initially converted into
Mel-spectrograms and, subsequently, they were fed to the input of the neural network.

3.1 Binaural Music Recordings

For the sake of comparative consistency, the recordings formerly used by Zieliński and
Lee [5] were also incorporated in this study. They were acquired from the publicly
available repository [25]. The repository consisted of 5928 two-channel binaural music
recordings (7 s each), out of which 4368 recordings were used for training and the
remaining 1560 items were intended for testing purposes. They were all synthesized by
convolving the multi-track music recordings with the binaural-room-impulse-re-
sponses (BRIRs). Thirteen sets of BRIRs were used in [5] to generate the recordings.
They represented a variety of room acoustics (office, laboratory, recording studio,
concert hall, etc.), with reverberation time ranging from 0.17 to 2.1 s. The repository
was representative of a broad range of music categories including pop, orchestral, jazz,
country, electronica, dance, rock, and heavy metal. The number of individual music
sources present in each recording varied from 5 to 62. The recordings were labeled
according to the aforementioned three spatial audio scene categories (FB, BF, FF).

3.2 Mel-Spectrograms

Each binaural audio recording was converted into four Mel-spectrograms, according to
the procedure described below. The first two spectrograms were computed for the left
(l) and right (r) audio channel signals, respectively. The remaining two spectrograms
were obtained for the sum (m = l + r) and difference signals (s = l − r), respectively.

The spectral resolution of each spectrogram was determined by the number of Mel-
frequency filters, which in this study was set to 150. The filter bank spanned a frequency
range from 100 Hz to 20 kHz. The temporal resolution of the spectrograms was set to
40 ms with a 50% overlap. The above spectro-temporal resolution, adopted in this
study, was similar to that used by other researchers in the area of machine listening
[17–20]. The signals in each temporal frame were subject to a Hamming window. As a
result of the above procedure, every recording was converted to four Mel-spectrograms,
with the resolution of 150 � 349 pixels each (number of frequency-channels � number
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of time-frames). In line with the typical practice in machine listening [17–20], the
spectrograms were standardized prior to their use by the convolutional network. The
Mel-spectrograms were calculated in MATLAB.

3.3 Train and Test Datasets

According to the results of the pilot tests (omitted in this paper due to space limita-
tions), the duration of each binaural recording could be reduced from 7 to 3.5 s. with
only a marginal deterioration in the classification accuracy. Therefore, each spectro-
gram was split in half, effectively doubling the number of audio samples available for
training and testing. Consequently, the resolution of each spectrogram was reduced
from 150 � 349 to 150 � 174 pixels, while the number of audio samples available for
training and testing increased to 8736 and 3120, respectively. The above procedure
could be considered to constitute a form of data augmentation. In order to adjust the
hyper-parameters of the neural network and monitor its performance during the
training, 10% of the training data were set aside as a validation dataset.

3.4 Neural Network

The topology of the neural network used in this study was inspired by the architecture
of the AlexNet [26]. The network consisted of 23 layers, out of which the first 14 layers
constituted the convolutional part, whereas the remaining layers (15–23) formed the
fully connected segment (see Fig. 1).

The spectrograms were combined into three-dimensional tensors (“images”) which
were then fed to the input layer. The size of each tensor was 150 � 174 � Nch, where
Nch represented the number of channels in a tensor. This number was equal to 4 for the
model in which all four types of spectrograms were used. For some network models
considered in this study, the number of channels Nch was restricted to 3, 2 and even 1,
e.g. for a model incorporating the spectrograms obtained from the left signals only.

Five convolutional layers were included in the network (layers 2, 5, 8, and 14).
They all had the same the size of the kernel (3 � 3) but their number of filters pro-
gressively increased from layer to layer, which is typical for convolutional neural
networks used for image classification [26] (the number of filters in the convolutional
layers was equal to 64, 128, 256, 512, and 1024, respectively). In order to accelerate
the learning procedure, batch normalization was employed after the first four convo-
lutional layers (layers 3, 6, 9, and 12). Moreover, four max pooling layers were
exploited to reduce the resolution of the processed spectrograms (layers 4, 7, 10, and
13). They all had a symmetric window size of 2 � 2.

The numbers placed in brackets Fig. 1 (positioned near the interconnections
between the layers in) indicate the dimensions of the tensors. They show that the
original resolution of the spectrograms fed to the input of the network was gradually
reduced from 150 � 174 (at the network input) to 5 � 7 pixels (at the output of layer
14). The strategy of a progressive reduction of image resolution, combined with the
increasing number of filters in each convolutional layer, is commonly employed in
convolutional networks [26].
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The purpose of layer 15 was to convert the two-dimensional spectrograms into
vectors, which were subsequently processed by the three fully connected dense layers
consisting of 512, 128, and 16 nodes, respectively. In order to prevent the network
from overfitting, four dropout layers were employed. The role of the last (output) layer
was to provide the results of the classification in the form of one of the three classes,
representing the basic spatial audio scenes (FB, BF, FF). A rectified linear unit (ReLU)
was used in all the convolutional and dense layers, whereas a Softmax function was
applied to the output layer.

In total, the network consisted of 24.7 million trainable parameters. The proposed
structure of the network, along with its hyper-parameters, was selected heuristically,
with the outcomes “monitored” using a hold-out validation technique (10% of the
training data were used for validation purposes). Due to its superior properties, Adam
[27] optimization technique was used to train the network with a categorical cross-
entropy as a loss function. The learning rate was set to 2 � 10−4, the size of a dropout

Fig. 1. Topology of the convolutional neural network.
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rate was adjusted to 0.5, whereas the batch size was fixed to 128. The number of
learning epochs was set to 100, with the weights reverted to those yielding the best
validation accuracy.

The network was implemented in Python, using Keras, Tensorflow, scikit-learn,
and numpy packages. The computations were performed on a graphical processing unit
(NVIDIA RTX 2080Ti).

4 Results

The proposed method was evaluated on the test dataset. An accuracy metric, defined as
the ratio of the number of correctly classified recordings to their total number, was used
as a performance measure. For each experimental condition, the neural network was
trained and tested 10 times. The mean values of the classification accuracy were used to
assess the performance of the method.

4.1 Input Channels Effects

For each audio recording, four spectrograms were generated and stored in three-
dimensional tensors, as explained in Sects. 3.2 and 3.4. These tensors could be fed to
the network either in an unrestricted form (Nch = 4) or with some channels being
discarded. The boxplots, presented in Fig. 2, illustrate the results obtained for the
selected combinations of input channels.

The best mean classification accuracy, equal to 87%, was obtained when all four
input channels were exploited by the network. This scenario is signified as LRMS in
Fig. 2. It has to be emphasized here, that the reached accuracy level is 10% higher
compared to the accuracy of 76.9% formerly reported by Zieliński and Lee [5], which

Fig. 2. Influence of the input channels on the classification accuracy.
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demonstrates the superiority of a deep learning technique over the traditional classi-
fication method.

When the input tensors are limited to three channels (Nch = 3), the accuracy drops
by approximately 2%, which is illustrated in Fig. 2 by the LRS and LRM conditions,
respectively. For the LRM condition the observed effect is statistically significant at p =
4.2 � 10−3 level according to the Tukey HSD test. Further deterioration of the accu-
racy, to a value of approximately 82.5%, is observed when the input tensors are limited
to two channels (Nch = 2), which is exemplified by theMS and LR scenarios. The above
effect was statistically significant at p < 10−3 level.

A substantial decline in the network performance is observed when the input
tensors are limited to a single channel (Nch = 1), as illustrated by the L, R, and
M scenarios in Fig. 2. For these cases, the classification accuracy drops to approxi-
mately 70%. Interestingly, this outcome indicates the network is still capable to classify
the spatial audio scenes at a moderate classification rate with only one “ear” (e.g.
spectrograms obtained only for the left-ear signals) This phenomenon could be
explained by the fact that, in addition to binaural cues, monaural cues are also pertinent
to spatial perception [13].

Two examples of the confusion matrices are presented in Fig. 3. They were
obtained for the best model (LRMS scenario) and the model trained only with the left-
ear signal (L condition), respectively. It can be seen that in both cases the network is
relatively good in identifying the FB and BF scenes, however, it “struggles” to rec-
ognize the FF scene.

4.2 Kernel Size Effects

Figure 4 shows the results obtained for the model with four different kernels, varying in
size and shape, used in the convolutional layers. It can be seen that the best results are
obtained for the symmetric kernel of size 3 � 3. When the kernel size is increased to
5 � 5, the accuracy appears to drop. However, according to the Tukey HSD test
performed at a 0.05 significance level, the observed effect is not statistically significant.
Hence, it can be concluded that both kernels (3 � 3 and 5 � 5) yield similarly good

(a) Model LRMS (b)  Model L

Fig. 3. Examples of the confusion matrices obtained for: (a) model incorporating all
spectrogram types, (b) model using only spectrograms for the left-ear audio signals.
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results. A small but statistically significant deterioration in the classification accuracy
occurs for asymmetric kernel of size 5�1.

The results obtained for the last kernel (1 � 5) are almost 10% worse than the ones
achieved for the two best kernels (3 � 3 and 5 � 5). Following from this, it can be
tentatively concluded that information conveyed by the first dimension (frequency) is
more important, in terms of discrimination between the spatial audio scenes, than
information represented by the second dimension (time). This observation highlights
the importance of including multiple frequency bands in the convolution procedure.

4.3 Frequency Resolution Effects

In all the experiments presented so far, the spectrograms were generated with a fixed
frequency resolution. This resolution was determined by the number of Mel-frequency
filters which in this study was set to 150 (see Sect. 3.2). In order to investigate the
influence of the frequency resolution on the classification accuracy, the experiments
were repeated with the number of frequency filters ranging from 12 to 250. For some
conditions, the adjustments to the network architecture had to be made to accommodate
for the changes in the spectrogram size. For example, when the number of frequency
filters was increased beyond 150, the size of the window in the first max pooling layer
(layer 4) had to be enlarged from 2 � 2 to 3 � 2 pixels. Without this adjustment the
size of the network could exceed 46 million trainable parameters. Hence, it could be
impractical to train such a big network with a given dataset. On the other hand, for the
spectrograms with a smaller frequency resolution (less than 100), some layers of the
network had to be discarded. For example, when the resolution was set to 50, layers 13
and 14 were omitted. For the spectrograms with the resolution equal to 25, layers 11–
14 were discarded. For the smallest frequency resolution examined in this work (res-
olution reduced to 12), the original network was simplified by removing layers 7–14.

Fig. 4. Influence of the convolution kernel size on the classification accuracy.
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According to the obtained results, presented in Fig. 5, the method yields a similar
classification rate for the spectrograms with the frequency resolution of 150 or higher,
reaching approximately 87.5%. The differences between the results obtained for the
resolution equal to 150, 200, and 250 are statistically not significant. When the fre-
quency resolution of the spectrograms is reduced to 100, the accuracy drops by
approximately 2.5%. The above effect is statistically significant at p < 0.001 level.
Further reduction of the resolution of the spectrograms results in additional deterio-
ration of the classification accuracy.

According to the results discussed above, the classification accuracy tends to
“saturate” for the frequency resolution values being equal or greater than 150. The
observed tendency confirms the correctness of the original choice of the spectrogram
frequency resolution (see Sect. 3.2), since the selected value of 150 appears to be a
reasonable trade-off between the classification accuracy and the computational com-
plexity of the proposed method.

4.4 Convolution Filter Activations

An interesting observation can be made by visual inspection of the convolution filter
activations. Figure 6 shows the activations at the output of the first convolution layer
for the selected audio recording fed to the network input. For clarity, only the results
obtained for 4 (out 64) filters were shown (filter 1, 9, 45 and 61). It appears that filters 1
and 45 are responsible for foreground audio extraction, with clearly visible harmonic
components (horizontal contours), whereas the role of filters 9 and 61 is to isolate
predominantly background components. Hence, to an extent, these two pairs of filters
complement each other. Visual inspection of the remaining filter activations (not
presented in the paper) indicates that the network performs a very complex spectro-
temporal sound decomposition, difficult to achieve using the traditional signal pro-
cessing techniques [11, 12].

Fig. 5. Influence of the frequency resolution of the spectrograms.
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5 Conclusions

This paper presents a deep learning algorithm intended for the automatic classification
of basic spatial audio scenes in binaural music recordings. In the proposed method, the
binaural audio recordings are initially converted to Mel-frequency spectrograms, and
subsequently classified using the convolutional neural network. For the same repository
of the binaural recordings of music, the proposed method reached the accuracy of 87%,
which constitutes a 10% improvement over the results reported in the literature,
obtained using the hand-engineered feature extractor combined with the LASSO
classifier [5]. This outcome exemplifies the superiority of the proposed deep learning
technique over the traditional one.

The best results were obtained when the convolutional network was fed with four
types of spectrograms, obtained for the left, right, sum, and difference audio signals,
respectively. Interestingly, the network was capable of delivering moderate levels of

(a)  Filter 1 (b)  Filter 9 

(c)  Filter 45 (d)  Filter 61 

Fig. 6. Examples of the filter activations at the output of the first convolution layer (for clarity
only 4 out 64 filter activations are shown).
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classification accuracy even when single-channel spectrograms were directed to its
input, highlighting the importance of monaural cues in spatial machine perception.

The developed network was tested with different convolution kernels, varying in
shape and size. The obtained results emphasize the importance of including multiple
frequency bands in the convolution process. Moreover, visual inspection of the con-
volution filter activations revealed that the network performs a complex spectro-
temporal sound decomposition, likely including a form of separation of foreground
audio content from its background constituents.

Further work might involve extending the experimental context to additional spatial
audio scenes, including a height dimension. Following the recent trends in audio signal
processing [21], attempts to “bypass” a spectrogram extraction stage and develop the
network with a “self-learning” frequency filter bank will also be considered in the
future experimental work.

Acknowledgments. The work was supported by the grant from Białystok University of
Technology and funded with resources for research by the Ministry of Science and Higher
Education in Poland.

References

1. Binaural Sound. Immersive spatial audio for headphones. BBC R&D. https://www.bbc.co.
uk/rd/projects/binaural-broadcasting. Accessed 07 Feb 2020

2. Firth, M.: Developing Tools for Live Binaural Production at the BBC Proms. BBC R&D.
https://www.bbc.co.uk/rd/blog/2019-07-proms-binaural. Accessed 07 Feb 2020

3. Kelion, L.: YouTube live-streams in virtual reality and adds 3D sound. BBC News. https://
www.bbc.com/news/technology-36073009. Accessed 07 Feb 2020

4. Blauert, J. (ed.): The Technology of Binaural Listening. MASP. Springer, Heidelberg
(2013). https://doi.org/10.1007/978-3-642-37762-4

5. Zieliński, S.K., Lee, H.: Automatic spatial audio scene classification in binaural recordings
of music. Appl. Sci. 9(9), 1724 (2019). https://doi.org/10.3390/app9091724

6. Mao, Q., Dong, M., Huang, Z., Zhan, Y.: Learning salient features for speech emotion
recognition using convolutional neural networks. IEEE Trans. Multimedia 16(8), 2203–2213
(2014). https://doi.org/10.1109/TMM.2014.2360798

7. Oramas, S., Barbieri, F., Nieto, O., Serra, X.: Multimodal deep learning for music genre
classification. Trans. Int. Soc. Music Inf. Retrieval 1(1), 4–21 (2018). https://doi.org/10.
5334/tismir.10

8. Stowell, D., Giannoulis, D., Benetos, E., Lagrange, M., Plumbley, M.D.: Detection and
Classification of Acoustic Scenes and Events. IEEE Trans. Multimedia 17(10), 1733–1746
(2015). https://doi.org/10.1109/tmm.2015.2428998

9. Han, Y., Park, J., Lee, K.: Convolutional neural networks with binaural representations and
background subtraction for acoustic scene classification. In: Proceedings of the Conference
on Detection and Classification of Acoustic Scenes and Events, Munich, Germany, 16
November 2017 (2017)

10. Barchiesi, D., Giannoulis, D., Stowell, D., Plumbley, M.D.: Acoustic scene classification:
classifying environments from the sounds they produce. IEEE Signal Process. Mag. 32(3),
16–34 (2015). https://doi.org/10.1109/MSP.2014.2326181

302 S. K. Zieliński

https://www.bbc.co.uk/rd/projects/binaural-broadcasting
https://www.bbc.co.uk/rd/projects/binaural-broadcasting
https://www.bbc.co.uk/rd/blog/2019-07-proms-binaural
https://www.bbc.com/news/technology-36073009
https://www.bbc.com/news/technology-36073009
https://doi.org/10.1007/978-3-642-37762-4
https://doi.org/10.3390/app9091724
https://doi.org/10.1109/TMM.2014.2360798
https://doi.org/10.5334/tismir.10
https://doi.org/10.5334/tismir.10
https://doi.org/10.1109/tmm.2015.2428998
https://doi.org/10.1109/MSP.2014.2326181


11. Brown, G.J., Cooke, M.: Computational auditory scene analysis. Comput. Speech Language.
8(4), 297–336 (1994). https://doi.org/10.1006/csla.1994.1016

12. Szabó, B.T., Denham, S.L., Winkler, I.: Computational models of auditory scene analysis: a
review. Front. Neurosci. 10, 524 (2016). https://doi.org/10.3389/fnins.2016.00524

13. Blauert, J.: Spatial Hearing. The Psychology of Human Sound Localization. The MIT Press,
London (1974)

14. Jeffress, L.A.: A place theory of sound localization. J. Comp. Physiol. Psychol. 41, 35–39
(1948)

15. Hummersone, Ch., Mason, R., Brookes, T.: Dynamic precedence effect modeling for source
separation in reverberant environments. IEEE Trans. Audio Speech Lang. Process. 18(7),
1867–1871 (2010). https://doi.org/10.1109/TASL.2010.2051354

16. Benaroya, E.L., Obin, N., Liuni, M., Roebel, A., Raumel, W., Argentieri, S.: Binaural
localization of multiple sound sources by non-negative tensor factorization. IEEE/ACM
Trans. Audio Speech Lang. Process. 26(6), 1072–1082 (2018). https://doi.org/10.1109/
TASLP.2018.2806745

17. Ma, N., Brown, G.J.: Speech localisation in a multitalker mixture by humans and machines.
In: Proceedings of INTERSPEECH. San Francisco, USA. https://doi.org/10.21437/
interspeech.2016-1149

18. Ma, N., May, T., Brown, G.J.: Exploiting deep neural networks and head movements for
robust binaural localization of multiple sources in reverberant environments. IEEE/ACM
Trans. Audio Speech Lang. Process. 25(12), 2444–2453 (2017). https://doi.org/10.1109/
TASLP.2017.2750760

19. Ma, N., Gonzalez, J.A., Brown, G.J.: Robust binaural localization of a target sound source
by combining spectral source models and deep neural networks. IEEE/ACM Trans. Audio
Speech Lang Process. 26(11), 2122–2131 (2018). https://doi.org/10.1109/TASLP.2018.
2855960

20. May, T., Ma, N., Brown, G.J.: Robust localisation of multiple speakers exploiting head
movements and multi-conditional training of binaural cues. In: Proceeding of IEEE
International Conference on Acoustics, Speech and Signal Processing (ICASSP). Brisbane,
QLD, Australia (2015). https://doi.org/10.1109/icassp.2015.7178457

21. Sainath, T., Weiss, R.J., Wilson, K.W., Li, B., Narayanan, A., Variani, E., et al.:
Multichannel signal processing with deep neural networks for automatic speech recognition.
IEEE/ACM Trans. Audio Speech Lang. Process. 25(5), 965–979 (2017). https://doi.org/10.
1109/TASLP.2017.2672401

22. Rumsey, F.: Spatial quality evaluation for reproduced sound: terminology, meaning, and a
scene-based paradigm. J. Audio Eng. Soc. 50(9), 651–666 (2002)

23. Zieliński, S.K.; Lee, H.: Feature extraction of binaural recordings for acoustic scene
classification. In: Proceedings of the 2018 Federated Conference on Computer Science and
Information Systems (FedCSIS), Poznań, Poland, 9–12 September 2018 (2018)

24. Lee, H., Millns, C.: Microphone Array Impulse Response (MAIR) library for spatial audio
research. In: Proceedings of the 143rd Convention of the Audio Engineering Society. New
York, NY, USA (2017)

25. Zieliński, S.K., Lee, H.: Database for automatic spatial audio scene classification in binaural
recordings of music. Zenodo (2019). http://doi.org/10.5281/zenodo.2639058

26. Krizhevsky, A., Sutskever, I., Hinton, G.E.: ImageNet classification with deep convolutional
neural networks. Commun. ACM 60(6), 84–90 (2017). https://doi.org/10.1145/3065386

27. Kingma, D.P, Ba, J.: Adam: a method for stochastic optimization. (2014). arXiv:1412.6980

Improving Classification of Basic Spatial Audio Scenes 303

https://doi.org/10.1006/csla.1994.1016
https://doi.org/10.3389/fnins.2016.00524
https://doi.org/10.1109/TASL.2010.2051354
https://doi.org/10.1109/TASLP.2018.2806745
https://doi.org/10.1109/TASLP.2018.2806745
https://doi.org/10.21437/interspeech.2016-1149
https://doi.org/10.21437/interspeech.2016-1149
https://doi.org/10.1109/TASLP.2017.2750760
https://doi.org/10.1109/TASLP.2017.2750760
https://doi.org/10.1109/TASLP.2018.2855960
https://doi.org/10.1109/TASLP.2018.2855960
https://doi.org/10.1109/icassp.2015.7178457
https://doi.org/10.1109/TASLP.2017.2672401
https://doi.org/10.1109/TASLP.2017.2672401
http://doi.org/10.5281/zenodo.2639058
https://doi.org/10.1145/3065386


Modelling and Optimization



AutoNet: Meta-model for Seamless Integration
of Timed Automata and Colored Petri Nets

Muhammad Waqas Ahmad(&), Muhammad Waseem Anwar,
Farooque Azam, Yawar Rasheed, Usman Ghani, and Mukhtar Ahmad

Department of Computer and Software Engineering, College of Electrical and
Mechanical Engineering, National University of Sciences and Technology

Islamabad, Islamabad, Pakistan
{waqas,waseemanwar,farooq,

mukhtar.ahmad}@ceme.nust.edu.pk,

yawar.rasheed18@ce.ceme.edu.pk, ugghani@gmail.com

Abstract. Time dependent modeling paradigm has always remained the focus
of study for embedded system designers. The reason behind this rationale is that
the safety and reliability of real time systems mainly depend on how precisely
and accurately the time domain is modeled. Several time-driven models have
been proposed and attained the level of maturity through series of developments.
The most adopted formal methods are 1) Timed Automata which extends the
finite states with finite number of real valued clocks, and 2) Colored Petri net
which extends finite set of directed graphs with finite number of tokens coupled
with color. In this paper, we proposed a Meta model (named as AutoNet) aimed
at integration of timed automata and colored petri net. The main purpose of
AutoNet is the transformation i.e. a single design with basic classes and state
transition diagrams can be transformed to both timed automata and colored petri
net. We performed case study to show proof of our concept prototype at traffic
light signal modeling. A single iteration through the AutoNet produced both the
timed automata and colored petri net of our test case, which is the validation of
our design. AutoNet will serve as an automated ‘what you see is what you get’
(WYSIWYG) tool for embedded system engineers.

Keywords: Timed automata � Colored Petri net � Meta model � Time domain

1 Introduction

Timed Automata (TA) are a predetermined set of automaton complimented with finite
discrete clocks. During a particular execution of TA, clock value increases along the
execution of the system. The clock value can be conceptualized as integer variable. The
guards may be enabled or disabled at specific transitions by comparing the value of
clock and by doing so possible behaviors of the execution may be constrained. A TA is
kind of directed state/transition diagram, in which the nodes are represented as states
(i.e. system status at particular point in time, depicted by rectangles/rounded rectangles)
and the transitions are represented as arcs (i.e. trigger conditions, depicted by directed
arrows).
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Colored Petri nets (CPN) are a backward-compatible extension of the formal
concept of Petri nets (PN). A Petri net is a directed graph (comprised of places,
transitions, and arcs), in which states are represented as places (i.e. system status at
certain point in time, represented by circles), transitions are represented as nodes (i.e.
events that may occur, represented by bars) and the directed arcs (represented by
arrows) describe which places are pre- and/or post-conditions for which transitions.
Arcs (i.e. arrows) can run from a place (i.e. circle) to a transition (i.e. bar) or vice versa,
it can never run in-between two places or in-between two transitions. The source places
from which an arc goes to a transition are referred as the input places of the transition;
and the destination places to which arcs go from a transition are referred as the output
places of the transition. Graphically, there exists discrete no. of tokens at each place in
a Petri net. A transition is first enabled to make it fire, i.e. there have produced defined
count of tokens at each of its corresponding input places; the moment transition exe-
cutes, it takes that required number of tokens and puts them at respective output place.
CPN preserves essential characteristics of Petri nets along with extended formalism
allowing differentiation among tokens. CPN tokens may have attached a data value,
which is called color of the token.

Both TAandCPNhave become the de facto standards for the representation of system
evolution at occurrences of events over time. We have compiled various resemblances
and distinctions between TA and CPN which were previously distributed across litera-
ture. Furthermore, despite tremendous applications of TA and CPN in embedded system
modeling, there existed no common platform to define both formalisms at a single place
i.e. designing either of TA or CPN and achieving the other through automated translation.
We have fulfilled this research gap by developing an integrated meta-model for creation
and inter-translation of timed automata and colored Petri nets at a single platform. The
concept diagram of the proposed system is shown at Fig. 1.

We have identified similarities and differences between TA and CPN. Based on the
common characteristics of both formal methods, an equivalent mapping has been
drawn. Conflicting requirements have been modeled separately for each formalism.
The proposed Meta model is capable to generate separate instance models of timed

AutoNet: An Integrated Meta-model for Temporal Automation

Timed 
Auto-mata

Colored 
Petri Net

Differences between TA & CPN

Clocks

Tokens

Common Features of TA & CPN

States/ Places Transitions/ Arcs

Fig. 1. AutoNet: concept diagram
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automata and colored Petri nets by single iteration thorough it. The Meta model is
named as AutoNet, the first part word i.e. Auto is taken from Automata and Net is
derived from Petri NET as second part of the acronym.

2 Literature Review

We started our literature review with an attempt to answer the very basic research
question i.e. “What is the state-of-the-art in the field of Model Driven Engineering for
Embedded Software?”

We found two of the very recent survey papers demonstrating up-to-date devel-
opment in the applications of model driven approaches for embedded systems design.
In [1], Akdur et al. carried out a study to find state-of-the-practices, advantages,
challenges and ultimate consequences of using model driven approaches in the field of
embedded software engineering. Furthermore, an empirical investigation on the use
and the evaluation of model based engineering in embedded system domain was
performed by Liebel et al. [2]. After learning state-of-the-art of subject under study, we
further searched the literature and found a very current article which had cited both of
the above listed papers. Authors [3] highlighted the identified strengths/weaknesses of
various formal methods and proposed new opportunities by integrating formal meth-
ods. Furthermore, possible threats (along with probable mitigations) to the adoption of
new opportunities have also been visualized. We set this paper as the baseline for our
research work. According to Gleirscher, Foster and Woodcock [3], single formal
method may be focused at considering very specific aspect or perspective of a system’s
behavior, which when used in isolation, may limit its effectiveness. Furthermore,
authors suggested that various scholars recommend smart integration of formal meth-
ods to overcome this very inherent weakness.

From this point onward, we started searching for literature to hunt for integration
opportunities among two of the well-known formal methods i.e. TA and CPN.

The concepts of timed automata have been taken from [4] and [5]. Dill [4] proposed
TA targeted to model the time-behavior of real time applications, which proved to be a
very simple and yet effective way to represent state/transition diagrams complemented
with timing constraint by the integration of several clocks. TA was studied from the
perspective of its application in formal language theory. Furthermore, Bengtsson and
Yi [5] presented the abstract and concrete semantics of TA. The conceptual under-
standings of Petri nets have been developed from [6] and [7]. PN has been demon-
strated as a graphical tool for the analysis/description of concurrent processes by Adam
Petri and Reisig [6]. Furthermore, Pawlewski [7] briefly explained Petri nets as mod-
eling tool for timed systems and their application in the perspective domain. The
application of model-driven software engineering paradigm for embedded system
domain and web based application development, has been drawn from the authors of
[8] and [9].

Srba [10] suggested that the most studied formal methods among time-driven
modeling techniques include TA and timed extensions of PN. Bouyer et al. [11] studied
the probable relationship between timed PN and TA. Researchers [12] presented two
translations: one from extended TA to CPN, another from a parallel combination of TA
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to timed PN. Byg et al. [13] proved the equivalence of bounded timed-arc PN coupled
with read-arcs to network of TA and described a translation of extended timed-arc PN
to network of TA. Cassez and Roux [14] proposed translation from timed PN to TA
that is capable to preserve behavioral semantics of the timed PN. D’Aprile et al. [15]
presented a method for the translation from timed PN to TA. Furthermore, Barkaoui
et al. [16] established a method for mutual translations among timed-arc PN and
networks of TA. Authors [17] highlighted that despite the fact that timed PN and TA
models were developed independently, they still bear strong interconnection. Balaguer
et al. [18] focused on translation of 1-bounded timed PN into a network of TA and
considered a novel equivalence by accounting the distribution of actions. Xia C [19]
surveyed various recent approaches of translating TA to timed PN. Bérard et al. [20]
performed comparison of TA and CPN w.r.t weak time bisimilarity.

3 Proposed Solution

Timed automata and colored Petri net have been adopted by industry as effective
formal methods. Both formalisms were developed as independent tool with respect to
the each other. Despite the fact for sharing of many common features, yet there exist
significant differences among them, as well.

We have performed comparative analysis of timed automata and colored Petri net
from various perspectives. The similarities and differences between TA and CPN are
compiled and summarized in Table 1. Aspect is used to represent the particular point of
view for the system under study. Then implementation of each aspect by TA and CPN
is described. Mapping decision is drawn based on the relationship between specific
realizations of each aspect by both formal methods. Last but not the least, our
implementation of each aspect for AutoNet has also been elaborated in the table.

3.1 Proposed Meta Model

The proposed Meta model is presented at Fig. 2. It is designed in Ecore using Eclipse
Modeling Framework. The root element is defined as AutoNet which has composed all
the other elements i.e. Node, Switch, Bar, Clock and Token. Node and switch are
exactly similar concepts for TA and CPN, while both formalisms have different
implementation for bar, clock and token.

The instance model for both formal methods i.e. timed automata and Colored Petri
net can be defined by the instantiation of node, switch and bar. TA modeling will
require an additional requirement of defining the clock instance and CPN modeling will
be completed by defining the token. Clock and token may be interchangeably translated
to each other with default values of color and nodeID for token. Hence timed automata
and colored Petri net are seamlessly integrated at meta-model. Furthermore desired
translation in-between TA and CPN is also achieved at instance model.
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Table 1. Similarities and differences between TA & CPN

Aspect Timed Automata (TA) Colored Petri Net (CPN)

Essence In automation theory, a Timed
Automata is a finite set of states
extended with a finite set of real-
valued clocks

In mathematical modeling, a
Colored Petri Net is a finite set of
directed graphs extended with finite
discrete tokens

As both TA and CPN represent time behavior of the system, there is an obvious opportunity to
look for their probable integration.
We propose an abstract concept of temporal automation termed as AutoNet, to reflect both TA
and CPN. It will contain an attribute (name) of string type and three operations i.e. run, pause
and reset. Run() will be used to start particular execution of the system, pause() will halt the
execution at certain point in time and reset() will be used to restore the system to initial default
settings
Currency States are used to represent current

status of the system
Places are used to represent current
status of the system

States and places are exactly similar concepts, hence ideal candidates for an equivalent
mapping definition. Nodes are introduced as an equivalent concept to map states and places for
TA and CPN respectively. Node will have an ID of int type, an attribute (name) of string type
and three Boolean variables named as isInitial, isCurrent and isFinal to model instantaneous
behaviors of system
Switching Transition is used to switch from

one state to other
Transition and Arcs are used to
switch between places

Transition is the exactly matching concept. Transition is defined as an equivalent concept with
an attribute (name) of string type, an operation named as fire() and two integer variables
timeInterval and minTokens associated with TA and CPN respectively. Bar is additionally
introduced with an attribute (name) of string type to define arc concept for CPN
Time
Behavior

Clocks are used to reflect time
behavior of the system. Transition is
attached with time value of clocks

Tokens are used to reflect time
behavior of the system. Transition is
attached with count of tokens

Clocks and Tokens are dissimilar concepts, therefore can’t be mapped to an equivalent
definition. Clocks and Tokens are introduced as concrete classes to handle the time behavior of
TA and CPN respectively. Both has an attribute name of string type, while token has further
color (integer) and nodeID (Node) attributes. The difference is resolved with these two specific
implementations
Sequencing In TA, we have to define the entire

set of states first and then the
transition function is defined which
controls the switching between
states

In CPN, we have to define the
transition function along with
enabling mechanism first and states
are then defined by the set of places
along with tokens

State/Transition and Place/Transition are not exactly similar concepts but their underlying
semantics are comparable. They are modeled with an equivalent custom mapping function
Active Node TA may contain only a single

current state
In CPN multiple locations can
contain one or more tokens

Concurrency TA is single threaded CPN is concurrent
Triggers In TA, the active state changes in

response to an event or time interval
In CPN, transitions are executed as
soon as all input places contain at
least 1 token

(continued)
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Table 1. (continued)

Aspect Timed Automata (TA) Colored Petri Net (CPN)

Visibility In TA, state is global. Given two
states, all we can say is “these states
are different”

In CPN, place is a marking, which is
to say “how many tokens are in each
place”

Design In TA, we have to look at each state
individually and determine the
possible transitions to other states

Each transition in CPN represents a
whole group of transitions in the
underlying reachability graph

Application TA is recommended in situations
when we have a problem that’s
small enough to be handled with
finite states (preferably up to a few
dozen)

CPN is preferred choice in situations
when we need to create a model for
distinguishable subsystems that
interact with each other in real time

The above listings are the conflicting requirements. TA and CPN are specialized constructs
with their own specific implementation for these aspects. Hence these concepts can’t have
equivalent mapping definitions. However, Meta Model is designed to be flexible enough for
handling these contradictions

Fig. 2. Meta-model for seamless integration of TA & CPN

312 M. W. Ahmad et al.



4 Case Study

We selected traffic light signal simulator as case study to validate proof of concept
prototype for our Meta model. A simple graphical representation for traffic light signal
simulator is shown at Fig. 3.

There are four states i.e. red, red + yellow, green, yellow and corresponding four
transitions i.e. 1, 2, 3, 4. Transition 1 switches from state red to red + yellow, 2
transitions from red + yellow to green, 3 follows the path from green to yellow and 4
completes the loop from last state i.e. yellow to initial state i.e. red.

We created an EMF Project in Eclipse Modeling Framework to develop dynamic
instance model for traffic light signal simulator. The developed XMI model is presented
at Fig. 4.

Fig. 3. Traffic light signal simulator: concept diagram

Fig. 4. XMI instance model - traffic light signal simulator’s case study
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The root element is defined as Traffic Light: AutoNet, which composes all other
elements of the model. Initial and current node is set as Red: Node and final node is
declared as Yellow: Node.

All the four nodes are presented at Fig. 5. These nodes represent states as well as
places. The same concept i.e. node is being used to model both TA states and CPN
places, hence first step towards seamless integration. Each node has one incoming and
one outgoing switch i.e. transition.

Fig. 5. Nodes (TA states & CPN places)

Fig. 6. Switches (TA transitions & CPN arcs)
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The four switches are described at Fig. 6. These switches represent transitions as
well as arcs. The same concept i.e. switch is being used to model TA transition and CPN
arcs, hence another move towards seamless integration. For TA, each switch has one
incoming/outgoing pair of source/destination node, while for CPN each switch has two
incoming/outgoing pairs i.e. a source node/destination bar and a source bar/destination
node.

The four CPN bars are presented at Fig. 7. Each bar has one incoming and one
outgoing switch. This specific concept has specialized definition for CPN transitions.

We defined a clock for TA and a token for CPN (as shown at Fig. 8) to complete
the instance model for both formal methods.

Graphical representations of instance models for TA and CPN are shown at Figs. 9
and 10 respectively.

Fig. 7. Bars (CPN transitions)

Fig. 8. TA clock and CPN token

AutoNet: Meta-model for Seamless Integration 315



The working instance model i.e. the model in execution is further elaborated to
promote the practical understanding of AutoNet. Traffic Light Simulation (TLS) starts
with switching on the red light. Red: Node is set as the initial/current state (for TA) and
place (for CPN). Automata: Clock is declared/initialized and Petrinet: Token is
defined/distributed to start and control the execution of TA and CPN respectively. As in
TLS, first switching from red to red + yellow light is activated after defined interval,
Transition1RtoRY: Switch is activated and TA is transitioned from red state to
red + yellow state and CPN is arced from red place to red + yellow place through
Red_RedYellow: Bar. Red + Yellow: Node becomes the current state (for TA) and
active place (for CPN). The next switching of TLS follows the path from red + yellow
to green light, AutoNet Transition2RYtoG: Switch is activated and TA undergoes
transitioning from red + yellow state to green state and CPN undertakes arcing from
red + yellow place to green place through RedYellow_Green: Bar. Green: Node turns
into the current state (for TA) and active place (for CPN). Further in the series, TLS
follows next switch from green to yellow light and Transition3GtoY: Switch is

Transition4YtoR: 
Switch

Transition2RYtoG: 
Switch

Transition3GtoY: 
Switch

Transition1RtoRY: 
Switch

Red:       
Node

Red+Yellow
: Node

Yellow:  
Node

Green:    
Node

Automata: Clock

Fig. 9. AutoNet instance model for timed automata

Transition4YtoR:
Switch

Transition2RYtoG:
Switch

Transition3GtoY:
Switch

Transition1RtoRY:
Switch

Transition4YtoR:
Switch

Transition2RYtoG:
Switch

Transition3GtoY:
Switch

Transition1RtoRY:
Switch

Red:      
Node

Red+
Yellow:

Node

Yellow: 
Node

Green:   
Node

Red_
Red 

Yellow: 
Bar

Green_
Yellow: 

Bar

Red
Yellow 
Green:

Bar

Yellow_ 
Red:
Bar

Petri net:
Token

Fig. 10. AutoNet instance model for colored Petri net
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activated; TA undergoes through transition from green state to yellow state and CPN
travels through arc from green place to yellow place via Green_Yellow: Bar. Yellow:
Node develops into the current state (for TA) and active place (for CPN). Finally TLS
executes last switching from yellow to red light, which triggers Transition4YtoR:
Switch. TA completes its cycle by transitioning from yellow state to red state and CPN
takes its closing arc from yellow place to red place through Yellow_Red: Bar. Red:
Node builds up into the final state (for TA) and last place (for CPN). Hence one cycle
of TA and CPN is completed with single iteration through AutoNet. The AutoNet may
be set to loop through countable-infinite executions to reflect the real time behavior of
traffic light signal simulation. It may be paused/resumed and reset/restarted at any point
in time during its execution. Clock remains the switching agent for TA and Token
plays the role of transitioning mechanism for CPN.

5 Discussion

Timed Automata and Colored Petri Net modeling paradigms have their own respective
domain of users, and applications. Both formal methods have wide spread acceptance
across industry. Despite the fact that both formalisms share common basic essence i.e.
they describe evolution of system over time, yet there existed no common platform to
develop both TA and CPN at one point in time through single scan of the system under
study. AutoNet has fulfilled this research gap by integrating TA and CPN at meta-
modeling level. The essential benefit of AutoNet is the provision of platform which
automates the definition, description, development and execution of TA and CPN at
one place. One particular understanding of the system can be decomposed into two
types of visualizations. For instance, if one can envision the states and transition of any
real time system, AutoNet has the capability to design its TA and CPN models.
Another feature of AutoNet is the inter-translation mechanism from/to TA and CPN
models, which is further value addition in modeling paradigm. TA and CPN model
may be interchangeably translated to each other through AutoNet, with little cus-
tomization. It is pertinent to mention that first edition of AutoNet is aimed at modeling
basic versions of TA and CPN. It is limited at defining deterministic timed automata;
we have planned to add provision of defining non-deterministic timed automata along
with advanced features of TA and CPN modeling in its later versions.

6 Conclusion and Future Work

Behavioral aspect of embedded systems design is usually conceptualized by time
dependent models. The precision and accuracy of time feature are the prime factors
demonstrating safety and reliability of real time systems. Timed automata and colored
Petri net stand among most widely adopted time-driven formal methods. We have
proposed AutoNet, a Meta model by integrating the both formalisms. The seamless
integration of TA and CPN is performed at Meta level. For the purpose, similarities
have been worked out among TA and CPN to draw an equivalent mapping, and
differences were identified to resolve the conflicts. The central aim of AutoNet is to
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transform each single design to both timed automata and colored petri net by going
through one iteration along the system. We have validated our proposed design with
the case study of traffic light signal modeling, which demonstrated proof of concept
design. AutoNet is aimed at valued addition to time driven modeling paradigm for
embedded systems designers. Furthermore, we have planned to work at designing Meta
model for seamless integration of other candidate formal methods which share some
common characteristics like B-method and Z-notation, in future.
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Abstract. Effective emergency response requires situational awareness and
preplanning for various contingencies inherent to the catastrophe; may it be a
natural disaster or man-made crisis situation. Model Driven Software Engi-
neering has contributed to the domain of contingency planning and response in a
befitting manner by providing generic and scalable models, simulating emer-
gency scenarios, in order to enhance the skills of responders. However, a
thorough literature review identified that a comprehensive, intelligent and
repository based model for planning of various contingencies inherent to the
emergency situation is a mile stone to be achieved. Accepting the challenge,
Interactive Contingency environment creation and Response Planning System
(CRIPS) is proposed, which is a model driven platform/framework and facili-
tates a crisis manager to create a virtual emergency environment with its diverse
ingredients and shaping an effective response actions to cater it. A multi per-
spective feedback mechanism and centrally administered picture board, which
are the essential components of any response planning system, have also been
incorporated. In addition, intelligent rater and repository concepts are introduced
to rate the planning of crisis manager and save this whole contingency envi-
ronment for analysis and self-learning of model, making it distinctive to the
previous researches. The outcome of this research is a comprehensive meta-
model, which can be further extended for model based development of an
effective contingency and emergency response planning system. The validity of
proposed meta-model is demonstrated through a real world case study of ter-
rorists attack on Army Public School (APS) Peshawar/Pakistan. The results
prove that proposed model is capable of modeling simple as well as complex
scenarios and allows a crisis manager to effectively model a response in order to
deter the catastrophic effects.
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1 Introduction

Communities and environments are facing climate change, such as floods, cyclones,
earthquakes, fires, and tsunamis, and technological infrastructure failure (like computer
system failure), added with human induced threat like terrorism and war. So consid-
ering the unpredictability of emergency, its impact, nature and scope, it is inevitable to
be prepared for this type of impulsive scenarios. For better preparedness it is vital to
train the crisis managers in such a way that they can visualize and create the hypo-
thetical contingency environment with different intensities and know how to respond
by utilizing all the actors and assets in unified way toward the end goal of minimizing
emergency cost by sharing responsibilities with their best capabilities. Inherited nature
of dynamicity and complexity of emergency give a great challenge to model and
automate contingency creation and response environments.

Modern software development engineering approaches are helpful to make the task
of simulating these environments like agent-oriented software engineering (AOSE) and
model-driven development (MDD). In AOSE, different assets and responses are
modeled by using the concept of agent. These agents are actually autonomous, reactive,
and proactive software components [14]. In [22] provides the framework for devel-
oping multi-agent system (MAS) for emergency response environment (ERE) by using
aforementioned concepts. It also provide a tool for developing model driven ERE
system with code and an execution platform.

Despite enormous work done in modeling of contingency/emergency response
planning, there is a big missing of a comprehensive, intelligent and repository based
model to deal with inherent physical damages and life losses caused by emergency
outbreaks. To address this missing, Interactive Contingency environment creation and
Response Planning System (CRIPS) is proposed, a meta-model which facilitate the
crisis manager to simulate hypothetical contingencies, its victims, responses and
feedback mechanism. It also embodies centroid wholesome picture board, intelligent
rater for planning and a repository to save strategic planning steps taken against these
adverse situations. This will not only increase the skill and capability of crisis managers
to face crisis in real scenario but also enrich the repository with diverse intellectual
approaches to cater catastrophic endeavors. To grasp the concept easily a simple
description model is shown in Fig. 1.
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2 Literature Review

Emergency management is complete process to handle the emergency in different
scenario and prospective. It is service sector to facilitate the individuals and societies to
guide them and help them in the emergency environment. To respond the emergency
situation, responders use lengthy pre-written steps and measures in the form of files and
documents but these are inefficient and unproductive ways. A new mechanism con-
sisting of software system to model, plan and respond is inevitable [1]. Local docu-
mented procedures and models with unformal symbols to represent entities in
environment and flow are difficult to understand and execute. So formal entity nota-
tions, interaction with graphical flow such as Business Process Model and Notation
(BPMN) [2], Unified Modeling Language (UML) [3], and User Requirements Notation
(URN) [4], to represent processes are best alternative [5]. Extending these formal
notation by using domain specific terms will make the representation of a system more
comprehensive and effective [6]. Standard modeling languages aforementioned are
common but to handle domain specific system modeling, they are to be extended with
underlying meta-model [7].

Another method is to model emergency [8] in real world or simulate by software
application (Emergency Response Application) [9]. Successive workshops [8] were
conducted with realistic emergency setting as demo to understand the situation pos-
sibilities of happenings and responses. Garcia et al. [10] proposed a model driven
application to simulate the ERES and interaction pattern between the victims and
rescuers [11]. A modeling tool called IDK (INGENIAS Development Kit) was used to
develop agents for the groups with goals and capabilities. It was also tested and
optimized to better its performance of interaction but other aspects like team formation
and task allocation was ignored [12]. Xie et al. [13] presented that social media is a rich
source of real time and critical information about the disaster and emergency and can

Fig. 1. Proposed meta-model of CRIPS
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be used to collect, filter fake feeds and manage to respond the emergency and disaster
in effective way.

Despite the applications and simulations for EREs, the dynamic nature makes the
system difficult and complicated. To cater this challenge Model Driven Software
Engineering and Model Driven Architecture provides a platform to develop generic and
scalable models that have huge potential and power to simulate complex systems in an
organized way. For example, authors of [14] developed a meta-model for creating story
boards of web based user interfaces which is capable of generating simple as well as
complex story boards. Anwar et al. [15] benefits the underneath power of model-driven
engineering (MDE) and proposes a framework to simplify the design and verification
process of embedded systems by using UML profile for SystemVerilog (UMLSV).

Mustafa et al. [16] proposed Conceptual Role Organizational Model (CROM)
framework for modeling and simulating disasters using organizational methodological
by following model driven architecture (MDA). Gascueña et al. [17] approach sim-
plifies the model developing with interface code that can be completed to develop full-
fledge system. In [18] propose a domain-specific software language (DSL) by using
Use Case Map (UCM) meta-model, providing 3D environment for modeling disaster
with location and social media type interaction. A flow model to detect information
spread on Weibo, largest Chinese microblog site, indicating a rich-gets-richer phe-
nomenon in the sense of relation network and authenticity features [19]. A design
science research methodology [20] is proposed to develop a decision meta-model for
response process and needs in Philippines context. Base line data for this methodology
was used by a nongovernmental organization. A model-driven framework ERE-ML
[21] is proposed by integrating multi-agent system (MAS) and domain-specific mod-
eling language (DSML) named ERE-ML. This is a full-fledge system from language,
developing tool, code generation mechanism and platform for execution However,
ERE-ML does not facilitate interaction between agents and organization. Later on this
discrepancy was enhanced by extending modeling framework, transformation code and
platform by the researcher in ERE-ML 2.0 [22].

By exhaustive journey of proposed research till date related to model driven con-
cept utilization for the EREs, few gaps like feedback mechanism, centroid wholesome
picture, rating and database are identified and addressed in the proposed meta-model
CRIPS which enables it to rate the planning of the crisis manager and save this whole
environment creation and planning snapshot for analysis and self-learning of system
itself. A case study is used to validate the proposed meta-model. The results shows that
CRIPS is capable for contingency environment creation and response planning.

3 Proposed Meta-model

Emergency response management is real time task in case of emergency actually
happens. The proposed meta-model (CRIPS) provides the basis for the crisis mangers
to learn the environment creation and response management in planning phase to
enhance their capability in actual task that is multi-perspective and multidimensiona1.
Following Fig. 2 show the CRIPS meta-model developed in Papyrus, Eclipse.
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Proposed meta-model has CPRIS as root element which embodies the most of the
other element of the model. Root element can have one or more contingencies at a time
encompassing vulnerabilities that may be available in real scenario and projecting
hazards with different probabilities caused from theses vulnerabilities. Actual risks are
created by these hazards with supposed intensities as per exposure of contingency.
Every risk has victims, in our case, it threatens the entities (may be tangible or
intangible or responders themselves), so after creating contingency, victims can be
created as per type and exposure of mimicking emergency. Again considering quantity,
worth and priority like parameters response by responsible organizations/teams is
assigned and performed. Member and resource like elements are available to develop
minor to huge level of response to the help and neutralize the risk threat. Timestamp of
help call/allocation of resources with priority is maintained by responder organization
to execute rescue operation in a logical and sensible flow. Although there are already
more exhaustive simulations available in term of presenting a model (risks and victims)
with its implementation but information flow and reporting mechanism is not present in
those models which is one of the basic ingredient of the emergency response envi-
ronment. This flow of information (feedback) leads toward vibrant and dynamic
decision making and enriched planning. So modeling diverse feedback, diverse in the
sense that coming from different entities with different perspective and situation at
hand, in the model makes it more effective and useful tool for contingency planning.
Current era is information based and importance of rightful information play important
role with response action, even more than response for psychological reasons. So how
to manage and process temporal and spatial inflow feedback and display (and com-
municate) in effective way to recipients. This concept with the name of CPB
(Contingency Picture Board) is also added to make the crisis manager able to deal this
scenario of response during planning. What about the metrics to assess the good or bad
planning by the crisis manager? Proposed meta-model also provides this facility to the
crisis manager to evaluate and consider its strategic decisions and steps during plan-
ning. This is named as intelligent Rater class, taking data as feature vector from CPB
and repository, using regression algorithms to rate manager’s contingency planning
strategy. Repository is also there, bank of strategic planning processes, database for
intelligence and rating. Snapshots of the whole contingency environment creation and
response planning activity will be stored in repository for enriching the strategic data
bank and making the CRIPS meta-model intelligent. It enhances the capability of
model to evolve inwardly and evaluate crisis manager outwardly. Bounding crisis
manager to follow a strict flow of actions against contingency event loses model
robustness and variant rich knowledge for repository. Used concepts in the meta-model
are illustrated in Table 1.
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Table 1. Basic concepts (classes) definitions

Name Definition

CRIPS It stands for “Interactive Contingency Response Planning System”. It is
basic container class and depicts the actual theme of whole system

Contingency Mimicking a sudden natural, manmade or technological phenomena
which will embodies some properties like vulnerabilities, hazards and
risks

Vulnerability Any discrepancy or shortage or laps which is due to lack of management
or resources

Hazard An affect that can exploits the laps and vulnerabilities and results in risks
Risk It is the probability of the hazard toward the assets and can range from

low to high value (0–1)
Entity It is the abstract and general class which has some specific class to be

implemented with some common features in our model
Tangible These are entities (assets) that have physical body and dimension like

human, building
Intangible These are the entities (assets) that have no physical body but has eminent

worth and cost like reputation, morale, brand value and economy
Responder This is modeled to represent the organization (teams) which will response

against the risk and rescue the assets like security forces and fire brigade
etc

Response It is the task and role which every team or organization has to perform to
mitigate the risk and save entities

Resource It represents the tools and techs owned by the organizations used to
neutralize the contingency

(continued)

Fig. 2. Proposed meta-model of CRIPS
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4 Case Study

A case study of APS Attack-2014 is modeled to appreciate the proposed CRIPS
(Interactive Contingency environment creation and Response Planning System) meta-
model. Even though model is robust and is scalable to cover more but considering the
space limitation of this section, only few aspects are generated and modeled which
serves the purpose.

4.1 APS Attack 2014 Peshawar, Pakistan

On 16 December 2014, six terrorist conducted a terrorist attack on the APS (Army
Public School) situated in the renowned city Peshawar of Pakistan. This brutal attack
caused 149 causalities including 132 school children. The exposure and intensity of
emergency required many metropolitan and state level organizations to respond and
coordinate mutually for neutralizing the situation. Pakistan Security forces, Fire Bri-
gade, Rescue 1122, Hospitals (Military and Civil) and many more coped the attack and
rescued 960 lives.

4.2 Modeling APS Attack-2014 with CRIPS

In this part of the section crisis manager intends to create the contingency of APS
attack-2014 environment and streamline the response in the same context as shown in
Fig. 3. The modeling of environment follow;

Emergency Environment Creation
Crisis Manager firstly create a contingency with the name of “APS (Army Public
School) Attack” with hypothetical location. Its exposure is declared at “country” level
and reason behind this emergency is terrorism, so type of this contingency is shown as

Table 1. (continued)

Name Definition

Member It is the basic component of response system which develops teams and
works collectively for the assigned response and task

Feedback This is the collections of meaningful data of the environment under threat
and reported to the CPB

CPB CPB stands for “Contingency Picture Board” and it models the
information desk center. It has responsibility to manipulate the input
feedback and display information in meaningful formation

Intelligent_Rater This class has the concept of rating. It takes input from the CPB and
repository and analyze the recent task planning with the overall calculated
average performance of the already completed task maps

Repository This is the class to represent the database behind the system to save the
snapshot of the whole contingency environment creation and planning
environment. This maintains records of every planning assignment and
can be accessed by the intelligent Rater to rate the current planning task
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“man-made”. As emergencies can create other emergencies, so “APS Attack”, a ter-
rorism act, contingency leads toward two sub-contingencies named as “Fire Explosion”
and “Hospital Emergency” with exposure level as “Local” and “metropolitan”
respectively..“Fire Explosion” is due to technological issue, so described as “tech” and
“Hospital Emergency” is created by both other contingencies, so its type is both “tech”
and “man-made”.

Vulnerabilities, Hazards and Risks Encompassed
Essential ingredients of three contingencies, including vulnerabilities, hazards and risks
are created. “APS Attack”, “Fire Explosion” and “Hospital Emergency” contingencies
have “Low boundary wall”, ”Electric wire naked” and “Low blood bank capacity”
respectively. These vulnerabilities lead toward hazards “Intrusion”, “Eclectic fire” and
“Shortage of blood” with probabilities 0.8, 0.7 and 0.8 respectively. These hazards
turns into risks of “Terrorists attack school”, “Building on fire” and “Causalities of
personals” with intensities of critical, high and high respectively.

Assets (Tangible or Intangible)
Risk created in previous step of contingencies ultimately threats entities, which may be
tangible, “Students” and “Classrooms”, and intangible like “Army Repute”. First two
are effected directly because these are physically in proximity of the event and third
entity is indirectly effected. The threat level (intensity) faced by these entities is marked
as “Critical”, “Medium” and “High” respectively. These entities are located at diverse
locations as mention in the Fig. 3 in their instance specification slots values.

Building Organizations with Response Assignment
During execution of the contingency, in this step, crisis managers responds, to the
entities for their asked or perceived help request. In response, respective organizations,
“Security Agencies”, “Fire Brigade” and “CMH” are activated. These organization
mobilize their teams named as “QRF”, “Fire Squad” and “Medical staff” with assigned
response of “Protecting students”, “Extinguishing fire” and “Medical treatment”
respectively. Teams are built with members and equipped with resources to deliver
their responsibilities. “QRF” consist of three professional security members with names
S1, S2 and S3 and rifles with good condition. “Fire Squad” consist of two professional
fire fighters named as FF1 and FF2 having fire extinguishers with medium working
state. “Medical staff” consist of M1, M2 members with good condition laboratories.
These teams are given estimated time slab to complete these responses with values
120,240,420 min hypothetically.

Handling, Synthesizing Feedback and Managing CPB
Feedback can be initiated by any of the living victim, responder or indirect observer
toward a control system for help, guide and show concern. In this context, student feeds
a feedback with diverse, un-structured and semi-confirmed data as “Terrorist_6,
location_room3, Casualities_50, Risk_high, Injured”. Same way “QRF” reports a
feedback to the CPB (Contingency Picture Board) as “Arrival_time_30Min,
Expected_Completion_time_120Min, Terrorist_4, location_BackGate, Casualities_30,
Risk_high, Controlling”. Crises manager gets experience and handle this type of
unstructured reported feedback to change strategic decisions. For example two different
figures about terrorists and casualties from two different entities needs perspective,
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experience and authenticity measure to synthesize and enhance the response level and
activation of other resources. Crisis manager go through whole process of managing
(on CPB) diverse and overlapping reported data in peace time. It is also learn that how
to synthesis this inflow data and only show relevant and well affirmed information as
per perspective audience (on CPB). For example at initial stage, a non-confirmed
causalities at huge number are reported and without sensing its concerns are propagated
then parents of the students can suffer at large with anxiety and strain.

Intelligent Rating Mechanism in Action
By taking this synthesized information at the end of contingency planning process and
comparing it with samples available in the repository, enables the “IntellegentRater” to
rate the effort of crisis manager. It only takes those records which have matching type
of emergency and exposure level. For example, in this contingency, type of emergency
was man-made, a terrorism act, its exposure was country level, and victims was
innocent student. Rater searches those previous executed contingencies management
consisting of various stages which has same features, and then check, how many
organizations were activated and, which type of resources was capitalized and how
much time was taken to neutralize the contingency with rating. The whole process of
rating is beyond the scope of meta-model and will be address in future work.

Saving Snapshot Planning Scenario with Rating
Synthesized information in a recorded format with rating is saved in the repository.
This is the full fledge snapshot of the contingency environment creation and response
planning system. This is not only used to rate the new crisis manager but also will be a
rich knowledge bank consisting of strategic thinking templated for diverse and complex
contingency scenarios. The structure and semantic of repository for this type of mixed
data will be addressed in future work.

5 Discussion

Proposed CRIPS meta-model provides mechanism to crisis manager for contingency
creation and response planning, making confident and effective him in actual disaster
scenario when stress is prevailing around. By using this model, crisis manager is able to
locate the vulnerabilities existing in the zone/organization, resulting hazards which will
explode and associated risks created by these hazards. It gives him new vision and
aspect to brainstorm all possibilities of happenings and their consequences by simu-
lating real scenario of emergency environment and response requirement. Considering
the type of disaster, man-made or natural, entities under threats are identified and
priority of their worth is marked with intensity of threat. Understanding organization
selection and activation with different capacities and skills are build and in true sense
are executed, resulting to know every actor and stakeholder their responsibilities and
assignments. Tangible entities bearing the disaster circumstances are able to feedback
status of scene and sufferings to the responding organizations. In CRIPS, the crisis
manager is able to explore these diverse feed from the direct and indirect effected ones.
A multi-perspective data will strengthen to decide upon. It enhances the capability of
crisis manager to integrate and synthesis inflow of feed-back to make it believable and
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negate the propaganda. For this purpose CPB concept is introduced in the meta-model.
It also facilitates the rating of configuration and planning of current crisis manager by
comparing it with database w.r.t. intensity, exposure and type. A repository containing
snapshots of planning with rating gives model a knowledge bank, distinguishing
CRIPS to evaluate and evolve. With all these contributions, it also has limits in the
form of data storage schema for repository, will be a challenging task itself due to
unstructured inflow data. Also it gives only one aspect of Contingency Management
System i.e. Response. In future, work will be carried out in defining schema for
repository, creating protocols for integration and synthesizing inflow feedback.

6 Conclusion and Future Work

Interactive Contingency environment creation and Response Planning System (CRIPS)
is a meta-model which facilitates the crisis manager to create contingency with its
diverse ingredients and interactive response actions to cater it with comprehensive
feedback mechanism and centroid wholesome picture board which are the essential
components of any response mechanism Additionally it comprises of intelligent rating
and repository to rate the planning of the crisis manager and save this whole contin-
gency environment creation and planning snapshot for analysis and self-learning by
model itself. In the case study section, the validity of proposed meta-model is
demonstrated through a real terrorists attack on Army Public School
(APS) Peshawar/Pakistan. The results prove that proposed model is capable of mod-
eling simple as well as complex scenarios and allows a crisis manager to effectively
model a response in order to deter the catastrophic effects. In future, work will be
carried out in defining schema for repository, creating protocols for integration and
synthesizing inflow feedback. A prototype tool for contingency planning, based upon
the proposed meta-model, is also a milestone to be achieved.
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Abstract. In a smart city, artificial intelligence tools support citizens and urban
services. From the user point of view, smart applications should bring com-
puting to the edge of the cloud, closer to citizens with short latency. However,
from the cloud designer point of view, the trade-off between cost, energy and
time criteria requires the Pareto solutions. Therefore, the proposed multi-criteria
differential evolution can optimize virtual machine resources in smart city clouds
to find compromises between preferences of citizens and designers. In this class
of distributed computer systems, smart mobile devices share computing work-
load with the set of virtual machines that can be migrated among the nodes of
the cloud. Finally, some numerical results are studied for the laboratory cloud
GUT-WUT.

Keywords: Artificial intelligence � Differential evolution � Smart city

1 Introduction

Artificial intelligence with metaheuristics and deep learning algorithms supports cloud
computations in the city cloud by providing the high quality solutions for adequate NP-
hard issues or for prediction, classification, regression, and clustering based on Big
Data (BD) streams. Besides, the mobile devices can perform the selected AI algorithms
combining an aggregation of data from sensors in real time and using low-energy
consuming processors to achieve results without the extensive interactions with the
cloud. Thousands sensors are able to send data about the state of physical world to the
core of the cloud via the Internet of Things (IoT), and then decision making can be
efficient.

© Springer Nature Switzerland AG 2020
K. Saeed and J. Dvorský (Eds.): CISIM 2020, LNCS 12133, pp. 332–344, 2020.
https://doi.org/10.1007/978-3-030-47679-3_28

http://orcid.org/0000-0002-6368-6279
http://orcid.org/0000-0002-9604-2322
http://orcid.org/0000-0002-0573-0710
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-47679-3_28&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-47679-3_28&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-47679-3_28&amp;domain=pdf
https://doi.org/10.1007/978-3-030-47679-3_28


In smart city, numerous smart applications on mobile devices can use Big Data files
to support city services and citizens’ expectations. However, to object detection or
video classification, deep learning artificial neural networks are supposed to be trained.
Although, there are accessed some high-quality pertained networks, the intensive
learning is required on the workstations with graphical processors or supercomputers to
achieve the accepted value of accuracy, precision, F1-score, or Area Under Curve
(AUC). For example, 3D convolutional neural networks are able to recognize
numerous human actions [2]. After long last training on the cloud server, they can be
moved to the smart phones of citizens, and then quickly detect some critical actions.

Because of limited processing power and memory related to edge servers that are
physically local to citizens, the larger cloud resources are required [3]. Besides, the
large applications can be divided on many modules performed both at the edge device
and at the core cloud servers. The high wireless transmission capacity 10 Gb/s offered
by the communication 5G can support numerous smart agents that can move among
hosts to optimize some different aspects of workload.

The Internet of Things (IoT), the fifth generation of wireless communications
technologies supporting cellular data networks 5G and several AI-driven algorithms
permit on knowledge mining about some phenomena and features of city dynamics [6].
In results, the deep artificial neural networks provide tools for better understanding
citizens’ behaviors or for inhibition some crisis situations. The Convolutional Neural
Networks (CNNs) can be trained to anticipate the annual expenditure budget to satisfy
a community expectation [5]. Also, numerous complaints of citizens about disadvan-
tages of the city infrastructure can be efficiently detected and fixed. For example, 3D
CNNs are able to recognize numerous human actions [13]. Moreover, the Long Short-
Term Memory artificial networks (LSTMs) support an urban planning and monitoring
the states of buildings [11]. Big Data processing is the main goal of deep learning
algorithms. LSTMs serve nearly 30% of the artificial neural network inference work-
load in Google datacenters [33]. Deep learning is an emergence technology that can
reduce the capacities of Big Data streams by data fusion, too.

Experiments carried out with smart city systems like the New York information
network “City 24/7” [2], SmartSantander [32], Masdar city [2], FixMyStreet [16],
Dublin public transport [17], and Tsukuba Science City [2] confirmed that the robust
computer infrastructure is crucial to support fields related to citizens, living, and
education. Correspondingly, ecological environment, research, and governance require
an efficient cloud. Some authors indicate healthcare, economy, and employment
opportunities as areas for development by new models and technologies, too. Mobility,
energy management, city infrastructures, and technology for citizens should be inte-
grated in the dynamic and smart city. Above key areas can be supported by smart
human capital [31].

City applications can be updated if they implement deep machine learning algo-
rithms. However, retraining of such algorithms is time-consuming for large datasets. It
could last many days on PC computer with the newest CPU processors. That is why,
the workstations with modern GPU processors are necessary. In the cloud of hosts,
virtual machines (VMs) by migration can reduce the number of active physical
machines [10]. The virtual layer between hardware and operating system supports that
different applications can run on any host. The cloud virtualization software can
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manage VMs on one host. The active state of VM can be transferred from one host to
another machine, what permits the possibility to move workload among several servers.
We propose the multi-objective differential evolution to handle with VM migration.

To order many important issues in this paper, related work is described in Sect. 2.
Then, the artificial neural networks for edge computing at smart city are characterized
in Sect. 3. Next, Sect. 4 presents some studies under Tweeter’s blogs for smart city
apps. The design principles of a differential evolution for the smart city are analyzed in
Sect. 5. Finally, some findings are presented in Sect. 6.

2 Related Work

Multi-criteria differential evolution for optimization of virtual machine resources is
important for the complex computer systems like a smart city cloud [2]. By definition, a
smart city is considered as an “environment which involves many technologies and
multiple agents collecting data from sensors scattered around the whole city” [28].
Computing clouds provide large computational resources which are ready to use from
anywhere, anytime on request that is compatible with the concept of smart city.

Sutar, Mali and More propose system providing dynamic and energy efficient live
VM migration approach to reduce wastage of power by initiating sleep mode of idle
hosts for energy saving [33]. Their task allocator determines overloaded servers, and
then optimizer analyses load on physical machine using the ant colony optimization
algorithm. Besides, Local Migration Agent select appropriate physical servers to
migrate VMs. Finally, Migration Orchestrator moves the VM load to the hosts, and
Energy Manager initiates sleep mode for idle physical machine [33]. In our work, we
propose to extend our previous OpenStack based management model [2] by adding
above dynamic saving energy procedure. Besides, we suggest using differential evo-
lution for solving this new multi-criteria optimization problem.

Veeravalli and He consider economics and market mechanisms for computing
cloud as an emerging computing market where cloud providers and users as the players
share, trade and consume computing resources [36]. Furthermore, economic mecha-
nisms (such as auctions and tiered pricing) can implement a diversifying pay-as-you-go
paradigm. Besides, they study Cloud of Clouds wherein the computational and data
infrastructure for handling scientific, business and enterprise applications span across
multiple clouds and Data-Centers [36].

Agarwal and Raina study live migration of virtual machines in cloud [1]. Migration
of VMs is live, because the original VM is running, while the migration is in progress
to reduce the VM downtime for the order of milliseconds. They analyze the load
balancing among the hosts regarding the processor usage or the IO usage subject to the
limited virtual machines downtime. The control from virtual machines is converted to
the management of services in Red Hat Cluster Suite, and then cluster services provide
mechanisms for VM migration [1].

OpenStack is the suited cloud software for supporting live migration of VMs using
[24]. Biswas et al. consider live migration of virtual machine using high network
interfaces with transmission capacity 10 Gb/s. They use three physical machines Dell
PowerEdge R815 (AMD Opteron 6366HE@ 3,6 GHz, 128 GB RAM) located in
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Coleraine, Dublin, and Halifax. The first host provides resources for 10 Gb/s network
interfaces supported software Openstack Icehouse with QEMU 1.2.1. The second
server is a compute node running with Nova 2.18.1 and nova-network services. The
third host works as both a compute node and the controller node providing also the
other management services [7].

The most advantageous mechanism for managing resources in cloud are studied in
many works [26]. Patel et al. recommend green cloud mechanism for resources
management [30]. Yang et al. (2015) mentioned libvirt function to establish cloud
infrastructure using KVM hypervisor to introduce green cloud computing by shutting
down idle cloud resources [38].

Dhanoa and Khurmi analyze the effect of size of virtual machine and bandwidth of
network on total migration time required to migrate VM. The purpose is saving energy
to support green cloud computing [15]. Kumar and Prashar propose algorithms to equal
load in cloud computing environment [23]. Wang et al. introduce mechanism to increase
profit for placing VM in datacenter and diminish number of VM migrations [37].

Metaheuristics such as differential evolution or ant colony algorithms can be used
for solving problems of cloud resource management. The differential evolution is able
to solve the Chebychev Polynomial fitting problem. Besides, it produces high-quality
solutions for non-convex optimization problem, multi-modal and non-linear functions,
good multi-variable solving function, easy programming and simple operations [2].

Differential evolution uses a perturbation of two members as the vector. A new
vector is obtained by adding to third member previous vector. At the crossover
operation, the algorithm with certain rules mixes the new vector with the predefined
parameters to produce test vectors. At the next step, the test vector of function is
compared to the target function. If the test vector is less than target function, the test
vector instead of the target is in the next generation. The same number of competitors
in next generation is produce by final choice of the operation on all members of the
population [30].

Differential evolution can reduce the received power and increase received data
error rate for designing wireless communication network among high buildings. The
algorithm evaluates different structures of the antenna arrays. It is investigated three
different shapes of antenna the L shape, the Y shape and the circular shape. The test
simulation was preform in New Taipei city [18].

Virtual machines can train deep learning algorithms to provide the best algorithms
for decision making in smart city. Moreover, differential algorithm can optimize live
migration of virtual machines with deep artificial networks dedicated for city tasks.
Deep learning belongs to the most exciting and efficient approaches for designing
artificial neural networks. Achievements and approaches related to development arti-
ficial neural networks for supporting mobile devices regarding edge and core cloud
computing are presented in [20, 21, 28].
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3 Deep Artificial Neural Networks for Smart City
Applications

Areas of a smart city that related to deep machine learning are traffic issues, web clip
recognition, waste management, energy supply and demand governance. For instance,
sensors embedded in bins can indicate when to pick them up or the CNNs recognize
objects to a waste segregation. Regarding the traffic solutions, such tasks like the smart
parking management, a time control of road lights, and the alternative road recom-
mendations are reinforced by deep learning algorithms [19].

To obtain the accuracy 99%, an elapsed time of the CNN training at the virtual
machine image on Linux Fedora Server version 30 (the CPU Intel Core i7, 27 GHz,
RAM 16 GB) is approximately 1 min for the German Traffic Sign Detection Bench-
mark Dataset. The CNN identifies the traffic signs from images taken at German roads.
Each sign is represented by the matrix with 28 � 28 selected features. The dataset was
divided on 570 training signs and 330 test ones [22].

Much more elapsed time consuming issue is the training of the LSTM for video
classification that is important to detect some danger situations from the web camera
monitoring system. We trained the Cityscapes Dataset that encloses 25,000 stereo
videos about the street scenes from 50 cities – details of this dataset are presented in
[13]. For this case, the above virtual machine is too slow for the practical using.
Figure 1 shows the progress of training after 4,200 min (70 h) of the elapsed time of
the LSTM implemented by the Matlab R2019b on single CPU Intel Core i7 with
Windows 10. The validation of the training process is made after each 377 iterations
per epoch.

Fig. 1. The accuracy and the loss function improvement during training of the LSTM neural
network
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Migration of the virtual machine with the pre-trained LSTM to the more powerful
workstation with the GPU can be done by using protocols HTTPS and WebSocket.
Besides, micro-services exchange data with format JSON.

We constructed the computing cloud called GUT-WUT (Gdańsk University of
Technology – Warsaw University of Technology) based on OpenStack software to
confirm possibilities of live migration and resource management optimization. The
GUT-WUT is the cloud version of the Comcute grid that was constructed at the Gdańsk
University of Technology [3, 12].

Especially, the following instruction is developed for moving the VM to the target
node in the cloud:

openstack server migrate ‘id VM’ ‘target node’

Alternatively, it can be used the web API with the method POST and url:
/servers/{id VM}/action, and then we can send data in JSON format by the
following instruction:

{“migrate”: {“host”: “target node”}}.

Another useful dataset is the Human Motion DataBase (HMDB) with 6,849 clips
divided into 51 action categories, each containing a minimum of 101 clips. For
instance, the trained LSTM can detect smoking and drinking in the forbidden areas,
pedestrian falling on the floor, or the shot gun. These automatic alarm classifications
can allow counteracting many extreme situations on city streets [22].

Estimating road congestion can be developed by using some indirect information
about mobile cell network load. This approach provides alarms about the unusual
situations on the roads like traffic jams. The other example is the smart analysis of
RFID tags applied to mark objects in stores and warehouses. These tags can be placed
to any city objects in purpose to provide information. Artificial neural networks can be
adapted to analyze RFID tags, too [27]. They can serve as a helper during navigation in
warehouse and looking for the selected RFID tag. Besides, they can be applied for car
navigation in a parking, or looking for car parts in the mechanical store.

Deep learning is used at ubiquitous IoT to support end devices and smart sensors
[29]. Autonomous systems such as vehicles are supported by the CNNs, too. Besides,
artificial neural networks are developed for detecting the flood attack by computer
viruses. The robust intruder detection systems are applied for multi-hop wireless mesh
networks. Those networks are integrated with other networks via the special gateways
that provide a common interface to the system. These gateways are resistant against
malicious attacks. One of the attack is the distributed denial of service attack (DDOS).
The aim of the LSTM is to recognize the pattern of the network traffic, which might be
caused by the ongoing flood attack [29].

A ubiquity of smart devices brings another challenge – it is expected that all
devices like fridges, watches, and cars would have their own IP addresses. Therefore,
there are various directions in research related to deep learning and the Internet of
Things what force the intensive progress in the smart city and Industry 4.0 [25].
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4 Agents and Social Media

Live migration of virtual machines with intelligent applications among computers in
city cloud develops the idea of transferring much more autonomy to software agents.
For example, the system JAnEAT for the decentralized traffic control is based on the
messaging infrastructure JADE and the NEAT neuro-evolutionary learning algorithm
for controlling the traffic lights [2]. Agents are divided into classes (adaptive agents,
observer agents). Main agents are responsible for routing in the IoT network (including
device detection). Adaptive agents performs neuro-evolutionary computations –

effectively meaning preparing new versions of observer agents. Observer agents change
lights in particular road intersections.

Healthy food for residents plays a key role in the urban community. This approach
is effective even in food problem domains like detection of the decaying fruit [2]. The
set of sensors retrieves information concerning the conditions in which fruits are stored.
The other sensors are calibrated to spot out symptoms of early decay of fruits. Those
pieces of information combined conclude an input to a neuro-evolutionary algorithm,
which adjusts not only the size of fruit deliveries but also warns users of a pre-decay
situation in particular fruit storage facilities. By selection an appropriate host for the
smart VM with the application for detection the decaying fruit, the shorter time for
training the CNN with higher accuracy can be achieved.

Soft sensors are called information from social media. They can be used for ana-
lyzing expectations of citizens. For example, to share information with greater audience
we can use Twitter as a strong and easy tool [35]. Also, deep learning helps citizens in
analyzing sentiments related to many issues. On the other hand, IoT is based on
autonomous interaction not only between humans, but also between devices equipped
with appropriate sensors. IoT can show up its power when the 3 ‘I’s are combined
together: Instrumented, Interconnected, and Intelligent. The first user account was
created for the plant sensors allowing posting a tweet when water is needed. Besides, a
drone controlled in a city exclusively by tweets was tested in 2014. In the UK, the
authorities decided to use about 3,000 sensors installed in the rivers with the com-
munication via Twitter accounts [14].

Social media can protect against crisis situations in smart city. Department of
Communications in Roanoke, Virginia, U.S. launched a social media, when a heavy
snowstorm hit in the winter of 2014. News streams from Facebook and Twitter are
visible by citizens as well as some view posts from a selected agency. It is permit to
browse and see the city’s videos and news releases via some social media platforms,
such as Instagram and Flickr. Social Media Center works in more effective way than a
phone hotline 311 regarding some criteria related to query, complain or ask for help [9].

From Roanoke case study, we can observe that social media can support a smart
city as a model of metropolis, which integrates a number the domain information
systems inside the computer cloud with the Internet of Things to efficient management
of urban resources.
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5 Differential Evolution in Smart City

Differential evolution is an efficient technique for determination the positions of the
transmitting antennas on buildings in a city area [18]. The results show that differential
evolution gives the best minimization of the cost function than genetic algorithms.
Many other examples from literature and our extensive experiments convinced us to
optimize virtual machine migrations by differential evolution [18].

Let us consider a scenario with the control task of the smog distribution in the city.
We use computer resources of the GUT-WUT laboratory cloud that includes the
Comcute grid [12]. This laboratory cloud is used for smart city and educational pur-
poses to verify the theoretical approaches.

Firstly, we have positively checked the migration ability of the virtual machines in
the GUT-WUT as described in Sect. 3. Secondly, the resource optimization have been
curried out with using migration of virtual machines controlled by differential
evolution.

We determine the memory capacities of the virtual machines by simulation in the
cloud. The virtual machine with data management agent requires 4 GB RAM and
5 GB HDD, and the VM with web cooperation agent needs 1.5 GB RAM and 0.5 GB
HDD. We used the streams of 100,000 input data packages from 100 sensors to
intelligent servers with LSTM and CNN neural networks via the part of the experi-
mental cloud containing two VMs with data management agents and four VMs with
web cooperation agents. The elapsed CPU time was estimated at 320 s for the web
cooperation agent on DELL E5640 computer equipped with 2xIntel 4-core Xeon
E-5640 2.66 GHz. Besides, the elapsed CPU time was estimated at 306 s for the data
management agent.

The virtual machines with artificial neural networks migrate among servers with
GPUs. On the other hand, the virtual machines with data management agents and web
cooperation agents migrate among communication servers. We show the results of
resource optimization by migration of virtual machines with data management agents
and web cooperation agents migrate among communication servers.

Decision makers can select criteria to define the goal of optimization by Multi-
criteria Differential Evolution [8]. We propose four criteria to establish some prefer-
ences of decision makers. These criteria should be minimised. Let Ẑmax be processing
workload of the bottleneck CPU [s] and let ~Zmax be communication capacity of the
bottleneck node [s]. Moreover, we can consider E - electric power of the cloud [watt] as
well as N - cost of hosts [money unit, i.e. USD] [4]. Besides, these criteria have the
upper constraints that have to guarantee project requirements like maximum of com-
puter load Ẑsup or an upper limit of node transmission ~Zsup. To save energy, let nmax be
limit of electric power for the cloud. A budget constraint for project can be denoted as
emax.

Furthermore, we consider the rebuilding of the experimental cloud WUT-GUT by
increasing the number of computers from 6 to 15 [12]. It is assumed that maximal
investment cost is $87,500. Besides, the upper limit on the power of electricity is
22 kW. We can apply computers from 12 types of servers like Dell, Fujitsu, IBM and
HP ProLiant. This instance is characterized by 855 binary decision variables, and
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binary searched space contains 2.4 * 10257 items. The number of integer decision
variables is 60, and the number of all VMs migrations - 1.3 * 1069. The lowest cost
configuration consists of 4 servers Dell v1, 5 computers Dell v2, and 6 servers Info-
tronik ATX i5-4430 with the cost $6,942. On the other hand, electric power 10.5 kW
can be reduced to 6 kW by using 15 servers Infotronik ATX i5-4430 to satisfy green
energy target.

If we consider four criteria, there are six evaluation cuts with two criteria:
Ẑmax; ~Zmax
� �

; Ẑmax;N
� �

; Ẑmax;E
� �

, ~Zmax;N
� �

; ~Zmax;E
� �

, and N;Eð Þ: Figure 2 shows the
representation of Pareto-suboptimal solutions P1;P2; . . .;P200f g obtained for four cri-
teria in the criteria space cut Ẑmax; ~Zmax

� �
: Although, points P5 = (448; 25,952; 82,626;

19,640) and P6 = (587; 25,221; 78,010; 20,300) are still non-dominated due to criteria
Ẑmax, ~Zmax; we can select the representation of Pareto evaluation points with 200
elements. There is the other non-dominated point P7 for the cut (Ẑmax, ~ZmaxÞ.

Differential evolution founds the compromise solution (Table 1) characterised by
xSal = (1,240; 25,952; 10,244; 11,630) and the smaller distance 0.49 to an ideal point
Pinf = (442; 25,221; 6,942; 6,750) in the four criteria space than P5 with the distance
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1,32. The normalised distance is
ffiffiffi
2

p
between Pinf and the nadir point N* = (2,764;

49,346; 87,359; 20,740).

Table 1 presents the specification of the compromise solution. There are preserved
3 servers DELL R520 E5640 v1 and 4 servers DELL R520 E5640 v2 from the current
laboratory cloud.

However, 4 computers Infotronik ATX i5-4430, 2 servers Infotronik ATX i7-4790,
one Fujitsu Primergy RX300S8, and one IBM x3650 M4 have to be buy and install in
the specified nodes at the designed cloud (Table 1).

Virtual machines are assigned to dedicated computers in purpose to minimise
workload of the bottleneck computer and communication traffic in the bottleneck node.
This solution can be described by two row vectors, as follows: Xa = [15, 5, 12, 7, 4, 5,
1, 13, 10, 8, 15, 6, 10, 4, 11, 4, 1, 3, 5, 9, 11, 2, 6, 8, 1, 2, 12, 7, 1, 15, 1, 8, 9, 2, 10, 15,
8, 3, 2, 14, 5, 4, 14, 3, 11] – the vector of virtual machines’ assignment, Xb = [8, 1, 4,
2, 1, 3, 3, 2, 3, 1, 2, 2, 4, 3, 7] – the vector of computer assignment. If Xa 2ð Þ = 5, the
second virtual machine migrates to the computer at the fifth node. If Xb 3ð Þ = 4, the
fourth computer type (Table 1) is located at the third node.

Workload of the bottleneck computer is 1,240.78 s that indicates a relative balance
of CPUs in the cloud, too. Moreover, communication load of the bottleneck node is
25,952.49 s that approaching to almost optimal value. Cost of servers 10,244 $ is well
below budget and electric power consumption 11,630 W gives perspective to the
further rebuilding this cloud. As an additional result of increasing the number of

Table 1. Specification of the compromise solution xSal

Node
number i

Computer type
number j

Computer name Virtual machine
index v

1. 8 IBM x3650 M4 7, 17, 25, 29, 31
2. 1 DELL R520 E5640 v1 22, 26, 34, 39
3. 4 Infotronik ATX i7-4790 18, 38, 44
4. 2 DELL R520 E5640 v2 5, 14, 16, 42
5. 1 DELL R520 E5640 v1 2, 6, 19, 41
6. 3 Infotronik ATX i5-4430 12, 23
7. 3 Infotronik ATX i5-4430 4, 28
8. 2 DELL R520 E5640 v2 10, 24, 32, 37
9. 3 Infotronik ATX i5-4430 20, 33
10. 1 DELL R520 E5640 v1 9, 13, 35
11. 2 DELL R520 E5640 v2 15, 21, 45
12. 2 DELL R520 E5640 v2 3 (city task), 27
13. 4 Infotronik ATX i7-4790 8
14. 3 Infotronik ATX i5-4430 40, 43
15. 7 Fujitsu Primergy

RX300S8
1, 11, 30, 36
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modules up to 45, it is expected that ten city tasks can be served with the similar
intensity as one task in the current cloud. In addition, the performance according to the
CPU Mark test will be increased by at least 4.5 times while meeting essential
requirements.

Above optimization can be done iteratively with the given period of time, i.e.
5 min. During this time all virtual machines can be autonomously supported by dif-
ferential evolution to determine selected aspects of their destinations. Besides, resource
management can be optimized by selection the compromise set of resources regarding
four criteria. We can state that multi-criteria optimization by differential evolution can
have a major impact on smart city cloud design and action. These efforts can increase
the decision-making aid by allowing it to make intelligent and effective decisions at the
appropriate time.

6 Concluding Remarks and Future Work

Multi-criteria differential evolution is an efficient technique for optimization of virtual
machine resources in smart city cloud smart. This cloud can share city task workload
that permits on efficient development machine learning applications, too. Solvers based
on differential evolution can search Pareto-optimal allocations of virtual machines to
optimize computer resource management. The compromise solution for parameter
p = 2 from the set of Pareto-optimal ones is recommended regarding cloud opti-
mization. Due to our experimental validation of Pareto solutions by differential evo-
lution, the higher quality performance of the cloud is achieved than performance
obtained by solutions from the well-known algorithms like the genetic algorithm or the
ant colony optimization algorithm.

In our future work, we are going to study other assignment techniques for migration
of the virtual machines with the extended set of optimization criteria. Some
improvements of the agent cooperation are supposed to be discussed. Besides, we will
focus on testing the different artificial intelligence algorithms for smart city infras-
tructures. Finally, the other cloud architectures will be studied towards smart city
development.
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Abstract. In order to improve pattern recognition performance of an
individual classifier an ensemble of classifiers is used. One of the phases
of creating the multiple classifier system is the selection of base classifiers
which are used as the original set of classifiers. In this paper we propose
the algorithm of the dynamic ensemble selection that uses median and
quartile of correctly classified objects. The resulting values are used to
define the decision schemes, which are used in the selection of the base
classifiers process. The proposed algorithm has been verified on a real
dataset regarding the classification of cutting tools. The obtained results
clearly indicate that the proposed algorithm improves the classification
measure. The improvement concerns the comparison with the ensemble
of classifiers method without the selection.

Keywords: Ensemble of classifiers · Ensemble selection · Cutting tool

1 Introduction

Supervised learning is one of the three main trends in machine learning [1].
In general, the individual supervised classification algorithm maps the feature
space into a set of class labels. The prediction performance of a single machine
learning model can be improved using a committee of classifiers, which is widely
known as Multiple Classifier System (MCS) or Ensemble of Classifiers (EoC)
[2]. The construction of EoC and finally using different predictions of individual
supervised classification algorithms reduces the risk of choosing an incorrect
hypothesis and therefore, improves the overall predictive performance [3].

In general, the procedure of creating EoC can be divided into three major
steps [4,5]: (I) generation – a phase where base classifiers are trained and the pool
of base classifiers is created, (II) selection – an optional phase where only several
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models from the committee are taken to the next phase and (III) integration –
a process of combining outputs of multiple classifiers to obtain one, integrated
model classification. This step is optional if the selection phase results only a
single classification model.

The selection phase is related to the choice of one or a set of base classifiers
available after the generation phase. If one classifier is selected from the entire
pool of base classifiers then we are talking about the selection of classifier. If
the set of classifiers after the selection is larger, then we are talking about the
ensemble selection [5].

In this work we propose a new algorithm of the ensemble selection that uses
median of correctly classified objects from a learning set. In detail, we propose
the method based on the analysis of decision profiles, which represent outputs
of all base classifiers.

The article by Tan et al. [6] discussed the carbide-tool selection expert system
for the purposes of CNC lathe. The aim of this study was to develop an optimum
system for selecting a tool chuck, a cutting tool, and a plate, along with their
machining parameters (i.e. feed and cutting speeds) by using decision rules.
Igari et al. [7] proposed an optimum selection model for processing tools and
parameters based on decision rules generated by decision trees. Also, earlier
authors’ articles show the selection of tools using individual classifiers in the
form of single decision trees [8] and neural networks [9].

Given the above, the objectives of this work are the following:

– A proposal of a new dynamic ensemble selection algorithm that uses median
of correctly classified objects to define the decision scheme.

– Experimental research to compare the proposed method of the dynamic
ensemble selection with base classifiers on the real classification problem
regarding the classification of cutting tools.

The paper is structured as follows: In the next section the proposed algo-
rithm is presented Sect. 2. In Sect. 3 the experiments that were carried out are
presented, while the results and the discussion are presented in Sect. 4. Finally,
we draw conclusions and propose some future works in Sect. 5.

2 Proposed Algorithm of Dynamic Ensemble Selection

2.1 Basic Notation

In general, the classifier maps the feature space into a set of class labels Ψ :
X �→ Ω, where each object from the input space x ∈ X belongs to one of class
labels ωc ∈ Ω, while Ω = {ω1, . . . , ωC} is a set of possible class labels. This
is a general classifier decision that does not take into account other indirect
information regarding the classification process. Considering various types of
information returned by base classifiers, we can highlight three cases [4].

– The abstract level – the classifier Ψ assigns the unique class label ωc to a given
recognized object x. The output of each base classifier indicates uniquely the
class label [10,11].
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– The rank level – in this case for each recognized object x, each classifier
produces an integer rank array. Each element within this array corresponds
to one of the defined class labels [12]. The array is usually sorted and the
label at the top being the first choice.

– The measurement level – the output of a classifier is represented by a score
function that addresses the degree of assigning the class label to the given
recognized object x. An example of such a representation of the output is a
posteriori probability returned by Bayes classifier [13,14].

Let Ψ = {Ψ1, . . . , ΨK} be an ensemble of base classifiers. The majority voting
is one of the simplest and most-used methods for combining the outputs of base
classifiers. In general, the majority voting method allows counting base classifiers
outputs as a vote for a class and assigns the input pattern to the class with the
greatest count of votes. It is defined as follows:

ΨSUM = arg max
ωi

K∑

k=1

I(Ψk(x), ωi), (1)

where I(·) is the indicator function with the value 1 in the case of the correct clas-
sification of the object described by the feature vector x, i.e. when Ψk(x) = ωi.

This means that having a pool of arbitrary classifiers and an object to classify,
we assign to the object a label that is indicated by most of the models in the
pool of base classifiers and each of the individual classifiers takes an equal part
in building the ensemble of classifiers. As we mentioned earlier, the ensemble of
classifiers using majority voting will be used as the reference classifier.

2.2 Score Function in Ensemble of Classifiers

In this work we consider the situation when each base classifier returns a score
function. That is, we will not consider using for the process of classifier selection
the abstract rank or level. However, a ensemble of classifiers using an abstract
level will be used as a reference method.

For an object x that is recognized, each base classifier Ψk determines the value
of the score functions (a posteriori probability functions) [pk1(x), . . . , pkC(x)].
These functions are organized into a vector which is the output of the individual
classifier. The K individual classifiers outputs for an object x can be represented
as the matrix:

DP (x) =

⎡

⎢⎣
p11(x) . . . p1C(x)

...
. . .

...
pK1(x) . . . pKC(x)

⎤

⎥⎦, (2)

which is called the decision profile. The values in column j are the individual
score functions for class label ωj and values in row k are output of Ψk base
classifier.

The previous work of authors [15] presents another algorithm that uses mod-
ification of score function to create an ensemble of classifiers. This article uses



348 P. Heda et al.

the median instead of the average, and the process of classifiers selection is
performed, i.e. not all base classifiers are used to create the final ensemble of
classifiers.

2.3 Proposed Algorithm

Now we present a novel algorithm for the dynamic ensemble selection. The
dynamic ensemble selection means that a different set of base classifiers can
be selected for each recognized object.

During the generation phase of the proposed algorithm we obtain N decision
profiles, where N is the number of objects from the learning set. Using objects
from the learning set that has been correctly classified, two decision schemes are
defined according to Algorithm1.

The classification of the new object x is the operational phase of the proposed
algorithm. In this phase, the decision schemes calculated in the generation phase
are used. The dynamic ensemble selection is carried out according to Algorithm2.
In the process of combining outputs of base classifiers after the selection we use
maximum of the sum rule.

In the paper [16] we presented an algorithm that uses the average of the cor-
rectly classified objects to determine decision schemes. In the proposed approach
we use the median and quartile of the correctly classified objects to define the
decision schemes and the proposed algorithm has several additional parameters.
In addition, the number of class labels in this paper is not limited to two labels.

3 Experiment Setup

3.1 Dataset of Cutting Tools

The dataset of the cutting tool examples was collected at a real company provid-
ing a wide range of products. The first stage of data acquisition involved identify-
ing the organizational structure of the company, and its production process. The
scope of data acquisition also depends on the type of production. Depending on
the produced components, there are unit, small-scale, medium-scale and large-
scale production types. Production typically involves a large number of variants
of a batch or unit products. The diversity of these variants leads to a rather low
degree of standardization. The analysis covered the products, machinery, tools,
instrumentation and semifinished products. Account was taken of the existing
technological processes for manufactured products. The manufacturing process
planning is divided into several stages. The first stage involves selecting the
semi-finished products. This is followed by designing the technological-process
structure, i.e. the sequence of technological procedures and operations. Then,
workpiece instrumentation, machine tools, cutting tools, tooling and machining
parameters are selected for each technological procedure and operation [17].

This article presents classification models for one of the elements of techno-
logical process planning, namely the selection of cutting tools for technological
operations.
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Algorithm 1: Generation phase of dynamic ensemble selection algorithm
Input: Sequence of N labeled instance – learning set (LS), Set of base

classifiers Ψ1, . . . , ΨK , Parameters γ and λ of the algorithm
Output: Decision schemes DSmax, DSmin

1 Train a base classifier Ψ1, . . . , ΨK using LS.

2 Compute decision scheme: DS =

⎡
⎢⎣

ds11 . . . ds1C

...
. . .

...
dsK1 . . . dsKC

⎤
⎥⎦ , where

dskω = Med
( N∑

n=1

I(Ψk(xn) = ωn)pk(ωn|xn)
)
.

3 return Decision scheme DSmax:

DSmax =

⎡
⎢⎣

dsmax
11 . . . dsmax

1C

...
. . .

...
dsmax

K1 . . . dsmax
KC

⎤
⎥⎦ ,

where
dsmax

kω = dskω + γ ∗ Q1

Q1 is a first quartile of
( ∑N

n=1 I(Ψk(xn) = ωn)pk(ωn|xn)
)
.

4 return Decision scheme DSmin:

DSmin =

⎡
⎢⎣

dsmin
11 . . . dsmin

1C

...
. . .

...
dsmin

K1 . . . dsmin
KC

⎤
⎥⎦ ,

where
dsmin

kω = dskω − λ ∗ Q1.

The cutting tools dataset contains 564 learning objects (N = 564) and 17
class labels (C = 17). The majority of information obtained from databases
was raw, and incomplete. In order for such data to become useful for mining
purposes, they need to be pre-processed, i.e. cleaned and transformed. Data
cleaning entails the unification of records, the supplementation of missing entries,
or the identification of extreme points. In turn, data transformation involves
normalisation or coding.

The features of the object are : type of machining surface (e.g. shape machin-
ing), material symbol (e.g. EN-AW 5754 aluminum), demanded surface rough-
ness (e.g. 6.3), milling tool structure (e.g. monolithic milling cutter), the kind of
clamping tool milling (e.g. arbor), dimension (e.g. 16), milling cutter shape (e.g.
cylindrical Weldon), tooth number (e.g. 3), total length of milling tool (e.g. 32),
min. cutting speed vc (e.g. 250), max. cutting speed vc (e.g. 500), cutting depth ap
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Algorithm 2: Operation phase of dynamic ensemble selection algorithm
Input: Decision schemes DSmax, DSmin, Set of base classifiers Ψ1, . . . , ΨK ,

Parameters α and β of the algorithm, recognized object – x
Output: Ensemble decision after selection ΨS

Med

1 Set a decision profile:

DP (x) =

⎡
⎢⎣

p(x)11 . . . p(x)1C

...
. . .

...
p(x)K1 . . . p(x)KC

⎤
⎥⎦ .

2 Compute DP sel(x):

psel(x)kω =

⎧⎪⎨
⎪⎩

0, if p(x)kω < dsmin
kω

βp(x)kω, if dsmin
kω ≤ p(x)kω ≤ dsmax

kω .

αp(x)kω, if p(x)kω > dsmax
kω

3 return Ensemble decision ΨS
Med:

ΨS
Med(x) = max

ω

K∑
k=1

psel(x)kω.

(e.g. 9), milling width ae (e.g. 1), cutting feed f (e.g. 796), operating cost (e.g. 120).
The class labels are the milling tool symbols (e.g. Fi16W).

3.2 Parameters of Ensemble Selection Algorithm

During the experiment 10 base classifiers were used. Three of them are k-NN
classifiers: Ψ1 is 13-NN, Ψ2 is 15-NN and Ψ3 is 19-NN classifier. The other seven
base classifiers are decision trees.

The classifiers implemented in SAS 9.4 environment were used. In particular,
we used DISCRIM procedure for k-NN base classifier and HPSPLIT procedure
for decision tree base classifiers. Table 1 presents the parameters of these base
classifiers.

Table 2 presents parameters α, β, γ, λ used in the proposed ensemble selection
algorithm.

In addition, the nominal features were not used in the learning and testing
process. SAS 9.4 does not allow the use of nominal values during the classification
process because this data type has not been predefined for the variable list. The
presented results are obtained via 10-fold-cross-validation method.

3.3 Classification Measures

To evaluate the proposed methods the following classification measures are used:
average accuracy (AA), micro-averaged F1 score (F1μ) and macro-averaged F1
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Table 1. Decision tree parameters – base classifiers Ψ4, . . . , Ψ10 used in the experiment

Classifier Maximum tree depth Maximum number
of tree branches

Partition fraction

Ψ4 7 2 0.2

Ψ5 15 2 0.3

Ψ6 15 4 0.3

Ψ7 5 3 0.4

Ψ8 15 4 0.6

Ψ9 10 2 0.3

Ψ10 10 4 0.4

Table 2. Parameter sets used in the experiment – parameters of selection algorithm

Parameter set α β γ λ

PS1 2 1.5 0.5 1

PS2 2 0.5 0.5 1

PS3 2 1.5 0 2

PS4 2 0.5 0 2

PS5 1.5 0.5 2.5 1

PS6 2 1.5 2.5 1

PS7 2 0.5 2.5 1

PS8 2 1.5 1 0

PS9 2 0.5 1 0

PS10 2 1.5 1 −0.5

PS11 2 0.5 1 −0.5

PS12 1.5 0.5 1 −0.5

score (F1M). Micro-averaged F1 score represents the relations between data’s
positive labels and those given by a classifier based on sums of a per-class deci-
sions while macro-averaged F1 score represents the relations between data’s pos-
itive labels and those given by a classifier based on a per-class average [18].
Macro and micro averaged measures were used to assess the performance for the
majority and minority classes. This is because the macro-averaged measures are
more sensitive to the performance for minority classes.

4 Results and Discussion

Experimental studies were carried out for various sets of parameters α, β, γ, λ of
the proposed section ensemble algorithm. For all quality measures, the best set
of parameters is as follows: α = 2, β = 1.5, γ = 0.5, λ = 1. The ensemble selection
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algorithm ΨS
Med with this set of parameters was compared with all base classifiers

Ψ1, . . . , Ψ10 and EoC method without selection ΨSUM . Table 3 shows the results
for three classification measures AA, F1μ and F1M .

Table 3. Results of experimental research for three classification measures

Classifier AA F1M F1μ

Ψ1 0.913 0.721 0.953

Ψ2 0.913 0.721 0.953

Ψ3 0.908 0.715 0.951

Ψ4 0.740 0.497 0.747

Ψ5 0.798 0.530 0.805

Ψ6 0.653 0.421 0.659

Ψ7 0.743 0.498 0.749

Ψ8 0.719 0.491 0.725

Ψ9 0.798 0.530 0.805

Ψ10 0.698 0.462 0.704

ΨS
Med 0.942 0.785 0.950

ΨSUM 0.927 0.754 0.935

The obtained results indicate that the proposed dynamic ensemble selection
method significantly improves the quality of the cutting tools classification. In
the case of two classification measures AA and F1M the proposed approach is
better than any base classifier and EoC without selection. For F1μ measure the
proposed ensemble selection is better than EoC without selection and slightly
worse than three base classifiers. In this case, the deterioration in the classifica-
tion quality does not exceed 0.3%.

5 Conclusions

The paper presents the new dynamic ensemble selection algorithm. The proposed
algorithm uses the values of the base classifier outputs for calculation of decision
schemes. In particular, we proposed an approach that uses median and quartile
of correctly classified objects to define the decision schemes.

The discussed approach to the ensemble selection has been tested on a real
dataset. This dataset represents real tool selections performed during the design
of manufacturing processes. The obtained results, for three classification mea-
sures, indicate clearly that the classification quality of cutting tools can be
improved by approx. 3%. The improvement concerns the comparison with EoC
method without selection.
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Abstract. The proposed model extends the Markov model of the simple cyber
kill chain already published in the literature by assumption of any continuous
probability distribution of adversaries’ and defenders’ activity time. The
description of the chain is based on the cyber kill chain concept initially
introduced by Lockheed Martin’s researchers as the intrusion kill chain. The
model includes the assumption of repeatability of cyber-attacks. On this basis,
the stationary probabilities of staying of the attack process in individual phases
were determined.

Keywords: Cyber-attack process � Stochastic model � Cyber-attack life cycle �
Regenerative stochastic process � Stationary probability

1 Introduction

1.1 Background

Today’s progress of information technologies is one of the most important factors in
the development of the modern world. This development affects many social, economic
and military processes. This impact should be perceived in both a positive and negative
sense. One of the undesirable effects of the impact is growing cybercrime [1–3].
Unfortunately, in today’s world, the group of individual and/or organized cybercrim-
inals has been joined by countries for which attacks in the cyberspace have become an
element of aggressive economic and military policy, thus provoking the defensive
reactions of others (e.g. [4]) Just now, one can already see a certain kind of arms race in
cyberspace, which in the author’s opinion in the near future will become the norm,
leading in consequence to serious military conflicts. We will not be mistaken in
claiming that the competition of countries in cyberspace has become a fact and this
phenomenon is now rapidly increasing. Analyzing existing cases of most serious cyber-
attacks, we can see a certain systematics - the attacks were carried out according to a
certain pattern that can be described as a process of cyber-attack. Even today, despite
the fact that there are often talks and writings about cyber-attacks, many organizations
perceive a cyber-attack as a short-lived event that can hardly be resisted. In reality, a
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serious cyber-attack is not a momentary act, but a process with a set of activities that
have to be performed in the right order and which have their duration and place [4–9].
Depending on a purpose of an attack, these activities are combined into logical groups
and implemented in stages, thus creating a cyber-attack process. This process has a
finite duration and is called a cyber-attack life cycle [4] or a cyber kill chain [9, 10].

The cyber-attacks life cycles are practical models to describe cyber-attack processes
that consist of different intrusion stages related to network security and information
system security [7]. For instance, Mandiant in [4] its analytical report on the activities
of Chinese cybercriminal units published a description of APT attack processes.
Mandiant claims that this cycle was used by Chinese cyber-espionage units to penetrate
the resources of many governments and corporations at that time.

Knowledge of the cycles may allow defenders, for example, to estimate: the
probability of an cyber-attack over the time, the average duration of an attack or the
average time to compromise the IT system (time-to-compromise) and ultimately the
cost of an attack. Knowing these and other characteristics of the processes, we can try
to answer the questions, e.g. when the probable cyber-attack occurs, what phase of the
attack we are subject to and with what probability.

1.2 Related Work

In research literature the cyber-attack processes which are divided into phases are
known as cyber kill chains [6, 9, 10] or cyber-attack life cycles [4, 8]. Cyber-attack life
cycle phases are variously named, defined and described by researches. For instance,
according to [12] a cycle consists of five stages: reconnaissance, scanning, system
access, malicious activity and exploitation. In [1, 6, 11] a cyber-attack process is named
as an intrusion kill chain and defined as the sequence of seven stages: reconnaissance,
weaponization, delivery, exploitation, installation, command and control (C2), act on
objectives (for description of stages see Table 1). This kill chain is also described by
many researchers, e.g. in [10, 13].

In [6] there are indicated seven stages: initial compromise, establish foothold,
escalate privileges, internal reconnaissance, move laterally, maintain presence, com-
plete mission. Other researchers [14] point out six stages. These authors indicate that an
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Fig. 1. Graph of transitions between the phases of the simple cyber kill chain [8].
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attack on critical infrastructure should be considered as a sequence of six phases:
reconnaissance, weaponization, delivery, cyber execution, control perturbation, phys-
ical objective realization.

In various cyber security papers, the cyber kill chain proposed in [1, 6] is a very
popular conceptual model usually describing cyber-attack processes, e.g. [7].

Table 1. Phases of cyber kill chain/cyber-attack life cycle [1, 6–9].

Phase (Stage) Description and examples of actions in the phase

Reconnaissance (S1) Identification of adversary/aggressor/attacker goals e.g. business,
political, etc. Selection/profiling of attack (technical) targets by
identifying the target environment e.g. TCP port scanning, indexing
websites, conference materials, lists of email addresses, social
networks, information about the technologies used (specific),
sociotechnical phishing, etc.

Weaponization (S2) Preparation of cyberweapons, i.e. special malicious software, e.g.
integrating Trojan horses into another malicious code (exploit) to
create a deliverable payload using an automatic weaponizer. If we do
not need to build or figure a software package, the stage reduced to
just collecting required cyber weapons

Delivery (S3) Delivering cyberweapons to a target environment, e.g. use of the most
common delivery methods (e.g. APT attacks) which, for example, are
infected attachments to emails, crafted or maliciously modified
website software (e.g. applets, links), SQL code, infected data drivers
connected to USB ports

Exploitation (S4) Running malicious code (after providing a cyberweapon to the target
environment), e.g. as a result of the use of personal/software
vulnerabilities in an application or tampering users of the target
system

Installation S5ð Þ Installation of additional malicious code, e.g. Remote Access Trojan
(RAT) horses, placement of backdoor in the target system in order to
set up a permanent communication channel of the infected internal
environment of the victim with the center (external environment) of
command and control software malicious

Command and
Control S6ð Þ

Command and control of an infected environment and (optionally)
additional malicious action, e.g. escalation or additional system
privileges, installation of remaining or additional malicious code (e.g.
back-doors/trojans/rootkits), modification of file systems, browsing or
modification of system databases

Act on Objectives
S7ð Þ

Undertaking actions aimed at achieving the original goals, e.g.
copying data, violating the integrity and/or availability of data,
gaining access to the victim’s e-mail in order to use it to deeper
penetration of the hidden infrastructure or using e-mail to further
spread the attack. In this phase, physical infrastructure degradation of
the organization is not excluded
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The Markov models of a simple cyber kill chain presented in [8, 15] are homo-
geneous continuous time Markov chains (CTMCs). In these models the basic concept
of the cyber kill chain is understood as in [1, 6, 10]. In other words, a cyber-attack may
pass sequentially through the stages from “reconnaissance” to “act on objectives”, i.e.
without any possibilities of skipping any of the chain stages or returning to the previous
ones, however, cyber-attacks can be stopped or abandoned at any stage at any time (see
Fig. 1). An illustration of the possible transitions between the phases of the simple
cyber-kill chain is shown in Fig. 1.

Two other Markov models of cyber kill chains as CTMCs are considered in [8],
where transitions between the chain’s phases are in some cases permissible. These
models are called models of cyber kill chains with iterations and refer to cases where
recurring cyber-attacks take place in the same organizations that were previously tar-
geted. These cases occur after correcting, completing or abandoning recent attacks.
This also happens when many repetitive or new cyber-attacks are carried out in order to
multiply their impact of on the organization and then impede forensic analysis. Table 1
consists of the description of the cyber kill chain for which above stochastic models are
considered.

In all available approaches to description of cyber-attack life cycles there are not
specified stages such as an initiation and a termination. Therefore, a generalized cyber-
attack life cycle and its Markovian model has been proposed in [16] which includes
these two additional phases. The first stage is an identification of the attacker’s needs.
The last stage of the cyber-attack process is a termination of the attack combined with
removing traces of malicious activities by the adversary.

2 The Model

As mentioned in previous section the cyber kill chain has been modeled using Markov
chains with a continuous time parameter. The source models assume exponential
probability distributions of the durations of the cyberattack cycle phases, which may
limit the use of the models in practice. Therefore, in this section we propose a
stochastic model of the chain assuming any continuous probability distribution of the
phases’ durations.

In practice, most serious cyberattacks on an organization (enterprise, institution,
state) do not end in one single attack cycle. The cyber-attacks are repeated hour by
hour, day by day, months by month. Even if attackers got expected effects, they
continue attacks by setting new targets and starting the cycle again. Therefore, it is
assumed in this paper that cyber-attacks can be repeated, and the termination of the
current attack immediately triggers an attacker’s new cyber-attack cycle. Therefore, our
model considers repetition of an attack, manifested in the repetition of the simple cyber
kill chain. We show that the cyber-attack process can be modeled as a regenerative
process created by sequence of simple cyber kill chain cycles.
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2.1 Basic Assumptions

The basis of the stochastic model proposed in this section is the cyber-attack cycle
understood as the simple cyber kill chain [8, 15] described in previous section (see
Table 1 and Fig. 1 as well). For purpose of our model, we still assume that it is not
possible to return from the current phase to the previous phases and skip any of the
subsequent phases to successfully continue the current attack cycle (Fig. 1). However,
the model is to take into account the dynamics of the attack process, assuming that the
current attack cycle can be stopped or interrupted (eventually terminated) at any of its
phases and at any time from the beginning of the current attack phase. Figure 1 depicts
in the form of a directed graph possible transitions between individual phases of one
simple cyber-attack cycle.

Our model is formally based on the following assumptions.
Let Tn 2 ½0; þ1Þ denote the time necessary to complete successfully the phase

Sn n ¼ 1; 2; . . .; 7ð Þ. Let T1; . . .; T7 be independent random variables. We will call these
times the necessary durations of cycle phases. We assume that Tn is a random variable
with the continuous distribution function Fn tð Þ ¼ Pr Tn\tf g and has the finite expected
value ETn, ETn ¼

R þ1
0 tdFn tð Þ\þ1.

Let sn 2 0; þ1½ Þ denote the time after which the attack may be stopped, inter-
rupted, or abandoned from the start of the phase Sn n ¼ 1; 2; . . .; 7ð Þ. Let sn be a
random variable with the continues distribution function Gn tð Þ ¼ Pr sn\tf g and has
the finite expected value Esn, Esn ¼

R þ1
0 tdGn tð Þ\þ1. We assume that the random

variables s1; . . .; s7 are independent.
In addition, we assume stochastic independence of the random variables Tn and sn,

n ¼ 1; 2; . . .; 7.
From the definition of random variables sn and Tn one can conclude that the

holding time in the phase Sn is equal to the random variable bn ¼ min Tn; snf g
n ¼ 1; 2; . . .; 7ð Þ.

As a consequence of above assumptions made, the graph of transitions between
states is shown in Fig. 2. The return to the state of S1 symbolizes the start of a new
cycle of the simple cyber kill chain. The arches of the graph illustrating the transitions
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Fig. 2. Graph of state transitions of the cyber-attack cycle with the values sn and Tn.
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between the cycle’s phases are described by random variables of duration after which a
transition to the next phase may follow or the end (interruption) of current attack cycle.

2.2 Duration of a Single Cyber-Attack Cycle (a Simple Cyber Kill Chain)

Let an 2 0; 1f g for each n ¼ 1; 2; . . .7 be a binary random variable1 such that an ¼ 1
when an event Tn\snf g occurs, and an ¼ 0 when an event Tn � snf g occurs.

Let H1 2 ½0; þ1Þ denote the duration of a single cyber-attack cycle. The random
variable H1 can be expressed by the following formula

H1 ¼ b1 þ a1 � b2 þ a2 � b3 þ a3 � b4 þ a4 � b5 þ a5 � b6 þ a6 � b7ð Þð Þð Þð Þð Þ ð1Þ

where bn ¼ min Tn; snf g, n ¼ 1; 2; . . .7.
Finally, the duration of one single cyber-attack cycle (1) is

H1 ¼ b1 þ a1 � b2 þ a1 � a2 � b3 þ a1 � a2 � a3 � b4 þ . . .þ a1 � a2 � . . . � a6 � b7 ð2Þ

Formula (2) shows that the duration of one single cyber-attack cycle H1 is the sum
of dependent random variables: b1; a1 � b2; a1 � a2 � b3; . . .; a1 � a2 � . . . � a6 � b7. It
means that the duration of next phase depends on the behavior of the attack process in
the phases preceding the phase.

Let Fn tð Þ ¼ 1� Fn tð Þ and Gn tð Þ ¼ 1� Gn tð Þ. Since the random variables Tn and sn
are independent by assumption thus the probability distribution of the random variable
bn ¼ min Tn; snf g for each n ¼ 1; 2; ::; 7 is as follows

Bn tð Þ ¼ Pr bn\tf g ¼ Prfmin Tn; snf g\tg ¼ 1� Fn tð Þ � Gn tð Þ

Since Ebn ¼
R þ1
0 1� Bn tð Þð Þdt thus the expected value of random variable bn is

Ebn ¼
Z þ1

0
Fn tð Þ � Gn tð Þdt ð3Þ

The expected value of the random variable an is

Ean ¼ 1 � Pr Tn\snf gþ 0 � Pr Tn � snf g

Therefore,

Ean ¼
Z þ1

0
Fn tð ÞdGn tð Þ ¼

Z þ1

0
Gn tð ÞdFn tð Þ ð4Þ

From property of expected values of random variables [20] it appears that the
expected value of duration of one cyber-attack cycle H1 (2) is

1 event indicator, binary indicator function
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EH1 ¼ Eb1 þEa1b2 þEa1a2b3 þ . . .þEa1a2 � . . . � a6b7
Then, based on assumptions made on the independence of random variables Tn i sn

the expected duration of one cyber-attack cycle H1 is expressed by

EH1 ¼ Eb1 þEa1 � Eb2 þEa1 � Ea2 � Eb3 þ . . .þEa1 � Ea2 � . . . � Ea6 � Eb7 ð5Þ

where Ebn, n ¼ 1; 2; . . .; 7 is given by formula (3), Ean – by formula (4).

2.3 Cyber Attack Process as a Regenerative Process

Let X tð Þf gt� 0� X tð Þ; t 2 0; þ1½ Þf g and Xk tð Þf gt� 0� Xk tð Þ; t 2 0; þ1½ Þf g be
stochastic processes with state space S ¼ 1; 2; . . .; 7f g. The elements of the space
S ¼ 1; 2; . . .; 7f g are indexes of the phases respectively S1; S2; . . .; S7. An index k ¼
1; 2; . . . in second process denote a serial number of an attack cycle. The stochastic
processes X tð Þf gt� 0 and Xk tð Þf gt� 0 describes the dynamics of cyber-attacks con-
ducted according the simple cyber kill chain.

Notice that the random variable H1 (the duration of a single cyber-attack cycle) is
the moment when the process X1 tð Þ; 0� t\H1f g is stopped.

Let the cycles Hk , k ¼ 2; 3; . . .; be defined in the same manner as the random
variable H1 (see (1) and (2)), i.e. for each k ¼ 1; 2; 3; . . .

Hk ¼ b1 þ a1 � b2 þ a1 � a2 � b3 þ a1 � a2 � a3 � b4 þ . . .þ a1 � a2 � . . . � a6 � b7
By assumption different cycles are independent and all governed by the same

probability low. Thus, the sequence fHkgk� 1 � fHk; k ¼ 1; 2; . . .g is the sequence of
the independent, identically distributed random variables, with expected value
EH1\þ1, i.e. for each k ¼ 1; 2; 3; . . . the expected value EHk ¼ EH1:

Now we define the process X tð Þf gt� 0 as follow

X tð Þ ¼

X1 tð Þ if 0� t\H1

X2 t �H1ð Þ if H1 � t\t2
� � � � � �

Xk t � tk�1ð Þ if tk�1 � t\tk
� � � � � �

8>>><
>>>:

ð6Þ

where t0 ¼ 0, tk ¼ H1 þH2 þ . . .þHk, k� 1.
The time t1 ¼ H1 is the first regenerative point when the process X tð Þf gt� 0 starts a

new cycle completely from scratch independently of the past, the time :: is the second
regenerative point, and etc. Thus, the sequence of the stochastic cyber-attack cycles
fðHk;Xk tð ÞÞgk� 1 are independent and identically distributed. The process X tð Þf gt� 0 as
the model of cyclic cyber-attack processes is a regenerative process with the regen-
eration points tk; k� 1 [21].

It should be noted here that the process X tð Þf gt� 0 may not go through all phases of
the cycles Hk, k ¼ 1; 2; . . .. It follows from possibilities of interrupting a cyber-attack
at any stage of a cyber kill chain. In other words, it is immediate consequence of
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construction of the duration of a single cyber-attack cycle H1 (generally
Hk; k ¼ 1; 2; . . .Þ.

2.4 Stationary Probability Distribution of an Attack Process

Our primary task is to find the stationary distribution of the regenerative process
X tð Þf gt� 0 specified by (6). The task is to calculate the limit

limt!1 PrfX tð Þ ¼ ng ¼ Pn ð7Þ

where n is the number of cyber-attack phase Sn, n ¼ 1; 2; . . .; 7.
From the key renewal theorem, Smith’s theorem [19], [21] it appears that the limit

(7) can be determined from following dependence

limt!1 PrfX tð Þ ¼ ng ¼ 1
EH1

Z þ1

0
Pr Xk tð Þ ¼ nf g\ Hk � tf gf gdt ð8Þ

The limit (8) can be calculated for any cycle of the sequence fðHk;Xk tð ÞÞgk� 1

because the cycles are independent and identically distributed.
We shell firstly determine the probability of the event that at moment t� 0 the

cyber-attack process is in the phase Sn, and has not yet ended, i.e.

Pr Xk tð Þ ¼ nf g\ Hk � tf gf g ¼ Pr
Xn�1

i¼1
di\t

n o
\

Xn

i¼1
di � t

n on o
ð9Þ

where Hk ¼ d1 þ . . .þ d7, d1 ¼ b1, di ¼ a1 � . . . � ai�1 � bi for i ¼ 2; . . .; 7.
By de Morgan Laws the right side of (9) can be written as

Pr
Xn�1

i¼1
di\t

n o
\

Xn

i¼1
di � t

n on o
¼ 1� Pr

Xn�1

i¼1
di � t

n o
[

Xn

i¼1
di\t

n on o

ð10Þ

Because
Pn�1

i¼1 di � t
n o

\ Pn
i¼1 di\t

� � ¼ ; then

Pr
Xn�1

i¼1
di � t

n o
[

Xn

i¼1
di\t

n on o
¼ Pr

Xn

i¼1
di\t

n o
þPr

Xn�1

i¼1
di � t

n o

ð11Þ

Based on (10) and (11) the probability (9) is as follows

Pr Xk tð Þ ¼ nf g\ Hk � tf gf g ¼ Pr
Xn

i¼1
di � t

n o
� Pr

Xn�1

i¼1
di � t

n o
ð12Þ

From (12) the integral
R þ1
0 Pr Xk tð Þ ¼ nf g\ Hk � tf gf gdt is as follows

362 R. Hoffmann



Z þ1

0
Pr Xk tð Þ ¼ nf g\ Hk � tf gf gdt ¼

Z þ1

0
Pr

Xn

i¼1
di � t

n o
� Pr

Xn�1

i¼1
di � t

n o
dt

ð13Þ

where H1 ¼ d1 þ . . .þ d7, d1 ¼ b1, di ¼ a1 � . . . � ai�1 � bi for i ¼ 2; . . .; 7.
In the above expression (13), the integral

R þ1
0 Pr

Pn
i¼1 di � t

� �
dt determines the

expected value of the random variable
Pn

i¼1 di [19]. From the properties of expected
values [20] it follows that E

Pn
i¼1 di

� � ¼ Pn
i¼1 Edi. Hence, we can write

Z þ1

0
Pr Xk tð Þ ¼ nf g\ Hk � tf gf g ¼ E

Xn

i¼1
di

n o
� E

Xn�1

i¼1
di

n o
¼ Edn ð14Þ

where Ed1 ¼ Eb1, Edn ¼ Ea1 � . . . � an�1 � bn dla n� 2.
In view of the above, and on the basis of (5) finally, the limit (8) is as follows for

each n ¼ 1; 2; . . .; 7

limt!1 PrfX tð Þ ¼ ng ¼ Pn ¼ Edn
EH1

ð15Þ

Finally, using (15) the stationary probabilities P1; . . .;P2 defined by (7) are as
follows

P1 ¼ Eb1
EH1

;Pn ¼ Ea1 � . . . � Ean�1 � Ebn
EH1

for n ¼ 2; 3; ::; 7 ð16Þ

where Ean�1;Ebn n ¼ 1; . . .; 7ð Þ and EH1 are specified respectively by (3), (4) and (5).

3 Probabilistic Risk Assessment Based on the Proposed
Model - Illustration

Traditional risk assessment quantifies risk as the product of the probability of an
undesirable event leading to specific consequences and a measure of the negative
impact on the organization due to this undesirable event (probabilistic risk assessment)
[17] or as a triplet of threat, vulnerability, and consequences [18]. In this section we use
probabilistic risk assessment to quantify cyber risks. To do this, we should first cal-
culate the probability of each phase of the cyber kill chain, which can be determined
using proposed model of the simple cyber kill chain “with iterations”.

We can calculate “risk” traditionally as a product of likelihood of threats and their
impacts on the assets of an organizations. To illustrate our approach simply let’s
assume that A ¼ A1; . . .;A7½ � is a vector of monetary values of the organization’s assets
calculated at each stage of the simple cyber kill chain. Then, “risk score” represented as
R tð Þ can be calculated using the following equation:
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R tð Þ ¼ P tð Þ � AT ð17Þ

where P tð Þ ¼ P1 tð Þ; . . .;P7 tð Þ½ �, Pn tð Þ ¼ P X tð Þ ¼ nf g (n ¼ 1; . . .; 7).
It is important to notice that we obtained (16) the vector of stationary probabilities

Pk which can help us to calculate the risk score given by Eq. (17) as
follows

R ¼ P � AT

where P ¼ P1; . . .;P7½ � is given by (16).
In order to calculate risks at each stage of the simple cyber kill chain the stochastic

model has to be parameterized. To estimate the stationary probabilities, it is necessary
and enough to know the expected values Ea1; . . .;Ean�1; . . .;Ea6; Eb1; . . .;Ebn; . . .;
Eb7 and EH1. The most popular and straight-forward solution is to ask experts in cyber
security domain assess the values Ean�1;Ebn (n ¼ 1; . . .; 7) and to base on their
opinion, or to analyze existed empirical data, or a combination of both. The process of
assessing the expected values is crucial, but it is not the primary focus of this article.

4 Conclusion

Due to the fact that until now in the available sources ([8, 15, 16]) there has not been
published the stochastic model of cyber-attacks processes (based on the simple cyber
kill chain) where has been assumed of any continuous probability distribution of
adversaries’ and defenders’ activities time, this article fills this gap.

Like in [8, 15], it is assumed that the attack may be stopped while the aggressor is
in any phase of the attack. In practice, an attack may be terminated not only by the will
of the cybercriminals, but also, and perhaps primarily because of the operating cyber
defense system.

It should be noted here that from a practical point of view to estimate the stationary
probabilities, it is necessary and enough to know the expected values of individual
times and to estimate the probabilities of success of completing each phase of the attack
cycle.

On the basis of the presented model, obtained stochastic characteristics, such as:
stationary probabilities of the attack process being in individual phases, the expected
values of the duration of individual phases can be used for the needs of the risk
assessment process and the security management of organizations and e-services
provided.
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Abstract. The problem of selection points of interest which tourist
wants to visit the most in the case when tourist travels by electric vehi-
cle (EV) is examined in this paper. Furthermore the battery capacity of
EVs is limited so charging stations are selected to the route, in order
to a tourist could recharge the battery and move on to the next stage
of the route. The genetic algorithm is proposed and tests for the dif-
ferent limitations of EVs batteries are conducted on realistic database.
The experimental results show that the proposed genetic algorithm can
successfully be used in this context.

Keywords: Tourist Trip Design Problem · Electric Vehicle Routing
Tour Planning · Genetic algorithm

1 Introduction

When tourists visit a region for a short time and rent electric vehicles (EVs) they
consider where they can travel using these vehicles. One of the essential problems
to solve is to select from the set of points of interest (POIs) the most important
attractions, taking into account the limitation of the driving range of battery and
to plan places to charge the battery in order to continue the trip. In the literature
the problem is known as an Electric Vehicle Routing Tour Planning (EVRTP)
[1] and is an extension of Tourist Trip Design Problem (TTDP) [2]. The main
objective of TTDP is to select POIs which maximize tourist satisfaction, taking
into consideration limitations (e.g. the length of the route, the visiting time of
each POI, the cost of hotels, entrance fees). The simplest model of TTDP is
Orienteering Problem (OP) [3–5]. Orienteering is a sort of game: a competitor
starts at given point and he tries to visit as many points with assigned score and
back to the final point without exceeding the given time limit. The game goal is to
maximize total collected score. This approach was applied to the tourist planning
problem by Vansteenwegen et al. [6]. Extensions of OP are Team OP (TOP)
[7], OP with Time Windows (OPTW) [8] or Time Dependent OP (TDOP) [9].
Generally consideration of opening hours, time travel between POIs and their
time of visiting allows better modeling tourist trip planning problem [7,9–11].
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The electric vehicles need recharging stops or swapping due to their limited
ranges of batteries. For this reason the recharging schedule is an important issue
in the tourist trip planning problem. Literature describes some problems such
as Electric Vehicle Scheduling Problem (E-VSP) [12], Electric Vehicles Routing
problem with Time Windows and Recharging Stations (E-VRPTW) [13] and
Electric Vehicle Routing Tour Planning (EVRTP) [1]. In EVRTP the aim is to
design a tour from the given starting to the given ending point, so the tourist
can visit the most important POIs from the consideration of battery recharging
or swapping and limitation of total trip time. Wang et al. [1] extends the model
of OPWT and proposes model which simulate the change in batteries state of
charge at each point along the route. The authors in [1] use the aforementioned
model in heuristic algorithm to obtain a solution of EVRTP.

In this article we use the other model than in [1]. We also use an extension of
OP, the Orienteering Problem with Hotel Selection (OPwHS) [14]. In OPwHS a
set of hotels, a set of POIs with profits, D-the number of tour stages are given.
The goal is to determine a tour that maximizes the total collected profit of
visited POIs. The tour is composed of D+1 connected trips. Every trip starts
and ends in one of hotels and each trip has the same limitation Tmax. In our
work we adapt OPwHS model- instead of hotels we consider charging stations.
We assume that the starting point is a charging station and at this point the
tourist fully charged batteries. The number of kilometers that the car can travel
on a single battery charge is also known (it depends on the car brand). This
value corresponds to Tmax- the limitation length of each trip.

The contribution of this article is a genetic algorithm which generates the
sequences of POIs and also chooses the stations when the batteries are recharged
after driving Tmax kilometers. In the stations the car is fully recharged and then
the driver visits other POIs selected by the algorithm and so on until the ending
point of a tour (located in the given charging station) is reached. The generated
tour maximizes the total attractiveness from the visited POIs. In this work we
do not consider the time span connected with the opening hours and visiting
time of POIs or the driving time between POIs. The genetic algorithm is tested
on realistic database for the different limitations of EVs batteries. Results and
the execution time of the algorithm show that the presented solution could be
use in practice.

The paper is organized as follows. Section 2 presents a formal definition of
the regarded problem. Section 3 proposes a genetic algorithm which gives the
tourist a tour composed of connected trips (between the trips will be recharg-
ing stations). The results of computational experiments conducted on realistic
database are discussed in Sect. 4. Section 5 presents the conclusion of this work.

2 Problem Description

We define the described problem as a graph optimization problem in the same
way as in the previous work [15]. The set A of n POIs and a set B of m EV
charging stations will be the vertices of the graph. The distance tij between
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each adjacent POIs or POIs and EV charging stations are known. Each POI
has a profit p bigger than zero, interpreted as an attractiveness. Each charging
station has profit equal to zero. Tmax denotes the number of kilometers that the
car can travel on a single battery charging. The number of brakes D in a tour,
in order to charge batteries is also given. The starting and the ending points,
denoted by S and E respectively, are selected from the set B of EV charging
stations. An ordered set of POIs between two EV charging stations is called a
trip. The whole tour is composed of D+1 trips. In output the algorithm gives
D+1 connected trips of visiting POIs and the charging stations at most once.
Moreover the sum of collected profits is maximized and the total distance of each
trip does not exceed the constraint Tmax. The defined problem is the same as
the Orienteering Problem with Hotel Selection [14].

3 Genetic Algorithm

In [15] for the presented problem we used the greedy method with local search
operators. In this approach the genetic algorithm is used. The genetic algorithm
gives us a chance to find more optimal solutions by changing all population by
genetic operators.

First of all the initial population having Psize tours is generated. Every tour
is composed of D+1 connected trips built randomly. Next each initial trip of the
tour is shortened by standard 2opt operator [16]. When the whole initial tour
is complete N new generations of the algorithm are created. Each generation
is created as follows. First the selection process of the best individuals among
Tsize random individuals is performed. New population is built of the collected
individuals having the same size as the previous population. Next Cp/2 ran-
dom pairs of tours for the crossover process are collected, where Cp means the
probability of taking pair of tours to try crossover operator on them (e.g. when
Psize = 60 and Cp = 0.5, 30 tours are taken randomly (15 pairs) to crossover).
After that the crossover process on every collected pair is performed. Next with
probability Mp random individuals for the mutation process are collected where
Mp means the probability of taking tours to try mutation operator on them (e.g.
when Psize = 60 and Mp = 0.5, 30 tours are taken randomly for the mutation
operator). After that the mutation process on the collected individual is per-
formed. There are two types of mutation - insert and removal mutation. When
the algorithm processes next generations there is a moment when the algorithm
reaches the tour with some profit value and there is no improvement in further
iterations. In order to eliminate unnecessary time consumption, the following
stop condition is used: the same or lower value of profit is repeated for at least
k generations the algorithm stops. The result of the algorithm is a tour with
the highest value among all processed generations. The basic structure of the
proposed genetic algorithm is given as follows.

population = generateInitialPopulation(P_size)

bestParents = [getBestParent(population)]
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for(i = 0; i < N; i += 1) {
population = selectBestFromPopulation(population, T_size)

parentsToCrossover = getParentsToCrossover(population, C_p)

for((parentA, parentB) in parentsToCrossover) {
makeCrossover(parentA, parentB)

}

parentsToMutation = getParentsToMutation(population, M_p)

for(parent in parentsToMutation) {
makeMutation(M_ratio, parent)

}

bestParents.push(getBestParent(population))

if(checkStopCondition(bestParents, i + 1) == true) break
}

The details of the algorithm will be described in the next subsections.

3.1 Initial Population

At the beginning of the algorithm the initial population is generated. For this
purpose Psize random tours are generated as follows. For one tour D+1 trips are
created where the first trip starts with the chosen charging station S, the last
trip ends with the chosen charging station E. Every trip (except first) starts with
the last charging station of the previous trip. For the actual point of the trip
algorithm inserts not visited POI in a random way. Next the algorithm finds the
nearest not visited charging station which can finish building the actual trip.
If the last trip is built, charging station E is the last point in the trip. Next
algorithm checks if the total length of the actual trip does not exceed the Tmax

limitation. For this purpose following condition is checked:

actualTripDistance + distanceLeft + distanceRight <= Tmax (1)

where actualTripDistance - actual length of trip, distanceLeft - distance between
the last POI of an actual trip and the candidate for next POI, distanceRight -
distance between the candidate for next POI and the candidate for the charging
station being the last point of the trip. If the condition is satisfied, the candidate
for POI is added to the trip and the candidate for charging station is saved.
Example of an insertion of the next POI and charging station to the trip is shown
in Fig. 1. On the actual trip 2opt operator is executed. If Tmax is exceeded the
algorithm ends building this trip. The last point of the trip is the saved charging
station.
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Fig. 1. Insertion new POI and charging station to the trip.

3.2 Selection

In this approach tournament selection is used. First algorithm takes randomly
Tsize tours from the current population. Next the tour with the highest sum
of POIs profits is returned. This process is repeated until the desired amount
of population is satisfied (Psize times). In Fig. 2 the example of the selection
(Tsize= 3) is presented.

3.3 Crossover

The crossover operation is intended to create a stronger individual through cross-
ing genotype of two parents. In this approach algorithm tries to cross two dif-
ferent tours in point which is common for them. First the common point being
charging station is found. Next two new tours are created. First new tour is
composed of the first part of the first tour and the second part of the second
tour. Second new tour is composed of the first part of the second tour and the
second part of the first tour (see the Fig. 3). In the next step new tours are val-
idated. If the new tour is built with exactly D+1 trips (contains D+2 charging
stations), does not have any repetitions of POIs and each trip does not exceed
Tmax limitation the tour can be a candidate for the new tour. Otherwise the
tour cannot be a candidate and is omitted. Both tours are validated this way.
In the end a parent with the lowest sum of POIs profits is replaced with a new
tour with the highest sum of profits (if new tour exists and its sum of profits is
higher than parent’s with the lowest sum of profits).

Fig. 2. Tournament selection (Tsize = 3)
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Fig. 3. Crossover operation

3.4 Mutation

There are two types of mutation in the algorithm - insertion and removal. Prob-
ability of insertion mutation is Mratio and probability of removal mutation is
1 − Mratio.

3.5 Insert Mutation

In the insert type of mutation algorithm gets not visited POI in a random way.
Next the algorithm searches the tour and its positions where the following ratio
is the best:

candidate.profit2

distanceLeft + distanceRight
(2)

where variable distanceLeft means distance between the POI being before the
candidate and the POI candidate for insertion, distanceRight - distance between
the POI candidate for insertion and the POI being after the candidate. If the
limitation Tmax is not exceeded after potential POI’s insertion- if the condition
is satisfied:

distance − distanceRemoved + distanceLeft + distanceRight <= Tmax (3)

the new POI is added to the trip on the best possible position (see the example
in the Fig. 4). In the end 2opt operator is performed.

Fig. 4. Insertion mutation - C is included to the tour

3.6 Removal Mutation

In the removal type of mutation algorithm tries to eliminate the POI with the
lowest profit so the following ratio is calculated:

poi.profit2

distanceLeft + distanceRight
(4)
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where distanceLeft - distance between previous point and currently checked POI,
distanceRight - distance between currently checked POI and next point. If the
POI is found, the algorithm removes this POI from the tour. The Fig. 5 shows
the example of removal mutation.

Fig. 5. Removal mutation - the elimination of C (profit pc = 4)

3.7 Time Complexity

The time complexity of the algorithm depends on the number of operations
during the subsequent steps of iterations of the genetic algorithm. Let s denotes
the average numbers of POIs in a route i.e. (the sum of all POIs in the routes)/
Psize. The number of operation in the selection is θ(Psize · s). The complexity
of the crossover is θ((Cp/2) · Psize · s). The number of operation in the removal
and insertion mutation is equal to θ(Mp · Psize · s) and θ(Mp · Psize · (s + s2)
respectively. In the last dependency function s2 relates to the complexity of the
2 opt algorithm.

4 Experiments and Results

The presented algorithm was implemented in Python 3.6.6 version. All experi-
ments were performed on data containing 303 POIs and 21 EV charging stations
in the Silesian region (Poland). POIs are specified with coordinates (latitude and
longitude), place name and profit (random number between 1 and 10).

4.1 Parameters

There were many tests with various parameters values performed. The number
of iterations of the genetic algorithm and the number without improving results
are set to N = 100 and k = 10 respectively. Initial experiments were performed
on Psize = 300 but it turns out that only Psize = 50 gives values as good as the
higher Psize. The smaller Psize value saves a lot of time wasted on processing.
However the experiment for Psize = 25 gave visibly worse results. The calibration
of parameters Tsize (number of individuals in tournament selection) and Cp

(probability of two random parents crossover) did not make significant changes in
result value. In the algorithm Tsize = 5 and Cp = 0.4 were used. Mutation process
had the strongest effect on final value. For this approach Mp = 0.4 was used and
gives the best results. For higher value of Mp parameter (e.g. Mp = 0.8) results
were only a bit worse but the algorithm ends very often in earlier iteration (very
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often 35–50th generation). For lower value of parameter (e.g.Mp = 0.2) sums of
POIs profits were visibly worse than for Mp = 0.4 but execution time was up to
6 times faster than for Mp = 0.4. In experiments also probability insertion and
removal mutation was calibrated. For Mratio = 0.5 algorithm was very unstable
and the increase of the result was not so visible. The best results for Mratio = 0.9
noted.

4.2 Comparison of the Results

The proposed genetic algorithm was tested on the various Tmax lengths (dis-
tance that EV can drive on a single battery charge) - 120, 150, 170, 210 and
420 km. The results were compared to the greedy algorithm enriched by the
local search operators such as 2opt and insert [15] (the algorithm was marked
as GR+2opt+in). We decide to compare results to the mention method because
both of them are based on the same model the Orienteering Problem with Hotel
Selection. In the author’s opinion it is worth to use this model to problem of
determination of multistage tourist route of EVs. In the literature, we did not
find publications that treat the problem as OPwHS, therefore we compare the
results to the algorithm [15].

The comparison of results for D = 0, 1 is presented in Table 1–Table 2. The
abbreviation of GA is used to the genetic algorithm. In tables the length is given
in kilometers, execution time of the algorithm in seconds. The column Profit
denotes sums of profits the best tour generated by the algorithm. The column

Table 1. Comparisons of the results GR+2opt+ in and GA (D = 0)

GR+2opt+ in GA

Tmax Length Profit Time Length Profit Time Iterations % gap between profits

120 119.73 132.80 13.66 119.02 342.80 2.14 87 258.1%

150 149.21 180.90 16.99 149.37 467.20 3.28 71 258.2%

170 168.81 198.20 17.51 168.80 525.20 4.00 59 265.0%

210 209.85 246.70 21.79 209.73 658.30 13.25 100 266.8%

420 419.91 818.30 63.84 419.79 1066.20 33.44 75 130.3%

Table 2. Comparisons of the results GR+2opt+ in and GA (D = 1)

GR+2opt+ in GA

Tmax Length Profit Time Length Profit Time Iterations % gap between profits

120 239.71 447.20 39.35 238.07 611.70 4.53 95 136.8%

150 299.63 642.00 49.63 299.79 782.30 8.19 68 121.9%

170 339.85 467.40 41.97 338.63 762.10 6.87 79 163.1%

210 419.12 798.90 57.38 419.88 930.50 11.98 77 116.5%

420 839.75 1224.80 62.47 839.29 1394.4 40.50 73 113.8%
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Iterations contains the number of iteration to the stopping conditions. The col-
umn gap denotes % gap between the result profit of GA and GR+2opt+in.

For each value of Tmax the algorithm GA returns much better results than
GR+2opt+in. The very high increase of profit for the short trips is observed.
In case D=0, when Tmax is equal 120–210 km GA returns about 2,6 times bet-
ter results than GR+2opt+ in. Tours are built much more effectively and more
valuable POIs can be included in one tour when GA is used. Furthermore the exe-
cution time of GA is much lower than GR+2opt+ in. Figures 6–7 illustrate the
example routes marked on map generated by GR+2opt+in and GA. In figures
the points shaped as the plugs are charging stations and the other points are
attractions. In comparison to greedy algorithm tours for GA are built more effec-
tively. Experiments showed that genetic algorithm focuses more points in a bigger
group (cluster) - often it is more profitable collecting more points being nearby
each other and having lower profit than collecting points with higher profit but

Fig. 6. The example of route generated by GR+2opt+in and GA (D = 0, Tmax = 120)

Fig. 7. The example of route generated by GR+2opt+in and GA (D = 1, Tmax = 80)
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being a bit further. Furthermore in a genetic algorithm internal charging stations
are different than in a greedy approach so it changes tour overall.

5 Conclusions and Further Work

In the paper the tourist trip planning problem of electric vehicle is examined. We
include an information about limitation of batteries capacity using Tmax - trip
length limitation. The proposed genetic algorithm gives tourists the sequence of
the most attractive POIs and the stations where they need recharge batteries.
The tests on real data shows that in comparison to the greedy method, the
population algorithm gives most attractive routes and its execution time is much
shorter.

In the future in our approach we will include to this model time factor:
opening hours and time visiting of POIs, travel time between POIs and also the
charging batteries time. The enriched model will reflect more accurately the real
situations.
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lem with single or multiple recharges. Transp. Res. Procedia 40, 217–224 (2019).
https://doi.org/10.1016/j.trpro.2019.07.033

14. Divsalar, A., Vansteenwegen, P., Chitsaz, M., Sörensen, K., Cattrysse, D.: Person-
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Abstract. System requirements are sometimes either too complex or
undefined. Event-B is a formal modeling method and is being used
increasingly to model various systems. Event-B models support atom-
icity decomposition and are quite useful for complex refinement struc-
tures. However, neither a Event-B model represents any explicit control
flows among the events, nor does it support links between the new events
during refinements. This work aims to model the Stop and Wait mecha-
nism for an Automatic Repeat Request (ARQ) protocol to analyze the
complexities due to communication errors during data re-transmissions.
The limitation is the lack of control flows among the events during suc-
cessive refinements. This has been graphically represented in this work
and embedded with Event-B notations for the atomicity decomposition of
the model. Finally, the successive refinements presented using an Event-B
model, has been validated using the Rodin tool. This leads to a successful
ARQ model.

Keywords: Event-B · Formal modeling · Stop and wait ARQ ·
RODIN tool · Atomicity decomposition · ERS diagram

1 Introduction

Model-based verification techniques describe the system behaviour in a mathe-
matical and unambiguous fashion [1]. Event-B modeling language is devised as
an extension of classical B methods, which has different applications in diverse
domains. It is a step by step process of system development. We start with an
abstract model and refine the model successively to meet the requirements. An
Event-B model has a static component called context, where we declare all the
sets, constants and axioms. The dynamic part is the machine that sees the con-
text. A machine has variables and invariants. The state changes of a machine are
defined by guards and actions, which is called event [2]. Rodin [3] is a tool support
for the validation of an Event-B model. The control flow between events cannot
be handled explicitly in Event-B as it does not accept ordering of the events.
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However, it can be managed implicitly by Event-B. Event-B modeling allows to
refine a model incrementally. When a new event is introduced in a refinement
stage, we could not link externally between the new and the abstract event.
Atomicity decomposition of a model is supported by Event-B. The relationship
between the events (atomicity) is a very important aspect to maintain, when
we design a large and complex system. A case study on stop and wait for the
ARQ technique with atomicity decomposition of the model is presented in this
paper. It is a layer 2 flow control mechanism for data communication. Similar
applications are found using Event-B [4] and Petri Net [5]. The basic concept of
atomicity decomposition and model decomposition are explained below.

The atomicity decomposition technique is described with a brief overview.
Figure 1 represents the explicit relationship among the events A to F. Event A is
the abstract event and three events B, C and D are the children of A in the tree
like structure. The event B does not refine the event A and represented by the
dashed line. Events C and D refine the event A and the refinement relationship is
represented by the solid lines [6]. Another aspect of the diagram is that, it implies
event B will execute before event C and C will execute before event D. Thus,
the ordering among the events (B, C, D) is also represented by the diagram.
This ordering can be established by Event-B notations. The * between A and
C signifies multiple instances of C, which means event C can execute multiple
times. Different constructors can be used to represent event relationships. We
get some of the representations from Fig. 1. Event E and F are exclusive to each
other, which is represented by XOR constructor. Constructors like AND, OR can
also be used to represent the relationships between Events. We can decompose
the model with graphical notations and then implement the explicit ordering
using Event-B notations.

Fig. 1. Atomicity decomposition diagram.

Model decomposition technique decreases the complexity of large system and
represented in Fig. 2. The large model can be divided into sub-models and refined
individually. The events and variables are shared among the sub models for
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distributed and concurrent systems [7]. The shared event and variable are rep-
resented in Fig. 2. There are 3 events A, B, and C. Events X and Y share the
variables A and event Y and Z share the event B. The machine M is divided
into two submachine M1 and M2. Both the submachines share the event Y. This
paper present an Event-B modeling approach using a graphical notation intro-
duced as in Jackson System Development JSD [6]. This decomposition structure
is explained in [8,9]. We could incorporate explicit ordering between the events
using JSD graphical notations. This ordering has improved and enriched the con-
ventional Event-B modeling. Refinements are also represented by the graphical
structure. These two approaches help us to design the ARQ system in a more
flexible manner, especially when re-transmission takes place due to frame loss
or acknowledgement message loss. The paper is structured as follows, in Sect. 2
we present an overview of stop and wait ARQ technique. Section 3 presents a
brief survey of the related works. Section 4 presents the ERS of stop and wait for
ARQ in detail followed by some observations in Sect. 5. The concluding remarks
highlighting the potential of the proposed work in shaping up paths for future
research directions are presented in Sect. 6.

Fig. 2. Model decomposition

2 An Overview of ARQ Protocol and Requirements

Flow control is one of the important design issues in the data link layer when
the speed mismatch happens between the sender and receiver. It controls the
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rate of the frames transmitted to the receiver. Figure 3(a) represents the normal
operation of Stop and Wait for ARQ mechanism. The sender sends a packet and
waits for the acknowledgment from the receiver within a specified time to ensure
the successful transmission. The control variables S and R have the current value
of the frame either 0 or 1. Timeout is an important aspect of this technique. Sup-
pose the acknowledgment is not received within the specified time due to delayed
acknowledgment showed in Fig. 3(b) or lost acknowledgment showed in Fig. 3(d)
then the duplicate copy of the frame is sent by the sender after the timeout.
The duplicate frame is then discarded at the receiving end in case of delayed
acknowledgment showed in Fig. 3(b) and the duplicate acknowledgment is dis-
carded at the sender’s side in case of acknowledgment lost showed in Fig. 3(d).
The duplication is identified by the control variable values. Figure 3(c) represents
how transmission takes place when a frame is lost. The sender retransmits the
frame after the timeout and accepted by the receiver [10]. The whole operation
is represented using ERS in Sect. 4.

Fig. 3. Stop and Wait ARQ operation
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3 Related Work

There have been works [8] proposing additional structuring to augment Event-B
notation for atomicity decomposition of a complex refinement. Model decom-
position is also presented using some case studies. Event Refinement Structure
(ERS) was proposed by Butler [8]. It is a graphical notation based on JSD
[6]. The relationships between the events are presented graphically to imple-
ment the Event-B notations. A technique is proposed to decompose a machine
into sub-machines and those are refined independently. The paper addresses two
important aspects of system development using Event-B i.e., atomicity decompo-
sition and model decomposition using graphical notations. These are explained
in the section of this manuscript. Atomicity decomposition of the Multimedia
Protocol using Event-B is addressed in the paper [11]. It represents a protocol
of media Channel System that establishes, modify and closes the channel by
the communication parties. They also compared the model with the spin model
checker. Further decompositions are performed using guards and events instead
of sequential decomposition, which will be more useful for a complex system. No
automatic model builder is used in this work. The main goal of the BepiColombo
mission [7] had been to explore the planet Mercury. The whole system is con-
trolled by the Mission-Critical-Software (MCS). The MCS controls the earth
and also the device. It checks the Telecommand (TC) received from the earth
and then validates the TC. TC is a control message and there are many types
of TCs in the system. The atomicity, decomposition, and model decomposition
are implemented using Event-B to handle this complex system. They validate
the model using the RODIN tool. It shows how atomicity decomposition and
model decomposition are effectively used to handle the control behavior manu-
ally. A plug-in tool Event Refinement Structure (ERS) is developed [9]. This tool
automatically constructs the consistent Event-B model with control flows and
refinement relationships. A context-free grammar notation Augmented Backus
Normal Form (ABNF) is introduced to describe the ERS language syntax. Some
of the ABNF features are flow, par, child, constructor, etc. Altogether 19 trans-
lation rules from ERS to Event-B are formed. All the constructors like a loop,
logical XOR, replicator are also described. The development architecture is like;
they define the ERS language specification in the Eclipse Modelling Framework
(EMF) Meta-model. The source Meta-model is then transformed into the Event-
B EMF target meta-model. The transformation from the target meta-model to
Event-B is performed by a rule-based model-to-model transformation language
called Epsilon Transformation Language (ETL). The ERS tool is then com-
pared against the BepiColombo system [9] and the Multimedia Protocol [11].
It is found that the total proofs from the systems in [11] and [7] are substan-
tially reduced. Here, the ERS tool does not provide a graphical environment of
the ERS diagrams. The ERS diagrams are represented as an EMF model and
manipulated by the EMF structure editor. More translations rules can be imple-
mented for the ERS language. The improved version of the ERS tool provides a
graphical environment for the ERS [12]. The Generic Diagram Extension Frame-
work approach is proposed to transform ERS to Event-B. It has graphical and
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validation support for the model whereas the ERS tool needs another tool for
model validation. It is a Java-based tool useful for complex case studies and val-
idation of models. Authors claimed that more translation rules can be added in
the future to add application-specific guards, actions, and invariants in the ERS
environment without switching to Event-B editor. Another work [4], describes
the stop and wait (SAW) technique is implemented by Event-B and verified by
the UPPAAL model checker. They provide the mapping between Event-B to
UPPAAL. The SAW model is implemented manually by Event-B and checked
using RODIN then verifies the model using UPPAAL. The authors handle the
complexity of the protocol with a single machine. Different cases of retransmis-
sion of message and acknowledgment are not presented clearly. These cases can
be represented by the refinement steps. We find ERS as a very useful approach
to model a system requirement using Event-B, from many of the existing works
that we studied. The atomicity decomposition and model decomposition can be
applied to a communication protocol. Event-B is a formal method for system-
level modeling and analysis. This is often used to represent a system at different
abstraction levels and for formal verification of consistency between refinement
levels. However, there is no formal graphical representation for complex sys-
tem refinements. This paper represents the stop and wait technique with ERS
and establish the explicit ordering between events. Subsequently, these graphical
notations are translated to Event-B notations. This helps to handle the complex
behavior of the system effectively. The comparison of the complexity and flexi-
bility of the approach with the non-ERS design-based approach has been done
for justification.

4 Atomicity Decompositions of Stop and Wait Protocol

4.1 Abstract Specification: Basic Operations of SAW

This is the abstract representation of the Stop and Wait operations. The
requirement goal is to establish sequencing among the events and the
refinement relationships. The graphical representation of the abstract sys-
tem is represented in Fig. 4 with five events. As discussed in Sect. 1,
Sender Send Request, Receiver Receive Request, Receiver Send Ack and
Sender Receiver Ack refine the abstract event Stop and Wait ARQ and these
are in the sequence to complete the basic Stop and Wait ARQ operation i.e.
Sender Send Request is followed by Receiver Receive Request, followed by
Receiver Send Ack. The requirement properties can be established with the
rules given below. The ordering and refinement relationship between two events
are established by using subset property. The relation between set variable
of the abstract event and the concrete variable of the refined event can be
represented as:

Preceding Abstract Event (variable name is same as the event name) ⊆ Suc-
ceeding Refined Event (variable name is same as the event name) It may be
defined in Event-B by giving the same name of the variables with the events
and established as an invariant property [7]. These properties are held while
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designing the whole system. The sequencing and refinement relationships among
the events are showed in Fig. 4. This can be described as the Event-B prop-
erties 1 to 4 in Table 1. Property 1 ensures that the Sender Send Request
can send multiple request. Hence, the variable Sender Send Request is a
subset of the set Request. Four other scenarios are shown in Fig. 5(a), (b),
and 6(a), (b). The successful receiving of the request by the receiver is
checked. This decomposition is represented in Fig. 5(a) and in 5(b). The
Receiver Receive Fail event is used for the purpose. The event relationship
can be represented by the Event-B properties 5 and 7 in Table 1. The event
Sender Receive Fail is used when the sender did not receive the acknowledg-
ment sent by the receiver represented in Fig. 6(a) and (b). This relation can
be represented by Event-B properties 6 and 8 in Table 1. These two events
refine the abstract event Stop and Wait ARQ and are represented by solid lines
between them. The disjoint relationship between Receiver Receive Request and
Receiver Receive Fail can be established using the intersection property Event
X ∩ Event Y = ∅ and given as Event-B property 7. Property 8 established
the same relation between Sender Receive Ack and Sender Receive Fail.
The four events in Fig. 4, Sender Send Request, Receiver Receive Request,
Receiver Send Ack and Sender Receiver Ack refine the event Stop and Wait
ARQ. The refinement relationship between the Stop and Wait ARQ and

the Sender Send Request showed in Fig. 5(a) and 5(b) for successful sending of
request from sender to receiver can be modelled using Event-B machine given
below.

Fig. 4. Normal operations of stop and wait ARQ.

Fig. 5. (a)(b) Sender receives request or Sender receives fail.
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Fig. 6. (a)(b)Sender receives ACK or Sender receives ACK

Table 1. Variables and Properties

Variables Event relationship Properties (P)

Sender Send Request P1:Sender Send Request⊆Request

Receiver Receive Request P2:Receiver Receive Request⊆Sender Send Request

Receiver Send Ack P3:Receiver Send Ack⊆Receiver Receive Request

Sender Receive Ack P4:Sender Receive Ack⊆Receiver Send Ack

Receiver Receive Fail P5:Receiver Receive Fail⊆Sender Send Request

Sender Receive Fail P6:Sender Receive Fail⊆Receiver Send Ack

P7:Receiver Receive Request∩Receiver Receive Fail= ∅
P8:Sender Receive Ack∩Sender Receive Fail= ∅

Sender Send Request
refines
Stop and Wait ARQ
ANY
Request
WHERE
grd1: Req ∈ Request \ Sender Send Request
THEN
act1: Sender Send Request : = Sender Send Request ∪ Request
END

The Sender Send Request event refines Stop and Wait ARQ event. The Stop
and Wait ARQ system can send and receive multiple requests and acknowledge-
ments so Request and ACK are considered as sets and Request and Ack are used
as a parameter. The guard ensures that the event Sender Send Request has not
occurred with the current Request. The action of the event defines the inclu-
sion of the new Request to the variable Receiver Receive Request. The Event
relationship between Receiver Receive Request or Receiver Request Fail with
Stop and Wait ARQ showed in Fig. 5(a) and (b) can be represented below.

Receiver Receive Request
refines
Stop and Wait ARQ
ANY
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Request
WHERE
grd1: Request ∈ Sender Send Request \ (Sender Send Request
∪ Sender Receive Fail)
THEN
act1: Receiver Receive Request : = Receiver Receive Request ∪ Request
END

The guard ensured the event Sender Send Request is executed before Sender
Send Request or Sender Receive Fail event. The events can be modelled
towards successful receiving of the acknowledgment showed in Fig. 6(a) and 6(b)
from Receiver to Sender. This is given below.

Receiver Send Ack
refines
Stop and Wait ARQ
ANY
Ack
WHERE
grd1: Ack ∈ Receiver Receive Request \ Receiver Send Ack
THEN
act1: Receiver Send Ack : = Receiver Send Ack ∪ Ack
END

The Sender Receive Ack event can be modelled given below with Event-B nota-
tions.

Sender Receive Ack
Refines
Stop and Wait ARQ
ANY
Ack
WHERE
grd1: Ack ∈ Receiver Send Ack \ (Receiver Send Ack ∪ Receiver Receive Fail)

THEN
act1: Sender Receive Ack : = Sender Receive Ack ∪ Ack
END

Confirm sending and receiving by the Sender and Receiver: Four
new events Sender Ready, Timer Set,Req Seq No and Wait Ack are intro-
duced to complete the operation Sender Send Request depicted in Fig. 7. These
events will not refine the event Sender Send Request and represented with
dashed lines. The orderings among the events ensure the successful sending
the request from sender’s side to receiver. The Receiver Receive Request,
Receiver Send ACK and Sender Receive ACK events are represented in
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Fig. 7. Sender sends request to the receiver.

Fig. 8(a)(b) and 9. All the new events skip the refinements and their sequenc-
ing ensures the successful receiving the request by the receiver and Ack by the
sender.

Fig. 8. (a)(b)Receiver receives the request and Receiver sends the Ack

Fig. 9. Resend duplicate frame when ACK is lost (Regiment 1)

4.2 Refinement 1: Resending Request/Ack

As discussed in Sect. 2 all the resending scenarios of Request and Acknowledge-
ment are represented with the ERS diagram as a refinement of the previous
abstract model. Figure 10 represents resending of the old frame with three events
Sender Ready, Not Receive Within T ime and Resend Old Request. Only the
Resend Old Request event refines the Sender Receive Request. This relation-
ship between the events can be implemented by the subset relation between the
concrete variableResend old Requestwith the set variable Sender Receive Ack.
The resending of duplicate frame, when the acknowledgment is lost from
receiver to sender, is represented by the ERS notations in Fig. 11. There are
four events Sender Ready, Not Receive Within T ime, Receive Old ACK, and
Resend Old Request which skip the refinement and the Resend Old Request
refines the abstract event Sender Receive ACK. The refinement relationship



Event Ordering Using Graphical Notation for Event-B Models 387

between Resend Old Request and Sender Receive ACK can be represented
by the property Resend Old equest ⊆ Sender Receive ACK. The resending of
duplicate acknowledgment operation was discussed in Sect. 2. When a particu-
lar frame is not received in time or the duplicate frame is received, then the cor-
responding acknowledgment is resent. The ERS in Fig. 12 showed the operation
and the relationship between events. Receiver Ready and Not Receive Request
or Receive Old Request events did not refine the abstract event Receiver
Receive Ready and represented by dashed lines. The Resend ACK
event refines Receiver Receive Request and represented by the solid line. The
property is represented as Resend ACK ⊆ Receiver Receiver Request.

Fig. 10. Resend duplicate frame when ACK is lost (Regiment 1)

Fig. 11. Resend duplicate frame when ACK is delayed (Regiment 1)

Fig. 12. Resend duplicate ACK when the frame is lost
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5 Critical Observations

The atomicity decomposition is done at the stop and wait for the ARQ sys-
tem in the proposed approach. The system design represents all the events and
their relationship with graphical notations. This is the major contribution in this
work that has eased the process of elicitation and helps to understand the system
more unambiguously. This eventually helps efficient usage of formal notations to
represent and design a complex system. The orderings of events are represented
explicitly in this proposed methodology. All the refinement relationships between
events represented before system design. Besides, in the proposed extension of
the Event-B model, this technique helps to design the resending operations of
frames and acknowledgments more effectively. As for example, in Fig. 10, the
Sender Ready event does not refine the abstract event Sender Receive ACK.
The relationship is represented by the dashed lines and helps to covert the rela-
tions into Event-B notations. Relationships between events are represented by
invariant properties. All the ERS structures shown in Sect. 4 are converted into
Event-B notations. The model may be validated by the RODIN model checker.
This technique is more flexible and less complex than the ARQ protocol designed
using Petri Net because of the graphical representations of the events with the
order [5]. All the Event-B notations described above will make SAW system
modeling unambiguous and flexible.

6 Conclusions

The model, under evaluation, may further be decomposed into sub-models. The
events and variables could be decomposed accordingly. The ERS structure not
only establishes the atomicity decomposition of an Event-B model but is found
to be quite useful to detect wrong atomicity decompositions. It can be detected
using the proposed methodology because the system is represented graphically.
An appropriate tool-support may also be developed to provide a comprehensive
system to verify the event refinement structure automatically. The conversion of
the ERS notations into Event-B is done manually in the proposed work. A tool
may be developed in future for the automatic conversion of ERS into Event-B for
complex system modeling. The translation rules can be designed effectively for
the automatic development starting from a semi-formal requirements description
using the graphical notation used.
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Abstract. According to the literature, there are some possible shapes of
intraday patterns in stock market characteristics such as trading volume,
transaction costs, order flows, depths, spreads, price returns, stock mar-
ket resiliency, etc. Empirical investigation and visualization of intraday
patterns may be a useful tool for investment decision–making process
and can help an analyst to state how particular characteristics vary over
a session. In this paper, intraday patterns in trading volume based on
high frequency data, are investigated. The data set is large, and it con-
tains transaction data rounded to the nearest second for 10 companies
traded in the Warsaw Stock Exchange (WSE). The whole sample covers
the long period from January 2005 to December 2018. Extensive studies
document various hour-of-the-day patterns in volume on the stock mar-
kets in the world. The findings of empirical experiments for real-data
from the WSE are in general consistent with the literature and they con-
firm that intraday trading volume reveals U-similar or M-similar patterns
in the case of all investigated equities, for all analyzed periods.

Keywords: High frequency data · Stock market · Trading volume ·
Intraday patterns

1 Introduction

High frequency data offers various potential insights into the microstructure of
financial markets. The intraday data availability provides researchers with the
opportunity of being able to investigate stock market phenomena at the finest
level of data [6]. A number of studies use transactions data to identify intraday
behaviour of several stock market characteristics. Trading volume is one of them.
Goodhart and O’Hara [7] stress that a fundamental property of high frequency
data is that observations can occur at varying time intervals. Therefore, trades
are not equally spaced over the day, which may result in intraday ‘seasonal’
patterns in the volume of trade.
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The aim of this paper is a real-data investigation of intraday patterns in
trading volume based on high frequency data from the Warsaw Stock Exchange
(WSE). Furthermore, an analysis of robustness of the empirical findings to the
choice of a sub-period is provided. Four time periods are explored in the study:
(1) the whole sample period from January 2005 to December 2018, (2) the pre-
crisis period, (3) the Global Financial Crisis (GFC) period, and (4) the post-crisis
period. The GFC period is formally established based on the paper [15]. The goal
is to assess whether the results during the investigated periods significantly differ
between each other. To the best of the authors’ knowledge, the empirical findings
presented here are novel and have not been reported in the literature thus far.

The main contribution of this research is twofold:

1. deep investigation of investors’ daily activity based on hourly trading volume,
2. robustness analyses with respect for various time periods including Global

Financial Crisis.

The rest of the paper is organized as follows. Section 2 presents brief literature
review concerning intraday patterns in trading volume on various stock markets
throughout the world. Section 3 describes the database and provides the results of
empirical experiments for high frequency data from the Warsaw Stock Exchange.
Section 4 contains concluding remarks.

2 Intraday Patterns in Trading Volume

According to the literature, there are some possible shapes of intraday patterns
in stock market characteristics such as trading volume, transaction costs, order
flows, depths, spreads, price returns, stock market resiliency, etc. (see e.g. [17]
and the references therein). Empirical investigation and visualization of intraday
patterns may be a useful tool for investment decision–making process and can
help an analyst to state how different characteristics vary over a session. It is
rather not surprising that perfectly shaped visual patterns occurrence is scarce,
but there are several attributes that help to differentiate and point out the most
important features [17]:

– The M-pattern shows little values during the beginning and the ending of
a session with the highest values slightly after the beginning and before the
end. It is also marked by distinctively low value in the middle of a session.

– The W-pattern is the exact opposite of the M-pattern. The W-pattern reveals
the highest values during the opening and the closing phases of a session with
little values after the opening and before the ending phases. Visible peaks
occur during the middle of a session.

– The U-pattern is a slight modification of the W-pattern. The only peculiar
difference is lack of a peak during the middle of a trading session.

– The inverted U-pattern is the opposite of the U-pattern. It depicts little values
during the beginning and the ending of a session with the highest values in
the middle of a session.
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– The J-pattern is a modification of the U-pattern. The only difference is that
it unveils little values at the beginning of a session.

In this research, intraday patterns in trading volume are explored, therefore the
analysis of previous literature is focused mostly on the studies related to trading
volume investigation. Trading volume is treated as a proxy of stock liquidity and
it is defined as a number of shares traded over a particular unit of time. The
empirical findings concerning intraday patterns in trading volume on various
stock markets in the world are different. In their seminal and frequently cited
paper, Jain and Joh [9] find the U-shaped pattern in volume over the trading
day on the New York Stock Exchange (NYSE), which is a hybrid market. They
document that volume is highest during the first hour, declines until the fourth
hour, and then increases during the last two hours. The authors emphasize that
average volume traded reveals significant differences across trading hours of the
day. Admati and Pfleiderer [2] provide a partial theoretical explanation of this
phenomenon. They point out that the intraday patterns emerge as consequences
of the interacting strategic decisions of informed and liquidity traders. Using
transaction data for all stocks traded on the Toronto Stock Exchange, McInish
and Wood [11] show that number of shares traded (i.e. volume) has a U-shaped
intraday pattern. McInish and Wood [12] also report the presence of hour-of-
the-day patterns in volume on the NYSE. They confirm that mean value differs
significantly by hour of the trading day. The largest value occurs during the
first hour. Atkins and Basu [4] try to explain the intraday U-shaped pattern
in trading volume with the fact that announcements of new information can
affect the trading volume of common stocks. Hamao and Hasbrouck [8] inves-
tigate the behaviour of intraday trades and quotes or individual stocks on the
Tokyo Stock Exchange. They stress that as in the U.S. data, most market statis-
tics exhibit a marked intradaily pattern. The volume tends to be elevated at
the beginning and end of trading sessions. Abhyankar et al. [1] explore intra-
day patterns of various market characteristics on the London Stock Exchange
(LSE), which is a dealership market. Their findings do not unveil a U-shaped
pattern in volume, similar to that reported in other stock markets. They find a
double-humped pattern with highs at 9.30 a.m. and then at 4.00 p.m. prior to
the close. Cai et al. [6] also present empirical results of intraday spreads, trad-
ing volume, and volatility for high frequency data from the LSE. They confirm
that the general pattern in volume for the UK is two-humped. Ahn and Che-
ung [3] investigate the Stock Exchange of Hong Kong (SEHK) and they find the
U-shaped pattern in trading volume. It is important to note, that the SEHK
is a pure electronic order-driven market without market makers. Lee et al. [10]
analyse the most active stocks in the Taiwan Stock Exchange (TWSE). They
report that although almost all previous studies find a U-shaped pattern in daily
trading volume, their results reveal a J-shaped rather than a U-shaped pattern.
It means that volume at the open is not significantly different from those of the
other time intervals, excepting the last trading interval. Ranaldo [18] studies
intraday market liquidity on the Swiss Stock Exchange (SWX). The empirical
results show that the most characteristic feature of the SWX trading day is a
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triple-U-shape with the three peaks during the afternoon. Bȩdowska-Sójka [5]
conducts research concerning mainly intraday stealth trading on the Warsaw
Stock Exchange (WSE) but she also recognizes the U-shaped pattern in trading
activity within the day. Mi�lobȩdzki and Nowak [13] investigate intraday patterns
in spreads and volumes on the WSE and they find that volumes are U-shaped.

3 Empirical Experiments for High Frequency Data
from the Warsaw Stock Exchange

This section presents results of empirical experiments for high frequency intraday
data from the Warsaw Stock Exchange (WSE). The database is large. It contains
21 381 230 records in total (see Table 2). Therefore, computations have been
conducted with a dedicated programme. The programme has been made using
Python language with the library providing data analysis tools called Pandas.

3.1 The WSE Structure and Real Data Description

The WSE is an order-driven market with an electronic order book. It means that
liquidity is provided only by limit orders submitted by individual investors, and
there are no market makers who support liquidity. There might be observed three
main phases of exchange session on the WSE: opening phase, active trading, and
closing phase with play-off. Table 1 presents short market trading schedule on
the WSE. It often happens that the first and the last phase are those with the
most extensive trading activity while the middle trading phase is usually more
balanced [17].

Table 1. Market trading schedule on the WSE equities - continuous trading system

Market phase Time

Opening call 8:30 am–9:00 am

Opening auction 9:00 am

Continuous trading 9:00 am–4:50 pm

Closing call 4:50 pm–5:00 pm

Closing auction 5:00 pm

Trading at last 5:00 pm–5:05 pm

Source: The WSE website (https://
gpw.pl/session-details).

In this study, 10 WSE-traded companies are investigated. The equities are
included in the WIG 30 index. The choice of the companies was determined by
data availability during the long time period (14 years). Table 2 gives a summary
information about them.

https://gpw.pl/session-details
https://gpw.pl/session-details
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High frequency data rounded to the nearest second is utilized. The data comes
from the Bank Ochrony Środowiska (BOS, Bank for Environmental Protection)
brokerage house (available at http://bossa.pl/notowania). The data set contains
the opening, high, low, and closing prices, and volume, for each security over
one unit of time. The whole sample covers the period from January 2, 2005 to
December 31, 2018 (3491 trading days). Moreover, to verify the stability of the
empirical findings, the calculations are conducted both for the whole sample and
over three consecutive sub-samples, each of equal size (436 trading days) [16]:

1. the pre-crisis period from September 6, 2005 to May 31, 2007,
2. the Global Financial Crisis (GFC) period from June 1, 2007 to February 27,

2009,
3. the post-crisis period from March 2, 2009 to November 19, 2010.

The GFC period on the Polish stock exchange is specified based on the paper
[15], in which the formal statistical procedure for the direct identification of
market states is utilized.

Table 2. Basic information about the 10 WSE-traded companies.

Company (PLN m.) Trading value
in 2018

Average no. of transactions
per session in 2018

No. of records
in the database

1 PKO 22674.9 4292 4415095

2 PKN 20140.6 4609 3457711

3 PEO 19273.4 3143 2733078

4 KGH 13890.3 3844 5380209

5 CCC 6038.2 1768 650044

6 LPP 5600.1 969 460286

7 OPL 2282.8 1152 2297101

8 EUR 2125.9 1564 1029346

9 MIL 1985.1 657 683410

10 ING 558.3 214 274950

Total 94569.6 – 21381230

Notes: The 10 WSE-traded companies are labelled by ticker symbols and presented in
decreasing order of the total trading value (in PLN million) in 2018.
Source: The WSE website and own calculations.

3.2 Intraday Patterns in Trading Volume on the WSE

To explore intraday patterns in trading volume, the average hourly values of
aggregate volume and standard deviations of these values are calculated for each
stock during the whole sample period and three sub-samples. Table 3 contains
the results concerning the whole sample period. Due to the space restriction,

http://bossa.pl/notowania
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remaining calculations are available upon a request. The 10 WSE-listed com-
panies are labelled by ticker symbols and presented in decreasing order of their
total trading value in 2018 (see Table 2). The empirical findings are illustrated
in some figures.

Figure 1 exemplifies various patterns of hourly trading volume for eight com-
panies, namely PEO, KGH, CCC, LPP, OPL, EUR, MIL, and ING, during the
whole sample period January 2005–December 2016. All presented patterns are
U-similar or M-similar. They are marked by distinctively low value of trading
volume in the middle of a session.

Figures 2 and 3 present hourly patterns in trading volume within the whole
sample (WS) and three sub-samples (P1, P2, P3) for the most liquid two com-
panies, namely PKO and PKN, respectively (see Table 2). All figures unveil
pronounced U-similar or M-similar patterns.

Table 3. The averaged hourly stock trading volume (in items) within the whole sample
period from January 2, 2005 to December 31, 2018 (3491 trading days)

Stock H1 H2 H3 H4 H5 H6 H7 H8

PKO 322806 275724 232967 202166 197044 242096 330741 362789

(368200) (291546) (244104) (249339) (204074) (230834) (293771) (335958)

PKN 128482 138803 118114 101398 98090 126418 171027 176060

(132300) (138799) (111217) (100254) (89994) (116014) (150979) (157388)

PEO 56596 52869 45607 40033 38743 47873 65784 73144

(99091) (71719) (57499) (56370) (53062) (60761) (78587) (80865)

KGH 150803 115976 90466 78398 78197 99643 131690 127307

(137081) (108458) (80099) (73068) (71704) (85415) (104893) (97516)

CCC 5383 6797 6090 6026 5314 7137 7163 7213

(15094) (16670) (14578) (27191) (15299) (36354) (15237) (16418)

LPP 198 190 178 161 144 173 263 251

(1249) (503) (470) (434) (401) (392) (866) (540)

OPL 361867 364175 296637 257544 248720 300915 420493 447791

(720324) (543315) (541863) (350839) (321147) (416522) (508816) (509328)

EUR 34847 41335 35310 31195 30615 36762 43656 41845

(83837) (116445) (78790) (73676) (74342) (83853) (117422) (77501)

MIL 112028 116860 113297 88535 76331 93586 120874 123496

(359240) (273380) (289927) (276636) (170849) (182997) (237017) (326022)

ING 1866 2097 1901 1527 1665 1668 2068 2377

(8321) (8540) (7505) (9666) (11825) (6176) (6877) (11711)

Notes: The hours:
H1 9:00am–10:00am; H2 10:00am–11:00am; H3 11:00am–12:00am; H4 12:00am–1:00pm;
H5 1:00pm–2:00pm; H6 2:00pm–3:00pm; H7 3:00pm–4:00pm; H8 4:00pm–5:00pm.
Standard deviations are given in brackets. Remaining notation like in Table 2.
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(a) The U-similar pattern (PEO) (b) The U-similar pattern (KGH)

(c) The M-similar pattern (CCC) (d) The U-similar pattern (LPP)

(e) The U-similar pattern (OPL) (f) The M-similar pattern (EUR)

(g) The M-similar pattern (MIL) (h) The U-similar pattern (ING)

Fig. 1. Various patterns of intraday volume on the WSE within the whole sample
period January 2005–December 2016. The averages of hourly trading volume for stocks
are reported in Table 3.



Intraday Patterns in Trading Volume 397

(a) The U-similar pattern (WS) (b) The M-similar pattern (P1)

(c) The U-similar pattern (P2) (d) The U-similar pattern (P3)

Fig. 2. Hourly patterns in trading volume within the whole sample (WS) and three
sub-samples (P1, P2, P3) for the PKO equity. Notation like in Table 5

(a) The M-similar pattern (WS) (b) The M-similar pattern (P1)

(c) The M-similar pattern (P2) (d) The U-similar pattern (P3)

Fig. 3. Hourly patterns in trading volume within the whole sample (WS) and three
sub-samples (P1, P2, P3) for the PKN equity. Notation like in Table 5
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Table 4 reports summarized results of hourly patterns in trading volume
within the whole sample (WS) and three sub-samples (P1, P2, P3) for 10 WSE-
traded companies which are investigated in this study. Due to the space restric-
tion, only selected patterns are showed in Figs. 1, 2 and 3. One can observe (in
Table 4) that the M-similar pattern dominates (18 cases), the U-similar pattern
appears slightly less often (16 cases). Only in six cases, other not perfectly shaped
visual pattern occurs.

An additional goal of the real-data analysis is to assess whether the mean
results of stock intraday trading volume within the Global Financial Crisis period
significantly differ compared to the other investigated periods. To address this
issue, the Z-statistic for independent large sample means is utilized:

Z =
x1 − x2√
s21
n1

+ s22
n2

, (1)

where x1 and x1 are sample means, s21 and s22 are sample variances, and n1, n2

denote sample size, respectively (n1 = 3491 for the whole sample and n2 = 436
for each sub-sample). The following two-tailed hypothesis is tested:

H0 : µ1 = µ2

H1 : µ1 �= µ2,
(2)

where µ1 and µ2 are the expected values of trading volume for each stock during
the compared periods, and the null hypothesis states that two expected values
are equal.

Table 5 contains the summarized findings of the test for difference between
two means of hourly trading volume for the whole group of equities. The null
hypothesis H0 (2) is rejected when |Z| > 1.96 (the critical value of the Z-
statistic (1) at 5% significance level is equal to 1.96). The obtained results are
not homogenous and do not explicitly confirm or deny the stability of average
volumes within analyzed periods. No reason has been found to reject the null
hypothesis H0 for 210 times, while the hypothesis H1 has been the result of cal-
culations for 270 times. Furthermore, the findings seem to depend on the hour
of the day. Specifically, the hypothesis H0 is outweighed by the hypothesis H1 in
the case of the first two and last three hours within a session, i.e. H1 (9:00am–
10:00am), H2 (10:00am–11:00am), H6 (2:00pm–3:00pm), H7 (3:00pm–4:00pm),
and H8 (4:00pm–5:00pm). Moreover, one can observe that intraday trading vol-
ume does not reveal any unusual patterns occurring within the Global Financial
Crisis period (which is labelled by P2 in Table 5). This evidence is consistent with
the literature concerning other characteristics of the Polish market liquidity, e.g.
stock market resiliency [16,17].
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Table 4. Summarized results of hourly patterns in trading volume for 10 WSE-traded
companies.

Company WS P1 P2 P3

1 PKO U-similar M-similar U-similar U-similar

2 PKN M-similar M-similar M-similar U-similar

3 PEO U-similar M-similar U-similar U-similar

4 KGH U-similar M-similar M-similar U-similar

5 CCC M-similar Other Other Other

6 LPP U-similar Other M-similar M-similar

7 OPL U-similar M-similar M-similar U-similar

8 EUR M-similar U-similar Other M-similar

9 MIL M-similar Other M-similar U-similar

10 ING U-similar M-similar U-similar M-similar

Notes: Notation like in Tables 2 and 5.
Source: Own calculations.

Table 5. Summarized results of the significance test for difference between two means
of hourly trading volume for 10 companies

Hour H1 H2 H3 H4 H5 H6 H7 H8

Hypothesis H0 H1 H0 H1 H0 H1 H0 H1 H0 H1 H0 H1 H0 H1 H0 H1

WS/P1 3 7 4 6 4 6 4 6 4 6 3 7 4 6 2 8

WS/P2 1 9 4 6 4 6 6 4 4 6 6 4 4 6 5 5

WS/P3 1 9 4 6 4 6 6 4 4 6 6 4 4 6 5 5

P2/P1 5 5 4 6 6 4 4 6 5 5 5 5 5 5 4 6

P2/P3 3 7 7 3 8 2 7 3 7 3 4 6 6 4 3 7

P1/P3 3 7 4 6 6 4 5 5 6 4 4 6 1 9 2 8

Sum 16 44 27 33 32 28 32 28 30 30 28 32 24 36 21 39

Notes:
WS - the whole sample period 2.01.2005–31.12.2018,
P1 - the pre-crisis period 6.09.2005–31.05.2007,
P2 - the crisis period 1.06.2007–27.02.2009,
P3 -the post-crisis period 2.03.2009–19.11.2010.
The critical value of Z statistic at 5% significance level is equal to 1.96. Remaining
notation like in Table 3.

4 Conclusion

This paper contributes to the literature by deep investigation of investors’ activ-
ity based on hourly trading volume. Intraday trading patterns have been explored
for high-frequency real-data from the Polish stock exchange. We have utilized
the data rounded to the nearest second for 10 stocks included in the WIG 30
index from the long time period January 2005–December 2018. The real-data
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experiments have revealed visible U-shaped or M-shaped patterns in the case of
all investigated equities. These patterns mean that trading volume firstly falls.
Nextly, during the middle of a trading session it becomes low and quite stable,
and it finally rises. The findings are in line with the literature concerning the
microstructure of stock markets in the world.

One of potential avenues for further research is to investigate hour-of-the-day
patterns in trading volume across days of the week, as Nowak and Olbryś [14]
document day-of-the-week effects in liquidity on the WSE. They use daily
turnover as a liquidity proxy. The results indicate that liquidity on the WSE
tends to be significantly lower on Mondays and higher on Wednesdays in com-
parison with the other days of the week. Moreover, Mi�lobedzki and Nowak [13]
show that volumes exhibit either the day-of-the-week or the hour-of-the-day
effect or both on the WSE. However, the authors utilize a shorter data sample
from April 2013 to December 2016, and therefore they do not assess potential
effects of the Global Financial Crisis on the WSE.
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Abstract. The Time-Dependent Team Orienteering Problem with
Time Windows (TDTOPTW) is a combinatorial optimization problem
defined on graphs. The goal is to find most profitable set of paths in
time-dependent graphs, where travel times (weights) between vertices
varies with time. Its real life applications include tourist trip planning in
transport networks. The paper presents an evolutionary algorithm with
local search operators solving the problem. The algorithm was tested
on public transport network of Athens and clearly outperformed other
published methods achieving results close to optimal in short execution
times.

Keywords: Time-Dependent Team Orienteering Problem with Time
Windows · Evolutionary algorithm · Local search · Public transport
network

1 Introduction

The Time-Dependent Team Orienteering Problem with Time Windows (TDTO
PTW) belongs to the family of the Orienteering Problem (OP). The classic OP
is defined on a weighted graph with nonnegative profits associated to vertices
and nonnegative costs associated to edges. The goal of the OP is to find a path
between two given vertices, limited by total cost of visited edges and maximizing
total profit of visited vertices. The OP solution does not have to contain all
vertices (usually it is impossible because of total cost constraint) and each vertex
can be visited only once.

The Time-Dependent Orienteering Problem (TDOP) [12] is a generalization
of the classic OP and is defined on time-dependent graphs. In such graphs edge
costs (weights) are identified with travel times between vertices. More impor-
tantly, travel time between vertices depends on a moment of travel start (weights
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are functions of time). Public transport networks are good examples of time-
dependent graphs (travel time determined by time-table). The purpose of the
TDOP is to find most profitable path between given two vertices (starting at a
given time) limited by total travel time.

The TDTOPTW [7] is an extension of the TDOP. The goal of the
TDTOPTW is to find a set of paths (of a given cardinality) maximizing total
collected profit. Each path has the same limit of total travel time and the same
start/end vertices. Any vertex can be included only once in a multi-path solu-
tion. Additionally each vertex has some visit time as well as time window, which
determines when a given vertex can be visited. Arriving too late makes it impos-
sible to visit a vertex while arriving too early means waiting for its opening. It
should be noted that time of edge traversals as well as time needed to visit
vertices and waiting time are all included in total travel time.

Problems from the OP family have many practical applications including
tourist trip planning [6,17], transport logistics and even DNA sequencing [3]. In
tourist trip planning each attraction (point of interest - POI) has some profit
(dependent on its popularity) and a time-window (opening hours). Finding an
attractive multi-day tour (of a limited duration) in a time-dependent transport
network (time-dependency: timetables and traffic) is equivalent to solving the
TDTOPTW.

1.1 Literature Review

Problems from the OP family are NP-hard [9] and exact algorithms can be
very time-consuming for larger graphs. For this reason most papers are devoted
to metaheuristics. Various approaches for the OP were based i.a. on greedy and
randomized construction of solutions [2], local search methods [4,20], tabu search
[8], ant-colony optimization [18] and genetic algorithms [19].

Most papers about the Time-Dependent versions of the OP are associated
with practical applications of the problem (trip planning in public transport
networks). LI [12] published the first article about the classic TDOP and solved
it with an exact dynamic programming algorithm. He obtained results for small
test instances.

Garcia et al. [6] presented the first paper describing application of the
TDTOPTW in POI and public transport network of San Sebastian. To solve
the problem the authors proposed Iterated Local Search method (ILS). How-
ever, they performed computations on average daily travel times and assumed
periodicity of public transport timetables.

Gavalas et al. [7] proposed an approach to the TDTOPTW which uses real
time-dependent travel times in a transport network of Athens. The authors intro-
duced two fast heuristics (TD CSCR and TDSlCSCR), which based on ILS and
vertex clustering, and made comparisons of a few methods. The authors cre-
ated 20 topologies and 100 tourist preferences combining into 2000 different test
cases.

Verbeeck et al. [21] developed new benchmark instances for the TDOP,
which model street traffic. The authors proposed an ant-colony approach, which
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achieved high quality results in a short execution time. Gunawan et al. [10]
modified Verbeeck’s benchmarks (discretization of time) and compared a few
approaches (adaptive ILS proved to be the most effective of them).

The author’s previous papers were devoted to metaheuristics for various prob-
lems from the OP family. Methods developed by the author (composition of
evolutionary algorithms and local search heuristics) proved successful on the OP
[14,15] as well as on TDOP benchmark instances [16] and on TDOPTW public
transport and POI network of Bialystok [17]. The algorithms achieved results
close to optimal and outperformed other methods: GRASP [2] and GLS [20]
(OP), ACS [21] and Adaptive ILS [10] (TDOP).

Recently a metaheuristic (tabu search+nonlinear programming) was pro-
posed to tackle a new variant of the problem: Orienteering Problem with Service
Time-Dependent Profits (OPSTP) [22]. In this variant vertex profits are not
constant (as in all previous problems) but change with time (in a non-linear
way), which is another aspect of time-dependency.

2 Problem Definition

Let G = (V,E) be a directed, weighted graph. In time-dependent graphs each
weight between vertices i and j (i, j ∈ V ) is identified with travel time between
these vertices and is a function wij(t) dependent on the moment of travel start t.
Each vertex i has a nonnegative profit pi, nonnegative visit time τi and time win-
dows (opening time toi and closing time tci) indicating its period of availability.

Given the time-dependent graph, moment of start t0, time limit Tmax, start
and end vertices (s and e) the purpose of Time-Dependent Team Orienteering
Problem with Time-Windows (TDTOPTW) is to find a set of m paths from s
to e starting at time t0 which maximizes total profit of visited vertices and total
travel time of each path is limited by Tmax. Each vertex (except s and e) can be
included only once and only in one path. For simplicity let’s assume that vertices
s and e (start and end point of the tour) have no profits, no visit time and no
windows (this is usually the case in practical applications).

TDTOPTW can be formulated as Mixed Integer Programming (MIP) prob-
lem. Let xij is 1 iff a solution contains direct travel from i to j and 0 otherwise.
Let tai and tli be arrival and leave time at/from vertex i included in a solution.
The purpose of TDOP is to maximize formula 1 while satisfying Eqs. 2–7:

max
∑

i∈V

∑

j∈V

(pi · xij) (1)

∑

i∈V

xsi =
∑

i∈V

xie = m (2)

∀
i∈V \{s,e}

(
∑

j∈V

xij =
∑

j∈V

xji ≤ 1) (3)

tls = t0 (4)
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∀
i∈V,j∈V \{e}

(xij · taj = xij · (tli + wij(tli))) (5)

∀
i∈V

(xie · (tli + wie(tli)) ≤ xie · (t0 + Tmax)) (6)

∀
i∈V \{s,e},j∈V

(xij · tai ≤ xij · tci ∧ xij · tli = xij · (max(tai, toi) + τi)) (7)

Equation 2 guarantees that every path in a solution starts at vertex s and ends at
vertex e. Formula 3 indicates each vertex can be visited at most once and no path
ends in vertices other than s and e. Equation 4 guarantees that every path start
at time t0 while formula 5 guarantees that leave/arrival times of subsequent
vertices are consistent with time-dependent weights. Constraint 6 means that
total travel time of every path cannot be more than Tmax while constraint 7
guarantees that time-windows are not violated.

3 Algorithm Description

To solve the TDTOPTW the author proposed an evolutionary algorithm with
local search methods embedded, which was developed from the method solving
the TDOP [16]. It uses both random and local search operators, 2-point heuristic
crossover, disturb operator and deterministic crowding as selection mechanism.
Path representation was used: subsequent genes indicate vertices visited. The
algorithm starts with a random population of feasible solutions.

3.1 Evaluation

Fitness function of a solution is the sum of profits of its paths. Contrary to the
author’s TDOP algorithm, infeasible solutions are not present in the population.
This is due to nature of the problem: additional time-window constraints and
presence of multiple paths in a single solution. Genetic operators don’t allow
solutions to violate time-windows and Tmax constraints. In the future the author
may propose a fitness function for infeasible solutions, which takes into account
TDTOPTW specificity.

3.2 Crossover

In each iteration cp ·Psize individuals are selected and arranged in random pairs
(cp - crossover probability, Psize - population size). The basic procedure of heuris-
tic 2-point crossover (working on two single paths) as well as random parents
selection was based on TDOP algorithm. Heuristic crossover tries to exchange
fragments between successive common vertices of both paths in order to maxi-
mize fitness of the better child.

Each TDTOPTW solution contains m paths (instead of one) and for this rea-
son an adaptation was needed. For each path from parent A the algorithm applies
crossover with each path from parent B (m2 single-path crossovers in total). After
each procedure the crossed paths are inserted back into parents and duplicate
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vertices are removed (if needed). From all options the algorithm chooses the
one which maximizes fitness of the better of two modified solutions (children).
The procedure is explained in Fig. 1. On the other hand, random crossover ver-
sion selects sub-paths and exchanged fragments randomly. Crossover specificity
is determined by ch parameter - it’s the probability of using heuristic crossover
(with 1 − ch the probability of random version).

Fig. 1. Exemplary crossover of two solutions (each consists of m = 2 paths). In the
example first path of parent A (A1) is crossed with first path of parent B (B1). There
are three possible fragment exchanges: between 1 and 3, between 3 and 10, between
10 and 7. First of them is presented and new paths (An and Bn) are created. Vertices
5 and 16 are removed from newly created paths due to vertices duplicates in newly
created solutions. Afterwards new paths are inserted into original parents and children
are formed. Heuristic crossover checks all crossing combinations between various paths
and all fragments exchanges.

3.3 Selection

After crossover children compete with their own parents for a place in the popu-
lation (survivor selection in the form of deterministic crowding [13]). For m = 1
edit distance function used to determine pairs is the same as in [16]. For m > 1
a modified solution compete with its original version (they have m − 1 paths in
common and are similar). Such selection approach maintains diverse population
for longer enabling a more effective search before convergence.

3.4 Mutation

In each iteration mp · Psize individuals are chosen for mutation (mp - mutation
probability). Mutation include a few operators. Compared to TDOP solution,
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new operator was added (move) and others were modified to operate on multi-
path solutions. Initially all m paths of the selected individual undergo 2-opt pro-
cedure, which exchanges two edges (connections) present in a path with another
two edges in order to reduce total travel time (Fig. 2). Afterwards move oper-
ator tries to move a single vertex from one path to another (within the chosen
solution) in order to reduce the total travel time of the solution as much as
possible. All vertices are considered by move and if no option reduces the travel
time the solution is not modified. This operator helps to balance routes and is
presented in Fig. 3. Afterwards a vertex insertion or vertex deletion (heuristic or
random) is carried out: (probability of insertion/deletion is 0.5 each). The goal of
heuristic insert is to find a non-included vertex maximizing profit to travel time
increase ratio: all vertices, all insertion places and all sub-paths are considered.
An example of heuristic insert is given in Fig. 4. Heuristic deletion works a bit
analogically: it deletes a vertex minimizing profit to travel time decrease ratio.
Specificity of operators (random/heuristic) is steered by parameter mh, which
is equal to the probability of usage heuristic insertion/deletion (analogically to
ch in crossover).

Fig. 2. Exemplary 2-opt operator on Euclidean plane. A solution is a cycle which starts
and ends in vertex s. Elimination of edge intersection in the cycle (exchanging red edges
for dashed edges) will reduce total length of the cycle by 9. The proposed algorithm
operates on time-dependent travel times (not distances) but this example was used for
simplicity. (Color figure online)

3.5 Disturb

In each iteration dp ·Psize individuals are chosen for disturb (dp - disturb proba-
bility). Disturb is a different kind of mutation. It is executed way less often than
standard mutation but it can cause larger changes in individuals. The opera-
tor removes a path fragment (consisted of up to 10% of vertices) in a random
or heuristic way (it is steered by dh parameter). The operator is destructive in
nature and should be used rarely but it’s usage can help escape local optima
and slightly improve results.

3.6 Operators Optimization

In time-dependent paths each modification (i.e. insertion of new vertex) requires
travel time recalculation for a path fragment after the modification point.
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Fig. 3. Exemplary move operator on Euclidean plane. A solution contains two paths
(black and red), both start and end in vertex s. Edge distances are marked near edges.
It can be seen that moving vertex x from black path to red path results in reduction
of total distance of two paths (reduction in black path (2) is larger than increase in
red path (1)). The proposed algorithm operates on time-dependent travel times (not
distances) but this example was used for simplicity. (Color figure online)

Fig. 4. Exemplary heuristic insertion operator on Euclidean plane. The presented solu-
tion consists of two paths (black and red) starting and ending in s. Vertex profits are in
parenthesis and edge costs are marked near edges. The goal is to find new vertex and
insertion point (in any path), which maximize ratio of profit to cost increase. For v1
the ratio is 10/3, for v2 it’s 20/7 and for v3 it’s 5/2. Vertex v1 will be included in the
black path by the operator. The proposed algorithm operates on time-dependent travel
times (not distances) but this example was used for simplicity. (Color figure online)
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In case of insert operator (which checks all possible insertion places for a new
vertex) naive searching would require n2 time complexity (n - path size). How-
ever, determining best insertion place (in terms of travel time increase) for a
given vertex can be done in linear time with just one loop over a path. Let’s
assume that the path includes vertices 1, 2, ..., n and let t1, t2, ..., tn be vertex
arrival times for this path. We want to insert new vertex x in the best place
(minimizing total travel time after insertion). This problem is equivalent of find-
ing earliest arrival time to vertex n (assuming that x was included). This can be
calculated recursively. Let EAT (k) be earliest arrival time to vertex k assuming
that vertex x was included in a path somewhere before k. Here are formulas (for
their simplicity there are no time-windows and visit times):

EAT (2) = t1 + w1x(t1) + wx2(t1 + w1x(t1)) (8)

EAT (k) = MIN

{
EAT (k − 1) + wk−1k(EAT (k − 1))
tk−1 + wk−1x(tk−1) + wxk(tk−1 + wk−1x(tk−1))

}
(9)

The optimal solution of insertion x before vertex k is either:
1) inserting x optimally before vertex k − 1 and connect k − 1 and k directly
2) inserting x directly before vertex k (and after k − 1)
Out of these two options we choose one with earliest arrival time at vertex

k. Calculating it in one loop (from vertex 2 to n) we can obtain EAK(n) and
optimal insertion point in linear execution time.

Additional optimizations were also performed on time-consuming 2-opt oper-
ator. Precomputation of reversed path fragments is done to estimate fast if a
given 2-opt move is promising to perform. Details were presented in [16].

4 Experimental Results

Experiments were conducted on a computer with Intel Core i7 3.5 GHz processor
and the algorithm was implemented in C++. The algorithm was tested on public
transport and POI network of Athens (tests prepared by Gavalas et al. [7]). The
authors created 20 topologies and 100 tourist preferences combining into 2000
different test cases. Results presented in this section (profits and execution times)
are averaged over execution runs for all test cases. Gaps are expressed in percent
and illustrate relative differences between profits of EVO100 and other methods.
The author’s metaheuristic is compared to:

– Time-dependent heuristics (TD CSCR, TDSlCSCR) by Gavalas et al. [7] and
their version working on average travel times (AvgCSCR).

– ILS algorithm working on average travel times (AvgILS) by Garcia et al. [6]
and its time-dependent version (TD ILS).

– Exact algorithm (based on branch-and-bound and dynamic programming
techniques) implemented by the author (marked as OPT).

Two versions of the evolutionary algorithm (with different population sizes) were
tested: EVO100 and EVO20. Parameter values were derived from the TDOP
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algorithm [16]. Originally parameter values were computed by automatic tuning
procedure - ParamILS [11,14]. Parameters Ng and Cg for EVO20 were scaled
down to 1000 and 100 accordingly. Version with reduced population size (20)
was chosen because its execution times were similar to other compared methods.
Parameters are given in Table 1.

Table 1. Parameters of the evolutionary algorithm

Param. Value Description Param. Value Description

Psize 100/20 Population size mp 1 Mutation probab.

Ng 5000/1000 Max. generations number cp 1 Crossover probab.

Cg 500/100 Max. generations number dp 0.01 Disturb probab.

Without improvement mh 1 Mutation heuristic coeff.

dh 0.8 Disturb heuristic coeff ch 0.8 Crossover heuristic coeff

Table 2. Experimental results for different numbers of paths (m). Gaps are expressed
in percent and illustrate relative differences between profits of EVO100 and other meth-
ods. Execution times are given in seconds. Max. trips duration: 5 hours, start at 10:00.

Method m = 1 m = 2 m = 3 m = 4 Exec.

Profit Gap Profit Gap Profit Gap Profit Gap Times

AvgILS 298.5 13.4 561.9 16.0 819.7 13.1 1078.7 14.5 0.02–0.26∗

TD ILS 326.3 5.3 641.4 4.1 939.8 3.4 1219.2 3.3 0.02–0.38∗

AvgCSCR 332.0 3.6 643.3 3.9 933.7 4.1 1209.3 4.1 0.03–0.2∗

TDSlCSCR 342.1 0.7 657.9 1.7 946.5 2.8 1219.1 3.3 0.05–0.32∗

TD CSCR 337.8 1.9 654.3 2.2 948.1 2.6 1225.5 2.8 0.04–0.26∗

EVO20 343.6 0.3 666.5 0.4 966.3 0.7 1248.9 1.0 0.04–0.36

EVO100 344.5 0.0 669.2 0.0 973.3 0.0 1261.1 0.0 0.66–7.6

OPT 344.6 -0.1 −0.1/−0.4∗∗
∗Other methods were executed on a different computer - times given for informa-
tive purposes.
∗∗Because of long execution times optimal solutions for m = 2 were computed
only for preference number 205 (and all 20 topologies). Given gaps are differences
between OPT and both EVO versions.

In Table 2 experimental results for all methods are given. One can see that
the proposed evolutionary algorithm (both versions) clearly outperforms all other
methods. On average EVO20 is 1.5 and 1.8% better than the best of remaining
metaheuristics (TDSlCSCR and TD CSCR) and the difference is about 2% for
m > 2. Gaps of other methods are even larger (3–16%). What is more, EVO20
achieves results close to optimal (average gap of 0.4% for m ≤ 2) in a very short
execution time. Differences between the best algorithms gradually grow as m is
increased. Larger solution space (larger m) is explored more effectively by the
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stronger version of the evolutionary algorithm (EVO100) and gaps between these
two versions rise from 0.3 to 1.0%. Better results by EVO100 (nearly optimal)
are achieved at the cost of increased execution time.

Table 3. Additional results (profits) obtained by EVO for longer trips (maximum
duration: 8 h, start time: 9:00).

Method m = 1 m = 2 m = 3 m = 4 Exec. times

EVO20 560.2 1069.4 1529.9 1957.6 0.07–0.7

EVO100 561.4 1074.8 1542.7 1976.2 0.9–16

OPT 561.5

In Table 3 results for longer trips are presented. For m = 1 both algorithm
versions achieve results very close to exact algorithm. As m gets larger EVO100
gains advantage over EVO20 (up to 1%). No optimal solutions are known for
m > 1 but these results are presented for future comparisons.

Fig. 5. Exemplary runs of two algorithm versions: with and without crowding. Profit
of the best solution found so far and average population similarity are presented as a
function of generation number. Psize = 20, m = 4, topology = 1, preference = 408.

In Fig. 5 there is a comparison of two algorithm runs. One of them uses
deterministic crowding and the other uses random assignment of competition
pairs during survivor selection. Population similarity (based on longest common
subsequence metric) grows very fast without deterministic crowding - similarity
close to 100% signals convergence around one solution. Deterministic crowding
forces competition between more similar individuals, which enables to preserve
population diversity for longer and improve results in later generations (as seen
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in the figure). Usage of crowding improved average results by 1.4% for m = 4.
This method of selection proved to be very effective (compared to standard
parent selection methods) in the classic OP as well [14].

Table 4. Comparison of average results for different values of parameters: heuristic
crossover coefficient (ch) and heuristic mutation coefficient (mh). Relative profit losses
(in percent) to the best configuration (in bold) are given. Popul. size was 20 and m = 4.

ch mh

0.0 0.2 0.4 0.6 0.8 1.0

0.0 23.8 11.0 3.5 1.4 0.8 0.8

0.2 19.9 8.2 2.4 0.9 0.5 0.5

0.4 16.3 6.4 2.0 0.7 0.3 0.3

0.6 13.6 5.4 1.6 0.5 0.2 0.2

0.8 11.8 4.7 1.3 0.4 0.1 0.1

1.0 10.4 4.1 1.2 0.3 0.0 0.1

In Table 4 the algorithm performance for different values of parameters is
presented. Heuristic crossover coefficient (ch) is the probability that a given
crossover will be heuristic (the probability of a random version of crossover is
1 − ch). Parameter mh plays analogical role for mutation. It can be seen that
usage of heuristic crossover and local search during mutation has a very good
influence on results quality. The best profits are achieved for high values of mh

and medium/high values of ch. The algorithm isn’t very sensitive to changing
parameter values: almost half of parameter configurations in the table is less
than 1% worse than the best configuration.

5 Conclusions and Further Research

In this paper an effective algorithm solving the Time-Dependent Team Ori-
enteering Problem with Time Windows was presented. The described method
(evolutionary algorithm with local search heuristics) proved to be very effective
compared to other metaheuristics. It was confirmed that the presented approach
is efficient for various problems from the OP family. Test were conducted on
public transport and POI network of Athens and high-quality solutions were
achieved in a very short execution time. This signals potential application of the
algorithm in e-tourism. Further research will concentrate on adaptation of the
method to related problems: the Orienteering Problem with Time-Dependent
Profits [22], the Orienteering Problem with Hotel Selection [5] and the Stochas-
tic Orienteering Problem [1].
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Abstract. Systematization of issues related to the approach to defining and
measuring the usability of a Risk Management System (RMS) is one of the key
milestones on the way to understand it. A number of models and methods exists
in this area. Author attempted to propose the model of the RMS usability and
methodology of its application, as a results of in-depth studies carried out by
himself in multiple organizations. The outcomes of research are aligned to the
requirements that allow their use in any organization regardless of its field of
operations, location, size and type of ownership. The model provides funda-
mentals that enables optimization of the RMS functional configuration in cases
where it is possible to generate several acceptable its configuration’s variants for
specific organization.

Keywords: Usability model � Risk management system � Mathematical
modeling � Multi-criteria optimization

1 Introduction

Adopting an active approach to measuring the usefulness of risk management systems
in organizations allows them not only to avoid system failures but also potentially
costly incidents. In addition it allows to reach viable benefits in terms of business
performance. The same indicators that reveals if the risk is under control can often
show whether business conditions have been optimized.

Each enterprise where a risk of failure or a risk in information security exists should
consider implementation of the methodology for measuring the usability of the
implemented Risk Management System (RMS). Reason of this expectation is that
proper methodology of measuring the security status and usability of the organization’s
RMS is substantial for safety of its operations regardless of location, size, field of
operations and nature or type of ownership.

The results achieved during research shows that the Risk Management Systems
must have specific functional properties. That are determined by such attributes as:
functionality, reliability, rationality, efficiency, effectiveness, and above all quality and
security. Therefore it is substantial to elaborate proper models allowing one to quan-
titative measuring an overall usability of the RMS with use of different measures and
measurement techniques combined together. The results obtained in the course of
research work allows an author to propose the model for the measurement of the RMS
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usability, as well as to formulate the problem of multi-criteria optimization of the RMS
usability against its functional configuration.

2 Research Methodology

Methodology of research was developed by adoption of the generalized systems
analysis. For purpose of this paper systems analysis is defined as set of methods and
techniques aimed to analytics, evaluation and decision making to solve in rational way
some systemic problem situations. Methodology of system analysis includes following
steps:

• identification of objectives,
• exploration of options to achieve identified objectives with taking into account a

new alternative solutions;
• assessment of all possible effects of each of the options taking into account the

uncertainty and risk;
• comparative analysis of options according to selected criteria,
• presentation of results in a way that allows decision making.

2.1 Research Objectives

The main research objective addressed in following paper is to determine the possi-
bilities of using existing models and measurement methods and to propose how to use
them in evaluating the usability of the RMS. It requires to formulate a model for
measuring current features, attributes or usability properties and justify the method of
doing so, which ensures that the required level of usability of the RMS is maintained,
and enables measurement and optimization of the organization’s security level.

2.2 Research Questions

Research objectives has required to answer a set of research questions including, but
not limited to:

• what are the key features of the RMS essential while its design and evaluation its
implementation usability?

• which methods and models, that currently exists, might be adopted to measure
quantities describing the usability of the RMS?

• what are the key outcome indicators and key activities indicators that might be used
to measure the RMS usability and how to evaluate their values?

• what are expected properties of the RMS usability model, which will be developed?
• how to formulate problem for the multi-criteria optimization of the RMS functional

configuration?
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2.3 Methods

The research methods which were used: literature studies, analysis of standards,
guidelines, directives and codes in field of the cyber and critical infrastructure and
overall organizational security, critical analysis and assessment of currently used in
Europe methods of measuring the risk and evaluating usefulness of a RMS, document
research, interviews and surveys with professionals in the field of construction and
implementation of a risk management systems.

3 Results

Most of modern organizations have systems in place for the areas of: business process
management, quality management, business continuity management, project manage-
ment etc. They are an excellent source of data for risk analysis, as well as for mea-
surement of RMS usability. On the other hand RMS provides us with knowledge about
threats, vulnerabilities and potentials in these areas of the organization’s activities.
RMS is closely coupled with other management systems within organization, and
should not be analyzed separately.

3.1 Definition of the RMS Usability Measurement Model

For the purposes of this paper, the following definition of the RMS has been adopted:
an organization’s risk management system is a set of rules, policies, procedures,
practices, human resources and technical resources (including, but not limited to,
policies and instructions for identifying, measuring, monitoring and controlling risk)
relating to risk analysis and review processes in organization (1).

RMS must fulfill specific usability (U) attributes including, but not limited to:
functionality (F), reliability (N), quality (J), safety (B), innovation (I) and business
continuity (C), under certain environmental conditions. Therefore U, as the primary
characteristic of the RMS, is a complex function of individual usability properties or
attributes (2).

Literature exploited during the research provides many models for measuring the
usability of the system [1, 2, 6, 7, 9, 11]. Available sources include examples of simple,
developed and complex models. These models has got various forms, e.g.:

• numerical models - written using mathematical formulas;
• graphic models - in the form of drawings, diagrams or constructed on the basis of

aggregates (lists) of questions, or constructed on the basis of matrices, tables, maps;
• integrated (combined, mixed) models - resulting from a combination of above.

In this paper the RMS usability measurement has been defined by numerical model
by the expression (3).

Proposed formulas for discussed models of: RMS (1), RMS usability (2) and RMS
usability measurement (3) have been stated as follows:
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RMS;RRMS �E

RMS � E
RMS
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RMS

� � ð2Þ

UMM ¼ ZP; Uif g;FSZR;MP
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where:
RMS is the Risk Management System, ERMS is a set of elements of the RMS, RRMS

is a set of system relations, URMS is an usability of the RMS; WRMS is a set of
distinguished attributes of the RMS, wRMS

i is an i-th attribute of the usability of the
RMS, IRMS is a set of numbers of distinguished usability attributes of the RMS; ZP is a
set of key elements of RMS evaluated for determining the state of its usability; Uif g is
a set of usability functions of RMS attributes, FSZR is an RMS usability function
determined on the set Uif g, MP is an usability measurement methodology.

While considering the RMS usability model we also assumed that each usability
attribute wRMS

i 2 W
RMS is identified by the number i 2 I

RMS and is described by the set
CRMS
i of the names of the features. If all the differing sets of CRMS

i features, which are
described by individual usability attributes, are numbered with the variable b ¼ 1;B
(called the type of the attribute), then two attributes are of the same type when they are
described by identical sets of features. Sets of QRMS

i numbers of attributes describing
the attribute i 2 I

RMS and their corresponding sets of CRMS
i names may not be null for

each i 2 I
RMS. Set ERMS elements of the RMS contain following subsets: EPOL of

policies, human resources and general risk management procedures; EPRO of general
company procedures and practices; ETEC of technical elements of organization; EBCP of
business continuity plans and procedures; EFAI of detection, notification and investi-
gation procedures for failures.

3.2 Methodology of RMS Usability Measurement

Analyzing various approaches to measuring usability in relation to RMS, the question
arises if there is a possibility of creating a complete and consistent assessment
methodology? Research outcomes shows that these approach must be based on internal
and external factors related to RMS usability attributes. Moreover the methodology
must allow for the full and unambiguous assessment of RMS’s functional usability.
Substantial requirement is to achieve possibility of application these methodology - not
only on the theoretical field, but primarily in practice. Following figure presents
methodology of RMS functional usability measurement, that is result of performed
research activities (Fig. 1). It is a fundament for further optimization of RMS functional
configuration and development within business organizations as described in following
parts of paper.
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Generalized RMS usability is a complex function of individual attributes mentioned
in previous Sect. (3.1). Therefore a critical step in the process of measuring the
usability of the RMS is to determine:

• what should we measure (e.g. elements of RMS like: people, processes, activities,
threats, policies, procedures, documentation, technical resources etc.)?

• what attributes, properties or usability features will be considered (e.g. security,
business continuity, etc.)?

• how will the data be collected?
• what data collection techniques will be used? (e.g. testing, research, interviews,

observations, instruments, combined methods)?

Fig. 1. Proposed RMS usability measurement methodology.
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• what kind of measures best match selected elements and usability attributes? (i.e.
binary measures, categories, ordered measurements, coefficient measurements,
interval measurements)?

• which category of measuring system best fits the given measuring situation (e.g.
descriptive, threshold or trend)?

• which measuring system and/or measure is best to use? (e.g. Likert scale, binary
measure, quotient measure, interval measure)?

3.3 Key Outcome and Activity Indicators for the RMS Usability
Attributes

The indicator is understood as an observed value which allows an insight into the
usability properties of each attribute of RMS’s and is difficult to measure directly (like
safety, quality etc.).

Outcome indicators shows whether the expected results have been achieved. In
other words are the expected results in terms of usability attributes achieved, or are not?

Activity indicators enable to determine if the result of actions to be taken by the
organization will endeavor in reducing of risk. These indicators often measure the state
of the attribute of usability (e.g. Security) against level of tolerance. This allows to
discover if there is a difference between real and desired state at particular moment.

The combination of outcome indicators and actions indicators provides two per-
spectives on whether the basic elements of an RMS (such as policies, procedures,
practices, personal resources and technical resources) are useful and works properly.
Defining these indicators and theirs measurement systems is a recurring process for
each RMS usability attribute and for each key element of an RMS’s. Defining outcome
indicators and activities indicators as well as processes of measurement and mea-
surement systems is a repeatable process for each of RMS usability attribute and each
of its key element. Each of indicator mentioned above is an element wk of the setWRMS;

associated with a specific usability attribute wRMS
i .

The measurement system is used to quantify the steady state of the RMS’s usability
attribute (e.g. security, quality, functionality). This system have to be defined for each
indicator, with corresponding set of: techniques, methods or procedures for data col-
lection, time regime for measurement, roles and responsibilities in collecting and
reporting values and specific thresholds or tolerance levels, i.e. points at which devi-
ations of indicator’s value should initiate actions within organization.

Because of the vast set of both outcome and activity indicators exists, the examples
of calculation formulas has been skipped as they are broadly available in literature:
[2–5, 8, 10].

3.4 Quantitative Measurement of the RMS Usability

Having defined indicators in relation to the set Uif g of the RMS usability attributes, we
can introduce a definition of partial and total usability of the Risk Management System.

RMS’s partial usability is associated with a specific usability attribute wRMS
i and is

determined using a vector ~Ri. This vector is a linear combination of the set of indicators
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wk 2 WRMS (described in Sect. 3.3) with coefficients uk reflecting the importance or
share of this indicator in the usability of the attribute Ui defined as follows (4):

~Ri ¼
X

k2K wkuk ð4Þ

The modification of the coordinates of the vector ~Ri for the i-th usability attribute,
where i 2 I

RMS as in Eq. (2), to consider the impact of individual indicators on the final
level of the system utility attribute is given by the following weighted vector ~Ri:

~Ri ¼ Pi
�!�~Ri ð5Þ

Vector Pi
�!

in Eq. (5) is an coordinate priorities vector of the i-th usability attribute
vector ~Ri reflecting the weights of the impact of individual indicators on the total value
of this attribute, defined as follows:

Pi
�! ¼ pq;v

� �
Q�V ;

^
q 2 Q ^ v 2 Vpq;v � 0; 1;

XQ

q

XV

v
pq;v ¼ N i ¼ WRMS

		 		 ð6Þ

The constraint defined in formula (6) guarantees that each element wk of the set of key
outcome and activity indicators WRMS with cardinality N i has a non-zero effect on the
final level for the i-th utility attribute, i 2 I

RMS: The measure of partial usability for the
RMS’s attribute Ui is called the number Ri 2 R equal to the length of the vector ~Ri:

Ri ¼ ~Ri




 


 ð7Þ

Having defined partial usability for a set of RMS’s usability attributes, we can finally
introduce a definition of its total usability as the number U 2 R equal to the length of
the vector ~Ui:

U ¼ ~Ui



 

 ð8Þ

Similarly to the ~Ri vector (4), ~Ui is a weighted vector of partial usability ~Ui where
i 2 I

RMS defined as follows (9):

~Ui ¼ ~Bi � ~Ri ð9Þ

where:

~Bi ¼ bt;s
� �

T�S;
^

t 2 T ; s 2 S; bt;s � 0; 1;
XT

t

XS

s
bt;s ¼ I ¼ I

RMS
		 		 ð10Þ

`Taking above into consideration the value of U is quantitative measure of total RMS’s
usability, which is the result of application the methodology of measuring the use-
fulness of the Risk Management System proposed in Sect. 3.2 of this paper.
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3.5 Optimization of the RMS Usability Against Its Functional
Configuration

Formulating the problem of multi-criteria optimization of the RMS usability against its
functional configuration makes sense only in cases where it is possible to generate
several acceptable variants of its configuration for specific organization. These con-
figurations must be based on a set of key RMS elements, which are subject to mea-
surement and constitute the basis for determining the state of RMS usability. This set
includes the most important policies, procedures and practices applied in the organi-
zation in the field of risk management as well as all available human resources and
technical resources.

If there are many acceptable functional configurations with significantly different
values of the distinguished outcome and activity indicators, there is usually a need to
choose the best one. In this sense the best configuration is the most aligned to the
requirements contained in the standards or specified at the stage of designing the risk
management system for a given organization. This require to set up:

• a set KUdop of decision variables x ¼ x1; x2; . . .; xk;½ � related to acceptable RMS’s
functional configurations for which outcome indicators are known in relation to
attributes describing the RMS’s usability:

KUdop ¼ KUx; x ¼ 1;X
� � ð11Þ

• a function vector whose elements represent the objective function f xð Þ ¼
f1 xð Þ; f1 xð Þ; . . .; fk xð Þð Þ; in the form of a vector criterion function �Q:

�Q KUxð Þ ¼ Q1 KUxð Þ;Q2 KUxð Þ;Q3 KUxð Þ;Q4 KUxð Þ;Q5 KUxð Þð Þ ð12Þ

where:
Q1 KUxð Þ - defines the degree to which evaluated functional configuration KUx

meets the requirements of the organization’s codes, standards and practices,
Q2 KUxð Þ - defines the generation time for functional configuration KUx, which

reflects the velocity of change management in the organization,
Q3 KUxð Þ - defines the degree to which the functional configuration KUx is sus-

ceptible to the occurrence of incidents resulting from the improper application of
procedures in the organization,

Q4 KUxð Þ - defines the degree of component redundancy in functional configuration
KUx,

Q5 KUxð Þ - defined ratio of functional configuration KUx support costs to overall
risk management costs in the organization;

• constraints to decision variables gi xð Þ� 0; i ¼ 1; 2; . . .; kð Þ, hj xð Þ ¼ 0; j ¼ 1;ð
2; . . .; lÞ:
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Q1 KUxð Þ� 0; Q2 KUxð Þ� T ; Q3 KUxð Þ� 0; Q4 KUxð Þ� 0; Q5 KUxð Þ� 0 ð13Þ

where T is an allowable time to develop and implement any one of the acceptable
functional configuration of the RMS;

• dominance relation in criterion space (� ).

Taking above into consideration the problem of multi-criteria optimization of user
configuration can be written as follows:

KU
dop

;Q; �
 �

ð14Þ

The set of acceptable functional configurations has the following form:

KU
dop ¼ KUx 2 KUdop:Q1 KUxð Þ� 0 ^ Q2 KUxð Þ� T ^ Q3 KUxð Þ� 0

^Q4 KUxð Þ� 0 ^ Q5 KUxð Þ� 0; x 2 X

� �
ð15Þ

The vector criterion function is defined as follows:

Q:KU
dop ! Y;Q KUxð Þ ¼ y ð16Þ

The criterion space is given by:

Y ¼ y ¼ Q KUxð Þ 2 R5 : KUx 2 KU
dop

n o
ð17Þ

where vector of ratings Q KUxð Þ related to acceptable RMS’s functional configuration
KUx is given by formula (12) and criteria for choosing the optimal functional con-
figuration are defined as:

Q1 KUxð Þ ¼ y1 ¼ LKx þ LSx þ LPx
Lx

100% ! max ð18Þ

Q2 KUxð Þ ¼ y2 ¼ 	 1
Nx

XNx

i¼1
txi ! max ð19Þ

Q3 KUxð Þ ¼ y3 ¼ 	 LBx þ LNAx þ LNPx
Lx

100% ! max ð20Þ

Q4 KUxð Þ ¼ y4 ¼ Fx 	 F
D

x

F
100% ! max ð21Þ

Q5 KUxð Þ ¼ y5 ¼ 	KOS
x þ LKTx
Kx

100% ! max ð22Þ
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where: LKx is number of codes, LSx is a number of standards, LPx is a number of practices,
Lx is an overall number of requirement; Nx is a number of experiments related to
functional configuration KUx, txi is a configuration generation time; LBx is a number of
gaps in RMS’s procedures implementation in organization, LNAx is a number of inad-
equate implementations or obsolete RMS’s procedures in organization, LNPx is a number
of procedures not respected by members of the organization, Lx is an overall number of
procedures that should exists in organization; Fx is a set of functions available in
specific functional configuration KUx, FD

x is a set of functions required to maintain
ongoing execution of the RMS’s processes, F is a set of RMS’s functions fixed during

its design phase, Fx, F
D

x , F are cardinalities of sets Fx, FD
x , F; K

OS
x is cost of human

resources required to enable proper operation of RMS having functional configuration
KUx, KKT

x is cost of technical resources required to enable proper operation of RMS in
specific functional configuration KUx, Kx is overall risk management costs in the
organization.

The dominance relation � in the criterion Y space is the dominance relation in the
PARETO sense.

4 Conclusions

Designing a Risk Management Systems with focus on optimization of theirs usability is
a new field of research that has appeared recently. One of the best practices for
measuring RMS’s usability is to develop an effective measurement method with an
adequate measurement model and a properly selected set of key outcome and activity
indicators. Solving the problem of multi-criteria optimization of the RMS’s functional
configuration is crucial when it is possible to implement in organization one of several
designs of its configuration. Presented approach is a proposal of a partial solution for
the measurement problem, which would allow ongoing assessment of the state of
usability of the RMS in any organization. Application of research results presented
herein in any organization should ensure the management that the required level of
usability of the RMS is maintained, and enables current measurement and future
optimization in this area of organization’s operations.
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Abstract. A simulation is a tool used to visualize the behaviors of a system,
which will later help make decisions regarding how to handle the variables
involved in the system, as well as the specific changes that have to be made.
This study shows a case of vehicle allocation for different people within a
company, evaluating methodologies, vehicle rotation to reduce the variance of
the mileage and eliminating penalties with rental agencies for exceeding the
permitted mileage. The paper shows a literature review of allocation models and
similar studies, and later displays a detailed description of the problem, the
variables that was used, the composition of the simulation and the optimization
model that were generated, the results of the simulation, and finally, the findings
of the research.

Keywords: Simulation � Optimization � Assignment problem � Vehicle share �
Mileage limit

1 Introduction

Assigning issues that occur in everyday situations, not knowing who is responsible for
said issues, and ignoring a methodology where a decision was lightly taken and without
an in-depth analysis may represent direct or indirect losses (missed opportunities), that
later could have been converted into profits. Situations where contractors were assigned
to projects, machine workers, and sales agent districts, among others, demand the
making of a good decision, which is not always a simple one because of the various
factors it must consider. Regarding vehicles, the focus of transportation planning has
gradually shifted to infrastructural change, to improve the management of the existing
one [1]. When the company has a transport fleet, the problem relies on knowing how to
keep vehicles in certain mileages before the implied warranty expires. If the size of the
fleet increases, data monitoring and collection become more operators that are prob-
lematic, especially if different are assigned the responsibility of driving the same
vehicle [2].
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This paper shows the development of a methodology to find the perfect moment to
make a rotation of the vehicles, that was assigned by a company to specific regions and
employers, was design using simulation and optimization techniques in order to
optimize the efficiency in that time and at the same time reduce the variance of the
mileage of all the vehicles and minimizing penalties for exceeding the mileage allowed
by car.

2 Literature Review

The problem of allocation has become a focus of research papers in different scenarios.
The idea is to act in the best way in every process where there are decisions to be made
[3]. Provide a systematic review of selected publications that offer method-based
solutions to the vehicle relocation issues in car-sharing networks. Part of the planning
process, especially the process of managing your assets is related to creating the best
possible configuration [4] and finding the best solution that comes close to reality [4].
In what regards the transportation issues, researches base their analysis on deciding
who will lead an activity, proposing routes, points of entry and exit. In the history of
research, [5] investigated the reasons behind traffic situation, government rules and
optimal working hours in the rail system that allow the designing of a discrete simu-
lation model to allocate equipment and its movements. The model allowed them to
verify the impact of the changes that occur in the flow of trains, work rules and
government regulations on the overall operational efficiency. The system helps evaluate
changes to the current crew and allows them to test different allocation scenarios related
to work schedules.

The platform used for the simulation was Trainsim; said the platform provides a
replica of the allocation of the task force as a function of time and operational
parameters, thus achieving a close prediction of the results of an assignment of the
teamwork based on historical data. The information obtained can answer questions like
“what if?” made in the simulation. Model inputs that determine system performance are
variable. These inputs are:

a) Traffic on trains.
b) Regulations of the staff and costs associated.
c) Allocation scenarios including team schedules.

During the simulation, Trainsim reproduces the process of assigning working trains to
teams based on traffic conditions. As a result, the output of the simulation model
allowed us to acknowledge the total costs needed to operate under the rules set for work
teams in different schedules [3]. Another common scenario where you can apply the
assignment problem is the project-related scenario. This occurs in situations where
several projects and decisions that must be made, regarding who the leader of each of
the situations will be. This is of vital importance in project management. According to
research done by [7], this problem has been named “Expert Assignment Problem”. The
authors formulated a mathematical model for this problem using genetic algorithms;
however, there have been drawbacks in convergence rates when utilizing these
algorithms.
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For the former case, we propose to use optimization through the ant colony
algorithm, which has greater abilities to solve such complex problems of discrete
optimization and to solve the “Expert Assignment Problem” as well. In such problems,
they had to consider three main criteria:

a) Should we assign a senior academic leader for each project?
b) The fewer the leaders, the better the draft allocation plan.
c) The number of projects that should be checked by every leader needs to be

moderate.

Given these criteria, the mathematical model for the problem was formulated using a
heuristic ant colony optimization, applied to meet the needs of the model and to
perform the allocation of project leaders. This procedure resulted in making the model
more efficient and, unlike genetic algorithms, in improving the convergence speed by
finding the best solutions [4].

Another scenario where the assignment problem is the focus of the investigation is
in a logistics park. An example is the Lianyungang Port Logistics Park, where the
forecast traffic volume and traffic assignment are the focus of research by [9]. To
forecast the volume, we implemented a TVNC method (for its acronym in English that
stands for “Non-repeated Traffic Volume Method”). To assign traffic, we considered
theoretical foundation-related models in equilibrium and disequilibrium models. In this
research, a model was handled in balance for its effectiveness; the said model is known
as System Optimum Assignment Model. Experimental study results made the logistics
park more effective, which is reflected in significant social and economic benefits [9].
In a research conducted by [10], they developed a transport model frequently used to
solve problems of physical distribution and location, which applies to typical situations,
such as resource allocation, scheduling of vehicles, specialized cooperation and
redistribution of the plant. However, the transport model had three disadvantages:

a) The ways to balance production - market and transportation costs are presented
separately, which is a drawback for worktables.

b) Figures and tables are listed separately. This represents a problem for the calculation
of different values.

c) Minimize the generation of Hamilton Circles.

These authors present some methods to overcome these drawbacks and a case study of
the transport model applying the proposed methods [10].

Problems that have involved railways were researched by [10], who used a method
that is the basis of the DAI (Distributed Artificial Intelligence), which is used for
mapping the flow of passengers on railways and evaluating its performance through
simulation. Passenger flow assignment is a key resource in the location, design, and
scheduling of service vehicles, in this case, trains. In this study, the model of linear
planning is considered for this method and is found distorted, due to the behavior of the
passengers. This model seems to work in theory but not in practice. Therefore, the
authors present the following method: The allocation of passenger flow, based on
competition, cooperation and allocation of passenger flow through the decision making
with multi-agents [7].
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Airports are also environments where the allocation problem can happen in various
ways. One is applied to the gate, which allows assigning an entry for arrivals and
departures of flights to ensure that they are under the established schedules. In research
conducted by [11], the approach was to allocate those gates, which are key to ensuring
the efficiency of airports, with high rotation flights. This problem of assigning gates can
be represented as a complex optimization problem. The study proposes a model of
robust allocation to minimize the variability of productive time. According to the
intrinsic characteristics of the formulated objective function, the authors implemented a
search algorithm called TABU (Tabu Search Algorithm) and a meta-heuristic to solve
the problem of gate assigning [8]. Furthermore, car-sharing services and analysis have
become much more relevant in these times due to their environmental contribution and
sustainable way of transportation [12]. Analyzed and classified s137 papers, covering
the last fifteen years of research and deriving an insight of all the mainstream in this
topic.

3 Problem Description

As has been mentioned by many authors, the projection of a good mobility system will
be contemplating the key drivers like lower costs and lower environmental costs [11].
In this specific case, a company dedicated to providing services gives its employees a
car to move to different places, depending on their role in the company; Technical,
commercial, and managerial areas, among many others. After a period has passed, the
distance traveled by the vehicles always varied greatly according to the position and the
region where the employee was located. The company, who rents the vehicles, often
had to pay large fines because some of the rented vehicles ran more mileage than what
was agreed to, while others did not reach half of this value. The main propose is to
rotate vehicles that use a higher amount of mileage with those that run below the
established limit to obtain less of used average by vehicle. The distance traveled by
each employee does not vary, the work area where they mobilize is the same, and
however, depending on the velocity the time behaves like a random variable. Many
companies that handle this type of rental systems incur in extra costs because users
exceed the allowed mileage limit, and that results in renting a second vehicle for the
person or extending the contract, while others stay within the mileage allowed in the
stipulated time.

The problem lies in finding the ideal point in time for rotations, giving all the
possible permutations that can be done, taking both the proximity of vehicles and the
traveled mileage into consideration. In Fig. 1, a problem statement is observed for
groups of cities; internal rotation, including a maximum and estimated rotations that the
vehicle may have per period. Focusing on the company, in this case, helps maximize
the utilization of vehicles and tries to reduce the use of GAP vehicles, decreasing
unnecessary costs caused by penalties for exceeding the mileage, and delivering a
continuous performance in the fleet car. This model contemplates that decide on the
best option from a financial performance viewpoint, there may be overriding practical
limitations, which dictate the ultimate choices made [12].
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4 Model Description

Considering all the variables that have an impact on decision making, the required data
for the development of the model was collected and analyzed. Based on the employee’s
position and geographical location, the traveled mileage was analyzed as the main
variable. According to this situation, the development of a dynamic model that com-
bines simulation and optimization is necessary, where the best options will be found to
optimize the time and distance traveled by car and therefore, we will be able to correct
the rotation of the vehicles according to the proportion of distance traveled.

To estimate the parameters of the model was recognized that each employee could
change the vehicle that they have a disposal that they can be managed as an entity at the
simulation model. Was assign certain characteristics (attributes) to each of the
employees or entities like position, location in the country and/or region where they
are, and the random variable associated with the distance. This last parameter is con-
sidered, due to the stochastic nature of the collected data. For the calculation of the type
of distribution and the values of the associated statistical parameters, according to the
employee and the region, a test of goodness of fit and independence was used.

In the model this different sets and variables were considered:

Sets:

i: a set of short periods to analyze
j: a set of vehicles available
x: a set of employers

Variables:

Dij: represents the cumulative distance traveled by vehicle j in time i
Vkm(i): variance of the total traveled by all vehicles in time i

Parameters

M(x): represents the distance traveled by the employer in a period

To simulate the process, the methodology applied in Fig. 2 was developed. First,
each vehicle j is assigned an employee x by default and the Dij measurements are
assigned the value of M (x), when the time is over, the mileage attributes of each

Fig. 1. Possible vehicle rotations.
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vehicle are updated, considering that car temporally ownership is an important deter-
minant of car usage, general travel behavior, and energy consumption [13].

To perform the exchange at Dij, the vehicles are sorted from “low to high”
according to their current mileage. The situation is evaluated if a change is necessary.
To do this, we take into consideration the generated exchange zones and exchange
pairs, which are those who are geographically closer to each other and at the same time
can compensate the traveled mileage (Fig. 4). This is done to reduce the average
mileage of vehicles (Fig. 3).

Fig. 2. Model description

Fig. 3. Vehicle rotation logic
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When the evaluation of changes is made, the model analyzes the variable (Vkm(i))
as an objective function to measure the difference between the vehicle’s trajectory and
the total average trajectory or the variance of the distance of all vehicles.

Vkm ið Þ ¼
P

j Di;j � �Di;j
� �

j
ð1Þ

The main idea is to minimize this difference to reduce the variance. In such a case
that a vehicle is changed with another that is very far away from the location where it is
supposed to be working, a mileage corresponding penalty incurred as a consequence of
the switching process from the current area to the one assigned on time Di+1,j. Once the
changes are made, the entity goes to the step to have delays and this procedure repeats
while the total time to be analyzed is completed.

5 Model Results

To validate the methodology, a 24-month history of data from a local company was
worked, in which data analysis was carried out to determine the behavior of the data for
each of the employees x and to know through goodness-of-fit tests how was the
probability function for the mileage traveled in a short time I. Once the data was
processed, a simulation model was designed using the Arena 10.0 software to emulate
the current and proposed situation. With this model, three scenarios were evaluated; in
the first scenario, we recreated a model that represented the current situation to validate
and compare the results obtained by the program with the real data analyzed. A second
scenario was created with the proposed improvements with the new methodology
without including the rotations of vehicles between cities and the tired model was
design including an exchange between different cities.

Models 2 and 3 were created by adding an optimization model to determine the
number of suitable changes to minimize the variation of the accumulated distances and
handle asymmetry between them, all this under the following structure;

Minimize Max Vkm 1ð Þ; Vkm 2ð Þ; . . .; Vkm ið Þ½ �
Subject to : 1 � i � 12

The model input information, as well as the final results, were validated through
data analysis through sample sizes, their length and ideal run numbers, and hypothesis
tests. With the first scenario, it was possible to validate the simulation model and with
scanners 2 and 3, the best results were analyzed. Once the different scenarios were run,
an improvement of more than 20% was obtained in the leveling of the used vehicles
was evident, which has a positive direct and impact on the company’s achievements,
since by improving the use of these resources, the penalization imposed by exceeding
the mileage of the vehicles are considerably reduced.

In Fig. 4, we can see some previous penalized for exceeding the mileage admitted
in each one of the three cities analyzed, with the implementation of the new proven
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methodology through the simulation model, all these penalties disappear, since by
minimizing the variance of the time traveled, the vehicles are used more in relation to
the average mileage.

With respect to vehicle mileage, we can see that plans to share vehicles among
employees reduce the variation in the average mileage used throughout the system.
Figure 5 shows the result comparing the variations between the three cities analyzed.
The line in bold shows the results under normal conditions and with the dotted line the
results are shown applying the methodology. With the results obtained, the total
amplitude of the mileage traveled by the vehicles by zone (the difference between the
vehicles that had more use with the one that was used less) was reduced by 28%
compared to the range that they currently drive, also, vehicles with less use increase
their use by 55%, while those with more use reduce their activity by 44%, which
balances their mileage. Also, in this case, analyzed in particular and due to the large
distances between the cities, there were no differences between the results obtained
between scenarios 2 and 3.

Fig. 4. Number of previous penalties by location

Fig. 5. Min and max distance drove before and after the optimization
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6 Conclusions

To determine the best plan of action, a problem should be, in many cases, analyzed as a
complete system, this approach allows comparisons between different cases. The lack
of communication between those responsible for the process allowed these possibilities
for improvement to go unnoticed.

The results show that an option that could go unnoticed can sometimes increase the
productivity of a sector. In this particular case, it was possible to achieve measurable
improvements of more than 20% in the use of vehicles and penalty reductions which
has a significant impact on the company’s finances and helps improve the environment.
Because of this investigation, we can highlight the importance of linking simulation
and optimization methods to evaluate, validate and improve the decision-making
process.

Additionally, in the work was possible to develop a model that can predict the
consequences of a specific decision, allowing companies to see that changes are not
always necessary if the decision-making processes work well. Our research has some
limitations, as we were not able to measure the financial and environmental advantages
of the changes in the proposed method, the reason why we recommend that further
analysis should be undertaken in those areas.
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Abstract. We present logistic support architecture of real simulation training
system for military troops preparing to conduct battle operations at a level up to
a whole battalion. Due to the need of cost reduction of system maintenance, the
system components were designed to be easily serviced with an integrated
supply chain support. A framework of multi-period multi-level multi-item
production planning models with open and closed loop supply chains is intro-
duced in the paper. Open loop supply chain (OLSC) and closed loop supply
chain (CLSC) support alternatively production planning (PP) processes.
In CLSC, a PP process is supported by the products recovery processes made in
a closed loop chain. A computational complexity involved in preparing pro-
duction plans for a long planning horizon is important problem when solving
these models, so the model optimised for quick solution finding is presented.
Most elements of the presented models are common for the military and civil
industry.

Keywords: MILP � Supply chain � Closed loop � Production planning

1 Introduction

A feasible production plan can be defined as one that satisfies the given demand over
the planning horizon with no backorders or unsatisfied demands (resulting in the lost
sales). A feasible production fulfils the specified production regulations for each pro-
duct and does not violate any production constraints. Optimisation of a production plan
means usually the minimisation of the total production costs or maximisation of the
total income [2, 8]. In this paper, a feasible production model in complicated supply
chain for military is presented. Great emphasis is put in the article on speeding up
numerical calculations. That is why the presented model is quite complicated. The
extension of the model is necessary due to the fact that calculations within the supply
chain are performed repeatedly over a short period of time. That is why it is so
important that the model is efficient and gives optimal solutions.

Production planning activities are executed in an open loop supply chain (OLSC) or
a closed loop supply chain (CLSC). The planning activities for a predefined planning
horizon prepare the results like: MPS (Master Production Schedule – a basis of the
production tasks) and MRP (Material Resource Plan – a schedule for raw materials and
components’ purchase process). MPS is a production plan considering the most
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important constraints for the final products. In the paper, a company that produces two
final products described with Bill-of-Material is presented (simplified versions of
individual laser system described in Fig. 1). BOM structures are shown in Fig. 2.

An OLSC forms a logistic construction which delivers the raw materials and
components to the factories and distributes the final products to the clients. A CLSC is
more complicated. A CLSC forms an additional network of the collection, recovery,
and distribution centres which cooperate with clients who use some products that can
be recovered and resold once again (see Fig. 3). This integrated structure was referred
to as a CLSC in [3, 5]. An idea of CLSC behaviour is based upon the assumption that
there exists the clients’ willing to return used products to the manufacturers and get
new ones instead [10, 11]. The returned goods are recovered by the manufacturers and
sold once again [7, 9]. A CLSC framework described in [1, 7] is taken as a framework
of CLSC in the paper.

We present logistic support architecture of real simulation training system for
military troops preparing to conduct battle operations at a level of one soldier up to a
whole battalion. Due to the need of cost reduction of system maintenance, all of the
system components were designed to be easily serviced with an integrated supply chain
support. These kinds of systems have been used in many NATO armies.

From the point of view of the company providing technical support, it is important
to maintain minimum inventory of items that should be replaced. Therefore, the article
presents a supply chain model that is used to calculate the demand for parts over a
given period. The prepared model is of the MILP class. Models of this type allow
analysts to quickly find optimal inventory that should be maintained.

There are some features that distinguish this paper from other papers of the subject.
First is a longer planning horizon for the very complicated military environment. Next,
the model presented is a multi-level multi-item PP with setup times and backlogs. This
is important to underline that the longer a planning horizon and BOM complication, the
more complicated a search process becomes. The model considers a multi-period multi-
level multi-item production problem of a commodity with BOM.

The model presented in the paper uses the deterministic parameters, but our cal-
culations are made for a planning horizon of more than 13 weeks (one period can
describe a week). One should realise that CLSC models are the MILP (mixed integer
linear programming) models and even an average complicated model consists of
thousands of integer variables. Therefore, developing the right form of the model can
speed up calculations by up to several dozen percent.

The rest of this article is organised as follows. In the next section, we describe the
assumptions for the military training environment and origins of uncertainty for that
environment. After this introduction, the mathematical models are proposed for the
multi-period multi-level multi-item production planning with BOM constraints sup-
ported by CLSC. We introduce the modifications of models that take into consideration
the possible disturbances of the parameters: volumes of demands and returns, and
disturbances of efficiency for a few supply chain centres. In the last section, we present
the optimisation results for the presented models which relate to the supply chain
uncertainties.
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2 Modern Military Training System Architecture

The integrated military training laser system is used by many armed forces around the
world for training purposes. It uses electronic devices composed of lasers transmitters
and detectors (receivers) to simulate an actual battle. Individual soldiers carry small laser
receivers, scattered over their bodies, which detect when the soldier has been illuminated
by a firearm’s laser. Each laser transmitter is set to mimic the effective range of the
weapon on which it is used. When a soldier is hit then the subsystem installed on his
military harness informs him about his virtual life status (usually three statuses are used:
killed, injured, operational). Dismounted soldiers (soldiers outside a vehicle) often wear
a vest or harness with sensors as well as a set of sensors on their helmets.

A technical architecture of an individual soldier and hand weapon sets is presented
in Fig. 1. For identifying a responder device, an interrogation device transmits a coded
signal (each soldier laser beam is different) which is detected in the responder device
and is converted into electrical signals which are supplied to a central unit on the
receiving end for transmitting the identification messages back to the transmitting
device in accordance with decisions made by this central unit.

Different versions of systems are available to armies. The capabilities of the indi-
vidual systems can vary significantly but in general all modern systems carry information
about the shooter, weapon, and ammunition in the laser (this information is presented at
EXCON – headquarters for commanders that prepare and evaluate their subordinates).

In addition to the complicated transmitter/receiver laser systems used by the sol-
diers and vehicles to support a proper cooperation among these elements, some data
linking architecture is needed. Usually, this architecture consists of many complicated
radio and GPS systems mounted on stationary antennas or on moveable tripods. Precise
description of subsystems is beyond a scope of the paper but one has to understand that

Fig. 1. A general structure of transmitter/receiver system mounted in soldier’s harness and in
vehicles
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a producer of such installations has to take into account two main factors. First is that
these subsystems must be resistant to extreme weather conditions, dirt, and dust.
Second is that during the exercise all components of the system must be operational.
This means that after any kind of malfunction, the subsystem must be serviced in
maximum 8 h for the complicated system failure and at once for the individual soldier
equipment.

Because there is no possibility to produce fully reliable electronic systems, the
producers have to maintain the significant levels of reserve components or to design the
architecture of the system in such a way to be able to easily and quickly replace broken
elements and later remanufacture them. In that military systems, modality plays a
crucial role whereas production of any component is very expensive.

We assume that a standard military training system consists of data (message)
linking elements, a few hundred transmitter and receiver components for fighting
vehicles and a few thousand components for individual soldiers. One may assume that
such systems will be used by up to 15 years and modified during a life cycle of the
system. One should assume also that 5%–10% of the electronic devices will be repaired
each year due to intensity of use. Some components are more sensitive to damage than
the others. Moreover, it can be assumed that subcomponents of a system, like laser
receivers, can be bought from more than one producer what allows us to think about
our system as having modular system architecture. Many identical components like
laser beam receivers or fixings are used in different weapons.

3 Production Planning Maintenance Model for Military
Supply Chains

3.1 Supply Chain with Production Planning Model

Our production planning model with open or closed loop support belongs to a level of
multi-item multi-level multi-period lot-sizing capacitated problem. Multi-item problem
means that there is more than one final product for which MPS (master production
schedule) is prepared. Multi-level production planning means that a production process
of a final product consists of a few phases in which raw materials are used to produce a
semi-product and later these semi-products (components) are used for production of a
final product depending on BOM structure (see Fig. 2).

The MPS is prepared for a planning horizon, so a planning process is multi-period.
Lot-sizedmeans that one takes into account a production lot sizes. Capacitatedmodels are
the models in which the capacity constraints upon the production facilities are put on.

CLSC models consist of a few components: collection, recovery, and redistribution
centres. Sometimes other centres are added. One may notice that OLSC is a component
of CLSC. So, in this paper, CLSC model is presented as the most complicated version
of supply chain management. A classic CLSC model is expanded by the addition of the
production components. A CLSC is used by the producer as a production support. In
the paper, a production process is treated as a main business process (this is a proper
assumption when one takes into consideration that clients usually prefer new products
than recovered ones).
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CLSC processes are the additional and supporting processes that allow a producer
to minimise its costs. CLSC plays a role of a second producer. CLSC uses the returned
products in the recovering processes and regenerates the returned products without
dismantling them into parts and using these parts in the production. Sometimes, the
product must be completely dismantled and many of its parts must be changed but we
treat this product as a regenerated one. So, for example, this product retains the same
part’s number. We allow also the products to be dismantled and their parts used in the
production of new products. Figure 3 describes our production and supply chain
environment.

Fig. 2. BOMs for two equipment configuration for which the production plan is prepared

Fig. 3. Closed loop supply chain supporting a production process maintaining a military system
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These products are collected in the I collection centres, recovered at the J recovery
centres, and then moved to the M distribution centres. Then, some the L clients can
purchase them. Simple CLSC model presented by Pishvaee [6] did not take into
consideration the cases when there were shortages of the returned products. In these
cases, the model estimates only the gap between demand and return, which is unac-
ceptable in practice. Our CLSC supports a production planning process and a shortage
may exist only when one decides to test a scenario in which there is no possibility to
purchase raw materials. We modified the classic CLSC by introduction of a production
process. Calculation efficiency of this model was improved by addition of some con-
straints. The model was optimised for planning purposes for a horizon longer than 12
planning periods. We omit the opening and closing costs of the facilities and use the
operational costs of these units. These kinds of costs better reflect the CLSC opera-
tional maintenance.

3.2 Model Formulation

Indices
i - index of collection centre, i = 1..I; j - index of recovery centre, j = 1..J; m - index of
redistribution centre, m = 1..M; n - index of disposal centre, n = 1..N; k - index of
market customer zone (returns), k = 1..K; l - index of market customer zone (demands),
l = 1..L; t - index of planning period, t = 1..T; r - index of processing centres, r = 1..R;
f - index of manufacturing centres, f = 1..F; g - index of final product, g = 1..G; o –

index of factory, o = 1..O; WB - number of BOM parts.
rp - square matrix of BOM structure. This structure is modelled as the directed

acyclic graph GBOM ¼ VBOM ; ABOMð Þ. The nodes represent the product parts (and a
final product). Associated arcs with the values rpw1;w22VBOM [ 0 indicate that
rpw1;w22VBOM units of part w1 are needed in the production of each unit of part w2.

Parameters
dglt - demand of the customer l for the recovered products g at the time t; rgkt - return of
the used products g of the customer k at the time t; cColCi - capacity of the collection
centre i (we assume a common warehouse area); cRecCj - capacity of the recovery centre

j; cRedCm - capacity of the redistribution centre m; cDisCn - capacity of handling the
scrapped products at the disposal centre n; f ColCi - fixed cost of maintenance for the
collection centre i; f RecCj - fixed cost of maintenance for the recovery centre j; f RedCm -

fixed cost of maintenance for the redistribution centre m; aColRecgijt - shipping cost per unit
of recoverable products from the collection centre i to the recovery centre j at the time t;
aRecRedgjmt - shipping cost per unit of recovered products from the recovery centre j to the

redistribution centre m at the time t; aRedCoutgmlt - shipping cost per unit of recovered

products from the redistribution centre j to the customer zone l at the time t; aColDisgint -
shipping cost per unit of scrapped products from the collection centre i to the disposal
centre n at the time t; aCinColgkit - shipping cost per unit of returned products from the

customer zone k to the collection center i at the time t; aColProgirt - shipping cost per unit of
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products from the collection centre i to the processing centre r at the time t; aProMan
grft -

shipping cost per unit used in shipping among the processing and manufacturing
centres;

aPRODogt production costs of the product g at the o-th facility at the time t; bPRODogt -

other non-production costs of the product g at the o-th facility at the time t; aBLOGogt -
backlog production costs of the product g at the o-th facility at the time t; pgl - penalty
cost per unit of non-satisfied demand of the customer l for the product g; hCLSCt storage
costs at the time t – the same for the CLSC elements; hPRODt - storage costs at the time
t for the production warehouses – the same for the production factories, final products,
and raw materials

Variables
Xgkit quantity of returned products g from the zone k to the collection centre i at t
Ugijt quantity of recoverable products from the centre i to the recovery centre j at t
Pgjmt quantity of recovered products g shipped from the recovery centre j to the

redistribution centre m at the time t
Qgmlt quantity of recovered products g shipped from the redistribution centre m to

the customer zone l at the time t
Egint quantity of scrapped products g shipped from the collection centre i to the

disposal centre n at the time t
Bgirt quantity of returned products g shipped from the collection centre i to the

processing centre r at the time t
Dgrftw quantity of product parts shipped from the processing centre r to the

manufacturing centre f that recovers the part w at the time t
dglt quantity of non-satisfied demand of the customer at the time t
Yit 1 if a collection centre is open at the location i at the time t; 0 otherwise
Zjt 1 if a recovery center is open at the location j at the time t; 0 otherwise
Wmt 1 if a redistribution centre is open at the location m at the time t; 0 otherwise
sColgit storage level in the collection centre i

sRecgjt storage level in the recovery centre j

sRedgmt storage level in the redistribution centre m

sProcgrwt storage level of the part w in the processing centre r

Elements of the production planning process:

XPROD
ogwt production at the time t in the production centre o for the part w of product g

YPROD
ogwt 1 if the production centre o is open at the time t for the part w

PPRODogmt demand for the produced items at the time t for the part w

sPRODogwt storage level in the production centre o of the part w at the time t

XBLOG
ogt production backlog (a volume of unsatisfied demand in t)

XLACK
ogwt volume of the raw materials w for product g that is deficiency in the factory o
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The optimisation function consists of a few elements presented below:

FixColC ¼
X

i2I;t2T f
ColC
i � Yit ð1Þ

FixRecC ¼
X

j2J;t2T f
RecC
j � Zjt ð2Þ

FixRedC ¼
X

m2M;t2T f
RedC
m �Wmt ð3Þ

The fixed cost of collection centre maintenance per time unit is shown in Eq. (1). The
fixed cost of recovery centre maintenance per time unit is shown in Eq. (2) and the
costs of redistribution centre are shown in Eq. (3).

Shipping costs of the products among the CLSC components (see Fig. 3):

ShipCostX ¼
X

g2G;k2K;i2I;t2T a
CinCol
gkit � Xgkit ð4Þ

ShipCostU ¼
X

g2G;i2I;j2J;t2T a
ColRec
gijt � Ugijt ð5Þ

ShipCostP ¼
X

g2G;j2J;m2M;t2T a
RecRed
gjmt � Pgjmt ð6Þ

ShipCostQ ¼
X

g2G;m2M;l2L;t2T a
RedCout
gmlt � Qgmlt ð7Þ

ShipCostE ¼
X

g2G;i2I;n2N;t2T a
ColDis
gint � Egint ð8Þ

ShipCostB ¼
X

g2G;i2I;r2R;t2T a
ColPro
girt � Bgirt ð9Þ

ShipCostD ¼
X

g2G;r2R;f2F;t2T;w2WB
aProMan
grft � Dgrftw ð10Þ

These are the shipping costs of products among the CLSC components. Shipping costs
among the customers’ returning products to the collection centres are shown in Eq. (4).
Other shipping costs are depicted in Eqs. (5)-(10).

PenaltyCost ¼
X

g2G;l2L;t2T pgl � dglt ð11Þ

ProductionCost ¼
X

o2O;g2G;w2WB;t2T aPRODogt � XPROD
ogwt þ bPRODogt YPROD

ogwt

� �

þ
X

o2O;g2G;t2T aBLOGogt � XBLOG
ogt

� � ð12Þ

StorageCost ¼
X

g2G;i2I;t2T
hCLSCt � sColgit þ

X

g2G;j2J;t2T
hCLSCt � sRecgjt

þ
X

g2G;m2M;t2T h
CLSC
t � sRedgmt þ

X
g2G;w2WB;o2O;t2T h

PROD
t � sPRODogwt

ð13Þ
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Penalty costs are greater than zero when demand is greater than the sum of production
and recovery. This is shown in Eq. (11). Production costs are shown in Eq. (12).
Storage costs of CLSC and PP facilities are shown in Eq. (13). Only production
warehouses can have different costs during the planning period.

Optimisation goal:

minimise FixColCþFixRecCþFixRedC

þ ShipCostXþ ShipCostUþ ShipCostPþ ShipCostQþ ShipCostE

þ ShipCostBþ ShipCostDþ StorageCostþProductionCostþPenaltyCost

subject to constraints:

X
m2M Qgmlt ¼ dglt � dglt; 8g 2 G; l 2 L; t 2 T ð14Þ
X

i2I Xgkit ¼ rgkt; 8g 2 G; k 2 K; t 2 T ð15Þ
X

J2J Ugijt þ
X

n2N Egint þ
X

r2R Bgirt þ sColgit ¼
X

k2K Xgkit þ sColgi;t�18g 2 G;

8i 2 I; 8t 2 T
ð16Þ

X
n2N Egint � s*

X
k2K Xgkit; 8g 2 G; i 2 I; t 2 T ð17Þ

X
n2N Egint �

X
k2K Xgkit; 8g 2 G; i 2 I; t 2 T ð18Þ

X
j2J Pgjmt þ sRedgm;t�1 þ

X
o2O PPRODogmt ¼

X
l2L Qgmlt þ sRedgmt ; 8g 2 G;m 2 M; t 2 T

ð19Þ

XPROD
ogwt �

X
l2L;tt2T:tt� t

dgl;tt � YPROD
ot ; 8g 2 G;w ¼ 1; o 2 O; t 2 T ð20Þ

XPROD
ogwt �

X
l2L;tt2T:tt� t

dgl;tt; 8g 2 G;w ¼ 1; o 2 O; t 2 T ð21Þ
X

o2O XPROD
ogwt �

X
l2L;tt2T:tt� t

dgl;tt; 8g 2 G;w ¼ 1; t 2 T ð22Þ
X

o2O;m2M PPRODogmt þ
X

j2J;m2M Pgjmt �
X

l2L;tt2T:tt� t
dgl;tt;8g 2 G; t 2 T ð23Þ

X
o2O;m2M PPRODogmt þ

X
j2J;m2M Pgjmt �

X
l2L;tt2T:tt� t

dgl;tt;8g 2 G; t 2 T ð24Þ
X

m2M Pgjmt þ sRecgjt ¼
X

i2I Ugijt þ sRecgj;t�1; 8g 2 G; j 2 J; t 2 T ð25Þ
X

k2K Xgkit �Yit � cColCi ; 8g 2 G; i 2 I; t 2 T ð26Þ
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X
i2I Ugijt �Zjt � cRecCj ; 8g 2 G; j 2 J; t 2 T ð27Þ

X
j2J Pgjmt �Wmt � cRedCm ; 8g 2 G;m 2 M; t 2 T ð28Þ
X

i2I Egint � cDisCn ; 8g 2 G; n 2 N; t 2 T ð29Þ
X

i2I lgwBgirt þ sProcgrw;t�1 ¼
X

f2F Dgrftw þ sProcgrwt; 8g 2 G; r 2 R; t 2 T ð30Þ

sPRODogw;t�1 þXPROD
ogwt ¼

X
m2M PPRODogmt þ sPRODogwt ; 8g 2 G; o 2 O;w ¼ 1f g; t 2 T ð31Þ

sPRODogw;t�1 þXPROD
ogwt ¼

X

w12WB

rpw1;w � XPROD
ogwt

� �
þ sPRODogwt ; 8g 2 G; 8o 2 O;

w 2 3f g; 8t 2 T
ð32Þ

sPRODogw;t�1 þXPROD
ogwt þXLACK

ogwt ¼
X

w12WB

rpw1;w � XPROD
ogwt

� �
þ sPRODogwt ; 8g 2 G; o 2 O;

w 2 2; 4f g; t 2 T
ð33Þ

XPROD
ogwt ¼

X
f2F;r2R Dgrftw; 8g 2 G; o ¼ 1f g;w 2 2; 4f g; t 2 T: ð34Þ

The number of products recovered and produced Eq. (14) is equal to the difference
between demand and non-satisfied demand (for any time unit). The quantity of returned
products is equal to the quantity of products sent to the collection centres Eq. (15).

A balance for a flow of products between the following periods is modelled by
Eq. (16). In this equality, for the collection centres, the quantity of products collected in
the collection centres is equal to the quantity of products sent later to the recovery,
processing and the disposal centres (taking into account the storage levels of products
in the collection centre warehouses at t-1 and t).

The quantity of products sent to the disposal centres from the collection centres is
greater or equal to s * 100%. s is set up as an a-priori known parameter which is shown
in Eq. (17). The quantity of products sent to the disposal centres from the collection
centres is less than or equal to the quantity of products collected Eq. (18).

The sum of the production and recovery activities must be equal to the distribution,
taking into account the warehouse levels, which is shown in Eq. (19). The quantity of
recovered products shipped from the recovery centres to the redistribution centres plus
the quantity of produced goods shipped to the redistribution centres is equal to the
quantity of products sent to the clients.

Equality for the production centres is shown in Eq. (20). Production should be
equal to demand, taking into account the storage levels of the production warehouses.
Additional constraints can be added to tighten the model formulation.

At the time t, the quantity of produced goods is less than or equal to the quantity of
demands for the remaining time units, which is shown in Eq. (20). Equation (21) is a
technical inequality that improves the solver searching process. This inequality is

Optimisation Model of Military Simulation System Maintenance 445



almost the same as in Eq. (20), but the 0-1 variable was omitted. Equation (22) is a
technical inequality that improves the solver searching process.

The sum of quantity of produced goods and the recovered goods at t is less than or
equal to the demands for the remaining time periods, which is shown in Eq. (23).
Equation (24) shows that the sum of the quantity of produced goods and recovered
goods at t is greater than or equal to the demands at t.

Equation (25) means that a quantity of products recovered and sent to the distri-
bution centres is equal to the quantity of products sent to the recovery centres, taking
into account the storage levels at t-1 and t.

Equations (26)–(29) constrain the centre’s capacities. These capacities are mod-
elled as the spaces needed for collection, remanufacturing, and distribution activities,
and are different to the storage capacities of these centres.

The decomposition process of a returned product into parts is presented in Eq. (30).
lgw is the number of parts of the type w that can be removed from the product g. For
reader convenience, we omit constraints that describe the capacity of the manufacturing
and processing centres.

The production planning model consists of two parts: production planning con-
straints for the components and production planning constraints for the final product.
Equation (31) shows the equality for the production centres – final product (index w=1
describes the final product). Equation (32) shows the equality for the production of
components (formulation depends on BOM structure). In Eq. (33), the analogous
constraint is presented, but it describes the lowest level of BOM. The variable XLACK

ogwt is
introduced that describes the purchases of raw materials from the external sources (see
Fig. 4 and BOM structure in Fig. 3).

Equation (34) shows a situation where remanufactured materials are sent only to
one predefined factory. In a general case, this should be modified but in the model
presented it reflects a real business case we know.

4 Results and Discussion

Several numerical experiments were prepared in order to check the feasibility and
performance of the presented models. The most important results are reported in this
section. First, we present the numerical results for SCM model with 6 military training
areas treated as the SCM clients. In the paper, a military training area plays a role of a
client and depicts an installation of a laser training system. For example, in Poland
there will be about 6 installations.

We assumed in our experiments different numbers of SCM components. In the
paper we present results for the SCM system with 3 collection centres (CC), 3 dis-
tribution centres (DC), 1 recovery centre (RC), 2 disposal centres and the one set of
processing centre (PC), remanufacturing centre (RF) and production centre (PR) (see
Fig. 4). The locations of some SCM components were predefined according to the
localisations of military grounds and the company’s partners. In Fig. 4 we presented
the results for 52 planning periods (weeks) what means that the model was calculated
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for one year for all military grounds. Results presented in Fig. 5 describe the product
flows for BOM no 1 – training harness (final product BH1).

Because in presented SCM some harnesses could be dismantled and the compo-
nents could be used in new products so the processing centre, remanufacturing centre
and production centre are present. A flow of harness parts are presented in Fig. 3.
Number of elements sent among SCM components depends on BOM structure (see
Fig. 2).

Next, we calculated the production planning problem for the varying demands and
the different time periods (13,26,52 weeks). First results are presented in Table 1. The
most important factor influencing the results was the SCM structure, i.e. the numbers of
collection, recovery, and distribution centres. A number of production facilities was
also important for a computational efficiency, because the plans for these facilities were
established in correspondence to BOMs. All the experiments were conducted with
IBM CPLEX solver [4].

Fig. 4. Product (BH1) flow for 52 planning periods. Number of final product pieces (harness
BH1) sent among the SCM components are placed on the arcs of SCM net.
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In Table 1 we presented the optimisation results of PP model with CLSC for 6
military grounds and SCM elements presented in Fig. 4.

One should notice that the extended formulation leads to more efficient calcula-
tions, which is the most important goal of the task. The best efficiency was obtained
with the improved model when additional constraints were added to set up a lower
bound of the production storage at the time t. This simple modification introduced only
at the last phase of production let us to speed up the calculations by about 18%
provided that there are differences in production costs in corresponding periods. One
should also remember that this type of task is usually solved many times, hence the
time to find a solution is critical.

Fig. 5. Product (BH1) flow from a processing centre to a production centre.

Table 1. Optimisation results for different PP with CLSC problems.

No. Problem size
|I| � |J| � |M| � |N| � |K| � |L| �
|O| � |R| � |F|

Planning
period

No of
variables

Number of
constraints

Optimisation
time [s]

1 3 � 2 � 3 � 2 � 6 � 6 � 1 � 1 � 1 4 408 296 8

2 3 � 2 � 3 � 2 � 6 � 6 � 1 � 1 � 1 9 918 666 25

3 3 � 2 � 3 � 2 � 6 � 6 � 1 � 1 � 1 13 1326 962 40

4 3 � 2 � 3 � 2 � 6 � 6 � 1 � 1 � 1 26 2652 1924 140

5 3 � 2 � 3 � 2 � 6 � 6 � 1 � 1 � 1 39 3978 2886 320

6 3 � 2 � 3 � 2 � 6 � 6 � 1 � 1 � 1 52 5304 3848 763
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5 Conclusions

In the paper, a production planning model supported by CLSC is presented for the
military laser simulation system. The model describes a CLSC network that consists of
the closed loop elements and the production elements (with the open loop compo-
nents). In the paper, a recovery process in CLSC is a supporting activity. So, a pro-
duction process is the leading element that decides whether customer demands are
satisfied. Such assumption is justified because a client usually prefers new equipment
than the used one. However, during a life cycle of the laser system, some devices must
be remanufactured to reduce a cost of maintenance.

Our calculations have been performed on the models with the longer time horizon,
which has had a great impact on the efficiency of a solution finding process. Our model
is suitable for use in production planning with horizons up to 12 months (52-week time
periods). We have used a CPLEX solver to solve the optimisation problem which has
been based on an IP model.

We have described some modifications of the standard OLSC and CLSC models in
to order to lower the computing time. The very important factor hampering the cal-
culations was that the presented model was multi-item multi-level production. These
additional constraints make the calculations complicated when one takes into account
possible disturbances.
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Abstract. The imbalanced data problem turned out to be one of the
most important and challenging problems in artificial intelligence. We
discuss an approach of minority class approximation based on rough set
methods and three-way decision. This approach seems to be more general
than the traditional one. However, it requires developing some new logical
tools for reasoning based on rough sets and three-way decision, which is
often expressed in natural language.

Keywords: Imbalanced data · Minority class approximation · Rough
sets · Three-way decision · Granular computing

1 Introduction

More than twenty five years ago the imbalanced data problem turned out to be
one of the most important and challenging problems [1]. Indeed, missing infor-
mation about the minority class leads to a significant degradation in classifier
performance. Moreover, comprehensive research has proved that there are cer-
tain factors increasing the problem’s complexity. These additional difficulties are
closely related to the data distribution over decision classes. In spite of numer-
ous methods which have been proposed, the flexibility of existing solutions needs
further improvement.

In this paper, we discuss an approach of the minority class approximation
based on partial inclusion of granules as some kind of judgment [2]. In the judg-
ment process, the arguments for and against the hypothesis about membership
of the perceived case to a given concept are collected. In this way, the results
of judgment clearly indicating that a given case belongs to one of the regions
e.g., lower approximation, boundary region, or complement to the upper approx-
imation are obtained (see also three-way decision [3]). We consider information
granules as the computational building blocks that are necessary for cognition.
Our approach is consistent with the opinion of L. Valiant [4]:

A fundamental question for artificial intelligence is to characterize the
computational building blocks that are necessary for cognition. A specific
challenge is to build on the success of machine learning so as to cover
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broader issues in intelligence. This requires, in particular a reconciliation
between two contradictory characteristics–the apparent logical nature of
reasoning and the statistical nature of learning.

The paper is structured as follows. In Sect. 2, we present the rough set app-
roach towards minority class approximation in the context of k-nearest neighbors
approximation space. In Sect. 3, we discuss some aspects for the deeper reasoning
about imbalanced data. In Sect. 4, we discuss judgment and three-way decision
related to imbalanced data sets.

2 Minority Class Approximation in a k-Nearest
Neighbors Approximation Space: Rough Set Approach

In the section, we present an approximation space based on a k-nearest neighbors
classifier. We illustrate this notion with three-way decision strategies related to
imbalanced data classification.

A k-nearest neighbors approximation space (more general cases are consid-
ered, e.g., in articles [5,6]) can be defined by a tuple ASk = (U,NNk, ν), where
U is a non-empty set of objects, NNk is a function defined on U with values in
the powerset P(U) of U (NNk(x) is the set of k-nearest neighbors of x ∈ U )
and ν is the inclusion function defined on the Cartesian product P(U) × P(U)
with values in the interval [0, 1] measuring the degree of inclusion of sets [6]. For
X ⊆ U the lower and upper approximation operations can be defined in ASk by

LOWASk
(X) = {x ∈ U : ν(NNk(x),X) = 1}, (1)

UPPASk
(X) = {x ∈ U : ν(NNk(x),X) > 0}. (2)

For X,Y ⊆ U the standard rough inclusion relation νSRI is defined by

νSRI(X,Y ) =

⎧
⎨

⎩

card(X ∩ Y )
card(X)

, if X is non − empty,

1, otherwise.
(3)

Another example of rough inclusion function νt can be defined using the
standard rough inclusion and a threshold t ∈ (0, 0.5) using the following formula:

νt (X,Y ) =

⎧
⎨

⎩

1 if νSRI (X,Y ) ≥ 1 − t
νSRI(X,Y )−t

1−2t if t ≤ νSRI (X,Y ) < 1 − t

0 if νSRI (X,Y ) ≤ t

(4)

This strategy can be described in natural language as follows. Due to uncer-
tainty, it is not possible to perceive objects exactly. The objects are perceived
using information about them represented by vectors of attribute values. These
vectors define some k-nearest neighbors of objects. In making decision we use
these k-nearest neighbors of objects to judge membership of a perceived object
into a minority class. The result of judgment is based on the degree to which
the k-nearest neighbors are included into the minority class.
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Example 1. Let U be a set of objects and let d : U → Vd be a decision attribute
with Vd = {+,−} as the set of values. Let an approximation space ASk,t can be
defined by a tuple ASk,t = (U,NNk, νt). For two decision classes minority class
Xd=+ = {x ∈ U : d(x) = +}, and majority class Xd=− = {x ∈ U : d(x) = −},
where Xd=+ ∪ Xd=− = U, we define

LOWASk,t
(Xd=+) = {x ∈ U : νt(NNk(x),Xd=+) = 1},

UPPASk,t
(Xd=+) = {x ∈ U : νt(NNk(x),Xd=+) > 0},

BOUNDARYASk,t
(Xd=+) = UPPASk,t

(Xd=+) − LOWASk,t
(Xd=+),

NEGATIV EASk,t
(Xd=+) = U − UPPASk,t

(Xd=+).

We can label objects x ∈ U as in Table 1.

Table 1. The judgment about which label to assign to the object x ∈ U .

Labelk,t(x) Argument “for” Argument “against”

νt(NNk(x), Xd=+) νt(NNk(x), Xd=−)

LOWER =1 �=1

BOUNDARY ∈ (0, 1) /∈ (0, 1)

NEGATIV E =0 �=0

A similar strategy, enhanced by conflict resolution, is also widely used in
inducing classifiers from decision tables (training samples).

3 Partition of Minority Class in Imbalanced Data

In this section we discuss an approximation (partition) of minority class in imbal-
anced data tables. We extend a strategy of labeling objects from the minority
class introduced in [7,8].

The idea of formation of information granule facilitates splitting the prob-
lem into more feasible subtasks. Then, they can be easily managed by applying
appropriate approaches, dedicated to specific types of entities. After defining
groups of similar instances NNk(x) (namely minority class objects x ∈ Xd=+

and their k nearest neighbors NNk(x)), the inclusion degree of each informa-
tion granule NNk(x) in Xd=+ is examined. Based on this analysis, Label(x), the
labels are assigned to all positive examples x ∈ Xd=+.

We assume that evaluation of information granules is crucial for further
processing. Before applying oversampling mechanism, each information gran-
ule, defined by NNk(x) having positive instance x as the anchor point, is
labeled with one of the following etiquettes: SAFE, BOUNDARY and NOISE.
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The category of the individual entity is determined by the inclusion degree of
NNk(x) in the information granule Xd=+ (the whole minority class).

Details of the proposed technique are presented in Eq. 5 and explained below.

Labelk,t(x) =

⎧
⎪⎨

⎪⎩

SAFE, if νt (NNk(x),Xd=+) = 1
BOUNDARY, if 0 < νt (NNk(x),Xd=+) < 1
NOISE, if νt (NNk(x),Xd=+) = 0

(5)

where t ∈ (0, 0.5).

– Etiquette Labelk,t(x) = SAFE for x ∈ Xd=+

A high inclusion degree indicates that the information granule NNk(x) is
placed in a homogeneous area and therefore x can be considered as SAFE.
The inclusion level is obtained by an analysis of granule characteristics, espe-
cially cardinalities of instances from both classes. The number of positive class
representatives belonging to the analyzed entity (except the anchor exam-
ple) i.e. card(NNk(x) ∩ Xd=+) is compared to the number of negative class
instances i.e. card(NNk(x) ∩ Xd=−) (see Table 2 for k = 7 and t = 0.3).

– Etiquette Labelk,t(x) = BOUNDARY for x ∈ Xd=+

A low inclusion degree is determined by a large representation of the majority
class Xd=− in the information granule NNk(x). These kind of entities are
placed in the area surrounding class boundaries, where examples from both
classes overlap (see Table 2 for k = 7 and t = 0.3).

– Etiquette Labelk,t(x) = NOISE for x ∈ Xd=+

A very low inclusion degree of the information granule NNk(x) in the minor-
ity class Xd=+ is identified with the situation where the information granule
is created around the rare individual placed in the area occupied by repre-
sentatives of the negative class Xd=−. This case is considered in Table 2 for
k = 7 and t = 0.3).

The example of labeling instances from the minority class is presented in
Table 2. It shows all possible cases of the minority class instance’s neighborhood.

Assuming that the k parameter is equal to 7, the second column presents the
number of nearest neighbors belonging to the same class as the instance under
consideration, and the third column shows the number of nearest neighbors
representing the opposite class.

Example 2. Consider data consisting of 1000 objects, i.e. card(U) = 1000, where
there are 950 objects in the majority class, i.e. card(Xd=−) = 950 and there are
50 objects in the minority class, i.e. card(Xd=+) = 50. Let x, y ∈ Xd=+ i.e. the
decision d(x) = d(y) = +. Let x1, x2, x3, x4, x5, x6, x7 be seven nearest neighbors
of x i.e. NN7(x) = {x1, x2, x3, x4, x5, x6, x7}. Let us assume that d(x1) = −,
d(x2) = +, d(x3) = +, d(x4) = −, d(x5) = −, d(x6) = + and d(x7) = +.
We obtain card(NN7(x) ∩ Xd=+) = card({x1, x2, x3, x4, x5, x6, x7} ∩ Xd=+) =
card({x2, x3, x6, x7}) = 4 and card(NN7(x) ∩ Xd=−) = card({x1, x2, x3,
x4, x5, x6, x7} ∩ Xd=−) = card({x1, x4, x5}) = 3. Hence

νSRI (NN7(x),Xd=+) =
card(NN7(x) ∩ Xd=+)

card(NN7(x))
=

4
7
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Table 2. Identification of the type of the minority class instance in case of k = 7
nearest neighbors and t = 0.3.

Label7,0.3(x) card(NN7(x) ∩ Xd=+) card(NN7(x) ∩ Xd=−) ν0.3 (NN7(x), Xd=+)

SAFE 7 0 1

6 1 1

5 2 1

BOUNDARY 4 3 0.69

3 4 0.32

NOISE 2 5 0

1 6 0

0 7 0

and

ν0.3 (NN7(x),Xd=+) =
νSRI (NN7(x),Xd=+) − 0.3

1 − 0.6
=

4
7 − 0.3
1 − 0.6

= 0.69.

We conclude that the correct label for x is Label7,0.3(x) = BOUNDARY. Let
NN7(y) = {x1, x2, x3, x6, x7, x8, x9}, where d(x8) = + and d(x9) = +. We
obtain card(NN7(y) ∩ Xd=+) = card({x1, x2, x3, x6, x7, x8, x9} ∩ Xd=+) =
card({x2, x3, x6, x7, x8, x9}) = 6 We conclude that the correct label for y is
Label7,0.3(y) = SAFE.

After categorizing instances from minority class Xd=+, the mode of algo-
rithm for oversampling is obtained. Three methods are proposed in [7,8] to deal
with various real–life data characteristics. They mainly depend on the num-
ber of information granules labeled as BOUNDARY. Assuming that a certain
threshold value is one of the parameters of the algorithm , the complexity of the
problem is defined based on this value and the number of granules recognized as
BOUNDARY. The threshold indicates how many instances of the entire minor-
ity class should be placed in boundary regions to treat the problem as a complex
one.

Having less BOUNDARY entities, i.e.,

card({x ∈ Xd=+ : Labelk,t(x) = BOUNDARY })
card(Xd=+)

< complexity threshold

means that the problem is not complex and the following method of creating
new instances can be applied:

Low Complexity mode (see also [7])
Low Complexity mode for obtaining balanced decision table
DTbalanced from the table DT : DT 	−→LowComplexity DTbalanced

– Labelk,t(x) = SAFE: there is no need to significantly increase the number
of instances in these safe areas. Only one new instance per existing minority
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SAFE instance is generated. Numeric attributes are handled by the inter-
polation with one of the k nearest neighbors. For the nominal features, new
sample has the same values of attributes as the instance under consideration.

– Labelk,t(x) = BOUNDARY : the most of synthetic samples are generated
in these borderline areas, since numerous majority class representatives may
have greater impact on the classifier learning, when there are not enough
minority examples. Hence, many new examples are created closer to the
instance x under consideration. One of the k nearest neighbors is chosen for
each new sample when determining the value of numeric feature. Values of
nominal attributes are obtained by the majority vote of k nearest neighbors’
features.

– Labelk,t(x) = NOISE: no new samples are created.

Example 3. This didactic example is a continuation of the Example 2. Let us
assume that complexity threshold = 0.2 and there are eight information gran-
ules labeled as BOUNDARY i.e.

card({x ∈ Xd=+ : Label7,0.3(x) = BOUNDARY }) = 8.

We obtain that the problem is not complex with respect to selected threshold:

card({x ∈ Xd=+ : Label7,0.3(x) = BOUNDARY })
card(Xd=+)

=
8
50

= 0.16 < 0.2.

Let us consider two objects x, y ∈ Xd=+ as in Example 2. Only one new instance
per existing minority SAFE instance y (Label7,0.3(y) = SAFE) is generated.
Numeric attributes are handled by the interpolation with one of the 7 nearest
neighbors. One chooses one minority class sample among the 7 neighbors of y e.g.
x2. Finally, one generates the synthetic sample ynew by interpolating between
x2 and y as follows:

ynew = y + rand(0, 1) × (x2 − y),

where rand(0, 1) refers to a random number between zero and one. For object
x, where Label7,0.3(x) = BOUNDARY and

NN7(x) ∩ Xd=+ = {x1, x2, x3, x4, x5, x6, x7} ∩ Xd=+ = {x2, x3, x6, x7}
four synthetic objects are generated.

On the other hand, prevalence of BOUNDARY information granules, i.e.,

card({x ∈ Xd=+ : Labelk,t(x) = BOUNDARY })
card(Xd=+)

≥ complexity threshold

involves more complications during the learning process. Therefore, dedicated
approach described below is chosen:

High Complexity mode (see also [7])
High Complexity mode for obtaining balanced decision table DTbalanced from
DT table: DT 	−→HighComplexity DTbalanced
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– Labelk,t(x) = SAFE: assuming that these concentrated instances provide
specific and easy to learn patterns that enable proper recognition of minor-
ity samples, plenty of new data is created by interpolation between SAFE
instance and one of its k nearest neighbors. Nominal attributes are deter-
mined by majority vote of k nearest neighbors’ features.

– Labelk,t(x) = BOUNDARY : the number of instances is doubled by creat-
ing one new example along the line segment between half of the distance
from BOUNDARY instance and one of its k nearest neighbors. For nominal
attributes values describing the instance under consideration are replicated.

– Labelk,t(x) = NOISE: new examples are not created.

If {x ∈ Xd=+ : Labelk,t(x) = SAFE} = ∅, then the following method is
applied:

No Safe mode (see also [7])
No Safe mode: DT 	−→NoSafe DTbalanced

– Labelk,t(x) = BOUNDARY : all of the synthetic instances are created in
the area surrounding class boundaries. This particular solution is selected
in case of especially complex data distribution, which does not include any
SAFE samples. Missing SAFE elements indicate that most of the exam-
ples are labeled as BOUNDARY (there are no homogeneous regions). Since
only BOUNDARY and NOISE examples are available, only generating new
instances in the neighborhood of BOUNDARY objects would provide suffi-
cient number of minority samples.

– Labelk,t(x) = NOISE: no new instances are created.

NOISE granules are completely excluded from the preprocessing phase,
since their anchor instances are erroneous examples or outliers. Therefore, they
should not be removed, but they also should not be taken into consideration
when creating new synthetic instances to avoid more inconsistencies.

Looking on the above formalization of labeling of objects from the minority
class, one can find possible judgment strategy which can be easily expressed in
a fragment of natural language. However, in real-life applications, the situation
may be much more complex. For example, one can ask about the risk of mak-
ing decision based on such modeling. For example, labels SAFE or NOISE are
related to complex vague concepts. In the real-life medical applications, the judg-
ment leading to decision about labeling by SAFE and NOISE may require inter-
actions with domain knowledge, which can be the experience or recent discover-
ies in medicine reported in the literature, or can be additional testing of objects
or performing some other actions on them. Some advanced judgments strategies
should be used to obtain relevant information for making proper decision.

4 Judgment About Minority Class and Three-Way
Decision

Three-way decision play a key role in everyday decision-making and have been
widely used in many fields and disciplines [3].
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Suppose Universe is a finite nonempty set and Criteria is a finite set of
criteria. The problem of three-way decisions is to divide, based on the set of
criteria Criteria, Universe into three pair-wise disjoint regions.

Example 4. In Sect. 2 we consider a universe U of all objects and three pairwise
disjoint regions called the lower, boundary, and negative regions, respectively
(see Fig. 1).

Fig. 1. Partition of a universe U into three pairwise disjoint regions

Example 5. In Sect. 3 we consider Universe as the set Xd=+ of all positive exam-
ples (the set of minority class objects). Criteria are based on the inclusion
degree. Every minority class instance belongs to exactly one region called the
safe {x ∈ Xd=+ : Labelk,t(x) = SAFE}, boundary {x ∈ Xd=+ : Labelk,t(x) =
BOUNDARY }, and noise {x ∈ Xd=+ : Labelk,t(x) = NOISE} region, respec-
tively (see Fig. 2).

Corresponding to the three regions, one may construct rules for three-way
decision how to create new synthetic minority class objects.
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Fig. 2. Partition of a minority class Xd=+ into three pairwise disjoint regions

From the above discussion it follows that judgment is performed on the basis
of information granules representing the current result of perception of the situ-
ation. On the basis of this result, the judgment resulting in selection of the most
relevant action(s) (with respect to the current goals) in the perceived situation
is performed. By performing actions the complex granule about the current situ-
ation is updated and again the judgment leads to the selection of next action(s).
In this way computations on complex granules are controlled by actions aim-
ing to preserve the required constraints. For example, the constraints related to
imbalanced data classification tasks may be seen as reaching conclusion about
the membership of perceived situation in the considered minority class.

5 Conclusions and Future Research

We discussed two approaches to minority class approximation. Some didactic
illustrative examples are included. Both approach are pointing out the necessity
of developing new methods for modeling of judgment in imbalanced data sets.

In neighborhoods different types of objects from the minority class such as
safe, borderline, rare examples, and outliers are also considered [9]. In the future



460 J. Stepaniuk

we plan to investigate in more detail the methods how to distinguish the outliers
from the noise. In [9] it is emphasized that the results of the noise identification
by filters are often identified by medical experts as valid outliers. Hence, it is
visible that to provide a decision support system some more advanced reasoning
tools, which we call judgment are required (see [10]). These reasoning tools
should help the system to judge properly about such perceived cases. It should
be noted that this judgment should be supported by the relevant information
about perceived cases extracted from knowledge bases representing experience.
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Abstract. In this paper, we study run-time adaptation methods of a
schedule of sensor activity generated for ideal temperature conditions.
Such a schedule cannot be completed in low-temperature conditions due
to a shorter lifetime of sensor batteries. We proposed several methods
of selecting the next slot to be executed when the currently scheduled
slot is unfeasible. Our experiments showed that in most cases, the best
method is the one selecting the next slot based on computing the mean
and standard deviation values of the battery load level for all the sensors
active in a given slot.

Keywords: Maximum lifetime coverage problem · Schedule
optimization · Adaptation to varying temperature

1 Introduction

Wireless sensor networks consist of devices deployed within the target area that
gather and transfer information from the monitored field. In this research, we
assume that devices are immobile and have the same sensing range. The devices
are battery-powered, and the capacity of batteries defines network lifetime. Bat-
teries are fully charged at the beginning of the monitoring. However, outdoor
conditions are often far from laboratory ones. Notably, in the low temperature,
battery performance drops significantly, and the lifetime of sensors shrinks. Thus,
the network cannot guarantee that sensors cover an appropriate percentage of
the monitored field (which is called the required level of coverage) over its entire
lifetime. In many networks, the number of sensors is high, and sensing regions
overlap. Monitoring redundancy creates an opportunity for optimization by turn-
ing off the redundant sensors. Typically, the optimization of the network activity
schedule is computationally expensive. Therefore, it is executed before the net-
work starts and for fixed working conditions. Further rearrangement of sensors’
activity schedules performed in the network run-time and concerning the current
temperature is desirable because it may enlarge significantly the period between
activation of the network and the first moment when the level of coverage drops
below the required threshold. The problem of a schedule adaptation to varying
temperature conditions is the subject of the research in this paper.
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In our research, the time is discrete, and thus every schedule defines sen-
sors’ activity for time units of the same length called slots. Slots represent short
periods, so we can assign a temperature to every slot that is constant over the
entire period. The temperature influences sensors’ energy consumption, thus
changes their lifetime. Input schedules define sensors activity in subsequent slots
assuming constant temperature. The application of varying temperatures to slots
verifies their feasibility due to the non-uniform battery discharge levels. In low-
temperature conditions, when the battery performance drops, the last slots in
the schedule cannot guarantee sufficient coverage of the area by active moni-
toring devices. We are interested in finding the most extended uninterrupted
sequence of fully operational slots. Thus, we are interested in the rearrangement
of the schedule content to maximize the length of this sequence. Methods of such
rearrangement are the subject of our research.

The paper consists of five sections. The model of sensor network control is
presented in Sect. 2. Section 3 discusses the process of schedule adaptation to the
varying temperature conditions in the proposed model. Section 4 describes the
experimental part of the research. Section 5 concludes the paper.

2 The Model of a Sensor Network

In our research, we work with the activity schedules of a network consisting of NS

immobile sensors. The sensors are randomly deployed over an area to monitor
NP points of interest (POI). All sensors have the same sensing range rsens and
the same finite battery capacity. We propose a model of this problem where
some real-word properties are simplified. First, we assume that time is discrete,
that is, consists of periods of the same length. During every period, a sensor can
be active or sleep. A working sensor consumes one unit of energy per time unit
for its activity. We assume that in the sleeping state, the energy consumption is
negligible. Thus, assuming constant and ideal temperature in the surroundings,
every sensor can be active during the same number of time steps (consecutive,
or not).

In real life, effective battery capacity depends on various factors. For example,
regular turnings on and off the battery shorten its lifetime. Thus, it does matter
whether the battery is on in consecutive time steps or is in every time step
turned on/off. Another issue concerns power consumption for communication
activity between sensors. Depending on the communication topology, batteries
of some sensors may discharge faster than the others. In our model, these issues
are negligible except one, that is, the working temperature of sensors.

2.1 A Battery Discharge Model

For the modeling of a discharge process when batteries work in varying tem-
perature conditions, we use rate discharge curves of Li-ion battery given in [5].
We assume that sensor batteries discharge linearly from its initial voltage to
a threshold value. Thus, for different temperatures, we can estimate respective
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battery lifetimes in operating time units. Therefore, we measure the battery
capacity in time units rather than in milliamps × hours. The maximum battery
capacity Tbatt represents the number of time units when the device can be in
an active state running in the ideal temperature equal to 25 ◦C. A percentage
amount of discharge in a unit of operating time equals 100% divided by the
battery lifetime for the actual temperature.

This model is extremely simplified and does not represent real processes
occurring in the battery under the influence of temperature changes. However, it
allows approximating the battery discharge based on actual weather conditions.
It must be stressed that the model refers neither to any particular battery nor
the sensor device’s real discharge curves. It takes into account neither costs of
a transition from low power mode to high power mode nor the side effects of
drawing current at a rate higher or lower than the discharge rate. Details of this
model are described in [1].

2.2 Sensor Activity Schedule Representation

A schedule is a matrix H of 0s and 1s. The i-th row of this matrix defines the
activity of the i-th sensor over time. The j-th column of H denoted Hj defines
the state of all sensors during the j-th time unit. Hj [i] = 1 means that the
i-th sensor is active at time j while Hj [i] = 0 means that the i-th sensor is
at time j in a sleeping state. Each of the columns (called slots) guarantees the
required level of coverage, that is, for every slot, all its active sensors cover the
appropriate percentage of POIs. The number of slots is identical to the lifetime
of the network because every slot takes precisely one unit of time. The number
of 1s in a row of a schedule represents the working time of the corresponding
sensor. It should not be higher than Tbatt.

Schedules that are a subject of experiments are suboptimal. Therefore, we
assume that turning off even a single sensor in a slot can make this slot incorrect.
The schedules have been generated under the assumption that the amount of
sensor battery discharge in every slot is the same and equals one operating time
unit, that is, the network works at a constant temperature of 25 ◦C all the time.
All schedules used in experiments described in the further text come from the
algorithm based on the hypergraph model approach (for more details, the reader
is referred to [2–4]).

2.3 Influence of the Temperature on the Schedule Execution

In the proposed model, every slot has its temperature, which is constant and can
be different than in the neighboring slots. In the real world, the temperature may
also differ slightly depending on the location of the sensor because, for example,
objects in the monitored terrain may cast a shadow on some sensors. However,
we consider a simplified model where the temperature is always precisely the
same for all sensors.

Figure 1 shows an example schedule for the network consisting of 5 sensors.
The network lifetime equals six time units. Two versions of the same schedule for
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two different operating temperatures contain the battery discharge percentages
in the table cells. Zero means that the sensor is in the sleeping state, and non-
zero—in an active state. All sensors are the same and have the same batteries.
In the case of t = 25 ◦C, the battery discharge during a time unit equals 20%.
Let us assume that in the case of t = −20 ◦C, the battery discharge is higher
and equals, for example, 28.6%. The last column contains the sums of values in
every row.

Fig. 1. Example schedule for 5 sensors; the network lifetime equals 6 time units. The
table contains battery discharge percentages of sensors for t = 25 ◦C (left), and for
t = −20 ◦C (right)

In the case of low temperature, the execution of a schedule discharges sensor
batteries more than in the case of high temperature. Particularly, the schedule
in Fig. 1(b) could not be executed for −20 ◦C, because sensors no. 1, 3, and 4
discharge their batteries above the level of 100%. In this case, slots no. 4 and
6 are incorrect because of the lack of energy for the full working time of three
sensors: sensor no. 1 in slot no. 4, and sensors no. 3 and 4 in slot no. 6. Such
schedule can be denoted as [C1, C2, C3, I4, C5, I6] (where C means a correct slot
and I—an incorrect one) and its lifetime deteriorates to 3 because the third slot
is the last one in the uninterrupted sequence of correct slots. Typically, in the
case of the schedule application at a low temperature, slots located on the left
end of the schedule are still fine, but in the slots located on the right end, some
sensors have to be off. We assumed the worst-case scenario, where none of the
active sensors in a slot can be off. Otherwise, the slot becomes incorrect and has
to be removed from the schedule. If this is the case, there appears extra energy in
all the remaining active sensors, which can be used by them in the slots standing
in the schedule after the removed one. For example, when we remove slot no. 4,
sensors no. 3 and 5 decrease their battery discharge.

Finally, we also assumed that we could not try to fix the coverage by changing
the set of active sensors within a slot because we know neither the sensor nor
POIs localization. The only option is to remove incorrect slots.

3 Methods of the Schedule Adjustment

In our approach, we try to fix sensor activity schedules corrupted by the need to
work in low temperatures. First, we assume that the network uses a thermometer
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and knows the operating temperature for the current time unit. Therefore, it can
also calculate the discharge for all batteries over time as well as their predicted
discharge levels assuming they would have to work in the present temperature
for a time unit. The network validates every slot in the input schedule H before
execution. As far as the slots are feasible, that is, the battery levels for all sensors
active in the current time unit are sufficiently high, the network executes slots
one by one according to their order in H. Detection of the first infeasible slot
Hk starts the repair procedure.

There is no prediction of the temperature, so the repair procedure searches
for the best alternative slot just for the position k concerning the current tem-
perature measured by the thermometer. The new slot comes from the remaining
slots from Hk+1 to Hn, where n represents the total number of slots in H.

One can divide these repair procedures into two groups. In the first group of
methods, we verify slots from the queue containing slots from Hk+1 to Hn. The
first feasible slot, say Hm, that is, the slot which defines feasible activity control
of the network respectively to the current temperature, is moved to position k,
and the slots from Hk to Hm−1 are shifted to the right by one. In the second
group, for each slot deemed feasible, we calculate some slot’s parameters and
then compare it to the slot currently considered as best. After each feasible slot
is checked, the winner is moved to position k. These groups of methods are
described below.

3.1 Feasible Slot Selection

First-Fit (FF) verifies slots from the queue containing slots ordered from Hk+1

to Hn. Finding the first feasible one stops the verification process.

Biased First-Fit (BFF) also verifies slots from the queue just like First-Fit but
moves every negatively verified slot from the front to the end of the queue. This
way, in the next call of this method, the order of slots in the queue is different.
Now, the slots which were negatively verified recently, are to be verified last.
This approach comes from the observation that the temperature seldom changes
rapidly, and the slots which do not fit now, most probably will not fit in the
nearest time step. Thus, we will find the first feasible slot sooner if we start
looking elsewhere.

3.2 Slots Ranking

MinMax (MIMA) among the active sensors calculates mean for the two battery
load levels: the highest and the lowest one. To calculate this, we have to find two
sensors with extreme load levels in the slot. The slot with a higher mean value
wins the comparisons.

Mean (MEAN) works the same way as MIMA except that we calculate the mean
battery load level for all sensors which are active in the slot.
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STDMean (STDM) compares slots in pairs to select the better one. First, for
each of the slots, we calculate the mean μ and standard deviation σ values of
the battery load level for all active sensors. Then, we attempt to compare slots
to each other. When two slots Hi and Hj have disjoint intervals [μ − σ, μ + σ],
the winner is the one with the higher values in its interval, that is, μ − σ of the
winner is greater than μ + σ of the loser. When the intervals overlap, we have
to make some additional comparisons. Let us assume that Hi has lesser μ than
Hj . In spite of this, Hi may win when: (1) σi < σj , (2) μi − σi is greater than
μj − σj , and (3) μi + σi is greater than μj . Otherwise, Hj wins.

Tournament (TOUR), in the beginning, makes sequences of active sensors for
both compared slots. Each sequence consists of sensors active exclusively in
its slot, that is, sensors active in both slots do not enter the sequences. Then,
the sequences are sorted in ascending order of battery charge levels. Finally,
we compare battery charge levels in sensors occupying the same positions in
sequences, pair by pair. A point goes to the slot that activates the sensor with
a higher battery charge level. In the case when one sequence is longer than the
other one, the sensors without a pair bring points to none of the slots. The better
slot is the one having a higher score. In the case of a tie, the better slot is the
one with a shorter sequence, that is, the one that uses fewer sensors.

3.3 Computational Cost of the Repair Procedures

The methods from the first group have a linear complexity O(sNS), which
depends on the number of sensors NS and the number of remaining slots
s = n − k. In the methods from the second group, the computational cost of
finding the winning slot is also linear and equals O(s). The cost of calculations
in slots comparison methods equals O(NS) except the case of TOUR, where
complexity depends on the sort algorithm, that is, equals O(NS log(NS)).

4 Experiments

4.1 Benchmark and Plan of Experiments

Experiments were conducted for two outdoor temperature conditions: a colder
weather (Series A in Fig. 2(a)) and a warmer one (Series B in Fig. 2(b)). Both
series were measured every five minutes in a backyard of a house in a town near
Warsaw for the weather typical for February and March. One can see that the
temperature is always higher in a day with a peak in the early afternoon and
decreases at night.

Input schedules are the best-found solutions for the SCP1 benchmark [2–4],
which consists of 320 instances of problems (eight classes, 40 instances each).
For each of the instances, we conducted experiments for five values of maximum
battery capacity Tbatt: 10, 15, 20, 25, and 30. Eventually, we obtained 1600
schedules in total.
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Fig. 2. Two series of outdoor temperatures measured every 5 min

The experiments consist of two groups, for the temperature measurement
series A and B, respectively. In every group, the random search procedure
searched for the most extended sequence of correct slots in each of 1600 sched-
ules obtained from experiments with SCP1. In each of the groups, we get five
mean lengths of final sequences because we defined five values of Tbatt.

The length of an uninterrupted sequence of the correct slots is the primary
output parameter of the experiments. However, the sequence lengths may dif-
fer significantly depending on Tbatt, so the straight comparisons of the output
sequence lengths may be misleading. Therefore, for each of the sequences, we cal-
culated its percentage improvement respectively to the lengths of input sequences
obtained when no improvement has been made. This normalization allows com-
paring the efficiency of methods over different classes of problems.

4.2 The Results

Tables 1, 2, 3, 4 and 5 present results of our experiments with methods described
in Sect. 3 for eight classes of the SCP1 benchmark for values of Tbatt from 10
to 30. The upper part of every table shows results for temperature from Series
A, the lower part – for temperature from Series B. Numbers printed in bold
represent the highest mean percentage improvement among the six methods for
a given class of problems and given value of Tbatt.

One can see in these tables that STDM gave the best mean percentage
improvement in 59 out of 80 cases. In 7 cases, FF and BFF gave the same
best percentage improvement. FF alone turned out to be the winner in 6 cases,
BFF alone – in 4 cases. STDM and TOUR both gave the same best improve-
ment twice. STDM and MEAN turned out to be both the winners once, and in
one case, TOUR was the sole winner. MIMA never won the competition. How-
ever, FF and/or BFF were the winner for class 5 of the SCP1 benchmark in 8
out of 10 cases, and for class 4 of the SCP1 benchmark in 5 out of 10 cases.
Thus, even if STDM seems to be the most effective method of run-time schedule
adjustment, for some test cases, methods FF and BFF work better. Let us also
notice that the increase of sensors battery capacity is accompanied by the perfor-
mance drop of our schedule adjustment methods. We observe the most significant
mean percentage improvements for Tbatt = 10, in many cases, more than 200%.
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Table 1. Mean percentage improvements of the best-found final sequences returned
by the tested methods with respect to the lengths of input sequences for eight classes
of the SCP1 benchmark for Tbatt = 10; temperature from Series A: top part, Series
B—bottom part

No. FF BFF MIMA MEAN STDM TOUR

1 183.1% 183.3% 190.9% 194.6% 195.4% 194.4%

2 234.5% 230.6% 228.5% 234.3% 237.9% 231.4%

3 212.6% 212.7% 212.1% 218.1% 220.6% 215.8%

4 265.6% 261.2% 243.6% 257.8% 261.4% 251.6%

5 150.4% 147.8% 161.7% 165.7% 169.9% 162.1%

6 184.4% 184.4% 193.4% 196.5% 198.1% 197.3%

7 231.0% 229.1% 225.7% 233.2% 236.0% 228.0%

8 183.1% 173.8% 202.8% 202.6% 203.3% 197.1%

1 171.8% 171.8% 180.5% 185.0% 188.1% 183.9%

2 223.9% 222.9% 217.1% 223.3% 225.3% 220.6%

3 180.4% 180.5% 179.7% 185.8% 188.0% 182.4%

4 266.4% 267.2% 247.6% 259.9% 263.0% 250.8%

5 201.5% 202.6% 190.6% 195.9% 197.5% 195.0%

6 176.6% 176.6% 186.4% 190.2% 192.8% 189.8%

7 212.6% 212.2% 208.4% 213.7% 215.0% 207.5%

8 215.1% 217.3% 208.1% 213.0% 213.7% 209.2%

Table 2. Mean percentage improvements of the best-found final sequences returned
by the tested methods with respect to the lengths of input sequences for eight classes
of the SCP1 benchmark for Tbatt = 15; temperature from Series A: top part, Series
B—bottom part

No. FF BFF MIMA MEAN STDM TOUR

1 115.7% 115.0% 133.2% 137.5% 139.0% 136.2%

2 133.1% 133.0% 130.8% 134.0% 136.1% 134.4%

3 127.5% 127.5% 132.7% 134.9% 136.4% 133.7%

4 156.0% 155.8% 149.8% 153.4% 155.0% 151.6%

5 146.3% 144.2% 140.6% 143.5% 144.9% 143.5%

6 108.8% 108.9% 119.7% 125.8% 129.2% 125.7%

7 134.8% 134.7% 133.8% 137.6% 139.3% 136.7%

8 140.9% 140.9% 135.8% 138.6% 140.1% 138.3%

1 119.0% 118.9% 128.9% 131.1% 132.9% 130.2%

2 134.4% 134.5% 129.7% 132.1% 134.4% 131.8%

3 113.5% 113.5% 117.6% 121.0% 122.2% 118.9%

4 150.7% 150.2% 142.4% 145.6% 146.7% 143.9%

5 128.1% 128.2% 128.4% 129.5% 130.9% 127.9%

6 115.6% 115.6% 124.2% 126.6% 128.9% 125.6%

7 133.0% 133.2% 129.7% 133.1% 135.6% 132.2%

8 127.2% 127.0% 125.8% 127.7% 128.3% 127.3%
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Table 3. Mean percentage improvements of the best-found final sequences returned
by the tested methods with respect to the lengths of input sequences for eight classes
of the SCP1 benchmark for Tbatt = 20; temperature from Series A: top part, Series
B—bottom part

No. FF BFF MIMA MEAN STDM TOUR

1 104.0% 104.3% 115.7% 117.8% 119.2% 116.8%

2 119.2% 119.2% 118.1% 121.3% 124.0% 121.9%

3 101.8% 101.8% 107.1% 109.5% 110.8% 109.5%

4 120.7% 120.7% 118.7% 121.3% 122.1% 119.4%

5 95.0% 95.0% 92.8% 93.6% 93.6% 93.4%

6 112.2% 112.4% 123.1% 125.1% 126.7% 124.4%

7 111.7% 111.7% 111.9% 114.5% 115.7% 114.2%

8 95.3% 95.3% 92.2% 94.6% 95.6% 95.2%

1 106.4% 106.4% 114.7% 116.9% 118.0% 116.1%

2 105.0% 105.0% 103.1% 106.3% 108.6% 107.7%

3 98.5% 98.5% 104.6% 106.8% 108.6% 105.7%

4 109.0% 109.0% 104.5% 107.0% 107.0% 106.1%

5 96.3% 96.1% 92.6% 94.6% 94.6% 94.0%

6 112.2% 112.1% 120.3% 122.6% 123.8% 121.6%

7 92.0% 91.9% 90.5% 93.2% 94.5% 93.4%

8 92.6% 92.6% 88.6% 90.7% 91.5% 91.5%

Table 4. Mean percentage improvements of the best-found final sequences returned
by the tested methods with respect to the lengths of input sequences for eight classes
of the SCP1 benchmark for Tbatt = 25; temperature from Series A: top part, Series
B—bottom part

No. FF BFF MIMA MEAN STDM TOUR

1 105.4% 105.4% 117.3% 119.8% 120.8% 118.2%

2 104.0% 104.0% 103.8% 106.4% 108.2% 108.3%

3 98.6% 98.2% 105.4% 107.4% 108.7% 106.1%

4 108.4% 108.4% 108.3% 109.2% 110.1% 108.7%

5 87.3% 87.3% 85.0% 86.0% 87.0% 86.0%

6 103.0% 102.9% 112.1% 114.4% 115.6% 113.3%

7 98.1% 98.1% 99.1% 101.1% 103.1% 102.4%

8 91.6% 91.6% 89.3% 91.1% 92.8% 91.4%

1 101.6% 101.7% 110.2% 112.0% 112.9% 111.2%

2 99.4% 99.4% 97.4% 101.2% 102.7% 102.6%

3 91.3% 91.0% 97.5% 98.7% 99.6% 97.9%

4 100.0% 100.0% 98.1% 99.8% 100.5% 99.5%

5 75.7% 75.7% 73.6% 74.5% 75.0% 74.3%

6 102.5% 102.4% 110.3% 112.3% 113.0% 111.1%

7 88.6% 88.6% 88.5% 90.9% 92.9% 91.7%

8 75.0% 75.0% 72.8% 74.4% 75.3% 75.3%
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Table 5. Mean percentage improvements of the best-found final sequences returned
by the tested methods with respect to the lengths of input sequences for eight classes
of the SCP1 benchmark for Tbatt = 30; temperature from Series A: top part, Series
B—bottom part

No. FF BFF MIMA MEAN STDM TOUR

1 86.8% 86.7% 96.0% 97.4% 97.9% 96.5%

2 96.0% 96.3% 95.6% 100.3% 102.8% 102.7%

3 91.8% 91.8% 100.9% 102.4% 103.5% 101.4%

4 102.5% 102.5% 103.1% 104.0% 105.4% 104.2%

5 81.6% 81.6% 80.0% 80.4% 81.3% 80.6%

6 98.4% 98.0% 107.4% 109.6% 110.1% 108.2%

7 89.6% 89.5% 90.1% 92.9% 95.0% 93.7%

8 85.1% 85.1% 83.1% 85.2% 86.1% 85.7%

1 78.2% 78.2% 85.8% 87.3% 87.3% 86.5%

2 93.3% 93.4% 92.9% 96.2% 99.0% 98.5%

3 89.3% 89.4% 94.9% 95.9% 97.2% 95.2%

4 94.3% 94.3% 94.0% 95.5% 96.3% 95.0%

5 69.9% 69.9% 68.9% 69.4% 69.7% 69.4%

6 89.9% 89.9% 97.6% 99.5% 99.6% 98.5%

7 91.2% 91.0% 91.2% 94.8% 96.7% 95.4%

8 76.0% 76.0% 74.1% 75.7% 76.4% 76.4%

On the other hand, for Tbatt = 30, in most cases, improvements are below 100%.
It is hard to indicate the easiest or the most challenging class of problems to
solve. For Tbatt = 10 or 15, all the methods cope with class 4 of the SCP1 bench-
mark better than with other classes. But it is not the case for higher values of
Tbatt. When we look at the least improvements, in the case Tbatt = 30, class 5 is
the most difficult to improve for all the methods. However, for Tbatt = 10 class
5 is the most difficult just in the case of temperature from Series A. For the
temperature from Series B, we observe the least improvements for class 1. Thus,
we may say that the performance of our schedule adjustment methods depends
both on the capacity of sensor batteries and the network.

5 Conclusions

In the presented research, we proposed some methods of run-time adaptation to
changing temperature conditions of a sensor network schedule of activity. Our
goal is to maximize the lifetime of a homogeneous network consisting of sensors
with limited battery capacity. The starting point to our research are schedules of
sensors activity generated under the assumption of an ideal temperature which
does not affect sensor battery performance. Especially during the winter season,
such schedules cannot be completed because low temperatures cause the early
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death of sensor batteries. To extend the lifetime of a schedule, we proposed
several methods of run-time schedule slots rearrangement. Such a rearrangement
verifies whether a slot to be executed next is feasible, that is, whether sensors
active in this slot have enough energy to work under current temperature. If
not, the schedule is searched for another slot possible to execute. One of our
methods looks in the queue of slots to be executed later for the first feasible slot
(First-Fit). We also considered a variation of this method called Biased First-
Fit. Moreover, we proposed several methods ranking all feasible slots according
to some slot parameters to select the best slot to be executed next. We call
these methods MinMax, Mean, STDMean, and Tournament. Our experiments
showed that in most cases the most effective one in terms of the mean percentage
improvement of the length of schedule is STDMean, selecting next slot to be
executed based on computing the mean and standard deviation values of the
battery load level for all the sensors active in a given slot. However, for some of
our test cases, methods First-Fit or Biased First-Fit worked better. Moreover, the
experiments demonstrated that the performance of schedule adjustment methods
also depends on the capacity of sensor batteries and the network.

In the future, we plan to study other approaches to schedule adaptation to
low-temperature conditions.
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Abstract. The paper investigates several notions of graph Laplacians and graph
kernels from the perspective of understanding the graph clustering via the graph
embedding into an Euclidean space. We propose hereby a unified view of spec-
tral graph clustering and kernel clustering methods. The various embedding tech-
niques are evaluated from the point of view of clustering stability (with respect to
k-means that is the algorithm underpinning the spectral and kernel methods). It is
shown that the choice of a fixed number of dimensions may result in clustering
instability due to eigenvalue ties. Furthermore, it is shown that kernel methods are
less sensitive to the number of used dimensions due to downgrading the impact
of less discriminative dimensions.

Keywords: Graph clustering · Spectral clustering · Spectral embedding ·
Kernel clustering

1 Introduction

Spectral clustering found numerous applications in machine learning, exploratory data
analysis, statistics, pattern recognition, entity resolution, protein sequencing, computer
vision (e.g. text/image separation), and speech processing (including the hot topic of
speech separation). The growing diversity of applications creates an urgent need for a
deeper understanding of the intrinsic nature of spectral clustering algorithms in general
and of their particular brands.

Spectral clustering has been studied for a long time as a method of approximating
graph clustering according to criteria like RCut [5] or NCut [11,13].1

The respective clustering methods are explained in the tutorial [10] and in [9]. The
structure of the algorithms of these types is as follows: Given the graph G of m nodes
to cluster, compute its Laplacian matrix. Then compute k < m eigenvectors, v1, . . . ,vk,
associated with k lowest (nonzero) eigenvalues of that Laplacian. i-th element of each
such vector corresponds to i-th node of the graphG. Construct a matrixU = (v1, . . . ,vk)
of m rows and k columns. One can eventually normalize the rows of U to be of unit
(Euclidean) length. Then perform k-means clustering on the row vectors of this matrix
to produce a clustering of m objects into k clusters. The used Laplacians are

1 The graphs may originate from data embedded in Euclidean space, for which a graph was
constructed based on thresholding similarities/distances between the objects [12].
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– the combinatorial (or unnormalized) Laplacian – in this case the clustering will
approximate the RCut criterion [5];

– the normalized Laplacian – the clustering approximates the NCut criterion [13];
– the normalized Laplacian with unit length correction – in this case the clustering
will approximate random walk partition [11];

– the random walk Laplacian – approximating NCut [9].

In a forthcoming paper, [8], we show that spectral clustering fails to approximate
NCut for non-uniform edge weights. This justifies search for another clustering inter-
pretation. On the other hand, kernel methods [7] are quite popular in clustering sets of
objects for which their vector description is unavailable, but their mutual similarities
are available. The idea of kernel clustering consists in embedding the objects into a
high dimensional space, called feature space, in such a way that the elements of sim-
ilarity matrix correspond to dot products of the position vectors in that space. This
similarity matrix can be easily converted into weighted graph. As already stressed by
[4], both spectral and kernel clustering methods use or can be explained by usage of
eigen-decomposition of the similarity matrix and the clustering in the space spanned
by appropriately selected eigen vectors. This fact suggests that one could attempt to
propose a unified view for both spectral clustering and kernel methods as a clustering
of an embedding instead of (Ratio/N)-cut approximations or feature space mappings.

Hence, while the previous research concentrated on what the spectral clustering
approximates, we want to concentrate here on the issue of what the spectral clustering
actually produces. This is different from e.g. [3]. They wanted to find conditions when
spectral/kernel clustering and graph cut clustering would converge to the same result.
We want to make the differences between various spectral and kernel clustering meth-
ods explicit in that we explore the differences in the way how the graphs are embedded.

2 Similarity-Based 1D Embedding

Hall [6] proposed the following approach to graph embedding in one-dimensional
Euclidean space. Consider a graph G with m nodes described by a similarity matrix S
such that sii = 02 and si j = s ji ≥ 0 for i, j= 1, . . . ,m. The embedding y=(y1,y2, ...,ym)T

should minimize

EH(y;S) =
1
2

m

∑
i=1

m

∑
j=1

(yi − y j)2si j (1)

The above condition expresses the intuition that nodes similar to one another should be
placed close to one another in the embedding as their distance mode strongly increases
EH(y;S). However, this minimization condition has two deficiencies: A constant vector
y would produce a minimum equal to zero but we do not want all nodes of the graph to
be placed at one point. So it has to be excluded. Also scaling y by some factor 0< γ< 1
would always decrease EH , hence some constraint has to be imposed. We require

yTy= 1 (2)

2 sii = 0 is set for technical reasons. Self-similarity does not affect the basic formula, but the
value 0 is useful when handling Laplacians.
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the advantage of which will be obvious later. But

1
2

m

∑
i=1

m

∑
j=1

(yi − y j)2si j =
1
2

m

∑
i=1

m

∑
j=1

(y2i −2yiy j+ y2j)si j

=
m

∑
i=1

(y2i
m

∑
j=1

si j)−
m

∑
i=1

m

∑
j=1

(yiy jsi j) = yTDy−yT Sy= yTLy

where D = diag(S1) is a diagonal matrix3 with elements dii = 1
2

((
∑m

j=1 si j
)
+(

∑m
j=1 s ji

))
and L=D−S is the combinatorial Laplacian of the graph G. If λ1 ≤ ·· · ≤

λm are eigenvalues of L, and v1, . . . ,vm are the corresponding unit length eigenvectors
(which are hence orthogonal to each other), then each vector y can be represented as

y=
m

∑
i=1

βivi

From the assumption (2) if follows that ∑m
i=1 β2i = 1 Therefore

yTLy= (
m

∑
i=1

βivTi )L(
m

∑
i=1

βivi) = (
m

∑
i=1

βivTi )(
m

∑
i=1

βiλivi) =
m

∑
i=1

β2i λivTi vi =
m

∑
i=1

β2i λi

This weighted sum of eigenvalues with non-negative weights summing up to 1 reaches
minimum when β2i = 1 at the lowest λi. The lowest eigenvalue of L is equal to 0 and its
eigenvector is a constant if the graph is connected which we excluded. So the minimum
is equal to λ2, and v2 is the required embedding.

Let us recall, however, that the eigenvalues do not need to be unique, in particular
it may happen that λ2 = λ3. This means that there may exist different embeddings
yielding the very same optimum of EH(y;S).

This gives rise to the question whether these embeddings differ. One straight for-
ward approach to clustering is to use the Fiedler eigenvector (v2). If we cluster the data
into two clusters, one assigns the nodes with positive components of this eigenvector to
one cluster and the remaining ones to the other. If two eigenvectors (with same eigen-
value) would yield the same clustering, then their dot product would differ from zero
and hence they will not be orthogonal. Therefore Fieldler eigenvalue based embeddings
would yield contradictory clusterings. One can ask whether the same applies to other
clustering methods, like k-means, frequently used in spectral clustering. If p+ 1 con-
secutive eigenvalues starting with λq are identical, then any vector ∑p

j=0 γq+ jvq+ j such

that ∑p
j=0 γ2q+ j = 1 is a unit eigenvector of L. So there exist infinitely many optimal

embeddings.
It may be demonstrated by example that under such conditions the clusterings may

differ (see also the formal derivation below). Therefore it is recommended that in such
a case the embedding shall be performed in the q+ p dimensional space. In such a case

3 As the matrix S is symmetric, this definition is a bit too laborious, but later on we will refer to
asymmetric matrices.
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if there exists only one optimum in a given set of eigenvectors, it remains the same if a
different set of eigenvectors for this very eigenvalue is taken.

To prove this consider two points d,e in the original space. They will have the
coordinates (vq,d ,vq+1,d , . . . ,vq+p,d)T and (vq,e,vq+1,e, . . . ,vq+p,e)T resp. Their distance
will amount to d(d,e)2 = (vq,d − vq,e)2 +(vq+1,d − vq+1,e)2 + · · ·+(vq+p,d − vq+p,e)2

Any different coordinate system will assign coordinates (v′
q,d ,v

′
q+1,d , . . . ,v

′
q+p,d)

T and

(v′
q,e,v

′
q+1,e, . . . ,v

′
q+p,e)

T resp. Their distance will amount to d′(d,e)2 = (v′
q,d −v′

q,e)
2+

(v′
q+1,d − v′

q+1,e)
2+ · · ·+(v′

q+p,d − v′
q+p,e)

2 As vq+ js and v′
q+ js are points on a hyper-

sphere, and are two orthogonal coordinate systems, then they must be obtained by rota-
tion. But the rotation preserves distances. So d′(d,e) = d(d,e). For this reason k-means
clustering for any embedding taking the complete set of eigenvectors with identical
eigenvalues yields the same result.

Same result is not guaranteed if we take arbitrary subsets of such coordinates. Let
us concentrate on v2,v3 only assuming the corresponding λ2 = λ3. Consider the cost
function J((v2,v3);C) of k-means under such assumption, whereby C = {C1, ...,Ck} is
the set of clusters into which the points 1, ...,m are clustered, µc,2,µc,3 are cluster centers
of cluster Cc in the dimension spanned by v2,v3 respectively.

J((v2,v3);C) =
k

∑
c=1

∑
j∈Cc

(
(v j,2 −µc,2)2+(v j,3 −µc,3)2

)

=
k

∑
c=1

∑
j∈Cc

(v j,2 −µc,2)2+
k

∑
c=1

∑
j∈Cc

(v j,3 −µc,3)2 = J(v2;C)+ J(v3;C)

which means that the cost of clustering for a clustering C in a two-dimensional space
is the sum of respective costs in each of the one-dimensional sub-spaces. Let Co23 be
the optimal k-means clustering in the two-dimensional space spanned by v2,v3, Co2

in v2 and Co3 in v3. If Co2 �= Co3, we are done - different eigenvectors for the same
eigenvalue yield different clusterings. So assume now that Co2 = Co3. Assume that
Co23 �= Co3. In such a case we get a contradiction because J(v2;Co3) + J(v3;Co3) <
J(v3;Co23) = J((v2,v3);Co23) because Co23 was assumed to be the optimal cluster-
ing in the (v2,v3) space. So let Co23 = Co2 = Co3. But if λ2 = λ3 then for any δ,
sin(δ)v2+ cos(δ)v3,cos(δ)v2 − sin(δ)v3 are also two mutually orthogonal unit length
eigenvectors of the very same Laplacian. Let us discuss the k-means clusterings in the
new (that is rotated) space.

J((sin(δ)v2+ cos(δ)v3,cos(δ)v2 − sin(δ)v3);C)

=
k

∑
c=1

∑
j∈Cc

(
(sin(δ)v j,2+ cos(δ)v j,3 − sin(δ)µc,2 − cos(δ)µc,3)2

+(cos(δ)v j,2 − sin(δ)v j,3 − cos(δ)µc,2+ sin(δ)µc,3)2
)

=
k

∑
c=1

∑
j∈Cc

(
v2j,2+ v2j,3+µ2c,2+µ2c,3 −2v j,2µc,2 −2v j,3µc,3

)
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=
k

∑
c=1

∑
j∈Cc

(
(v j,2 −µc,2)2+(v j,3 −µc,3)2

)

= J((v2,v3);C)

This result is not surprising: The value of the cost function in 2D does not depend
on the rotation of the coordinate system. With k = 2 clusters, imagine rotating of the
coordinate system in such a way that the rotated cluster centers sin(δ)µc,2+ cos(δ)µc,3,
for c= 1,2, being equal to zero each (it is always possible to find such δ).

A clustering with such centers would not be optimal for sure. So upon rotation we
found that a clustering along one axis differs from the clustering along two axes. We
conclude that in general, when multiple eigenvectors exist with identical eigenvalue,
one shall not use for clustering a subset of them as the results may be arbitrary.

Let us recall at this point, that for L all the eigenvalues different from zero have
corresponding eigenvectors where the sum of their elements is equal to zero. Just sum
up the rows of the equation system Lv=λv. If only one eigenvalue is equal to zero, then
its eigenvector has all values identical (this is assured by the orthogonality requirement).
Hence, it is not important if we use the eigenvector v1 in k-means clustering or not.
However, when more than one eigenvalue is equal to zero, the abovementioned effect
occurs that the eigenvectors may be arbitrary. Under these circumstances it is necessary
to use v1.

Consider a grid graph 4×4 (4 rows of nodes, 4 columns of nodes). In this case we
have two different vectors corresponding to Fiedler eigenvalue (5.857864e-01) that k-
means clusters either into: the nodes 1–7 and 9, and the nodes 8 and 10–16, or it clusters
into: the nodes 2, 3, 4, 7, 8, 11, 12, 16, and 1, 5, 6, 9, 10, 13, 14, 15. If we use instead
both eigenvectors as the space for k = 2, cluster 1 consists of nodes 1–8, cluster 2 of
nodes 9–16.

Let us define the regularized combinatorial Laplacian LR(t) = I+ tL with t > 0 and
define the embedding y as one minimizing ER(y;S) = yTLRy subject to yTy = 1. It is
easily seen that the minimizing y is the same as in EH(y;S).

3 Density Corrected 1D Embedding

Belkin and Niyogi [2] proposed a different embedding style, though they follow the
guideline of Eq. (1). The embedding z= (z1,z2, . . . ,zm)T should minimize

EB(z;S) =
1
2

m

∑
i=1

m

∑
j=1

(
zi√
dii

− z j√
d j j

)2

si j (3)

(where dii is the element of the aforementioned diagonal matrix D) subject to constraint

zT z= 1 (4)

The embedding implies a special treatment of nodes of high degree. Such nodes can be
set far more apart than in case of lower degree nodes.
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To see the similarity and difference to the Hall approach, let us introduce the vector
z=D1/2y. Then EB(z;S) = EB(D1/2y;S) = EH(y;S). But instead of the constraint (2),
we obtain

yTDy= 1 (5)

This allows us to write (1) as

EB(z;S) = yTLy= zTD−1/2LD−1/2z= zTLz

where L is the normalized Laplacian of the graph G. This allows us to repeat an identi-
cal argument that z should be the second lowest eigenvalue but this time of normalized
Laplacian, with the additional remark about the case of equal eigenvalues. The embed-
ding that will be used is the vector z. Hence k-means usage with spectral clustering
based on normalized Laplacian is justified by the respective geometry.

Let us define here the Pageranked normalized Laplacian LP(α)= (1−α)I+αLwith
0 < α < 1 and define the embedding z as one minimizing EP(z;S) = zTLPz subject to
zT z= 1. It is easily seen that the minimizing z is the same as in EB(z;S).

4 RandomWalk 1D Embedding

Still another proposal consists in observing the random walk behaviour on the graph.
It is assumed that a random walker goes to one of neighbouring nodes in the graph
with probability proportional to the similarity between the nodes. So given it is now at
node j, he goes to node i with probability P(i| j) = si j/∑m

l=1 sl j. The transition matrix
P with pi j = P(i| j) may be expressed as P = SD−1. Let us consider the embedding u
minimizing

Erws(u;P,π) =
1
2

m

∑
i=1

m

∑
j=1

(ui −u j)2pi j (6)

This resembles formally the embedding (1). However, P is an asymmetric matrix even
in case of an undirected graph. Let us define L = diag(P)−0.5(P+PT ). Then

Erws(u;P) = uTLu

where L shall be called here the skewed random walk Laplacian. Again, we need a
constraint on u and let it be uTu = 1. Under these circumstances the optimal embed-
ding u would be the eigenvector corresponding to the second lowest eigenvalue of L .
Note that we have here a couple of further possibilities. We considered only one step
random walks. We can instead play with t step random walks and accordingly consider
embeddings minimizing Erws(u;Pt).

We assumed that the random walk distance is restricted to one step only. But it
does not need to. We can consider the reachability probability in t or fewer steps
instead. Define P(t) =P(t−1)P, and P(1) =P. Furthermore let Pc(t)=Pc(t−1)+(1−
Pc(t−1))◦P(t), where ◦ indicates the element-wise multiplication of matrices, and let
Pc(1) = P. Let us define L(t) = diag(Pc(t))−0.5(Pc(t)T +Pc(t)). Then

Erws(u;P, t) = uTL(t)u (7)
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5 Multidimensional Extensions

Embedding into a one-dimensional space would have various advantages like simplic-
ity of clustering criteria. However, it is more common to make at least two dimen-
sional visualisation. Let us follow the pathway of reasoning suggested by [6]. The
form of the target function for embedding is an analogy of Eq. (1), but now with
embedding into a space spanned by r orthogonal vectors y1 = (y11,y21, ...,ym1)T ,
. . . yr = (y1r,y2r, ...,ymr)T ,

EH(y1, . . . ,yr;S) =
1
2

m

∑
i=1

m

∑
j=1

r

∑
d=1

(yid − y jd)2si j (8)

By imposing the criterion of [6] that yTj y j = 1 for each j = 1, . . . ,r we get

EH(y1, . . . ,yr;S) =
r

∑
d=1

yTd Lyd

We require again that no dimension should be degenerate (that is coordinates of at
least two points are different for that dimension). In this way we can conclude (taking
into consideration the orthogonality requirement) that the coordinates should be the
eigenvectors corresponding to λ2, . . . ,λr+1. In Fig. 1 you can see the clustering based
on the embedding into two dimensions.

Fig. 1. (a) Hall embedding of (a) 4× 8 grid graph, and (b) a graph consisting of two subgraphs
connected by a single edge. Results of k-means clustering into two clusters by using both v2,v3
(green and blue; black edges separate clusters). (Color figure online)

By analogy we proceed with all the other embeddings. See Fig. 2(a) for Belkin
embedding, 2(b) for skewed random walk embedding.
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6 Kernel Embedding

In the kernel-based methods, including kernel k-means, a different type of embedding
is considered, based on so-called kernel matrix K. It is assumed to be the matrix of dot
products of vectors pointing from the origin of the coordinate system to the (embedded)
data points in some high dimensional space. Let Q be a matrix representing this embed-
ding in high dimensional space with rows representing the embeddings of objects, and
let qi,q j be two row vectors fromQ representing objects i, j. ThenKi j =Kji = qiqTj , that
is K =QQT . Under eigen-decomposition K =VΛVT where Λ is the diagonal matrix of
eigenvalues and V is the matrix with columns being the corresponding eigenvectors of
K =VΛ1/2Λ1/2VT . Hence, Q=VΛ1/2. As K is well approximated when lower values
of λ are ignored (set to zero), so also Q may be reduced to a lower dimensional space.

Fig. 2. Belkin embedding (a) vs. Skewed Random Walk embedding (b) of 4× 8 grid graph.
Results of k-means clustering into two clusters by using both v2,v3 (green and blue; black edges
separate clusters) (Color figure online)

Let us consider now two of the types of Laplacian Kernels: the Regularized Lapla-
cian Kernel KRLK(t) = (I+ tL)−1 and the Modified Personalized PageRank Based Ker-
nel KMPPRK(α) = (D− αS)−1, 0 < α < 1 [1]. A closer look at the definitions of the
two kernels. KRLK(t) and KMPPRK(α), reveals that both of them can be considered
as approximated inverse of L. KMPPRK(α) does so with α → 1, KRLK(t) with t → ∞.
KRLK(t) divided by t approximates it when t → ∞. This means that their eigenvec-
tors and inverted eigenvalues approximate those of L. Nonetheless the coordinates in
the embeddings are distinct from those of Hall embedding, as they are multiplied by
inverse square roots of eigenvalues.

Let us look more precisely at KRLK(t). We have already defined the regularized
combinatorial Laplacian as LR(t) = I + tL. Obviously, for any eigenvector v of L,
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LR(t)v = v+ tλv = (1+ tλ)v. So eigenvectors of L are also eigenvectors of LR(t),
while for any eigenvalue λ of L, (1+ tλ) is an eigenvalue of LR(t). As KRLK(t) is an
inverse of LR(t), eigenvectors of L are eigenvectors of KRLK(t), and eigenvalues λ of L
are transformed to 1

1+tλ . For an example of embedding via KRLK(t) see Fig. 3(a).

Fig. 3. (a) Regularized Laplacian Kernel embedding of 4× 8 grid graph - k-means clustering
into two clusters (green and blue; black edges separate clusters) (b) Modified Personal PageRank
Based Kernel embedding of 4× 8 grid graph - k-means clustering into two clusters (green and
blue) (Color figure online)

As KMPPRK is concerned, consider the following: LP(α) =D−αS= (1−α)D+αL
= D1/2((1−α)I+αL)D1/2 = D1/2LP(α)D1/2. KMPPRK(α) is just an inverse of LP(α).
Eigenvectors of LP(α) are those of L. Hence eigenvectors of KMPPRK(α) are those of L
multiplied with D−1/2. Eigenvalues of Lp(α) are (1−α)+αλ, where λ is an eigenvalue
of L, and eigenvalues of KMPPRK(α) are their reciprocals. Interestingly, still another
view, a random walk view is applicable here. Consider the random walk matrix P =
SD−1 reflecting the closeness of nodes in terms of reachability within a single random
walk step. Then Pt expresses the probability of reaching one node from the other within
t steps. In order to express the overall reachability, we would sum these probability
matrices, however being less interested in t + 1 steps by factor α than in t steps. So
the reachability is expressed via ∑∞

t=0(α)
tPt = (I − αP)−1. If we multiply this with a

particular initial “distribution” of random walkers D−1, then we get KMPPRK(α). For an
example of embedding via KMPPRK(α) see Fig. 3(b).

7 Subspace Choice

Spectral and kernel embeddings have two essential parameters: the targeted number
of clusters and the subspace to be used for clustering. They are coupled by the algo-
rithms, however we want to examine what will be the effect of decoupling them.
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We evaluated them under two aspects: the unexplained variance (Figs. 4(a), 5(a), 6(a))
and the difference between the actual and “true” clustering, (Figs. 4(b), 5(b), 5(b)). The
X axis shows the dimensionality for which the clustering was performed. The true clus-
tering for k-means is that using exactly k dimensions. Let e.g. C = {C1,C2, ...,Ck} be
the true clustering and let C′ = {C′

1,C
′
2, ...,C

′
k} be the clustering obtained via k-means.

Fig. 4. (a) Unexplained variance of k-means on increase of the number of dimensions for a 4×8
grid graph. Hall embedding for the same graph for various values of k. (b) Disagreement between
clusterings on increase of the number of dimensions for a 4× 8 grid graph. Hall embedding for
the same graph for various values of k for k-means.

Fig. 5. (a) Unexplained variance of k-means for Hall embedding. Each curve for a different graph
consisting of loosely coupled k-subgraphs. (b) Disagreement between the true clusterings and
those from of k-means for Hall embedding. Each curve for a different graph consisting of loosely
coupled k-subgraphs.
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Fig. 6. (a) Unexplained variance when the number of dimensions is increased for a clear graph
structure. k fixed at 7. Various embedding methods. (b) Disagreement between the trues cluster-
ings and ones got from k-means when the number of dimensions is increased for a clear graph
structure. k fixed at 7. Various embedding methods.

We define a unique mapping m : {1, . . . ,k} → Z{1, . . . ,k}. If x∈Ci but x �∈C′
m(i), then x

is misclassified. The mapping m is defined in such a way as to minimize the number of
misclassified elements. The “disagreement” is the ratio of the number of misclassified
elements to the number of all elements in the dataset.

We performed the experiments for two types of graphs: one without any structure
in it (grid graph) and the other with a clear cluster structure. While k-means always
produces k clusters, it is an important question whether or not the clusters reveal an
intrinsic structure in the data. With these experiments, we wanted also to shed some
light on the ongoing research issue how to decide if relevant clusters were discovered.

Figure 4(a) shows the dependence of unexplained variance percentage when clus-
tering a structureless grid graph 4× 8 for Hall embedding for various values of k. As
expected, the higher k the lower the unexplained variance. In all cases adding more
dimensions introduces more noise. Figure 5(a) shows that dependence for graphs with
clear cluster structure. For each k a graph consisting of k loosely coupled 50-node sub-
graphs was generated. Each subgraph was generated as a loop connecting all nodes
plus a number of random links so that 15% of all possible links are there. Coupling was
generated by adding two random edges linking each next component with the former
ones. Findings are as above except that the rapid variance growth starts at the number
of dimensions corresponding to the number of “true” clusters. Figure 6(a) compares
with one another various embedding methods studied in this paper, applied to the graph
with 7 components of 50 nodes each. No embedding method seems to be immune to
overshooting the number of dimensions though two of them give less drastic results.
Regularization based kernel seems to be the best, followed by PR-based kernel. Other
perform worse.
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Figures 4(b), 5(b), and 5(b) present the respective differences between the “true”
clusterings and the obtained ones in terms of misclassified elements. If the data is struc-
tureless, Fig. 4(b), the misclassification is chaotic. If there is a true structure in the data,
Fig. 5(b), misclassifications are significantly less frequent. When comparing the meth-
ods, Fig. 5(b), we see important differences. Regularized kernel (KReg) seems to be
nearly insensitive to the number of dimensions used. Pagerank based kernel (KPR) is
the second best. Next is the Belkin (KNL) embedding comparable with our skewed ran-
dom walk with 5 steps (SRWt5, formula (7)). Worst are the Hall embedding (L) and the
skewed random walk with 1 step (SRW).

8 Concluding Remarks

In this paper we suggested a different approach to the issue of understanding spec-
tral clustering algorithms. Instead of insisting on demonstrating some approximations
to some graph clustering criteria like NCut or RCut, we propose to look at spectral
clustering as based on graph embeddings close to similarity measures. The embed-
ding techniques have been presented as approximations of similarity measures in terms
of the inverse of squared distances. Hence, spectral clustering techniques invoking k-
means can be considered as ones working in a space approximating inverted square-
rooted similarities. Thus spectral clustering approximates NCut/RCut minimizing sum
of square roots of weights of cut edges.

The experimental study showed also that the difference between kernel methods and
spectral methods consisting in taking or not taking into account the eigenvalues (besides
eigenvectors) may contribute to stability of clustering even if the number of dimensions
is not accurately chosen, that is there is a mismatch between the number of dimensions
and the number of clusters, due e.g. to ties or near-ties in the eigenvalue spectrum.
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