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Preface

Digital transformation is impacting all aspects of life, the way we live and the way
we work. Due to the pervasive effects of such digital revolution on firms and
societies, both scholars and practitioners are interested in better understanding the
key mechanisms behind digital transformation challenges. Therefore, this book
contains a collection of research papers focusing on the relationships between
technologies (e.g. artificial intelligence, social media, and the Internet of Things)
and behaviours (e.g. social learning, knowledge sharing, decision-making).
Moreover, it provides insights about how digital transformation may improve the
quality of personal and work life within the public and private organizations. The
plurality of views offered makes this book particularly relevant to users, companies,
scientists, and governments. The content of the book is based on a selection of the
best papers (original double-blind peer-reviewed contributions) presented at the
annual conference of the Italian chapter of AIS which took place in Naples, Italy, in
September 2019.
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March 2020 Maria Ferrara
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Digital Transformation and Human )
Behavior: An Introduction i

Concetta Metallo, Maria Ferrara, Alessandra Lazazzara, and Stefano Za

Abstract Digital transformation is impacting all aspects of life, the way we live
and the way we work. The aim of this book is to introduce the current debate on
the relationship between digital transformation and human behavior. This volume
proposes a revised version of some interesting and relevant contributions presented
at the XVI Conference of the Italian Chapter of AIS (ItAIS2019) entitled “Digital
Transformation and Social Innovation”, which was held at the University of Naples
“Parthenope” on September 27-28, 2019. The book contains 24 chapters evaluated
through a double-blind review process and provides a plurality of views that makes
this book particularly relevant for scholars but also for practitioners, managers, and
policy makers.
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The aim of this book is to introduce the current debate on the relationship between
digital transformation and human behavior by highlighting the pervasive effects of
such a revolution on aspects concerning the way we live and work. In so doing, this
book provides insights about how digital innovations may change and improve the
quality of personal and working lives within public and private organizations.

As observed by Yoo [1], pervasive and ubiquitous digitalization has brought about
new disruptive changes in the economy and society. Therefore, digital transformation
can be understood as “the changes that the digital technology causes or influences
in all aspects of human life” [2, p. 689]. As such technologies become increasingly
omnipresent, the opportunities and challenges they present for people and organi-
zations become greater. Digital technology diffusion has altered the ways in which
business processes are conducted, how organizations compete and interact, and how
workers, customers and users behave. These changes underline the need to take
into consideration the human side of digital transformation, focusing on human-
technology interactions both within and outside of organizations. Although tech-
nology is a foundation for transformation, digital innovation starts with people and
how digital technologies (artifacts, platforms, etc.) interact with innovation agents
(be they organizations or individuals) [3, p. 228].

The emphasis on the human aspect, connected with the digital transforma-
tion phenomena, is precisely what binds together all the papers contained in this
book in relation to skills, behaviors, attitudes, organizational practices, and societal
challenges. This volume proposes a revised version of some interesting and rele-
vant contributions presented at the XVI Conference of the Italian Chapter of AIS
(ItAIS2019) entitled “Digital Transformation and Social Innovation”, which was held
at the University of Naples “Parthenope” on September 27-28, 2019. This volume
contains 24 chapters evaluated through a double-blind review process and provides
a plurality of views that makes this book particularly relevant for scholars but also
for practitioners, managers, and policy makers.

The book contains three sections addressing the following topics: (1) digital skills
and new forms of learning, (2) digital technology and individual behavior, and (3)
digital social innovation.

1 Part I: Digital Skills and New Forms of Learning

Digital transformation increases the need for acquiring new skills but also fosters new
forms of learning [4]. New jobs and new ways of working that did not exist until a
few years ago and are now emerging due to the digital revolution require “changes in
both what has to be learned and how this learning is to happen” [5, p. 403]. Therefore,
identifying the new skills needed for managing digital transformation and exploiting
digital learning opportunities are necessary for employment and participation in
society.

In this vein, Caporarello, Manzoni and Panariello provide both a research and
practice-oriented contribution in the field of learning within organizations. Through
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an online survey involving 245 Italian employees, their study compares the current
versus desired use of different learning models and learning methods from the
perspective of the employees. From a practical point of view, the authors offer HR
professionals suggestions about how to better design effective learning experiences
and communicate them to employees. Ivanov, Bednar and Paraskelidis conduct an
analysis concerning a project for creating an augmented reality (AR) authoring tool
for an organization in the education sector. The authors analyze the usefulness percep-
tion of the AR solution as initially designed and prototyped. At the beginning, the
tool seemed to have great potential; but as the project progressed, it gradually became
evident that although the solution was possible, it was not necessarily a good solution.
The authors discuss this important aspect from a socio-technical perspective. Sigridur
fslind, Norstrém, Vallo Hult and Ramadani Olsson’s study primarily aims at better
understanding platform characteristics in higher educational settings through a socio-
technical and socio-cultural learning perspective. Moreover, the authors consider
learning as an exchange within a transaction platform, arguing for platform context
transactions that are not monetary. The main contribution of their paper is to discuss
several issues about the transactional concept in two-sided markets. Manzoni, Capo-
rarello, Cirulli and Magni explore the preferred learning styles of Generation Z and
compare them with those of previous generations. The findings show significant
differences between Generation Z and individuals belonging to previous generations
concerning their learning style, which conflicts with the common stereotypes from
existing academic and practical evidence.

The current workplace requires highly skilled workers to face changing job
requirements. Thus, Prezioso, Ceci and Za address the issue of digital skills (DS)
related to the digital transformation in an Italian firm operating in the manufacturing
sector. The study explores the diffusion of DS across different departments of the
firm, how DS are distributed, and what are the reasons for the different perceptions.
The results show that the DS described in the job description are often not aligned
with the expectations of the managers (interviews). The study offers a taxonomy of
digital skills that organizations can relate to in order to obtain a successful digital
transformation and increase their absorptive capacity and employees’ awareness.
Buonocore, Agrifoglio and De Gennaro investigate the relationship between digital
competencies and job crafting within the Italian public sector. The study’s assumption
is that public workers with digital competencies can act proactively on their work by
modifying their contents, relationships, and cognitive perception. Svensson’s paper
analyzes how teachers’ competence development in using digital technologies within
their pedagogical practice can be supported in a community of practice. Through an
action-based qualitative study of a Nordic education project, where inter-professional
collaboration and the use of digital tools were of great importance, Svensson shows
several pedagogical approaches, curricular structures, digital resources, and orga-
nizational conditions required for virtual collaboration within this community of
practice.
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2 Part II: Digital Technology and Individual Behavior

Digitization has significantly changed personal and work lives both within and
outside of organizations. The effects of these changes on individual behavior are
evident in every aspect of daily life, in which the individual assumes the role of user,
customer or worker. Considering the adoption or usage behavior area, for example,
the individual’s exposure to digital technologies highlights the dependence on infor-
mation security issues, as well as the loss of boundaries between work and non-work
contexts. Thus, Za, Ceci, Masciarelli and Iaia investigate the role of social axioms
in affecting social network dependence, combining the analysis of personal cultural
values with media system dependency theory. Using a large dataset composed of 622
observations, the study develops and validates a research model to shed new light on
the investigation of dependence phenomena in the context of social network sites,
thus exploring the role of individual beliefs.

Traer and Bednar’s paper examines the motives behind DDoS (distributed denial
of service) attacks as a form of cyberattack, along with attacker personas. This paper
finds and discusses several motives behind DDoS attacks, as well as the possible
attackers’ profiles. Niechoy, Masuch and Trang analyze human behavior with regard
to information security (ISC) using the lens of social learning theory (SLT) and
rational choice theory (RCT). The proposed research model is analyzed by using
partial least squares (PLS). The results reveal that SLT has an influence on RCT; there-
fore, these two theories can be used to explain ISC. Polyviou, Pouloudi, Pramatari
and Dhillon introduce the concept of digital emancipation to refer to the notion of
freedom experienced by individuals due to the wide use of digital technology. These
tools liberate individuals as they set them free from the time, place and device restric-
tions of their everyday life. As a result, the tools blur the boundaries between work,
social and personal life contexts. The study shows that digital emancipation is asso-
ciated with both positive and negative experiences within each context (personal,
social or work) and with a relevant balancing effort. Thus, the authors propose an
integrated theoretical framework for understanding the balancing effort of digitally
emancipated individuals.

Regarding customer behavior, digital technologies expose customers to new expe-
rience, as highlighted by Kemppainen, Makkonen and Frank. These authors explore
customer experience formation in an online shopping context by investigating the
causes of customers’ positive and negative emotions during their visit to an online
store. The study is conducted using survey data collected from 1794 Finnish online
store customers, and attribution theory is utilized to explain how individuals make
sense of their emotions. The findings demonstrate the complexity of customer experi-
ence formation. In the same research area, the paper written by Za, Lazazzara, Pallud
and Agostini draws on assemblage theory to propose a research model aimed at inves-
tigating the willingness to buy a further smart device to increase the number of devices
shaping the personal digital ecosystem. The model considers the continuance inten-
tion to use smart devices and smart device dependence as antecedents of purchase
intention. Furthermore, the moderating effect of user satisfaction and the number of
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smart devices already owned are explored. The proposed model may be useful to
not only disentangle the drivers of smart device users’ purchasing behavior but also
explore the negative side of technological possession, such as technostress and addic-
tion. Lunberry and Liebenau focus on anthropomorphism, which is the tendency of
humans to apply human-like attributes to non-human objects. Through an empirical
study involving the introduction of interactive voice response (IVR) with clients of
a savings and loans company in Ghana, the study applies a socio-technical approach
using affordance theory to examine the relationship between technology and anthro-
pomorphic perceptions among users. The findings highlight four main ways that
IVR technology exhibits human-like qualities within user-technology interactions
(as perceived by users).

Moreover, technological changes affect work behaviors, i.e., the ways in which to
interact, collaborate, and communicate both within and outside of organizations. In
fact, Cochis, Mattarelli, Bertolotti, Scapolan, Montanari and Ungureanu investigate
the experience of professionals working in collaborative spaces, such as coworking
spaces and innovation labs, created for enhancing individual and group creativity. The
authors focus on creative processes in collaborative spaces by explicitly recognizing
the fundamental role of collaborative technology use. In particular, the paper explores
how the positive resources related to wellbeing and work-life balance in collabora-
tive spaces interplay with the use of collaborative technology in affecting individual
creativity. The survey conducted within 27 collaborative spaces reveals that an intense
use of collaborative technology with actors who are external to the collaborative
spaces can generate perceptions of overload, thus making the impact of work-life
balance on creativity not significant. Cipriano and Bednar investigate how people
communicate in a company and how this is likely to support knowledge-sharing
practices. Their paper proposes an “interaction-context” schema, which empha-
sizes a practical proposition that is useful for analyzing interactions that underpin
real-work practices in context. The proposed model seeks to identify the interac-
tions (focusing on digital enabled interactions) among different business areas and
stakeholders concerning a specific company. In building the “interaction-context”
schema, the authors focus on the interplay between interactions, technology and ICT
competencies, which support or develop business activities.

Pascarella and Bednar’s study is focused on sustainable work practices in small
and medium-sized enterprises (SMEs) with a sociotechnical and triple bottom line
(TBL) approach. The study shows that the lack of management attention given
to the systemic integration of employees’ work practices could be a main issue
that hinders the improvement of sustainability. The authors integrate technology
and systemic perspectives in the TBL approach to achieve sustainability from a
sociotechnical perspective, thereby creating a systemic sustainability model focused
on economic, environmental, social and technological aspects. Finally, Briganti, Mele
and Varriale investigate the main implications of new technologies within hospitals in
preventing and reducing the verbal and non-verbal assaults, aggressions and violence
actions received by healthcare professionals. Through a review of the literature, the
study provides a picture of the current state of the situation and gives some useful
suggestions about solutions concerning new technologies.
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3 Part III: Digital Social Innovation

Digital social innovation refers to the use of digital technologies in building innova-
tions with a strong social impact in fields such as healthcare, education, democratic
participation, or environment [6]. In this way, technology can be useful for a wide
range of social needs, such as social inclusion, urban development, better gover-
nance or a sustainable environment. Badr and Kosremelli Asmar conduct a scoping
review of the literature on value co-creation with the use of technology for inter-
action and social inclusion. Their aim is to explore the potential of technology for
improving social interaction and the inclusion of people with learning disabilities in
digital society. Through the DART framework, the study seeks to explore how the
current literature treats this contemporary topic, suggesting the criticality of including
participants with disabilities in user testing for a successful outcome of validation
and value-added innovation.

The main purpose of Depaoli, Sorrentino and De Marco’s study is to inform
readers about and increase the awareness of the complexity of the implications of
ICT used by governments and to sketch a range of information policy recommenda-
tions for contemporary decision makers seeking viable solutions to ethical concerns.
Castelnovo and Romanelli investigate how citizens’ involvement as co-producers in
smart city initiatives impacts the power relationships between the city governments
and the citizens. The authors observe that to take advantage of citizens’ contribu-
tions for the success of smart city initiatives, interaction-defined and participation-
based governance infrastructures should be implemented that return power to the
people. The paper concludes that this requires city governments to shift from the
traditional power-over governance style to the new power-with governance style.
Dima and Maassen’s research has the main objective of determining the implemen-
tation degree, needs and costs of some of the most important smart city and Industry
4.0 tools in the Romanian market, as well as the expected trends until 2025. The
findings reveal that while there is still a significant gap between the needs of the
population, the infrastructure and the city and the current implementation level of
these tools, significant progress has been made. Finally, Mokaddes Ahmed Dipu and
Sultana propose a mobile-based marketing channel (Smart GOALA) for connecting
peri-urban marginal dairy farmers with urban milk consumers that will ensure them
obtaining a better and fairer price.
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The Evolution of (Digital) Learning m
Models and Methods: What Will e

Organizations and Their Employees
Adopt in 2025?

Leonardo Caporarello, Beatrice Manzoni, and Beatrice Panariello

Abstract Today learning within organizations is the most important driver of people
attraction, retention and engagement. While “why” we should learn is out of questions
and “how” (in terms of options) we could do it is relatively well known, we know
little about how individuals learn and especially how they would like to learn in
the future. In this paper, we compare how much employees currently use different
learning models (traditional or face to face, online and blended) and learning methods
and how much they would like to use them in the future. We surveyed online 245
Italian employees and we discovered that respondents predominantly use face to
face learning while aiming for more online learning and relatively more blended
learning in the future. With regard to learning methods, our data highlight that there
is the expectation to use less instructor-led lectures in favor of other more engaging
learning methods. These results offer interesting insights for the HR function and
the Business Schools that have to design up to date learning programs.

Keywords Learning models + Learning methods - Tech-based learning + Online
learning + Blended learning - Face to face learning

1 Introduction

Learning is a hot topic today, being one the most important drivers of workforce
attraction, retention and engagement, in the sense of a profound motivation and
commitment towards to the job and the employing organization [1, 2]. Engaged
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people not only stay longer, they also deliver a better performance, are passionate
about their work, and recommend their company as a good place to work [3].

While “why” we have to engage in continuous learning is therefore out of question
[4-6], “how” we can do it is currently among the most debated topics in the academic
as well as practitioner-oriented literature [7]. This growing interest towards the theme
can be also explained in light of the technological shift. Technology is boosting an
important learning (r)evolution, determining the rise of many new learning models
and methods [8].

Existing research widely conceptualizes and reviews learning models and learning
methods. While the map is now relatively clear, despite some persistent confusion
especially on tech-based learning models and methods [7], we know little about the
most used ones and, in particular, about the expectations people have about them for
the future.

Given this, in current study, we compare the past and the expected (desired)
use of traditional (face-to-face), online and blended learning models, and a variety
of learning methods. In order to do so, we surveyed online 245 Italian employees
working in different companies, in different roles and of different seniority levels.

The article is structured as follows: first, we conceptualize learning models and
methods, reviewing existing literature on the matter. Then, we present our research
methods and discuss the main findings. Results suggest a desired increase of online
learning, a slight decrease of traditional (face to face) one, while the use of blended
learning apparently remains substantially stable according to respondents’ expecta-
tions. With regards to learning methods, the use of instructor-led lectures significantly
decreases in the future, while, on the contrary, the use of all the others moderately
increases. We conclude with implications for both research and practice.

2 A Review of Learning Models and Learning Methods

In the recent literature, we witness to an increasing variety of conceptualizations and
interpretations of what learning is. This reflects on one hand what scholars research
about, but also what employees adopt and are used to within their organizations. Some
recent works shed light on a plethora of terms (methodologies, models, methods,
modes, approaches, etc.) that are sometimes confused, in overlap or combinable one
with each other [7, 9].

For example, Caporarello et al. [7] categorize many of these terms into learning
models and learning methods.

Selecting the learning model implies a choice between traditional (face to face),
online and blended learning [10].

The traditional (face to face) learning model is—or at least was—the most
common way of learning, yet it is hardly defined because it is somehow taken for
granted [11]. Singh and Yusoff [11] are among the few who formally define it as a
learning process where learners and experts are physically present in the same place
at the same time.
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Similarly, both online and blended learning are poorly defined—as many other
tech—based terms [7]. According to some authors [12] terms such as online
course/learning, web-based learning, distance learning are often seen as synony-
mous, due to poor or vague definitions. Building on various references, we can say
that online learning is a model of distance education that uses the Internet and tech-
based devices (computers, tablets or smartphones) as delivery means, eliminating
time and space constraints [13, 14]. Blended learning is even more prone to a flawed
definition. Some scholars define it as a form of learning using technology [15] or as
mix of experiences that are necessarily face to face and online [16], yet according to
many the concept remains ill-defined [15]. Caporarello and Inesta [17] emphasized
the combination of different learning methodologies. Leveraging on different aspects
of previous definitions, we can suggest that blended learning provides a learning
experience combining the integration of different learning methods (i.e. face to face
lecture, case studies and role plays, web-based simulation, other tech-based tools)
which are used in class (on-campus) and outside class (off-campus).

When it comes to learning methods, the array of options is even wider, especially
if we refer to tech-based methods [7]. Existing literature studied more traditional
learning methods, such as lecture-based [18] and case-based ones [19]. However,
in recent years there has been a growing interest towards less conventional and
more experiential and active learning methods, such as project-based one [20, 21],
cooperative learning [22] and game-based learning [23]. There is also a growing
interest towards tech-based learning methods (see Caporarello et al. [7] for a fully
comprehensive review). In general, all these studies focus on conceptualizing and
defining each different method, reflecting on their adoption, as well as on related
advantages and disadvantages, often making comparisons among them.

Given this, while the map of learning models and learning methods is now rela-
tively exhaustive and clear, what we know less is how much they are used and will
be used in the future (at least according to employees’ expectations). Despite some
very practice-oriented contributions [24] research has not fully investigated the future
evolution of learning yet.

3 Methods

As part of a broader research project on actual and future learning approach within
organizations, in 2018 we surveyed 245 employees via an online platform, asking
them how they learn today and how they would like to learn in the future.

With regard to the sample, 53.9% of the respondents are male. All of them are
Italian and currently work in Italy. In terms of age the majority of participants reported
to be between the ages of 26 and 45, which stands at 66.4%. Average age is 38 years
old. In terms of functional role, 47.8% of the respondents work in HR, mainly in
training and development (77.8%); the other half is well distributed among admin-
istration, accounting and finance, technical and R&D, marketing and sales, general
management, or operations, production and logistics. In terms of industry, 49.4% of
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the respondents works in the service industry, 19.6% in the manufacturing industry,
11.4% in the public government industry and 19.6% in other categories. Half of the
sample (51.8%) works for big companies (more than 250 employees). In terms of
seniority, the sample is nearly perfectly split between those who reported to have
been working for more than 10 years now and those below this threshold. Average
seniority is of 14 years. In terms of job level, 33.9% of the sample are professionals
with no managerial responsibilities. The rest are managers (senior, middle or junior),
and in particular senior and top managers account for 18% of the sample.

Respondents answered how they learn today (“how much have you learnt in this
way during the past 12 months?”’) and how they expect to learn in 2025 (“how much
would you like to learn in this way in 2025?”), both in terms of learning models (face
to face, online or blended) and learning methods (instructor-led lectures, exercises
and case studies’ discussions, guest speakers, individual and group assignments,
company Visits, interactive class activities such as instant polls, web based simula-
tions, forum discussions). They were asked to distribute a total of 100 points to the
different learning models or methods depending on how much they use and would
like to use each of them.

When analyzing the data, we divided and aggregated respondents’ answers
according to a meaningful cut-off point to create different respondent categories.
We have created three categories for the usage intensity (i.e. low, medium, high) of
both learning models and methods. Low use is below 30%, medium use is between
30 and 70%, high use is above 70%. We compared the percentages of responses in
the various categories pertaining to questions about past usage to those obtained for
questions about future usage.

4 Results and Discussion

4.1 The Use of Learning Models: Present Versus Future

With regard to learning models (see Fig. 1), nowadays respondents’ learning oppor-
tunities are mainly designed adopting a traditional face to face model. 36.3% of
respondents declare a high use of this learning model and 47.3% a medium use.

Looking at the future in comparison with the present (see Fig. 1), respondents
aim for face to face learning remaining in use, even if only 21.6% of the respondents
say they would like to keep on using it intensively (against the current 36.3%). The
percentage of respondents declaring a low use of traditional learning—at least in
terms of expectations—will double (from 16.3% today to 30.2% in 2025).

Respondents hope to increase the use of online learning, even more than blended
one. While today less than half of respondents (48.5%) report a medium/high use of
online learning, in 2025 this percentage will be 61.2%.

With regards to blended learning, 86.1% of the respondents currently make a low
use of it. The trend for the future is however more positive than negative with almost
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Learning Models: Present vs Future

Low Medium High

A Face to face AOnling A Blended

Fig. 1 Learning models: present versus desired future (low use is below 30%, medium use is
between 30 and 70%, high use is above 70%). The figure shows the difference between the future
use and the present use: a positive percentage implies that the usage will increase in the future
compared to the present. The vertical axis expresses the forecasted variation (increase when the
value is positive or decrease when the value is negative) in low, medium and high use for each
learning model. For example, a +15% of low use of face to face learning implies that 15% more of
respondents will have a limited use of face to face learning in the future compared to the present

a 5% increase in terms of high use. Still, only 20.4% of respondents would like to
use it at a medium/high level.

These results are overall aligned with the existing literature. A recent qualitative
study by Caporarello et al. [2] comparing respondents’ perceptions of their current
situation and expectations for the future revealed a decrease of class-based learning
and an increase of digital-enhanced learning. The same trend is also evident when
analyzing the past 20 years of research on learning: tech-based models and methods
are increasingly studied, at the expenses of traditional face to face ones [7].

A surprising finding from our results relates to blended learning, whose trend of
use for the future is only moderately increasing. Given the undoubtedly advantages
of blended learning [10, 17, 25, 26] we could have expected a higher increase in its
use. We might infer that there is no common and shared understanding at employees’
level of what blended learning is. In fact, it is counterintuitive that respondents, who
would like to overall keep on using face to face learning while increasing online
learning, do not consider blended learning as ideal solution, being this, by nature, a
mix of different learning models and methods.

Another finding supporting the hypothesis that the concept of blended learning
is not clear is that respondents working in HR reported a significantly higher will
of applying blended learning in the next future in respect to those working in other
functions. We could assume that the more respondents know about blended learning
and the more they are familiar with it, the more they are willing to appreciate its
benefits.
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Another surprising and counterintuitive finding emerges when we look at age
differences. Individuals working for 10 or more years reported a significantly higher
will of applying online learning in the next future in respect to those with lower
seniority levels. There could be several reasons for that. First of all, more senior
people have (or believe to have) less time to invest on formal training, perceiving
themselves as too busy or seeing learning-on-the-job as a more valuable experience.
Secondly, they rather prefer short and maybe tailor-made “knowledge pills” instead
of longer face to face sessions. Thirdly, they might see online learning as more
appropriate to learn those digital skills the job market asks for. A final potential
explanation is that they don’t “trust” training anymore in terms of being able to
provide them with the skills they need, and they perceive face to face classes as too
much theory-based and not enough experience-based to be a good investment of
their time. In all these scenarios, relevant implications for HR people and instructors
emerge when it comes to design the flow of the different learning programs.

4.2 Learning Methods: Present Versus Future

With regard to learning methods, nowadays respondents predominantly use
instructors- led lectures. Half of the sample (50.2%) in fact reports to have used
this method with medium to high frequency in the last 12 months. Differently, more
interactive methods such as company visits, case study discussions, as well as guests’
presentations, seem to be less applied in the majority of the cases. Overall, experi-
ential learning approaches appear to be under-utilized in organizations as they are in
educational environments.

Differences arise among employees with different age and job seniority. In partic-
ular individuals with less than 10 years of work experience reported a significantly
higher use of teachers’ lectures and a lower use of case studies discussion in the past
12 months in respect to those of higher seniority level. We can explain this finding
in light of the fact that HR develops less standard and more experiential learning
opportunities (with only a little component of lecture-based teaching) for the more
senior and demanding people within the organization.

For the future, overall respondents wish a less intensive use of the lectures carried
out by the instructor (see Fig. 2). This is coherent with recent discussions about the
greater effectiveness of active learning and experiential learning [1, 2, 27, 28].

For the other learning methods there are no relevant variations. This can suggest
that employees are overall satisfied with how they learn or face difficulties in imaging
a “new future”. This raises a challenge for the HR function, whose responsibility is
also related to the design and communication of a new way of corporate learning.
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Learning Methods: Present vs Future
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Fig. 2 Learning methods: present versus desired future (low use is below 30%, medium use is
between 30 and 70%, high use is above 70%). The figure shows the difference between the future
use and the present use: a positive percentage implies that the usage will increase in the future
compared to the present. The vertical axis expresses the forecasted variation (increase when the
value is positive or decrease when the value is negative) in low, medium and high use for each
learning method. For example, a +15% of low use of instructor-led lectures implies that 15% more
of respondents will have a limited use of them in the future compared to the present

5 Conclusions

With this paper, we aim to provide both a research-oriented contribution and a
practice- oriented one in the field of learning within organizations.

From a research point of view, we compare the current vs. desired use of different
learning models and learning methods, from the perspective of the employees.
By doing so, we offer insights with regards to the expected evolution of learning
within organizations, from the perspective of those who should take advantage of the
learning initiatives. Our results confirm, with quantitative data, the existing debate
in the literature with regard to the increase of digital enhanced learning models and
active and experiential learning methods. Yet our results also suggest that blended
learning, despite being among the most discussed terms nowadays, needs addi-
tional research to clarify it. Considering the results of our study, we can assume
that employees are often not aware of what blended learning really is. They wish to
keep on using face to face while increasing online learning, yet they do not take into
account blended learning as an option, even if we know that actually it is the learning
model that effectively mixes traditional and online learning.

From a practice point of view, we offer HR professionals suggestions for better
designing effective learning experiences and for better communicating them to the
employees. From a design point of view, our results show that younger participants
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are more exposed to a lecture-based face to face learning which is less experiential,
despite the need for active learning at all levels. More senior employees, instead, aim
for more online learning in the future, suggesting that face to face learning for them
is not anymore good “value for money”. Therefore, HR could reflect on redesigning
more engaging hands-on learning experiences for all targets, as well as on embarking
on a challenging redesign of online experiences targeting senior employees.

Future research could explore not only what people expect and wish for their

future in terms of learning opportunities, but also what they think should be more
relevant and effective. In fact, we cannot take for granted that what they would like
to do is what they should actually do.
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Abstract This paper is about the socio-technical findings of a project that was
carried out for an organisation in the educational sector. The main aim of the project
was to explore the possibilities of developing a mobile Augmented Reality authoring
tool that educators would use to create AR experiences in attempt to improve their
teaching methods. A novel ‘solution’ was designed and prototyped, which initially
seemed to have great potential, but as the project progressed it gradually became
evident that although the solution was possible, it was not necessarily a good solution.
The project ended up being a prime example of the nowadays common phenomenon
of designing efficacious but ineffective solutions for ill-defined problems. This paper
analyses the project in retrospective from a soft systems thinking point of view,
reflecting on the problems and limitations of attempting to solve problems with
ill-defined boundaries and requirements using hard systems thinking.

Keywords Soft systems thinking + Hard systems thinking -+ Augmented reality

1 Introduction

Ever since the introduction of computers and the Internet, i.e. the Third Industrial
Revolution or Industry 3.0, innovation seems to be all about replacing humans [1]—
chatbots, ‘smart’ assistants and machines making decisions instead of or on behalf
of humans. This has been especially prominent in Industry 4.0 where focus was
on automation. Since then, there has been a gradual mindset shift focused on the
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cooperation between man and machine, setting the foundations of Industry 5.0 [2].
However, many modern businesses appear to be forgetting that technology is meant
to assist people in doing their jobs more efficiently and to empower them to be more
creative and promote focus on important aspects of their jobs, instead of manual
and/or repetitive tasks [1, 3]. This hinders their ability to be competitive and sustain-
able long-term and puts a limit on the advance of society overall. What is more,
many of those businesses fail to see that just because a machine can do something
that a human can, does not mean it can do it better or even as good. In fact, if a
person performed as good as a common household robot vacuum cleaner—i.e. not
cleaning the stairs, or under some furniture, or some harder to reach places—that
would be called cheating or doing a ‘lousy’ job. And yet, such ‘solutions’ see some
success mainly due to their novelty factor until people realise they don’t really solve
the real-world problem they are intended to and are disposed of.

The same phenomenon can be observed in businesses everywhere. Competitive
advantage is what everyone is trying to gain or maintain in order to grow and climb
or stay on top. Sometimes this is achieved through adopting a new, novel approach
that no one asked for, providing a solution to a problem that did not exist—a prime
example being the new folding smartphones [4]. Of course, it can be argued that
this is what drives innovation and leads to healthy competition, ultimately being a
good thing. However, more often than not companies cease to exist or suffer great
consequences because of project failures, fallen victim to lack of understanding about
the problem, the root cause, limitations of the solution, ambition, negligence or a mix
of the above [5].

This paper is based on an exploratory project about creating an Augmented Reality
(AR) authoring tool for a client in the education sector. More specifically, by how
it was considered to deliver an efficacious solution, without it being effective or
contributing to the business overall. The project is used as a means to illustrate the
statements of the paper and show the origin of the findings, giving them context. It is
not meant to be the main focus of this paper, but rather a real-world example of the
points made, which when understood can be applied to a broad spectrum of cases,
unfolding similarities and patterns. For this to be possible, a general background
of the project is presented without going into too much details about the applica-
tion itself, as those are not relevant for the main topic of this paper—namely, the
issues and limitations of attempting to solve problems with ill-defined boundaries
and requirements, using hard systems thinking. Nonetheless, an attempt was made to
include the more important technical details that frame the problem domain, without
drifting away from the topic.

2 Background

The project client was an organisation that provides accredited training services to
both employees and people actively looking for employment in various vocational
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areas. The core area that the project was focusing on was the mechanical engineering
training that the client provided.

The company’s general aim in connection to their project was to improve their
teaching methods through the use of AR technology. The client’s project had a
timeframe of three years, each considered an iteration. In the previous iterations
of the project, an AR application was created that allowed tracking of mechanical
engineering machines and overlaying augmentations with educational content, like
videos, text, sound, images and links to external resources. As stated by the client,
the objective was to reduce the time spent by instructors with students by allowing
students to use an interactive app which would enhance their learning experience.
Allegedly this objective was met, and it was reported that the application received
great feedback from both students and staff.

However, the client wanted to have more flexibility and independence should
they need to expand the AR experiences in-house or create new ones themselves.
Although not explicitly stated, this lack of independence was assumed to be driven by
the fact that they needed external developers—which they would have to outsource—
to amend and extend the application built for them each time they acquired a new
mechanical engineering machine.

This led to the client’s idea of having a custom-made mobile AR authoring tool
with their educators as end users, which was the focus of the project.

The client did not know of any other mobile AR authoring tools on the market,
according to their research, and this was reflected in their requirements—or lack
thereof. What was requested was an application to allow their trainers to create AR
experiences like the ones on the initial educational app on their own. However, they
hadn’t seen a similar application that could do that; therefore, they did not know what
exactly to ask for. The only explicit requirements were that the application should
run on Android tablets and that it should be based on the Wikitude AR engine, for
which the company had invested in acquiring a commercial license. This dictated
the exploratory nature of the new iteration of the project and required a study on
its own. Ergo, a prototyping methodology (a variation of the Rapid Application
Development methodology, or RAD) was considered most suitable at the time and
adopted, consisting of 4 phases: Analysis and Preliminary Design (i.e. the ‘study’),
Prototyping Cycles (consisting of ‘build-demonstrate-refine’ stages), Testing and
Implementation.

The first step was to determine whether the AR engine had the capabilities needed
for building such application. The main problem was the ability to dynamically create
a tracker that would recognize a particular scene or an object. At that stage this was
achieved through an external program that would create 3D trackers from pictures
of an object, taken at different angles. The tracker would then have to be embedded
into the application. Obviously, this process required mobile app developers with
knowledge in AR and could not be expected from the educators.

Several alternatives were explored in attempt to eliminate the need of this process
and using Wikitude’s Instant Tracking technology to create trackers on the flight
seemed promising. However, that was an immediate step back, because it only
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allowed tracking of a flat, 2D plane, i.e. a specific angle of an object or scene—
it would not recognize a 3D object from different angles or any objects on the plane
itself. It was also not nearly as accurate or robust which could be accredited to the fact
that the technology was still quite young for Wikitude and not as polished. Nonethe-
less, it was indeed promising and, evidently, made sense to proceed with the project
from a managerial perspective. After all, the assumption was that if the project was
successful it could have been a great competitive advantage to the company.

After it was determined that it was indeed possible in theory to create an AR
authoring tool based on Wikitude, an initial prototype was built as proof of concept
and to confirm the hypothesis. It allowed creation of AR experiences and embedding
augmentations (sound, text, video, links and 3D models) to the dynamically created
trackers, persisting the experiences in storage and allowing them to be loaded in
‘view’ mode.

The next logical step was to research what are the issues and limitations of
other AR authoring tools in education and what are some defining characteristics
of successful AR authoring tools on the market, which would influence the further
requirements and general direction of the project.

To summarise the findings of the study, there were no well-established Graphical
User Interface (GUI) based applications for AR authoring in education at the time.
Mobile AR authoring tools seemed to be a very niche topic that did not have much
coverage, if at all, especially for educational purposes. There were numerous non-
mobile GUI-based solutions proposed and/or prototyped over the years that did not
manage to keep up with the quick advances in AR technology. Recently proposed
tools employed some novel approaches and attempt to tackle some of the issues with
GUI-based AR authoring [6, 7]. Yet, issues and limitations still persist or are not fully
resolved by any GUI-based AR authoring tool for educators, such as personalisation,
assessment, statistics and collaboration [8]. The main bottleneck seemed to be that
only so much can be achieved through a GUI without involving coding and the fact
that functionality is often sacrificed in favour of simplicity due to the target audience.
Arguably the most comprehensive solution that addresses the most, but not all issues
is VEDILS [9]. However, it is not a mobile solution, since that would be extremely
infeasible from a usability perspective. Unfortunately, it did not seem to be a very
popular solution either, giving way to commercial GUI-based AR authoring tools,
attempted to be adapted on a per-use-case basis for educational purposes [10].

In terms of current commercial GUI-based products for AR authoring, there
seemed to be a great choice on the market but with little variety. Most of them
would have the same functionality with slightly different selling points (e.g. Amazon
Sumerian, Zapworks, Augment, etc.). All commercial GUI-based AR authoring
tools seemed to be either desktop applications, web-based SaaS products or mobile
applications, with the latter being most niche and represented by a single iOS-only
app—Torch AR. For the characteristics review—a single product of each type was
reviewed, based on popularity and success. Great similarities were observed across
all products with the main ones being:
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— A clean and intuitive interface separated in no more than 3 sections;
— Support for common augmentations like text, images and 3D models;
— Very similar controls for manipulating augmentations;

— The canvas or working area being the main focus of the application;
— Some mechanism for importing 3D models.

There main common limitation of all tools that were reviewed was exporting and
sharing AR experiences. There was either a proprietary format involved that required
a specialised ‘interpreter’ or a lack of exporting altogether, ultimately limiting the
potential use cases significantly.

The adoption of a prototyping methodology was considered to be of great benefit
at the time, because it allowed requirements flexibility. Newly requested or ‘thought-
to-be-useful’ features were rapidly prototyped and presented, leading to a decision
of whether they should be adopted or not, which was highly valued by the client.
However, what was not considered was the fact that such requirements flexibility did
not make much sense for the very short and strict timeframe of the project. Although
this did not end up being as big problem as anticipated in the end, there was a very
high risk of going over the deadline or budget, which was accepted surprisingly light-
heatedly. Another thing worth mentioning is that the prototype demonstrations were
presented to the project mediator representing the client and not the end users, i.e.
the educators employed by the client, due to organisational and logistical constraints.
Eventually it turned out that they were not involved in the decision-making process,
despite the importance given to requirements flexibility.

Later it gradually became more and more evident that just because it was possible
to build such a ‘solution’, that did not mean it was necessarily going to be a good
solution. Neither it meant that it would contribute to the business overall, outside of
its immediate purpose that it was designed around, which turned out not to be what
the educators needed.

3 Discussion

Although the main focus of the study was to explore the possibility and feasibility
of creating a tool that would benefit the client, an important aspect was observed
from a socio-technical perspective that emerged quite early in the project. It was
the common phenomenon of implementing efficacious but ineffective solutions for
vague or ill-defined problems.

Such situations are often the product of lack of understanding and distinction
between ‘soft’ and ‘hard’ systems thinking [11]. The terms are well contrasted in
the works of Peter Checkland, and especially in his paper, written two years after
the publication of STSP, about the ‘crisis’ in Operations Research [12]. His critical
discussion is focused on O.R. representing a ‘systematic search for an efficient means
of achieving a defined objective’, rather than being systemic in the traditional sense
of systems thinking, stemming from organismic biology [12]. In other words, the
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critique is about O.R. practices where logic about parts of a situation is aggregated to
make conclusions about the whole situation that don’t really apply to it. The problem
originates from the fact that the system can exhibit properties that the sum of its parts
doesn’t. These are the so called “emergent properties”. The term ‘holon’, suggested
by Koestler [13, 14], was adopted as an alternative to ‘system’ for the abstract idea
of a whole having emergent properties, a layered structure and processes of commu-
nication and control to enable it (in principle) to survive a changing environment;
and also to separate the meaning of ‘system’ from its common use in everyday life.

The fundamental difference between ‘soft’ and ‘hard’ systems thinking is that hard
systems thinking assumes that the perceived world contains holons. Hard systems
thinking is based on scientific reductionism, assuming the problem situation has exact
static boundaries and can be broken down and analysed through its parts systemati-
cally [11]. On the contrary, soft systems thinking accepts that there is no single ‘truth’
about a problem situation because of the ever-changing flux of events and ideas that
is reality, as coined by Vickers [15]. Soft systems thinking takes the stance that the
process of enquiry into a fuzzy, ill-defined problem situation itself can be appreciated
[16]. In that sense, hard systems thinking can successfully be used when engaging
with rather well-defined problems, whereas soft systems thinking is intended to
support people addressing messy, ill-structured problem situations.

In the case of the project that is in focus for this study, initially a ‘hard’ systems
thinking approach was taken to a, clearly, ill-defined, fuzzy problem. It was assumed
that a solution could be engineered that would allow non-qualified people to effec-
tively do a job that required highly-qualified people. Logically, this implied that it
was also assumed that knowledge can be re-engineered into a technological solu-
tion. Naturally, this is not possible, since knowledge is the ability to use information,
acquired through experience and thought processes, unique to each individual [17,
18]. Although knowledge can be diffusive—tends to leak and can be reproduced
by other people through learning (for example, imitation)—it cannot be isolated
and distributed physically; that would be just data. Nonetheless, once data is under-
stood—i.e. attributed meaning in context—it becomes information, which people
can then learn to use, becoming knowledge [16—18]. However, that would make
those people ‘qualified’ and the technological solution would not have a purpose.
Evidently, the client didn’t understand that, since they wanted non-qualified people
and a technological solution substituting their lack of knowledge in a particular area,
instead of highly qualified people in the same area. This doomed the project from
the very beginning.

Assuming that executive decisions for exploratory projects are not made light-
heartedly and without solid backing of figures and well-calculated risk, possibly it
was estimated that investing in the ‘solution’ and utilising existing or hiring more
human resource with the same qualification level for the job would be more cost-
effective long term than hiring highly-qualified personnel. And that appears to be a
perfectly valid reason from a managerial standpoint. But it can also be a problem when
decisions are made in isolation and solutions are designed based on hard assumptions
about reality—i.e. when the context of the problem is not understood. Although the
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risk of this project appeared to have been accepted, it was evidently misinterpreted,
since, as already discussed, the problem was not fully understood to begin with, and
neither were the limitations of the solution.

Unfortunately, this is a common occurrence in our technology-driven society,
as evident by the high failure rate of IT projects [5]. Technology has become so
ubiquitous and easily accessible that it seems to have led to an inevitable mindset
shift of the modern-day human. People—especially the recent generations—have
become used to having all their questions answered by ‘smart’ devices, which are
usually at a hand’s reach and have become part of everyday life; taken for granted.
It seems like technology is assumed to be the solution for every problem, and this
assumption about reality gets transferred to businesses, as well. More often than not,
technology-first solutions are adopted (see agenda for Industry 4.0 [19]), instead of
people-first solutions (see socio-technical approach [1] and agenda for Industry 5.0
[2]). Prime examples include robot vacuum cleaners with performance and efficacy
issues that a human caretaker would be criticised for; fully-robotised hotels that are
more of an inconvenience, rather than luxury or ‘the step forward’—Ilike the world’s
first robot hotel where management had to ‘lay off’ their 243 robot ‘employees’
[20, 21]; and, of course, the project in focus here—a mobile application to replace
knowledge and qualification. The thing that all of these have in common (along with
many other, less apparent examples) is that they attempt to solve a problem that
either does not exist, is not understood, or is based on strong assumptions about
the problem that don’t reflect reality. The ‘solutions’ that are provided are only
‘solutions’ in a static, non-changing, well-defined environment; exactly the opposite
of the real world—dynamic, ever-changing, fuzzy. This can be considered an example
of sub-optimisation and reductionist thinking. As consequence, those ‘solutions’
simply cannot survive the real world and cause unintended consequences. In return,
those unintended consequences can create problems that are not worth the ‘solution’.
That is the difference between thinking about a problem from a ‘soft’ and ‘hard’
systems perspective—hard systems thinking assumes that reality can be predicted
and accurately modelled.

The same applies to the AR authoring tool prototype built as part of this project.
It proves that it is possible to fulfil the client’s fechnical request. However, it is not
an effective solution from a trainer’s point of view. It addresses the problem from
a managerial point of view—trainers can now create their own AR experiences and
developers are not needed anymore. But the capabilities of the ‘solution’ prototype
are extremely limited, and what is worse—they cannot be extended much further.
The prototype was already pushing the acceptable performance limit of the same
device that was used for the initial educational application with minimal function-
ality. Surely, more powerful hardware can be acquired that would run the authoring
application better, but then, as more features are incorporated, usability issues start
to emerge. For example, even with just a handful of buttons and sliders, some partic-
ipants in the usability study of the prototype noted that the sliders were not easy
enough to use due to their size and lead to miss-clicks and unintentional errors. Some
of them were replaced by two-finger gestures, like pinching and rotating, but it was
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immediately discovered that those were not intuitive enough and quite performance
intensive, causing the device to stutter and make the process even more frustrating.
In the end, the sliders were brought back, making them a bit bigger. But then there is
only so much that can be displayed on a 10-inch tablet, so it was all about balancing
features with usability. And usability would always take precedence, since there’s
no use of a feature if it cannot be used in a way that ultimately benefits the user.

This opens up discussion on the correlation between ‘usable’ and ‘useful’. In the
case of this project, making the application more usable—i.e. easier to use—would
reciprocate by rendering it less useful—contributing to a purpose. Again, a bigger
device with more screen real-estate could be acquired, but to what extent before
a laptop becomes the better and more compact choice? It would always have the
capacity for more processing power and would separate the input devices from the
working surface, allowing for much more flexibility from a usability perspective.

Another major problem was that the prototyped ‘solution’ would not contribute
to effective teaching, which requires student monitoring, assessment and personal-
isation of interactions [8]. And that is not because it is not possible to implement
those features, but because it would be infeasible from a usability perspective [10].
The cause of this problem was that it was not considered by management to begin
with, since its complexity was underestimated. And the root of that cause is that
they had fallen victim to hard systems thinking in a situation that does not allow
it, leading to the assumption that there are clearly defined boundaries, in which a
problem can live in isolation. In that situation it is clear that there was group sepa-
ration between ‘management’ and ‘the educators’ with no effective communication
channels between the two. And that is obvious from the fact that the requirements
communicated by the ‘management’ group of stakeholders did not include any that
would ensure effective teaching, although it is at the core of the business as a whole.
Moreover, unlike in previous stages, in this stage of the company’s project the poten-
tial students were outside of the stakeholder scope, although they add yet another level
of complexity. This is a prime example of the Darkness Principle in Systems Theory.
There are some variations of how it is interpreted but the general idea is the same—
the elements of a system are ignorant of the behavior of the system as a whole and
respond only to local stimuli/information [22]. A different variation of the Darkness
Principle by Clemson states that ‘no system can be known completely’ [23]. Again,
this can be interpreted as a condensed statement implying that each element of a
system has its own ever-changing perception of reality that never contains the whole
complexity of the system; therefore, a system can never be known to its entirety.
Nonetheless, it can always be attempted to understand what is studied as a system
from as many perspectives as possible, starting with the identified stakeholders. In the
context of the project subject to analysis in this paper, it is evident that the problem
was analysed from a single point of view, which was proof of an attempt to treat a
complex problem like a complicated one by breaking it down and isolating its parts.
This led to a false perception about reality and any solution designed for it was bound
to fail.



Bedazzled by Technology 29

Nonetheless, the failure would usually not be evident until it is already too late,
which is normally when the solution is introduced back into the real world. And
that is because of the single point of view that was taken into account—see similar
discussionin [1, 5, 11, 12, 15]. That way, the particular perception of reality cannot be
compared to anything else, introducing ‘tunnel vision’, which in turn makes judging
right and wrong nearly impossible, because there is no alternative. And even if a
particular judgement is right in a particular context, it may be wrong for the whole
of the problem situation. A similar phenomenon can be observed in statistics under
the large class of association paradoxes. One of the better-known ones being the
Simpson’s Paradox, where trends that appear when a dataset is separated into groups
reverse when the data are aggregated [24]—i.e. the ‘truth’ of the parts is not the
‘truth’ of the whole. What should also be noted is the use of the word ‘paradox’
for phenomena that appear illogical from a hard systems thinking perspective but
are expected and normal from a soft systems perspective. The problem illustrated
with the Simpson’s Paradox is obviously transferable to systems theory and is about
boundaries. Putting boundaries within and around a real-life problem situation—
i.e. breaking it down and attempting to tackle each part individually; a reductionist
approach—is bound to lead to a solution that will fail in the real world, since those
artificial boundaries do not exist there. The limitation of applying hard systems
thinking to complex problems manifests as the inability to judge reality accurately,
because it is assumed to be static, and that there is a single truth about it, therefore
missing out on the real-world complexity.

In the context of the project in focus this could have been avoided by including
all stakeholders in the analysis of the problem and any potential solutions—suitable
approaches would have been through contextual analysis and SSM [11, 16]. Having
multiple points of view and inputs from different parts of the organisation would
open up discussions about emerging issues and conflicts that can be addressed before
investing resources and committing to the project. It can even be argued that in-house
projects have higher probability of success than ones, the development of which is
outsourced.

This is partially related to the incentive or motivation of the team executing the
project. At the end of the day, the success (or lack thereof) of a project would reflect
much more on an in-house team, as opposed to an outsourced team. A failed project
may cost an outsourced team a potential client, but not necessarily, if they have
delivered exactly what they were asked for and fulfilled their part of the contract,
which just happens to not be what the client needed. On the other hand, an in-house
team would suffer much greater consequences from a failed project, potentially
costing them a budget reduction, a salary cut, or even their jobs if the failure is
devastating to the business overall. In that sense, in-house teams have much higher
incentive to point out problems, flaws and conflicts of potential solutions so measures
can be taken to prevent a project failure.

Nonetheless, it can be argued that failure is what can lead to progress. If people
are not allowed to fail, they would never learn from their mistakes, which could
gradually lead to a twisted perception of ‘right’ and ‘wrong’, caused by the lack of
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experience with both ends of the spectrum [25]. Furthermore, if forbidden to fail,
people will try to hide their failure, so they don’t suffer the consequences, bound
to cause a disturbance in the environment. The ‘out of sight, out of mind’ principle
would not work long-term, and that failure would surface eventually and could cause
much more damage than anticipated—and not only to the person responsible, as we
know from many historical events [26, 27].

But more importantly, because an in-house team is part of the problem situation—
they know and have experienced the real environment. In contrast, an outsourced
consulting team may attempt to inquire into the problem situation, but the sole act of
intervention can lead to a false perception about reality. This is because the process
of inquiry can be considered an appreciative system, according to the Appreciative
Systems Theory [15], meaning that it contributes to the flux of events and ideas
that is reality. Furthermore, such an external stimulus can cause a response from the
environment—for example, people may act differently and do things they would not
normally do, or in a different way. This ultimately leads to a false perception about
the problem situation and can potentially render any solutions engineered for the
perceived version irrelevant to the real one.

4 Conclusion

What was concluded from the project was that even though the prototype proved that
is was possible to create such an application, it was fundamentally flawed. At the
time, it was clearly evident that the AR engine was not meant for the purposes it was
attempted to be used for, so it couldn’t be used neither effectively, nor efficiently.
In fact, the client thought they were innovating because they did not know of any
other mobile AR authoring apps on the market for educational purposes. Turns out
there was a reason for that—the technology was not mature enough and there were
inherent issues with mobile devices related to usability that cripple potential apps of
that sort.

Another important finding was that the project was a prime example of the nowa-
days common phenomenon of designing efficacious but ineffective solutions for
ill-defined problems. As with most projects of the kind, the client had fallen victim
to hard systems thinking where the real situation would not allow it. As a conse-
quence, that lead to their lack of understanding about the problem, the solution and
its limitations, and the boundaries of the problem situation. In turn, that caused
them to misinterpret the risks and assume that there was a single root cause to their
perceived ‘problem’ for which a solution could be engineered. In other words, they
were bedazzled by the technology the solution utilised, deciding to proceed with
it and outsourcing its development. Ultimately, they got what they wanted, but not
what they needed [28-30].
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1 Introduction

The rise of the platform era is changing the way services are delivered as plat-
forms enable different types of transactions at a distance. The development is rapid
and multidimensional, raising various socio-technical questions around issues about
trust, ethics, responsibility and privacy that are influenced by transactions enabled by
platforms [1]. Studies on workplace technology have historically focused on specific
systems and tools provided by the organization, in contrast to private use based on
individual choice [2, 3]. Now, the emergence of platforms and ubiquitous technolo-
gies are blurring the boundaries between professional and personal use; shifting the
focus in the field of IS and related disciplines from organizational, individual or
group interactions with single technologies to platforms and artifact ecologies [4-8].
This shift brings diverse challenges and an immense cultural shift that affects various
contexts in society. Higher education that enables teachers and students to switch
between the classroom and meet through learning platforms is one such context. The
context of higher education is changing rapidly, a change which has been especially
apperent during the recent pandemic of covid-19.

The socio-technical systems work of Mumford and of Checkland, adopted in UK
and Scandinavia [9-11], created an opening for qualitative and critical perspectives
in IS research early on [12]. Over the past years, there has been renewed attention
to the relationship between the social and the technical, in the light of the ongoing
transformation of work and society, and the increased interest in platforms and artifact
ecologies. The socio-technical approach, especially the Scandinavian school, is still
thriving within modern IS research and, as we argue in this paper, is highly relevant
for understanding two-sided markets in learning environments. Conceptualizations
of digital infrastructures and platforms in prior literature have emphasized the socio-
technical aspects [1, 13], however much of the research on two-sided markets and
platforms address large-scale platforms and merely sees the transactional concept
as an economical transaction. More insight is needed on socio-technical aspects of
how small-scale platforms can be configured within local contexts in order to enable
other types of transactions [1, 14, 15]. In this study, we use a learning platform as
an illustrative case in order to argue for platform context transactions that are not
monetary, which outlines a gap in the literature, addressed as the primary aim of this
study. Even though most universities use learning platforms, they are not necessarily
supportive of neither the features needed by the students nor the teachers, which
brings us to the secondary aim of shedding light on the needs within a learning
platform context. This dual aim is addressed herein as little is known about what is
needed for learning to be exchanged online on the one hand, and offline on the other
hand and how the socio-technical interplay between the classroom and the learning
platform is actualized.

The two-sided market perspective is, until this point, applied to economic
exchange, whereas we, in this paper, argue for other aspects being exchanged in
a two-sided market. Consequently, we argue that learning can be such an exchange
in a two-sided platform. To elaborate on the context of learning platforms, we see
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that students in higher education have access to high-quality lectures and expertise
from top universities and institutions which include subjects their teachers may not
be knowledgeable in. Massive online open courses (MOOCs) and other forms of
distance learning compete with traditional campus-based education. It raises ques-
tions about how education today can be complemented by MOOCs and the freely
accessible learning materials flourishing on the Internet. Similarly, parts of higher
education are increasingly digitalized, especially due to changed work situations in
the lock-downs following the pandemic, and the shift between online and offline
needs to be examined carefully. In traditional higher education, the one does not
outweigh the other; instead it is an interplay between the classroom interactions and
the learning platform, an interplay that is not always seamlessly fitted.

The main contribution of this paper is to offer a discussion where we problematize
the transactional concept in two-sided markets. We also provide a discussion, from
a teacher perspective, on how they see their role in engaging students in learning to
learn and the socio-technical interplay of shifting between classroom and platform
interactions. Our research is guided by socio-technical and socio-cultural perspec-
tives, using concepts from the platform literature and two-sided markets, illustrated
with examples from interviews with university teachers and the authors’ own teaching
experiences.

The remaining part of the paper is structured as follows: The following section
provides an overview of related literature, where the concept of performance and two-
sided markets are elaborated on. In this section, we also present central theoretical
concepts guiding this research. Section three presents the results of the learning
exchange in the platform, followed by the final section, where learning platforms as
two-sided markets are discussed and reflected on from a socio-technical perspective.

2 Related Work and Theoretical Background

Lifelong learning is a concept used to illustrate the will to create the motivation for
students to learn in school (in this case, higher education), and to apply the technique
through the working life and in that way, continue to learn. More precisely, this
means that the tools and methods for learning that take place in higher education can
also be developed through future work [16-21]. However, there is a lack of success
in creating commitment and interaction in learning platforms where students and
teachers learn together. The students expect teachers to “deliver” the knowledge
to them, which often takes form through discussions about formalities around the
examination and dissatisfaction with the assessment. In some cases, this may trigger
or intensify lacking incentives to pursue one’s own learning, and the students fail to
understand how digital tools and methods for learning can be used as a facilitator of
(a) learning here and now, and (b) for lifelong learning, even after their education is
completed, and when working life has begun. Diminishing the boundaries between
formal learning and increasing an understanding of lifelong learning improves the
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likelihood that the student will use the tools learned during education as a lifelong
learning tool [22].

Since the introduction of Learning Management Systems (LMS) during the late
1990s, many studies have examined the success factors of using LMS, including
various technical and non-technical factors [cf 23, 24]. In IS research, much focus
has been on areas such as knowledge management systems and support for knowledge
sharing, whereas surrounding communities of IS, for instance, CSCW and HCI have
commonly been concerned with evaluations of learning in terms of user behavior,
often from cognitive perspectives, with the purpose to inform the design of informa-
tion systems, such as LMS’s. Likewise, in knowledge management studies, learning
is often not articulated; instead, the focus is placed on outcomes or effects of learning
(efficiency, competitive advantages, cost reductions, etc.) rather than learning per se
[20, 25-27].

There are other aspects and tensions of meeting through digital technology that is
worth unfolding when talking about the socio-technical arrangement of introducing
and using a learning platform where teaching and learning are exchanged. Sennett
[28] states that modern society is attempting to destroy the evils of routine by favoring
the flexibility of organizations and for workers. Moving the increasing workload of
teaching and learning into learning platforms, enables flexibility that is both liberating
and constraining. Accordingly, for flexibility to work in modern society, humans
would need to have the skillset of trees and to be able to bend and yield but then go
back to their original form [28]. However, flexibility also entails providing students
with an environment to learn at all hours, which brings us back to the value exchange
in such a platform, on the one hand, for the teachers, and on the other hand, for the
students. Shifting between the classroom context and the learning platform is not
straightforward.

Thus, to survive in a flexible learning environment, there is a growing need for
personal preservation and individual sustainability. Knowing how far the teachers can
push the students, and knowing how to facilitate a flexible learning community, is
something trees seem much better at than humans. This study explores the teachers’
role as facilitators and therefore examines the teachers’ side of the platform context
by focusing on university students’ learning from a teacher’s perspective. We propose
a socio-technical ool (i.e. digital teaching and learning material with the focus on
facilitating learning between the two) which enables a deeper understanding on how,
and for what purposes digital platforms can be used, and how and in what way
educational methods can be used and mixed to facilitate the learning exchange. For
this, we use the socio-technical approach to information systems, where both social
and technical aspects are taken into consideration alongside socio-cultural learning
perspectives as a framework.
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2.1 A Socio-Technical Perspective

To understand performance in two-sided markets and how the learning exchange
happens as a socio-technical process, we will first elaborate on the socio-technical
literature in IS research. The socio-technical approach is based on the relationship
between the social and technical systems. The social system consists of professionals
and their practices, cultures and roles, while the technical system consists of the tech-
nologies that support the work processes of the social system. The socio-technical
approach is well known in the Scandinavian school of information systems, where
early systems development was affected almost equally by social, political, techno-
logical and economic factors, with the organization seen as comprised of both social
and technical element. Seminal work such as Mumford’s sociological studies on
socio-technical systems in the UK in the mid-sixties [e.g. 29], influenced Checkland
[9], who in turn, influenced Scandinavian research as a response to union concerns
aiming for workplace democracy. The ideas of Mumford and Checkland interacted
with the political forces in play to form the Scandinavian systems development
tradition [e.g. 30, 31].

Historically, the socio-technical approach aimed to overcome the opposition
between technological and social determinism. It has in turn been criticized for either
favoring the technical or the social [32-34], and for being an instrumental, norma-
tive tradition, and the practical impact of the practices involved in socio-technical
research has been questioned [e.g. 35-37]. In recent years, the focus of the research
done from a socio-technical perspective has shifted. In the early years, the research
focused on altering the practices to fit the technical system, whereas today the focus
is more on socio-technical design where both the practices involved and the digital
artifacts are viewed in an interplay in which both need to be carefully designed and
adapted [38]. An inherent ontological distinction between technology and the social
has however, been preserved even in recent socio-technical studies, which validate
“the viability of a socio-technical approach” [39, p. 385].

Within the socio-technical tradition, there is also a “socio-technical toolbox’ [40]
consisting of analytical tools that can be used by practitioners and scholars to learn
IS as a practice and as a discipline. The toolbox helps to analyze, conceptualize,
and understand complex transformation processes within contemporary workplaces.
Bednar and Sadok [41] divide the toolbox into eight categories: “change analysis,
system structure definition, system purpose, system perspectives, system priorities,
desirable system, system action and system for evaluation and engagement” [41,
p. 5]. The toolbox is designed to support learning about business system design and
has been compared to action research in which practitioners are heavily involved
in activities in the workplace to learn and understand the complexity of change in
organizations. An important purpose of using the toolbox is to be aware of one’s
own contextual understanding and simultaneously understand others’ by engaging
in activities that can enable actors to make sense of the differences. From a socio-
technical perspective, a digital tool can be conceptualized as a tool for creating
knowledge; for instance, a tool for teachers to enable lifelong learning for students. As



38 A. S. Islind et al.

described by Treem and Leonardi [42] visibility, persistence over time, and edibility
are characteristic affordances of such tools.

A socio-technical approach aligns with a socio-cultural learning perspective
discussed below, as both evolved in response to positivist and simplified views of
causality (e.g., learning as transfer of knowledge or technology as cause of change).
Instead, these perspectives address the emergent dynamics of people interacting with
others—including technologies—in a situated context. Thus, suitable to study tech-
nology use in complex social practices such as higher education and online learning
and teaching.

2.2 A Socio-cultural Perspective

Koschmann [43] elaborates on learning from a socio-cultural perspective and claims
that learning takes place in context and that knowledge develops in the interaction
with other people. Research and practice interests relate to the use of technology for
collaboration and problem-based learning (rather than instructional efficacy, compe-
tence or transfer) and a corresponding focus on process rather than outcomes. Simi-
larly, Brown and Adler [44] explain the concept of “social learning” as learning where
the understanding of the content and context is socially constructed through conver-
sations about the content and interactions with others about problems or actions. The
focus is on how learning occurs rather than on what is learned. Learning is not seen
as a characteristic of individuals but of a relationship between those who teach and
the world around it. There is a similarity between Brown and Adler’s description of
social learning and Carmean and Haefner’s [45] principles for deeper learning which
argue that learning is a result of a meaningful understanding of material and content.
This deeper learning occurs when learning is social, active, contextual, engaging
and student-owned. Research has shown that to understand, analyze, apply and save
information to long-term memory; the learner (e.g. the student) must actively engage
in the material. Bates [46] uses experiential learning as an umbrella concept, refer-
ring to “learning by doing”, as a teaching approach where learning takes place within
real contexts.

A transmissive learning perspective is, in contrast to the social learning approach,
based on psychological, cognitive, and behavioristic theories, where learning is
viewed as something individual, cognitive processes that can be transferred between
individuals. Bates [46], emphasizes the importance of mixing different perspectives
on learning so that different skills are favored, such as conceptual, practical, personal,
and social. For example, students need to learn facts, principles, standard procedures
and the like before they can start a well-founded discussion on the subject or before
they can begin to solve problems. As such, teachers can apply both transmissive
and socio-cultural approaches in their teaching. Traditional classroom lectures and
students’ own readings are examples of transmissive teaching methods, whereas
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seminars, workshops and supervision often involve activities of social interaction
and thus social learning.

Although our approach to learning is based on a socio-cultural perspective, we see
the importance of using transmissive based methods to strengthen a breadth of skills.
It is important to see the learning on a course or program from a holistic perspective,
where certain perspectives on learning are emphasized in certain parts and some in
others. We believe that there is a need for new ways of thinking of learning platforms
that provide learning opportunities for individuals to learn how to learn, while at the
same time learning how to use the technology, both as students and in professional
life.

3 Method

As described in the previous section, we have a socio-technical view, meaning thatitis
in the interaction between the digital and the technical—in practice—where learning
takes place. In addition, our view on learning is based on a constructivist, socio-
cultural perspective where the context and the social interaction between people are
essential. What triggered our interest in this particular problem is that the reason
behind specific methods for teaching in higher education is not always transparent
to our students. With teaching methods, we refer to how the teaching is designed
based on a view of learning, choice of supportive material, place (physical or online)
and how these link to the subject [46]. As teachers, we are often not transparent with
our pedagogical motives for the teaching methods and the tools we choose to use,
and we often take for granted that the concepts we use are sufficiently accepted for
everyone to understand. To elaborate, when we as teachers refer to a seminar, the
students do not always understand without guidance what a seminar or a workshop
is, what is expected of them as participants, how to prepare if it is mandatory and if
s0, what participation means.

For that reason, we have developed a tool for teachers to promote a learning spirit
that stimulates engagement, interaction, and lifelong learning through the learning
platform. This tool is a learning tool, intended to serve as a common learning area,
to develop knowledge about, and to create a consensus around, the types of teaching
methods used. It is primarily aimed to function as a basis for discussion and learning
internally in the teacher’s team, but can also be used as a learning object for the
students, and an object for teachers to refer to when they talk about different types of
teaching with the students. The intention is that the tool or learning object functions
as a “buffet” of ideas about learning and technology and how they interact with
the subject [TPACK, e.g. 47], which can be put together as one wants based on the
circumstances of the teaching. The idea is that it is in fact a dynamic tool that is
developed together with all teachers involved over time. The learning tool is created
and accessible in the learning platform, Canvas, for all teachers to explore and is
presented as a course (see Fig. 1).
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Fig. 1 An overview of the learning tool, embedded within a course in canvas

In this study, we used a qualitative approach and the empirical data consists of
semi-structured interviews with 12 university teachers in Informatics at bachelor
and masters’ levels. The aim was to shed light on their view on how to facilitate
learning based on their experience of using different types of teaching methods, as
well as learning platforms. The participants were selected using snowball sampling
[48]. Nine of the interviewed teachers were male, three were female, and the age
ranged from 33 to 64. The interviews were analyzed through content analysis and
are elaborated on below.

4 Results

The results are presented as socio-technical snapshots, exemplified with illustrative
quotes from the interviews, describing four types of teaching methods frequently
used: lectures, seminars, workshops, and supervision. We explain on what peda-
gogical basis they rest, which digital elements we recommend in connection to the
different methods (which was tested through the tool we developed), and how the
methods and digital tools can be combined in different ways so that they together
contribute to learning.

4.1 Lectures

A traditional lecture where the teacher has the command and instructs the students
from a top-down perspective can be understood as a transmissive view of learning
where goals and knowledge come from outside, in this case, from teacher to student
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in the form of lecture and instruction [46]. The transmissive view of learning as
something internal that can be “transferred” from teacher to student is not the view
of learning that primarily governs the teaching today. Nevertheless, it is important to
take that perspective and historical view on lectures as a phenomenon into account.
While lectures are an important part of higher education, our empirical data shows
that moving away from long lectures where the students have a passive role for too
long is central.

One teacher that we interviewed reflects on the purpose of lectures. The reflec-
tion lands in lectures as an activity for information dissemination aimed to provide
all students with the same base of information and that this information can be:
“something that can be recalled, and built on, in following activities on the course’.
Three of the teachers like the idea of the ‘flipped classroom’ where information is
published on the learning platform for students to take part in online before meeting
with the teacher and other students offline. Through the interviews, there is a distinc-
tion between information and communication where ‘information’ is dedicated to
the lecture and ‘communication’ to other types of teaching methods such as semi-
nars, online discussions, workshops and supervision: “I try to separate it more like
‘ordinary information’ about how to do something or you describe something, it can
be videos, it can be texts, reading instructions for books. And then you have a part
when you ‘communicate’ in different ways, interact [...] That is why I like the idea
of flipped classroom because you can reuse the information, the part of teaching that
is the same for all students, and spend more time [to] get to know the student and
adjust the information in the best way.”

There is also a discussion present in eight of the interviews regarding the concept
of ‘lecture’ as a teaching method that is often used for recorded presentations that the
teachers publish on the learning platform. One teacher emphasizes the importance of
distinguishing between recorded presentations which are in the form of a monolog
and a recording “when you put a camera in the room where there is an interaction
between the teacher and the audience”, which are something different than lectures
as social activities. It gives the wrong impression to talk about lectures in the offline
context, as one teacher explains, referring to the difference between recorded lectures
as the creation of course material and video presentations of specific topics, which
means to “leave the lecture form and move on to the presentation form.” Another
teacher is skeptical of recorded material for a different reason. That teacher thinks
that it is risky to use the word recorded lecture for what that teacher sees as a video
presentation because the campus lecture involves so much more than a recorded
material does: Recording the lectures gives some students a false sense of being able
to skip the lecture [...] but when they listen to a recorded lecture, they are missing
the context around it, so then they might get more confused than knowledgeable.

Two methods that can be used to engage students during lectures are response
tools (e.g. a quiz or mentometer) and active learning. These are based on presenting
the problem area, using some response tool to collect the students’ answers to the
question posed; and then ask the students to work in pairs with the same issue,
discuss the area, reconcile and improve and finally redo the test. The session should
be concluded with a discussion about the answers. The time for these exercises
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should be short, only a few minutes. In this way, response tools can be a support
for, for example, exploring where the students are in relation to the goals they are
expected to achieve at the end of the course or education, but that the technology is
too much in focus. Response tools and lectures can thus be combined in different
ways, depending on the purpose.

As expressed by one of the teachers: “an experienced teacher notices when the
audience’s attention is lost, for example, by observing in what way the students
use the laptop while the teacher is talking.” By enabling questions to be asked, the
teacher can also choose to deepen some aspects of what is taught when he/she realize
that the students do not understand, i.e. engage them in active learning. One teacher
emphasizes the importance of being able to move between the different teaching
methods and to be perceptive to the particular needs of a unique group and individual
students. To dynamically “switch between different types of teaching” is a required
skill, s/he claims.

4.2 Seminars

A seminar in a higher education context is a meeting either face-to-face or online
where students and teachers participate actively. The teachers’ role is to be respon-
sible for the implementation of the seminar by acting as a moderator and educator to
get everyone to participate and that participation should lead to in-depth knowledge.
Unlike the lecture, the seminar is an opportunity for reflection, ventilation of knowl-
edge, and co-creation of new knowledge [46]. One way is to let students conduct
seminars independently, to solve problems and use knowledge from previous learning
opportunities and make a synthesis that they report back in class, receive criticism,
comments, and guidance on how the work can be improved. Another form is that the
teacher provides questions to be discussed in the group together with the teacher, to
deepen previous knowledge or understanding of specific literature. A third way is to
form small groups or conversations with individual students. The students present
their work, and the teacher asks in-depth questions. The advantage of small groups or
one-on-one meetings is that they can be adapted to the person’s ability, knowledge,
and personality.

The teachers problematized the size of the groups entering higher education today
as an increasingly pressing issue where teachers do not enough time with each of the
students: “You may notice that there are some students who dominate the seminars,
who take all questions and then the rest is very quiet, and then you also know these
particular students might be silent in a large group but are perhaps better suited
for talking in very small groups or individually.” Also, some students are better
at expressing themselves in text, making the online seminar more fitting for those.
Motivation is an important factor in learning, which was also apparent through the
interviews. The smaller the groups, the more intimate and specialized conversations
can be formed. It is, therefore, necessary to find ways that fit these conditions in
increasingly large groups. Although online discussions are seen as gateways to serve
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more students in a shorter time, creating online seminar discussions proves more
difficult than on campus: “The discussions were completely dead in Canvas [the
learning platform]. But then a Discord was started and the students started talking
there instead. They had seminars without us. It [Discord] is a good tool and forum
that is more informative, but it is not an official tool for us. What I have done is that
I have appointed some “spies” [some of the students] who report what is happening
on Discord. We have to pick up feelings of dissatisfaction [with the course] that we
otherwise have no idea about.”

Digital seminars in the form of threaded online forums are a way to visualize a
conversation in a way that makes it easy for the participants in the conversation to
follow the conversation by inserting posts with each other in the order they are made.
The main idea with the seminars is to offer a diversity that allows the students to
talk both in text and in speech, meet on campus and online. It is not always the same
students who are most active in the digital forums and face-to-face seminars: “...also
a way to give students who may not talk in class, the opportunity to speak.” Another
valuable aspect of the online seminar brought up in the interviews is that it gives
the students a massive written dialogue to use as reading material for further tasks
or examination: “they can copy formulations and reuse materials they have used in
the seminar, which can both enhance learning but also entail plagiarism issues if
they use material from others.” As discussed in one of the interviews, plagiarism of
discussions is often not seen as an issue by the students but can, in some cases, become
a problem. Disadvantages with the online seminar are that it is more challenging to
keep track of the group and make sure that everyone is talking. It is quite stressful
to move between the groups, and because reading posts demand a lot of attention,
the people behind the posts become less visible. In all interviews, there are both pros
and cons to online versus offline and the integration of both and evaluating each
situation is seen as the way forward. The option of the online seminar was therefore
incorporated with a recommendation to use it in an offline context to enrich that
setting and create a socio-technical learning experience.

4.3 Workshops

Some of the teachers frequently use workshops as a teaching method. That entails
applying “learning by doing” through workshops based on a mix of case methodology
and project-based learning. One describes it as “especially great in subjects where
it is difficult to crystallize exactly right from wrong, where there are grey zones, and
where different solutions can be identified as possible solutions to the problem.”
Workshops are often being held in full class to jointly review the themes for the
workshop, with the purpose of applying the techniques and methods later. Contrary
to the intention of the workshop, a teacher points out that: “experiences from these
workshops are that students did not take an active part and contribute to the work.
Commonly there are only a few students who talk; the rest of the class is entirely
passive.” The new design discussed in the form of the workshop is to divide the
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class into smaller groups and use a tool that facilitates a digital message board, for
example, the Padlet. All groups document their thoughts and results simultaneously
online, which means that they can see how other groups think about an idea or a
problem. This was developed as a part of the learning tool and incorporated into
the offline workshop in order to better enrichen the workshop as a socio-technical
teaching method.

The workshop format allows students to participate in and shape the course, both
implicitly and explicitly, but it also allows the teacher, as one participant commented,
to be sensitive and adjust the different forms of teaching depending on what might
suit this group: “How that combination of information and discussion, how it looks,
it depends on topic and it depends on the group. Sometimes I may have said six weeks
before I meet the students that we will have a seminar but then when the course has
started and you get to know each other, I'm like - let’s have a workshop instead.][...]
I know many people who like the course to be fixed and ready from the beginning but
I like when my courses are more dynamic and when I involve the students.”

Active learning as a teaching method can help increase variation in teaching, which
in turn can contribute to the students’ in-depth learning. By using different digital
tools, a collaboration between the students can be facilitated, and the creation of the
collective knowledge, which takes place in the interaction with others, is promoted.
The digital tool is here a tool for creating knowledge and for teachers to be able to
adapt their participation to the different groups. The challenge, as expressed by some
of the teachers, was not that the interest in getting involved is low. Instead, the groups
are too big for the students to feel safe to participate in the activities, and that the
teaching methods not invite the student to take place and be involved: “By working
in small groups, it is easier to involve all the participants in the group to take place,
to cooperate with each other”. The participants raised the issue of smaller groups
taking more time which led to the discussion of an online workshop tool, which
could enable some participants to partake online, and others offline. However, this
particular part was what most participants were skeptical about (mixing online offline
in a workshop format). They agreed on that helping the students understand what
workshops entailed before they entered would help tremendously. That led to the
development of informational support included in the learning tool that would help
students learn about workshops, on beforehand, with the hope of making them more
efficient.

4.4 Supervision

Supervision can be conducted in different ways and arise from different purposes.
Supervision can be asynchronous or synchronous and can take place both in a physical
meeting offline as well as online. It can be done individually and in groups, depending
on the purpose. Individual supervision tends to be more focused on the student’s
success, while group supervision usually becomes more general [46]. The primary
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purpose of supervision is to help the students move forward in their knowledge
process.

When discussing supervision and how learning occurs, one teacher highlights:
“supervision, just as a lecture, is a highly social activity.” This teacher makes a
distinction between the teaching material (e.g. slides, books and papers discussed
in supervision) and the social aspects of meeting face-to-face: “Well the material
is supposed to create the foundation, the structure, arouse thoughts and then I [the
teacher] should be able to concretize, exemplify and elaborate on that. And not least,
what is the biggest thing about supervision, it is the contact with the person there.
Because both the supervision is not one-way communication, it is interactive, yeah,
it is an interactive process.”

Supervision may include digital components that support the process. One simple
example is conducting supervision through forums that are used as part of online
courses in different programs. Forums often function as a tool for getting messages
to more than one at the same time, like a bulletin board. That means that it enables:
“a possibility to digitalize an analog work process that previously took place in the
classroom.” A sub-purpose of a forum can be to archive what previous students have
done, which can contribute to the learning of the new students. Two teachers in the
interviews highlight that supervision can be done via text, for example, in the form
of comments on students writing supported by different types of digital services. For
instance, via Google Docs, which is a digital text editing service. The same applies to
PowerPoint slides, which can also be edited and shared with classmates and teachers
for input through supervision. Another way to conduct supervision is via Zoom,
Skype, and Adobe Connect. There, the supervision becomes synchronous, and the
students meet the teacher in a virtual room through video and audio-based tools.
However, in the interviews, it was apparent that during one-on-one supervision, the
teachers preferred to see the student, and they also preferred offline context for that
type of supervision. However, the teachers were positive towards mixing, depending
on the need at the time. As one teacher said: “Switching between the digital and the
social, that is where the magic happens. To be able to make sense of what happens on
[the discussion forum] or during supervision, you need the context of what happens
in the classroom or during a face-to-face meeting, to get a deeper understanding of
it all.”

Consequently, supervision can include course-specific components, such as
programming or academic writing, which can be seen as an object to interact around
during supervision but whether it occurs online or offline is negotiable. What all guid-
ance has in common, regardless of form and content, is the desire to help the student
further in the knowledge process, a drive that became very clear during the inter-
views. What was also seen from the interviews is that in order to get asynchronous
supervision in digital forums, teachers need to adapt their communication method
and tonality. Forums can be used as a communication tool and act as peer-to-peer
support students between. What can be more difficult to achieve is an equal dialogue
between students and teachers, where tonality and communication patterns can be
of greater importance. It can often be perceived as the teacher interrupts and provide
answers during such setup and thus, the discussion stops. Although these types of
solutions are traditional video-meeting tools, they can be used in different ways, and
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the teaching practice can be adapted accordingly. In line with that, the learning tool
included zoom as an option to conduct supervision in cases where digitally mediated
supervision was seen fit.

5 Discussion

The types of teaching methods: lectures, seminars, workshops, and supervision can
be understood as activities constituted by a variety of socio-technical interactions.
The goal of these interactions is to enable learning. Through the literature on two-
sided markets, transactions are seen as an exchange, which entails monetary value.
However, supported by the findings of this paper, we argue that in a learning platform,
there is the value exchange of learning which can be seen as a transaction in a two-
sided market. The two sides of the market are the teachers and the students, and the
market is the learning platform with a range of support included in the platform. In the
following section we (1) elaborate on the notion of learning as a transaction between
the two actors ‘teachers’ and ‘students’ and (2) use a socio-technical alongside a
socio-cultural learning perspective to shed light on how the transactions occur in
practice, hence how social and technical elements of the transactions are used and
combined by teachers and students. We end with a reflection on the competences and
strategies needed to utilize technology in a way that helps the participants (teachers
and students) enhance learning.

5.1 Learning as a Transaction in a Two-Sided Market

In this paper, we illustrate an understanding of the socio-technical interplay between
the learning platform and the learning in the classroom. As a part of that, we want to
shed light on performance in relation to digital platforms. McKenzie [49] identifies
three types of performance in contemporary culture—organizational performance,
technological performance and cultural performance—and talks about the social
dimension of technology and how projected technologies are more social than tech-
nological. Introducing technology as a facilitator for learning (and understanding
the socio-technical process of doing so) involves different types of performance.
From a teacher’s point of view, the development and design of how the learning is
facilitated through a learning platform have to do with organizational performance.
However, as our results show, technology use requires technological performance
both from the teachers’ and from the students’ side. It is well known from IS discus-
sions that technology cannot be placed in a setting without consequences. It triggers
cultural changes, meaning that this way of teaching and learning also touches upon
cultural performances. The cultural changes happen both for the teachers and for the
students, as visible through the findings of this paper, where the teachers draw from
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their experience of shifting between online and offline and the cultural aspects of
each.

Seeing a learning management system or a learning platform as a two-sided
market, even though it does not entail a business transaction, might be seen as some-
what controversial. Traditionally, a two-sided market facilitates exchange between
consumers that have not been in transactions before and enables interaction because
the interaction takes place by way of the platform [1, 50]. The lens of the two-sided
market has been growing since the early 2000s and has been referred to as two-sided
markets, multi-sided markets, and multi-sided platforms in the literature [50, 51].
Here we do not refer to a market as a market where economic exchange takes place
but as an exchange of specific service. We see learning (where there are teachers on
the one side and students on the other side) as an exchange of knowledge and see
that as a transaction in a two-sided market.

By viewing learning as a transaction in a two-sided market, we make the epis-
temological assumption that learning is a social activity and a relationship between
teachers and students, facilitated by digital tools. To unpack this relationship and the
role of the actors and the technology, we argue that a socio-technical lens is useful.
It helps us to distinguish between social and technical elements in the different types
of teaching meanwhile supporting us with an understanding of the relevance of both
for learning. The four types of teaching methods: lectures, seminars, workshops, and
supervision, can be viewed as assemblages of social and technical elements. The
included elements are not fixed or predefined, but we argue that both social and tech-
nological elements do need to be present and they need to interplay for learning to
be enhanced. Our findings illustrate how the different types of teaching and learning
transactions involve different levels of interaction. In the following, we exemplify
and discuss the socio-technical character of these interactions.

5.2 Strategies for Flexibility and the Importance of Context

Although learning platforms used for teaching and learning in higher education
are relatively easy to use, it requires competence to use them in a way that can
potentially support the learning process, instead of hindering it [46]. This has become
increasingly apperent during the shift to online learning during the pandemic of covid-
19. In this paper, we have identified and described various socio-technical aspects of
relevance for teaching and learning. In the following, we reflect on the findings in the
two distinct themes of context and flexibility. A summary of the types of teaching,
corresponding digital tools, and socio-technical interactions identified in the material
is provided in Table 1.

Taking the context seriously. As for the context in which the teaching is conducted,
it is important to note that future students will be raised with digital technology for
fun and leisure, but they do not per se know how to use it in an effective and profes-
sional manner to support their learning. The use of digital tools in private differ from
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Table 1 Summary of types of teaching, digital tools, and socio-technical themes

Teaching method

Types of technologies

Socio-technical themes

Lectures: transmissive
learning, active learning

Quiz, mentometers, response
tools

Adaptation of technology to
support the purpose one is
looking for [37]

Lectures: transmissive
learning, active learning

Quiz, mentometers, response
tools

Adaptation of technology to
support the purpose one is
looking for [37]

Seminars: Social learning,
moderation, questions,

Online Collaborative Learning
(OCL), threaded forums

Use of technology for
collaboration and

investigative tasks problem-based learning and
instruction as enacted practice

[43]

Use of technology that affords
visibility, persistence over time
and edibility [42]

Workshops: Experiential
learning, referring to
“learning by doing.”

Digital message board

competent actions in a professional context. Although there is an increasing focus
on digital competence, it will take time before knowledge and methods for digital
competence are achieved at all levels. How future students can work with digital
technology for learning will probably vary widely between groups and individuals.
The pedagogic challenge that comes with the use of various tools, which the future
student feels comfortable with, can also be an asset. As teachers, we may be allowed
to let go of the control of deciding on the tools and instead deciding on the teaching
content. This may, however, disadvantage students who are less well versed in profes-
sional digital behavior. A key challenge is to not leave the student with this task since
the role of the teacher includes support in navigating the digital tools and the task’s
learning objectives. A way to deal with these challenges is to evaluate which tools
the students use and how they learn with them, to take advantage of their knowledge
and make the teaching more relevant.

With the knowledge of the experiences the new students have of how to deal with
problems and learn (e.g. moving image instead of text, fast communication, one-
time learning, flexibility, other views of authorities, etc.), we believe the teaching
needs to be adapted accordingly. For example, it needs to add value to the students,
that is something other than a lecture on YouTube. We believe that this added value
is about working in practice with problems and issues in workshops and seminars.
It can be challenging to do online in an established learning environment like the
university. We also think the teaching role is about seeing the students, thus creating
a relationship with them so that the teacher can catch those who do not hang around
and stimulate those who are at the forefront a little extra. A personal relationship
with the teacher gives the student added value to come to school and confidence in
the teaching. The actual packaging of knowledge and learning becomes essential so
that education can contribute with unique benefits that are difficult to achieve on your
own or outside the university.
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Flexibility and individualization. Flexibility to adapt to the knowledge and engage-
ment level of the students is a vital skill as a teacher. That can be done by sensing
the mode of the students in the classroom and how they engage with the subject
being taught. Being flexible is a more difficult task online when the teacher cannot
pick up subtle social expressions from the students. Because the tools we use are
also used privately, the new technology comes with expectations from the students
on what it can be used for. We can see increased individualization and expectation
of flexibility and that one wants to do as one wants rather than follow a collective
mass. This expectation can be used positively to work with inclusion, for example,
students with special needs. It will then be important to focus on what competencies
we want students to achieve. In the system development program, we have recently
worked on this flexibility and individualization challenge as we have a student who
is blind. We have been reviewing how we write the course objectives in relation to
what we want to assess. We have discovered that we sometimes write in the syllabus
how we will assess a specific course target and we sometimes write in which way,
i.e. we specify a specific digital tool one must use in the examination. When a blind
student becomes our student, it challenges our view of the form of examination, and
we need to think about alternative methods for assessment and what skills we should
assess, rather than on the type of technology we use. The tools we deal with on our
“buffet”, however, are primarily aimed at supporting the teaching practice, rather
than supporting the students’ competence in absorbing practical knowledge, which
is part of taking the degree on our programs. However, all the tools, in the form of
use we advocate, have a dual-use because the student is an end-user, as well as the
teacher. In the use of digital tools and design of courses, it is important to keep in
mind that the students are influenced by our way of using digital tools, although
teaching practice is also an important aspect. Adapting the use of these tools to the
situation fits in with Suchman and Trigg’s [52] argument that the most successful
digital tools are those which “co-evolve with practice.”

Hence, by viewing the different types of teaching through a socio-technical lens,
we see how social interaction and technology in the classroom can interplay to
improve learning. The teacher-student relationship is of mutual character. The teacher
depends on being close to the students to sense their presence or absence, and the
students need nearness to the teacher and other students to engage in course activities.
A recorded campus lecture, for instance, is difficult for a student to make sense of
without attending fully, as questions, jokes, facial and bodily expressions are lost in
the recording.

To sum up, the pedagogical conviction can be described as a constructivist
approach where a socio-cultural perspective is crucial. Underpinning this is the
assumption that learning occurs in social contexts and that it is impossible not to
learn. Our findings illustrate some of the ways digital tools can be used to support
this type of learning. For example, using quizzes during lectures, using threaded
forums online to practice online conversations, and using digital message boards to
collaborate and share knowledge between groups during a workshop. We argue that
more flexible approaches to learning and teaching are crucial to prepare students
for the digital workplace of the future. Modern work has long been characterized
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by flexibility and pressure to perform [28, 49], accentuated by the digitalization of
professions [53] and the expansion of platforms into everyday life [54]. Furthermore,
it is evident that IS has broadened beyond IT and computerization and is increasingly
relevant and integrated into almost all aspects of workplaces and society. Finally, our
findings highlight the importance of increased transparency for students to utilize
the given learning opportunities. From the two-sided market perspective, this benefit
both the teachers and the students, as students that are prepared will likely be able
to focus on the course-related topics, problems, and questions rather than on formal-
ities and requirements for examinations. From a socio-technical and socio-cultural
perspective, we believe that if we succeed in getting the students to understand that the
teaching moments are interwoven with the subject and aiming for lifelong learning
(not just taking place in a formal context on a course), we can motivate students to
get involved and come to campus and participate actively to a greater extent.

6 Conclusion

In this paper, we have addressed the need to develop a better understanding of why and
for what purposes digital tools and educational methods are used in higher education,
and how they can contribute to lifelong learning. For this purpose, we developed a
learning object—a learning tool—consisting of ideas about pedagogy, technology,
tools, and how they interact with the subject being taught. The socio-technical and
socio-cultural perspectives as a framework for understanding technology and learning
in practice helped to shed light on some of the challenges and tensions associated
with teaching and using learning platforms and the digital tools embedded in these
systems.

In conclusion, a digital tool to support teaching should not be seen as static, but as
a dynamic and continuously changing tool, characterized by the interplay between
the change of technology and in teaching methods. From a socio-cultural perspective
on teaching and learning, the socio-technical interplay involves valuable transactions
of learning between two sides of a platform—between students and teachers. It is of
vital relevance for teachers, and professionals in general, to see this transaction and
put it in foreground when negotiating technological and social aspects of teaching
and learning.
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Abstract A new generation, named Generation Z (born after 1996), is currently in
education and it will soon approach the job market. Knowing how they engage in
learning is critical to design effective learning experiences both in academia and at
work. However, being the newest generation, it is also the least studied one, espe-
cially in academic research. With this paper we aim to explore Gen Zers’ preferred
learning styles and to compare them with the ones of previous generations. We
collected data from 870 Italian MSc students and Executive Education participants
to assess their learning styles using Kolb’s learning style inventory. We found that
Gen Zers have higher preferences towards the assimilating learning style (combining
abstract conceptualization and reflective observation), while Baby Boomers and Gen
X prefer the accommodating style (combining active experimentation and concrete
experience). There results conflict with the common stereotypes—mainly based on
qualitative evidence—about the youngest generation, which see them as a generation
that needs to engage in a highly informal, interactive and experience-based learning.
Implications for theory and practice follow.
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1 Introduction

Generation Z, Generation 2020, iGen, Gamers and Digital Natives are different labels
for the same individuals belonging to the newest generation. The bulk of Gen Zers are
now going through education and will soon enter the job market. They are the Gen
Z because they come after the Millennials, who were labelled Gen Y; the Gen 2020
because this is the year around which many of them will graduate from college; the
iGen because Internet always existed for them [1], the Gamers because they grew up
playing videogames [2], and the Digital Natives because they were born in a world
already heavily reliant on technology [3].

In all these definitions there is a common factor, namely the pervasive presence
of technology and internet. Gen Z individuals “grew up with cell phones, had an
Instagram page before they started high school, and do not remember a time before
the Internet” [1]. Technology in its broad sense affects every area of Gen Zers’ life and
makes their life experiences different from those of their predecessors, including how
they learn (e.g. [4]). Thanks to technology, learning has become more personalized,
flexible and adaptive to individual learning needs and preferences [5], and the learning
experience includes a much wider variety of learning models and methods [6]. These
changes are particularly evident in the first generation born into an integrated and
globally connected world.

With this study we aim at exploring how Gen Zers approach learning, analyzing
in particular their learning styles, which is under-researched in scientific inquiry [7].
We rely on Kolb’s learning styles inventory and experiential learning model [8, 9].
We compare the Gen Z’s learning styles with the ones of previous generations.

This inquiry is of interest both for research and practice. From a practice point
of view, there are authors and professionals claiming that education is not equipped
to meet the needs of this new cohort of learners [10]. As far as scientific research is
concerned, there have been very few academic studies on the newest generations, a
surprising fact given that generational differences are the subject of countless articles
in the popular domain and the management of young workforce is often seen as a
critical issue by managers [11].

In the following sections, first we describe the characteristics of Gen Zers, in
particular with regard to the impact of technology and internet on how they learn,
and we review Kolb’s learning styles and its appropriateness in this setting. Secondly,
we present our research methods and sample. Results, discussion and conclusions
are drawn in the last part of the paper, suggesting that Gen Zers are much less active
experience-led than we think. Finally, implications for instructors and organizations
are discussed.
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2 The Influence of Technology, Internet and Gaming
on Gen Zers’ Approach to Learning

Research on generational differences suggests that individuals belonging to different
generational cohorts tend to exhibit differences both in general life domains and in the
workplace in factors such as personality traits, personal values and work values. This
means that individuals belonging to a given generation tend to have their own, shared
belief about what is important to them in general and at work, and this belief somewhat
differs from that of individuals belonging to different generational cohorts. Genera-
tional differences affect disparate factors, including work-related attitudes—such as
organizational commitment, work-life balance preferences, teamwork orientation,
career patters, leadership behaviors and preferences [11, 12]—and technology use
patterns and learning characteristics [13].

Generational differences exist because individuals from the same generation share
birth years and thus experience significant life events at the same time, especially in
the formative years of adolescence and young adulthood [14]. These events affect the
development of generational identities, which in turn impact individuals’ responses
in a rage of life situations.

Among the different generations, Gen Z is the least studied one in higher educa-
tion, being the one currently in school [15]. Yet Gen Zers will soon approach the job
market. It is thus compelling to understand this generation better, because it is the
generation that we are educating now and that will represent a significant component
of the worldwide workforce in few years [10]. Finding ways to (re)design learning
experiences that take into account their needs and preferences, as well as the ones
of the labor market, is critical given the dynamicity of the current organizational
environment [16].

Individuals belonging to Gen Z are those born approximately from 1996 to 2010.
This generation differs in many ways from its predecessors, in particular due to the
fact that it is the first generation born into an integrated and globally connected world.
Technology and internet influenced their life more than anything else. Gen Zers
were born with technology and they have never known a world without internet and
smartphones. They cannot thrive without digital resources. They are tech savvy and
in constant contact with people via social networks and instant messaging, more than
emails and direct contact [1, 3, 17]. Technology is there to facilitate their lives, solve
their problems and provide them with relevant information or people [18]. Finally,
they grew up with online videogames often preferring the playful virtual world to
the real one, and spending a great proportion of their time in parallel gaming realities
[2, 19].

Several studies showed that their brain is affected by internet use [20]. They are
quick in finding answers to questions in Google and YouTube, but they lack the critical
thinking skills to evaluate sources [15]. They have become wired to sophisticated
visual imagery [21] and they have difficulties in focusing and analyzing complex
information or issues to the extent that they expect information to be delivered in
short bursts and they are at risk for attention deficit disorders.
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Table 1 The characteristics of Gen Z when they learn

Motivation to learn | Learning is a challenge and an opportunity to develop

Models and methods | Learning best occurs online

It has to be self-paced and informal

It should include active methods, such as interactive simulations and role
plays, and project-based works

Relationships with... | Instructors: they are facilitators of dynamics among students
Peers: they are a source of learning through peer learning
Technology: it eases learning

Other studies report that the intense use of videogames also affect the brains of
these learners reinforcing certain beliefs and working modes. In fact, videogames
train people to handle risks and learn from their errors, a skill that is valued in many
workplaces [22]. Additionally, videogames create a self-centered universe where
the player is the character running the show and manipulating other people and
objects to his or her will within certain rules. They teach players that the world is a
competitive place, but also that they have to exert individual control over their action,
and they reinforce independent problem solving. Furthermore, videogames reinforce
players’ beliefs about the self, how the world should work, how people relate to one
another and, mostly, about the purpose of life in general [2]. Yet, at the same time
videogames also contribute to develop teamwork cooperation and the capability to
quickly examine, adapt to and interact with new situations [7].

All these factors seem to have profound implications in terms of how Gen Zers
engage in learning [23] (see Table 1), and consequently of how instructors and
organizations should design learning experiences to be effective for this generation.

Existing research on how Gen Zers engage in learning has focused on different
aspects.

Some scholars explored Gen Z’s motivation to learn, which seems analogous to the
one moving them towards the use of videogames: they look for challenges and tasks
because they are used to play increasingly complex games online [24]. Moreover,
they see learning as stimulating and as a means to increase their versatility within
the workplace, the latter also representing a major driver to learn [25].

Another topic that has been often addressed by scholars is that of learning models,
modes and methods that are most effective with Gen Z, and how learning experi-
ences should be designed accordingly [26]. Gen Z’s familiarity with technology
makes online learning and forms of self-paced learning very well received by indi-
viduals belonging to this generation [27]. Gen Z seems intolerant towards formal and
structured learning, privileging informal learning and just-in-time learning bits [2,
28]. When they learn, Gen Zers dislike lectures and discussions, whereas they enjoy
interactive games, collaborative projects and challenges [15]. They enjoy challenges,
because they seem to learn a lot by taking risks in a safe environment and relying on
a trial and error approach [2, 29]. “Experience” is a key word for them. Simulated
environments or recreated role-play scenarios allow them to enjoy something that is
too risky or even physically impossible to achieve in the real world [30, 31].
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For Gen Z, learning takes place beyond the boundaries of traditional places and
classes [2]. These learners make conscious choices about what learning methods work
best for them, these can comprise reading lecture notes online, watching interactive
media or digital images, or working in groups [32]. They are naturally inclined to
focus on understanding, creating knowledge by adopting discovery methods, active
engagement and asking faculty to provide them with a tailored learning experience
[33, 34].

Furthermore, other scholars have inquired about who and what do Gen Zers
interact with when they are learning, exploring in particular how they relate to
instructors, peers and technology. Gen Z uses peer learning, despite the predomi-
nant virtual nature of the relationships with others [2, 35]. Instead, they do not seem
to take into account the authority from instructors, who are rather seen as facilitators
of peer dynamics [2]. Finally, the relationship with technology is by far the strongest
one [36, 37], as they did not experience a world without technology. They consider
technology as a means to an end rather than as an ultimate objective [38]. For Gen
Z, easy-to-use technology is a primary source of information, as it helps organizing
their activities and it supports problem solving [15]. Social networks are the main
platforms for communication, and keeping online contacts is more important than
face to face interactions [39]. In learning, there is a growing trend in Gen Z opting
for electronic material and tech-based exercises [40].

Some scholars have also started exploring whether the peculiarities of Gen Zers
can be explained in light of their specific preferred learning styles [2, 27, 41]. Yet,
so far this topic has not been examined in sufficient depth.

3 Learning Styles

By learning styles, we refer to cognitive, emotional, and physiological features, which
are used to recognize how learners understand concepts and interact with the learning
environment [42].

Over the years, the existing literature mapped 71 different learning styles models,
which translates into hundreds of different learning styles. Curry [43] systematized
these theories in a three-layer framework depending on the stability of the style: the
most stable ones are the cognitive styles relating to personality, while the least stable
ones are environmental and instructional styles. In between these are the information-
processing learning styles, which are the most diffusely used in research and practice
[44]. Kolb’s Learning Style Inventory [8] belongs to the latter category, and it is the
most frequently used model in research and practice [45]. In addition, relying on
the experiential learning theory, Kolb’s model appears to be particularly appropriate
to explore Gen Z’s learning styles because individuals belonging to this generation
seem to learn best when actively involved in experiencing something [46].

According to Kolb, learning is a dynamic process and learners modify their
learning style with changing circumstances or “the learning space” [47]. Kolb
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Fig. 1 Kolb’s learning styles and experiential learning model

described learning as the students’ preferred method of perceiving (grasping expe-
rience) and processing (transforming experience) information. The perceiving
continuum reveals the extent to which individuals prefer abstractness (abstract
conceptualization—AC) over concreteness (concrete experience—CE), while the
processing continuum is about action (active experimentation—AE) versus reflection
(reflective observation—RO) [9].

Individual learning styles represent a combination of these two independent
dimensions, resulting in diverging (CE/RO), assimilating (AC/RO), converging
(AC/AE), and accommodating (CE/AE) learning styles (see Fig. 1).

The accommodating learning style relies on concrete experience and active exper-
imentation to learn. Individuals who embrace this learning style tend to learn from
“hands-on” and challenging new experiences. They tend to act based on instinct,
rather than logical analysis. When engaged in problem solving, to get information
they rely more on the people around them, rather than on their own technical analyses.
In formal learning situations, individuals with this style prefer collaborating with
others to complete tasks, define goals, work in the field, and test various approaches.

The diverging learning style is based on concrete experience and reflective obser-
vation. People with this learning style are very good at looking from various perspec-
tives at concrete situations, which they approach through observation rather than
action. They are comfortable in situations that call for brainstorming a broad selec-
tion of ideas. In formal learning contexts, they prefer working in groups to gather
information, listening with an open mind and receiving personalized feedback.

The converging learning style involves using abstract conceptualization and active
experimentation. People with this learning style are very adept at finding practical
applications for their ideas and theories. They are capable of solving new problems
with the solutions to past problems. They would rather deal with technical tasks
and issues, rather than interpersonal or social ones. In formal learning situations,
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they prefer to learn by “first hand”, testing out new ideas, simulations, laboratory
procedures and practical applications in general.

The assimilating learning styles relies on learning abilities that use abstract
conceptualization and reflective observation. People with this style are highly skilled
at understanding a wide variety of information and presenting it in a concise, logical
way. They are far more focused on ideas and abstract concepts rather than people. In
general, people who prefer this style believe that it is more important for a theory to
be sound from a logical standpoint rather than valuable from practical one. In formal
learning situations, they prefer taking lessons in a classroom setting, doing reading
assignments, studying analytical models and having time to thoroughly think things
thorough.

We have previously noted that Gen Zers have a liking for challenge and risk-taking
in safe contexts. Moreover, they have a preference for applied and uncomplicated
information, and they tend to rely on collaboration with their peers. Based on these
characteristics of Gen Zers and on their approach to learning, we hypothesize that Gen
Zers have higher preferences towards the accommodating learning style than previous
generations do, and thus we expect a higher percentage of Gen Zers embracing
the accommodating style compared to other generations. Furthermore, we analyze
the generational differences in preference towards the four styles in an exploratory
fashion.

4 Methods

We collected data from 870 Italian MSc students and participants to executive educa-
tion at an Italian University in 2018. Out of the 870 participants in our sample (average
age 26, 47% females), 68% were Gen Z (born after 1996), 19% Millennials (born
1980-1996) and 13% belonging to generational cohorts born before 1980 (Gen X
and Baby Boomers). Students belonging to Gen Z are enrolled in MSc courses in
Management and Economics, while the others include participants attending Exec-
utive Education courses within the Business School. We decided to merge individ-
uals from Gen X and Baby Boomer because there are fewer of them in the dataset
compared to the other generations; moreover, Baby Boomers have almost exited the
workforce.

We asked participants to fill in Kolb’s learning style inventory [9], which is
constructed in such a way that individuals respond to it as they would respond to
a learning situation: it requires them to resolve the tensions between the abstract-
concrete and active-reflective orientations. There are eight couples of statements. For
each couple respondents pick the one that better represent the way they behave, and
they give a score using a Likert scale 1-5 (1 = it represents me a little, 5 = it totally
represents me). An example of couple of statements is the following one: “(a) I am
a careful observer of events and people, and I find myself reflecting on what I see
and hear from what goes on around me” versus “(b) I am a decisive and practical
problem solver who enjoys putting plans into action.”
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To test our hypothesis, we then performed a One-Way ANOVA and post hoc
analyses to test whether there were significant differences in preferred learning styles
between Gen Z and previous generations. We further ran a series of binomial logistic
regressions to control for the eventual effects of age and tenure on the preferred
learning style. In particular, we created dummy variables for each of the four learning
styles, with each individual displaying one preferred style based on his/her Learning
Style Inventory score. We then split the dataset into three generational cohorts (Gen Z,
Gen Y and older generations, including Baby Boomers and Gen X) and ran binomial
regressions for each style, introducing first age and then career tenure as predictors.
In this way, we were able to check whether age or career tenure had any effect on
the likelihood of embracing a learning style within each generation. We decided
to perform this analysis to tackle one of the criticisms that is most often moved to
generational research, namely that the effects of generational cohort on the outcomes
under scrutiny are confounded with age and tenure effects [48, 49], even if previous
research found that generational effects exist beyond pure age and period effects
(e.g. [48)).

5 Results

The results are reported in Tables 2 and 3. Despite the predominantly qualitative
evidence from existing research suggesting Gen Zers’ preferences for active experi-
mentation and concrete experience when compared with their predecessors, we found
no support for our hypothesis. Indeed, we found that Gen X and Baby Boomers are
significantly more accommodating than both Gen Z and Gen Y, while there are
no differences between the latter two generations. On the contrary, Gen Zers have
higher preferences towards the assimilating learning style when compared to indi-
viduals belonging to both other generational cohorts. Our results also showed the
Gen Z individuals are marginally more converging than individuals from Gen X and
Boomers, while the differences between them and Gen Y are not significant. Finally,
we noticed that Millennials (Gen Y) have higher preferences towards the diverging

Table 2 Analysis of variance

Variable GenZ Gen 'Y Gen X/B

% SD % SD % SD F-test
Accommodating | 25.34 4353 |31.71 46.68 |50091 5022 | 15.17#%*
Diverging 25.34 4353 |35.98 48.14 | 2545 43.76 3.80%*
Converging 21.64 41.22 15.24 36.05 12.73 33.48 3.46*
Assimilating 27.68 4478 | 17.07 3774 1091 31.31 9.80%*

Note n = 870; BB baby boomers
*p <0.05, **p < 0.01
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Table 3 Tukey’s honestly significant different test

Variable Gen 1 Gen 2 MD SE Sig.
Accommodating GenZ Gen X/BB —0.2557" 0.0467 0.000
GenY —0.0637 0.0397 0.244
GenY Gen X/BB —0.1920™ 0.0555 0.002
Diverging GenZ Gen X/BB —0.0012 0.0461 0.999
GenY —0.1064" 0.0392 0.019
GenY Gen X/BB 0.1052 0.0548 0.134
Converging GenZ Gen X/BB 0.0892" 0.0409 0.075
Gen'Y 0.0640 0.0347 0.156
GenY Gen X/BB 0.0252 0.0485 0.862
Assimilating GenZ Gen X/BB 0.1678" 0.0436 0.012
Gen'Y 0.1061*" 0.0371 0.000
GenY Gen X/BB 0.0616 0.0518 0.460

Note n = 870; MD mean difference; SE standard error; Sig significance; BB baby boomers
p<0.1, *p < 0.05, **p < 0.01

learning style than Gen Zers, while there are no differences between either generation
and Gen X and Baby Boomers.

These results suggest that Gen Zers’ learning is activated when abstract concep-
tualization and reflection observation come into play. They seem to need theories
and concepts much more than the mainstream stereotype suggests, and they tend to
prefer information that is logical, valid, and well thought through. On the contrary
the most senior generations (Baby Boomers and Gen X) rely on concrete experience
and active experimentation, as they are more accommodating than both Gen Z and
Millennials (Gen Y). The latter tend to combine elements of the older generations
(specifically the orientation towards concrete experience) and of the youngest one
(the orientation towards reflective observation), showing more diverging tendencies
than the other generations, especially than Gen Z.

Either as far as the binomial regression that we ran to control for age and tenure
effects are concerned, in none of the 12 regression analyses (four styles by three
generations) did we find that age or career tenure predicted any of the styles. These
results confirm our claim that the generational cohort is an adequate unit of analysis
and that generation effects exist beyond age and tenure effects, as also suggested by
previous studies [48, 49].

6 Discussion and Conclusions

In this paper we examined Gen Zers’ preferred learning styles, in comparison with
the ones of individuals from previous generations. We found significant differences
between Gen Zers and individuals belonging to the previous generations, even if



64 B. Manzoni et al.

results differ from what we could have expected from existing academic and practical
evidence.

Gen Zers has a higher preference for abstract conceptualization and reflection
observation than individuals from previous generations, as Gen Zers showed a signif-
icantly stronger preference for an assimilating learning style than the others. In order
to activate their learning, they need theories that are logically sound, and they need
time to think things through. We can infer that instructors should make an effort
to provide them with a sound theoretical and predetermined framework to analyze,
interpret and deal with reality. Gen Zers learn better step by step, digesting small and
frequent bits of theories and concepts. The more they receive theory in an already
structured and logical way, the better it is, despite the common belief that they that
they enjoy playing an active role, facing challenges and experimenting. They do like
being active, but this is not how their learning process gets started. To engage in an
effective relationship with this population, instructors can probably provide small
bits of theoretical models and offer examples of their applications, adopting more
a deductive rather than an inductive approach. The challenge is to frame theoret-
ical frameworks in such a way that they are accessible. In order to so, instructors
could for example adopt interactive methods for collaborative visualization and cross-
community knowledge sharing. In fact, visualization typically facilitates information
sharing and complex problem solving [41, 50].

On the contrary, the oldest generations—Baby Boomers and Gen X—have a
higher preference for concrete experience and active experimentation. They learn
best when they can rely on hands-on experience and play an active role in terms of
experimenting and facing new challenges. The challenge for instructors is to make
their professional experience a key component of the learning process [51].

When different generations learn together in formal occasions (in class) or
informal ones (on the job everyday), differences in terms of learning styles represent
an opportunity, as well as a challenge. They are an opportunity because individ-
uals train themselves to appreciate and value differences by interacting with diverse
people. They are also a challenge, because they need to be accommodated, especially
when people have to collaborate and solve problems as a team.

From a research point of view, we provide an empirical test of Gen Zers’ learning
styles, based on Kolb’s model. We also highlight differences in learning style pref-
erences among Gen Z, Millennials (Gen Y) and individuals from the previous
generations (Gen X and Baby Boomers).

From a practice point of view, we offer instructors the provocative suggestion to
start being more deductive and theory driven when teaching the youngest generation.

This work has some limitations that offer inspiration for future research: the
dataset is limited to Italian people in terms of nationality and to students/participants
who are enrolled in management and economics courses. Nationality and field of
studies influence preferred learning styles [9]. We also call for research on how
gender and personality types impact learning styles. Finally, this research belongs to
generational research which is often criticised for confounding generational, age and
tenure effects. Therefore, more research questions can be tackled with the appropriate
rigour with, for instance, longitudinal studies on Gen Zers over the years, to track
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whether their learning style evolves with age and work experience, or with studies
comparing different generations at the same point of their life (e.g. when they enter
the job market).
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Is This What You Want? Looking )
for the Appropriate Digital Skills Set L

Gianluca Prezioso, Federica Ceci, and Stefano Za

Abstract Digital technology is the heart of the modern economy. Digital skills are
then the reference point for many firms and workers. This means that employees
should have skills to face change and at the same time have excellent technical
preparation. Innovation and competitiveness of organizations are guided by today’s
skills, the so-called twenty-first century digital skills (DS). In this paper we analyze
the DS related to the digital transformation in an Italian firm operating in the manu-
facturing sector, observing that DS are not adequately distributed among the firm
departments. In particular, the desiderata (job descriptions) seem often not aligned
with the expectations of the managers (interviews).

Keywords Digital skills - Digital transformation - Digitization * Industry 4.0

1 Introduction

Recent technological innovations in information and communication technologies
(ICT) are triggering a new paradigm shift in manufacturing and production: the
so-called “4.0 industry” is emerging [1, 2]. Several reports highlight how digital
skills are now the reference point for many firms and workers. Some highlight how
the acquisition of adequate digital skills is transformed into job opportunities [3]
others instead analyze the importance of carrying out certain activities to learn or
improve digital skills [4] or how to prepare employees for the digital transformation
[5]. From a scholarly viewpoint, evidence regarding the need for qualified human
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capital in literature is extensive [6-8]. Already in 2007, Bartel et al. [9] noticed that
any investment in ICT coincides with the increase in requirements in the skills of
operators, with particular reference to technical skills and problem solving. This is
also established through statistical evidence from Mohnen and Roller [10] studies
where the single most important innovation obstacle in a wide range of countries and
industries was lack of skills.

Therefore, today more than ever, firms are looking for highly skilled workers who
can adapt to the changing needs of work and at the same time be able to deal with
increasingly interactive and complex tasks. This means that employees must have
skills to face change and at the same time have excellent technical preparation [11,
12]. Innovation and competitiveness of organizations are guided by today’s skills,
the so-called twenty-first century digital skills (DS) [13].

In this paper we analyse the DS related to the digital transformation in an Italian
firm operating in the manufacturing sector. The aim of this work is to investigate
if DS of a manufacturing firm are in line or not with DS defined from the theory
and what are the reasons. We adopted DS classification, elaborated from Ester van
Laar et al. [13], in order to compare this, with DS required from the desiderata (job
description) and from manager’s expectations (interview). We offer a taxonomy that
organizations can relate to, in order to obtain a flawless digital transformation: this
implies a reinterpretation of the employee skills to fill the gap created by the digital
transformation. In the contemporary global economy where the rate of change and
the influence of technology are high, employees need to develop DS to cope this
change [13]. However, firms can fail in defining which skills to develop and often the
perception of the manager is not transformed into operating activities by the Human
Resource (HR) department. Therefore, through a case study, we want to respond
to the following research question: Exploring the DS’s perception across different
department in a Manufacturing firm, how are DS distributed in a every department?
How can we explain the different perceptions of DS, if present, among departments?
Based on past studies [13], we build upon a taxonomy of DS and we explore the
diffusion of each digital skill in different departments: we integrated the theoretical
understanding with the empirical results, testing how (and if) skills are diffused and
perceived in a real case.

The paper follows a well-defined structure: in the next section we report a literature
review of the main contributions in the field. In Sect. 3 we explain the research
method used to collect empirical evidence. In Sect. 4 we summarize data analysis
and the empirical evidence to offer a tentative taxonomy of the DS managed by an
Italian manufacturing firm. Section 5 analyses the empirical evidence and identify
similarities and differences between practice and theory. In the Sect. 6 we find the
conclusion where we discuss the implications of our findings, the limitations of the
work and suggest a tentative avenue for future research analysis.
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2 Literature Review

Digital technology is the heart of the modern economy as it has added value and
granted significant growth opportunities for firms that have implemented ICTs [14].

Firms differ between each other’s mainly for the skills and capabilities acquired
over time [15, 16]. This leads firms to support workers who spend their time day by
day updating their skills and knowledge. In a rapidly evolving knowledge economy,
innovation begins with people and is decisive only when human capital is recog-
nized as a draining force of the same innovation [17-20]. What largely influences
the demand for skills and employment is precisely the technological change. Dachs
and Peters [21] observed employment growth, accompanied by a change in workers’
skills. In fact, greater competences and education are required in employees when
new technologies are used [22] and with these competences they have a relative
benefit in the implementation of new technologies [23—26]. During the early 1990s, a
polarization of the labor market began to be observed, on the one hand the demand for
workers with average qualifications decreased compared to the low-skilled [27-29],
on the other the technological change still favored highly qualified workers. Lowering
the price of ICT capital combined with advances in computing power, develop-
ments in robotics and artificial intelligence have led to the replacement of stan-
dardized jobs with automated processes [30]. During the twentieth century, scholars
began to talk about complementarity of technological skills [5, 31-33] leading to the
formulation of skill-oriented technological change. It’s also true, however, that the
continuous increase in the performance of mobile robotics, processing power and
machine learning will probably continue to replace workers in the distribution of
skills [34-36]. Nowadays, with continuous change, an important factor in innovation
are employee skills. This is established through statistical evidence from Mohnen
and Roller studies [10] where the single most important innovation obstacle in a
wide range of countries and industries was lack of skills. Firms today are looking for
highly skilled workers who can adapt to the changing needs of work and at the same
time be able to deal with increasingly interactive and complex tasks. This means
that employees must have skills to face change and at the same time have excellent
technical preparation [11, 12]. Today it is essential to develop DS both for people
to obtain a good job and to participate actively in the society in which we live [37]
and for organizations for keeping up with developments and innovating products and
processes. Several studies including those of Lewin and McNicol [38], supporting
the development of twenty-first century skills through ICT. Some of these skills were
identified and explored by the studies of Voogt and Roblin [39]. Obviously, the skills
we are talking about go beyond the mere knowledge of specific software [11, 40,
41]. An excellent classification of the DS of the twenty-first century, with which we
agree, is formulated by Claro et al. [40], they elaborated four macro-classes of skills.
However, there are several additional classifications that were realized but to better
understand these concepts van Laar et al. [13] differentiate between: technological
skills, twenty-first century skills and twenty-first century. Regarding the concept of
technological skills, Bawden [42] confirms how the growing importance of computer
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literacy is linked to the diffusion of information technology that leads to the common
use of terms such as information technology (IT) and technology information and
communication (ICT). Hatlevik et al. [43] define the technological skills as the set of
skills that in most cases are necessary on the one hand to use the Internet, computers,
on the other hand for the acquisition of DS of the twenty-first century and they differ-
entiate these Skills in part of the domain and specific knowledge. Ferrari [44] in his
research exposes a broad classification of what are digital competences: evaluation
and resolution of problems and technical operations, sharing, communication, etc.
Talking about the “twenty-first century skills”, two are the most important classi-
fication realized from the Partnership for the twenty-first century (P21) and from
the evaluation and teaching of twenty-first century skills (ATC21S) [13]. The first
(P21) differentiate three macro classes of Skills, which are determined by sub-sets of
skills; the second (ATC21S) through help of some experts [45] elaborate four macro-
classes of Skills, which are determined by sub-sets of skills. The most actual study
was realized from E. van Laar et al. [13] where is present a clear classification of
the concept of skills needed in a digital environment, identifying what are the digital
aspects that should be integrated with the concepts of 21st-century skills. Under-
standing and studying the differences between these classifications, we decided to
take in consideration for our study van Laar et al. [13] classification, that constitute
the basis for the development of our taxonomy.

3 Method

This paper applies a case-study methodology [46, 47]. We collected multiple sources
of data to establish construct validity [47]. Multiple data sources enabled us to obtain
stronger substantiation of constructs by triangulating evidence across cases. Our case
study focuses on one firm, that we name “Manufacturing” since we do not have the
authorization to disclose the name. Manufacturing realized investment in industry
4.0 and in digitalization from more than 35 years. Manufacturing developed a fully
automated warehouse where people and robots work together. This has been possible
thanks to relevant investments in robotics, automation, training as well as courses
for the employees. Through these investments, Manufacturing was able to become a
market leader and to achieve truly incredible production results: what 30 years ago
was produced in a time frame of a year, is now produced in a single day. Manufac-
turing is a multinational firm presents in 18 countries all over the world: Argentina,
Brazil, China, Colombia, France, Germany, India, Indonesia, Ireland, Italy, Mexico,
United Kingdom, Czech Republic, Russia, Spain, United States, Switzerland and
Thailand. The data has been collected the Italian site where we spend 8 months.
Manufacturing is composed by 11 departments, as is possible to observe in Table
2, each of which has different objectives, roles and tasks. The increasing number of
specialized personnel hired by this firm as well as the continue investments in R&D
in the recent years, convinced us to choose this Manufacturing as our case study.
In the firm are present different employees’ position as is possible to observe in
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Table 1. Manufacturing invests 7% (Company’s Annual Report, 2018) of its profits
in R&D with the aim of increasing production capacity through automation process,
robots, employee skills and talent attraction. These costs amounted to $75.3 million,
$68.2 million and $66.2 million in 2018, 2017 and 2016, respectively (Company’s
Annual Report, 2018). The strategy for data collection follows: first, we gathered
information from written publication (journal articles, firm internal document, firm
annual reports, databases, firms’ official websites) in order to obtain background
information over the firm and the sector, aiming to get a better understanding of
the process of designing and deploying skills. As a second step, we gathered all the
job descriptions of the firms. Job descriptions are internal documents that consist in
analytical written descriptions of the main characteristics of each organizational posi-
tion. The job descriptions report includes: name of the position, roles, position in the
organization chart, main purposes, relationships with other organizational positions,
skills required, and tasks assigned. A job description is the basis of any form of job
posting (publication of a job advertisement in a job advertisement portal/Job board)
and it aims to present a clear image to candidates, to allow them to decide whether
they can/would like to send their own application. Moreover, a job description has
a weighting in the subsequent stages of the recruiting process. It is a practical tool
used during the job interview to assess the matching (correspondence) between the
candidate’s profile (Job profile) and the ideal role that line managers have in mind.
We analyzed the job description of every single employee to select all DS required
from all department and to assign a value for every DS. We decided to adopt a scale
from O to 5, where O represents the absence of consideration regarding a specific skill,
1 low importance, 2 medium—low importance, 3 medium importance, 4 medium—
high importance and 5 high importance. Moreover, we decided that the decisional
process to assign the score is directly proportional to the position of the employee.
This means that the score assigned depends on two factors: (i) the presence or not
of the DS in the job description and (ii) the role played by the worker distinguishing
between high, medium and low level. We assigned O to that DS not present in the job
description of the department, 1 when the DS is present in the job description of low
level worker (HR generalist, Personnel administration, Master data etc....), 2 when
the DS is present in the job description of medium level worker (Managers) and 3
when the DS is present in the job description of high level worker (Leader, Head,
Director of department etc....).

This means that the maximum score assigned for every department is 5. Thirdly,
we collected data from open-ended interviews that served as our principal source
of data. We interviewed all the representatives from all departments to ensure that
we obtained multiple perspectives. In total, we carried out 37 interviews, which
included 35 face-to-face interviews and 2 Skype interviews. The interviews followed
a semi-structured protocol and they were conducted on-site in Italy between October
2018 and March 2019. The length of the interviews was between 30 and 75 min
and consisted of questions about specific topics related to employees’ DS. Table 1
reports the interview details. To perform the interview, we followed an explorative
questionnaire. The questionnaire is divided into three parts. The first part asks for a
description of educational background and previous works. The second part is related
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Position Date Time | Department Length
1 Senior manufacturing | 11/01/2019 | 15:00 | Operations 40 min
manager & technical p-m
division manager
2 Director, corporate 16/01/2019 | 14:00 | Human capital management 25 min
human capital p-m system
management process
3 Quality manager & 23/01/2019 | 14:30 | Quality and sustainability 33 min
environmental p-m
manager
4 Product/process 21/01/2019 | 11:00 |R&D 30 min
leader a.m
5 Engineering manager | 16/01/2019 | 12:30 | Engineering/industrialization | 60 min
a.m
6 Project manager 14/01/2019 | 15:30 | Engineering/industrialization | 35 min
p.m
7 Designer engineering | 14/01/2019 | 16:05 | Engineering/industrialization | 35 min
DPTM—assembly p.m
machines and mould
8 Manager, mould 17/01/2019 | 9:00 Engineering/industrialization | 50 min
engineering a.m
9 SR. MRG, delivery 29/01/2019 | 16:00 | Information system 40 min
management p.m
10 | Automation manager | 17/01/2019 | 14:00 | Engineering/industrialization | 75 min
p-m
11 | Assembly engineering | 16/01/2019 | 14:30 | Engineering/industrialization |45 min
manager p.m
12 | Master data 21/01/2019 | 11:30 | Engineering/industrialization | 35 min
a.m
13 | Master data 21/01/2019 | 10:00 | Engineering/industrialization |40 min
a.m
14 | Business’ process 21/01/2019 | 16:30 | Operations 35 min
management analyst p.m
15 | Vice president 17/01/2019 | 10:30 | Operations 45 min
operation a.m
excellence—BPM &
strategic projects
16 | Manufacturing 24/01/2019 | 14:30 | Manufacturing 45 min
director p.m
17 | Director, sales 28/01/2019 | 15:00 | Finance 30 min
controlling p-m
18 | Supply chain director | 17/01/2019 | 15:30 | Supply chain 50 min
p.m

(continued)
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Table 1 (continued)

Position Date Time | Department Length

19 | Head accounting 24/01/2019 | 15:00 | Finance 30 min
p.m

20 | Accounting and tax 25/01/2019 | 12:00 | Finance 45 min
manager a.m

21 | Credit manager 23/01/2019 | 16:00 | Finance 45 min
p.m

22 | Treasury Dpt. 28/01/2019 | 10:30 | Finance 35 min
accounting a.m

23 | Assembly production |28/01/2019 |11:45 | Manufacturing 50 min
manager a.m

24 | Quality assurance 22/01/2019 | 15:00 | Quality and sustainability 40 min
director p.m

25 | Environmental, health | 21/01/2019 | 9:15 Quality and sustainability 30 min
and safety leader a.m

26 | Delivery manager, IS | 21/01/2019 | 17:00 | Information system 60 min
innovation p-m

27 | Product designer 21/01/2019 | 15:30 |R&D 45 min
expert center p.m

28 | Assembly supervisor, |22/01/2019 |11:00 | Manufacturing 60 min
production planning a.m

29 | Personnel 28/01/2019 | 15:00 | Human resources 25 min
administration p.m

30 | Director, talent 28/01/2019 | 14:30 | Human resources 30 min
management p.m

31 | Human resources 12/02/2019 | 14:00 | Human resources 30 min
manager p.m

32 | Human resources 14/01/2019 | 14:45 | Human resources 40 min
generalist p.m

33 | HR director 23/01/2019 | 11:00 | Human resources 23 min
a.m

34 | Product line manager, | 12/02/2019 | 11:30 | Marketing 45 min
marketing a.m

35 | Innovation manager 13/02/2019 | 9:45 Research and development 45 min
expert center a.m

36 | prototype shop 12/02/2019 | 15:00 | Research and development 50 min
manager a.m

37 | Vice president, IS 13/02/2019 | 9:00 Information system 50 min
delivery management a.m




76 G. Prezioso et al.

( Start of ) + Analysis of literature for digitalisation process
. research __.-' * Decision about the classificationto adopt
Step 1 ~—
' .
= = * Structure the questionnaire
Questionnaire development : : i
I * Structuring of the interview protocol
P uin. el Aot * |dentification of the sample to be interviewed
Step 2 guing + Collection and selection of company material on job descriptions

llecti - .
collection * Exploratory interviews

Data amr + Interview coding
L * lob descriptions analysis

Step 3 + Taxonomy presentation

Picture 1 Method steps

to: digitalization process realized by the firm related to employee skills, the necessity
to improve some skills or not and what strategies the firm needs to complete for the
digitalization process. The third part ask for a description of the most important DS
needed for the digitalization process. The responses received during the interviews
reflect the particular point of view of the respondents [48] (Picture 1).

Sample selection was carried out in order to ensure theoretical replicability, that
is, the selected case study could be reproduced either with results like those of the
original framework or with contrasting results but for predictable reasons [47]. We
fully transcribed every detail during the interview in order to preserve the veracity
of the conversations and interview reports were submitted to interviewees for veri-
fication. In this case, as for the job descriptions, we assigned a score from 0 to 5
on that declared in the interviews about DS needed and taking in consideration the
position of the interviewees (high, medium or low). The questionnaire is available
upon request. In developing the questionnaire, we followed the taxonomy provided
by Ester van Laar et al. [13]. Ester van Laar et al. identified twelve types of DS: tech-
nical, information management, communication, collaboration, creativity, critical
thinking, problem solving, ethical awareness, cultural awareness, flexibility, self-
direction and lifelong learning [13]. For each skill, we investigated the level of
standardization/customization, the type of professionalism required for the activi-
ties, the problems and the critical features. We decided to adopt Ester van Laar et al.
taxonomy instead of other taxonomies of prior research because this the most current
classification present in the literature and it’s a systematic literature review where is
present the most important literature about DS of the last 20 years.[13]. Moreover,
this is the first study that sufficiently define the digital aspect integrated with 21st
Century skills and it examines the relationship between these two concepts.
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4 Data Analysis

Table 2 shows the taxonomy arising from the data. The first column reports the
DS as they are reported by literature contributions [13]. We used this taxonomy
as a starting point for our analysis. A definition of each of the 12 DS follows: (1)
Technical: refers to skills to know, use (mobile) devices and applications to navigate
and maintain orientation so as to accomplish practical tasks [49, 50], (2)Information
management: refers to use ICT efficiently to search, select, organize information to
make informed decisions about the most suitable sources of information for a given
task [51, 52], (3) Communication: refers to use ICT to transmit information to others,
being sure that the message is clearly expressed [40, 53], (4) Collaboration: refers to
use ICT to exchange information in a team work, to develop a social network, take
decisions and negotiate agreements in respect of others in order to achieve common
goal [54, 55], (5) Creativity: refers to the use of ICT to create new ideas, or use
familiar ideas in a new way and transform such ideas into a new product, service
or process within a particular domain [56, 57], (6) Critical thinking: refers to the
use of ICT to make informed decisions and judgements about communications and
information received using sufficient evidence and reflective reasoning to support
the claims [58, 59], (7) Problem solving: refers to the use of ICT to find a solution
to a problem through cognitive process and understand in combination with the use
of knowledge [60, 61], (8) Ethical awareness: refers to the ability to use ICT in a
socially responsible manner, demonstrating knowledge and awareness of the legal
and ethical aspects [40, 62], (9) Cultural awareness, refers to respect other cultures
when using ICT and showing cultural understanding for different cultures [47, 63],
(10) Flexibility: refers to the capacity to adapt one’s behavior, attitude or thinking,
to changing ICT environments [4, 64], (11) Self-direction: refers to the ability to
appraise your own progress when using ICT through means of fixed targets [26,
37], (12) Lifelong learning refers to the use of ICT for the constant exploration of
new opportunities, when these can be integrated into an environment to continuously
improve one’s skills [65, 66].

We structured Table 2 dividing the data according to the source: interviews and job
description. The first source refers to the evidence collected from job descriptions.
The second source refer to the evidences collected thought the interviews. Each
source gives us information about the distribution and the importance of the DS in
the different department, and in some cases the different perception of the same skills
by each source. The process through we realize Table 2 is organized in 2 steps. Fist, in
the analysis of job descriptions, we focused on the presence of DS in every different
department in relationship with the position that the employee has. The higher is
the position and the presence of DS in the job descriptions and the higher is the
score assigned. Second, in the analysis of interviews we focused on the employees’
awareness about DS in relationship with employees’ position. Also, in this case,
the higher the position, the higher the score assigned to the DS declared during
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the interview. Integrating the results obtained from interviews and employee’s job
description, we concluded that DS are not equally distributed in each department.
We found match and mismatch between job descriptions and interviews, that are
described in the next section.

5 Discussion

Analyzing Table 2 it is possible to observe how DS are not adequately distributed
among the firm departments. Comparing the information concerning job descrip-
tion and interview, the desiderata (job description) seem to not be aligned with
the expectations of the managers (interview). Moreover, such misalignment differs
among the departments. One of the reasons could derive from a techno-centric busi-
ness point of view, combined with a lack of awareness of the ongoing digitization
process by employees. Another reason could be the fact that many interviewees do
not mention some skills because they are considered them taken for granted. We
seek to summarize the information arranged in Table 2 in the following six main
discussion points.

1. It is possible to recognize how some DS are medium-high or high relevant in
the job descriptions and at the same time are not taken into consideration in the
interviews. A couple of examples are (i) “information management” skill for the
HR department, and (ii) “collaboration and flexibility” skill for the Supply Chain
department.

2. On the other hand, some DS are not mentioned in the job descriptions and at the
same time are medium-high or high relevant for the interviews. For instance,
some of these skills are “technical” and “creativity” skills for the Supply Chain
department.

3. There are also some DS with high relevance in both job description and inter-
views. Some examples are “communication” skill for the Supply Chain depart-
ment as well as technical, communication, collaboration and flexibility skills for
the Manufacturing department.

4. On the contrary, some DS are absent in both job description and interviews
for specific department, such as “information management”, “critical thinking”,
“ethical awareness” and “self-direction” skills for the Supply Chain department.

5. There are some DS almost completely neglected in the job description, indepen-
dently by the department (a sort of “zero row”), such as “creativity” and “critical
thinking”.

6. There are some DS almost completely ignored by each interviewee, indepen-
dently by the department, such as “ethical awareness”.

This preliminary analysis lead to the following conclusions:

a set of DS are regularly relevant for all departments, specifically: technical,
communication and collaboration skills. This set of skills has been very popular
both in literature and in practice from decades [67] and therefore their development
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is considered fundamental in every department. In fact, as shown in Table 2, these
skills have the highest score in both job descriptions and interviews. This highlights
as functional managers and HR managers perceive the same level of importance of
this set of skills. Moreover, concerning the job description section, some DS are
less relevant for all departments, such as creativity, critical thinking, ethical aware-
ness and self-direction. Particularly, in the job descriptions section, “creativity” is
important only for marketing department, “critical thinking” only for HCMS depart-
ment, “ethical awareness” is relevant only for information system department and
“self-direction” is medium relevant only for few departments. Whereas, considering
the interviews, these skills have low level of relevance, few interviewees recognize
these skills as important and the majority did not mention those skills at all, prob-
ably because they think that are not relevant. Finally, there is a set of DS with a
highest mismatch between job descriptions and interviews, specifically: problem
solving, critical thinking, lifelong learning and cultural awareness. One possible
reason could be related to the fact that some skills are better known than others. In fact,
analyzing the literature, critical thinking, cultural awareness and life-long learning
are mentioned recently respect to technical, communication or collaboration, that
have a higher presence in the literature over the years [67].

The data suggest us that awareness of managers is in line with the theory for some
skills and not in line for other skills. We realized that these differences between job
descriptions and interviews, i.e. between the managers of the various departments and
the person responsible for updating the job descriptions derive from the employees’
awareness. In fact, as can be seen from Table 2, the IS department that is immersed
in the digital process every day, is the one that is closest to the DS classification
resulting from the theory or is the one with a wider awareness of the subject. Our
results suggest that the adoption of certain skills compared to others is related to the
awareness of managers. The awareness of manager can be linked with the concept of
absorptive capacity, as introduced by Cohen and Levinthal [68]. The more managers
are connected and informed about digital processes, the greater the awareness they
have on the subject resulting in a better alignment between theory and practice [68].
Manufacturing should conduct basic research not only to obtain specific results but to
increase the absorptive capacity that is linked to the general background knowledge
and the employees’ awareness. This allows the firm to quickly exploit the useful
scientific and technological knowledge, to apply it daily both for the digitization
process and for the exploitation of innovations, but also to respond promptly to
changes dictated by the market [68]. Only a deep understanding, a wide awareness
and a strong absorptive capacity, will allow the firm to adopt the right skills, make
them its own and put them into play during the process of digitization.
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6 Conclusion, Limitations and Future Work

6.1 Conclusion

In this paper we analyze an Italian firm located in the manufacturing sector. In partic-
ular, the aim of this work is to investigate DS related to the digital transformation,
understand if DS’s firm are in line or not with DS defined from the theory and
what are the reasons. We decided to adopt Ester van Laar et al. [13] classification to
compare this with DS obtained from job description and from interview. We realize
a taxonomy that firms can use to obtain a successful digital transformation, increase
their absorptive capacity and the employees’ awareness. Specifically, we explore the
DS’s perception across different department of the firm, how DS are distributed,
and what are the reasons of the different perception. Integrating results derived from
interview and job description we concluded that DS are not in line with the theory.

7 Observations, Limitations and Avenues for Further
Research

This study is relevant for practitioners because results illustrate what are the most
relevant DS across every department therefore department managers and human
resources can integrate missing skills with training as well as update the job descrip-
tionin a proper way, in order to reflect the real need of the firm. Moreover, adding these
skills in the firm’s job description can help recruiter to improve personnel selection.
On the other hand, understanding the real need of the firm can allow HR department
to realize an appropriate workforce planning in order to cover every possible gap in
employees DS and allocate the right person in the right place. Another suggestion
that this study offer to employers and HR managers follows the identification of the
DS for every department allow recruiters to acquire the most talented candidates as
employees in order to remove them from the competition with other firms, realize
and balance workforce team, and to retain those already acquired.

Due to its exploratory nature, this study is subject to some limitations. The first
limitation refers to the small sample size, we analyzed a single firm located in one
country. For this reason, it may be difficult to generalize these findings to the manu-
facturing industry or to other industries and countries. The second limitation comes
from its cross-sectional nature rather than a longitudinal one, in fact this research
offers a static view of the phenomenon, and it does not consider the possible cyclical
variation of DS.

Future research can refer to these limitations in order to further explore the issue
of DS. Moreover, with our research we want to give an input to researchers in order
that they can investigate with future research the DS. They can take in consideration
a different business sector in order to understand if some sector pay attention to
DS more than others or if job descriptions have a different structure in a different
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business. Could be useful in future understand if any correlation exists between job
description and manager’s awareness in order to obtain DS that are in line with the
theory. Another aspect that can stimulate future research is the size of the sample
or the size of the firm, could be useful understand if big firms have more awareness
about DS to adopt than small and medium enterprises and what are the DS that they
apply in every department. Future research could study what are the most important
DS in firms with different nationality, if the culture affects the adoption of some DS
respect others and what is the relation between them. Furthermore, there is another
aspect that is fundamental to study in future, namely, the relationship between the
adoption of the DS and the age of the employees.
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The Role of Digital Competencies )
and Creativity for Job Crafting in Public | @
Administration

Filomena Buonocore, Rocco Agrifoglio, and Davide de Gennaro

Abstract Over recent years, the way public workers perform and interpret the own
work has radically changed. Among these changes, what seems to have had a decisive
impact is the advent of information and communication technologies. The informati-
zation, digitalization, and computerization of procedures and jobs has made learning
and the use of digital competencies necessary to face constant change and to take
advantage of it. Digital competencies consist in knowing how to use the informa-
tion society technologies for work, leisure, and communication with confidence and
a critical spirit. So, those who manage to develop basic skills in information and
communication technologies can juggle in this changing scenario. In this ongoing
study, we hypothesize a relationship between digital competencies and job crafting.
We hypothesize that civil servants developing this type of competencies can act
proactively on their work by modifying its contents, relationships, and cognitive
perception if they are creative. Implications are discussed.

Keywords Digital competencies - Job crafting - Creativity

1 Introduction: The New Digital Scenario

Almost half of the jobs currently being done by people in the world can be automated
when technologies have spread on a global scale. According to a report released in
2016 by the World Economic Forum, The Future of Jobs and Skills Report [1], in
the time frame that reaches 2020, 2 new millions of jobs will be created in the world
but at the same time 7 will disappear, with a negative balance—therefore—of over 5
million jobs. As aresult, the required skills and abilities for employers and employees
will constantly change.
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Numerous studies in the literature show that the contribution of technology makes
work easier and more satisfying [2—4]: through innovative methods such as the smart
working in the company or the technological rethinking of classic activities to be
carried out, corporate well-being increases [5]. Indeed, companies are called to build
a reality where time is used better and people work and feel better.

This is the end point of a path where digital is an enabling factor, although the
human factor always remains at the center [6, 7]. In fact, the digital must support and
not crush the workers, helping them to improve performance and live their work in
a more pleasant way.

In the light of these considerations, the need to train, cultivate, and constantly
update digital skills and competencies emerges. “Digital competencies” initially
referred to the ability to know how to use the technologies of the information society
with confidence and critical spirit, but with the growing affirmation of the digital
transformation it has acquired a broader and more articulated meaning [8, 9]. Digital
competencies are a vast set of technological skills that allow people to identify,
evaluate, use, share, and create content using information technology and the Internet.
They can range from basic skills such as knowing how to use a computer to more
specific and advanced skills such as code building or the development of software
systems for artificial intelligence [10]. Since the world of technology is constantly
evolving, even digital competencies are constantly changing and are destined to
rapidly change over the years.

A first definition of digital competence has been proposed in 2006 by the Euro-
pean Parliament in a document indicating the eight key competencies for lifelong
learning. Here it is: “Digital competence involves the confident and critical use of
information Society technology (IST) for work, leisure, learning, and communica-
tion. It is underpinned by basic skills in ICT: the use of computers to retrieve, access,
store, produce, present, and exchange information, and to communicate and partic-
ipate in collaborative networks via the Internet”. To actualize the concept of digital
competencies it must be taken into account that today ICT is increasingly present in
all professions and that digital competencies are strongly affected by technological
developments. Therefore, it is no longer a question of a phenomenon that concerns
only IT management or technology companies, but a reality that pervades all business
sectors and functions [11, 12].

The perspective appears to be clear: ICT spreads within our society, so digital
competencies have become essential for all individuals; more in detail, the ICT
spreads especially within the work environment, for which most jobs require these
new skills [13, 14].

If these considerations are true for the private sector, it is also true that this aware-
ness has not yet established itself in the public sector in all countries [15-17]; digital
competencies for public administration are essential for the process of modernization
of the country at all levels, so they should be a priority in the training system for
public employees [18-20]. Today, those responsible for guiding the public adminis-
tration are called upon to act as propulsion centers for change and must be able to
understand which the priorities are to be addressed, to reason about the feasibility of
the projects, and to assess whether a solution is organizationally feasible.
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A more efficient and effective public sector at the service of citizens can be
obtained if there is a greater propensity to change and innovation, with the ability
to deliver and manage digital services and the will to spread greater knowledge of
emerging digital issues in the public administration (PA) (e.g., digital citizenship,
e-government, open government, etc.) [21-25].

This study proposes to investigate the dynamics related to digital competencies
and worker behavior through a study in the Italian public sector.

We hypothesize that public workers who have acquired and can manage digital
competencies behave like job crafters, and consequently they work better and produce
better. Job crafting is defined as the possibility, by workers, to shape and redefine their
job through physical, relational, and cognitive modifications. In practice, employees
proactively modify the way they see their work, the form or number of activities, and
the social interactions with others. Our assumption is that public workers who have
digital competencies will act proactively to change the characteristics of their work,
then generating greater well-being and satisfaction at work and better performance
for the public sector as a whole, and that this relationship is moderated by creativity.
This study may offer interesting implications since the studies on the antecedents of
job crafting are few in literature [26], all the more with reference to the public and
digital sectors [27]. Implications for theory and practice will be discussed.

2 Theory and Hypotheses

In recent years, digital competence (or digital literacy) has become a key term in
the policy-related and managerial literature. Most research has stressed the concept
of digital competence for exploring what kind of skills and understanding people
should have in the knowledge society [8, 9, 28].

Contrary to what happens in common language, the terms skills and competen-
cies are not synonyms, but they have a different meaning. In this regard, the OECD
[29] remarked that “a competence is more than just knowledge and skills. It involves
the ability to meet complex demands, by drawing on and mobilizing psychosocial
resources (including skills and attitudes) in a particular context” (p. 4). Thus, digital
competence consists of not only digital skills but also social and emotional aspects for
using and understanding digital device [8]. According to the European Commission
definition, “digital competence involves the confident and critical use of Informa-
tion Society Technology (IST) for work, leisure, learning, and communication. It is
underpinned by basic skills in ICT: the use of computers to retrieve, access, store,
produce, present, and exchange information, and to communicate and participate in
collaborative networks via the Internet”. Building upon digital competence stream,
Martin [30] stated “digital Literacy is the awareness, attitude and ability of individuals
to appropriately use digital tools and facilities to identify, access, manage, integrate,
evaluate, analyse and synthesize digital resources, construct new knowledge, create
media expressions, and communicate with others, in the context of specific life situ-
ations, in order to enable constructive social action; and to reflect upon this process”
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(p. 135). In this regard, digital literacy is more than technology knowledge, but it
also refers to individual ability to create meanings and communicate effectively with
others through digital tools [28].

Digital literacy is a set of technical-procedural, cognitive, and socio-emotional
skills that enables people to perform tasks effectively in a digital environment [31].
In contrast with new literacies paradigm that focuses on social practices shaped
by emerging technologies, digital literacy emphasizes individual’s learning with
digital technologies. In this regard, digitally literate should be able to adapt to new
ICTs quickly and pick up easily new semiotic language for communication as they
arise [28]. Eshet-Alkalai [32] suggested that digital literacy consists of five types
of literacies: (i) photo-visual literacy (learning-to-read from visuals); (ii) reproduc-
tion literacy (the art of creative duplication); (iii) branching literacy (the ability to
create mental models, concept maps and other forms of abstract representations
in hypermedial environments); (iv) information literacy (critical thinking and the
ability to search, locate and assess Web-based information effectively); and (v)
socio-emotional literacy (the emotional and social aspects of online socializing and
collaborating).

Building upon Eshet-Alkalai [32] framework, Ng [28] proposed a research model
on digital literacy that focuses on three dimensions, such as technical, cognitive, and
social-emotional. The first dimension refers to those technical and operational skills
possessed by an individual with new and emerging technologies usage for learning
and in everyday activities. The second dimension of digital literacy, instead, is related
to the individual ability to think critically in the search, evaluate and create cycle of
handling digital information. Finally, the last dimension refers to people ability to
use web 2.0 technologies for communicating, socializing and learning. Central to
as technical, cognitive, and social-emotional dimensions is critical literacy which,
as the Tasmanian Department of Education website stated [28], involves “ways of
looking at written, visual, spoken, multimedia and performance texts to question and
challenge the attitudes, values and beliefs that lie beneath the surface”.

Based on the digital competencies scenario represented, we hypothesize that these
skills, if possessed by individuals, determine an increase in job crafting behaviors.

Job crafting captures “the physical and cognitive changes individuals make in the
task or relational boundaries of their work™ [33, p. 179]. It consists of three proactive
individual behaviors that enable workers to manipulate their jobs to fit more their
natural inclinations: (i) physically altering the task boundaries to incorporate one or
more additional tasks in one’s job, (ii) enhancing the social environment at work by
investing in high—quality relationships with co—workers, supervisors, customers, and
so forth, and (iii) working on the cognitive nature of the job by mentally reframing
it in more positive terms.

Individuals implement job crafting behaviors when tasks or duties are not well
specified [33]. By taking advantage of this “lack of norms”, individuals can get the
best work performance and motivation in the moment they succeed in modifying the
characteristics of their job based on their personal characteristics. Thanks to these
behaviors and these modifications, individuals are able to change the organizational
routines [34] by altering the way of working of individuals and workgroups.
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Job crafting is an activity that employees spontaneously undertake to meet their
needs and preferences in the workplace [35]. It’s abehavior that requires an adaptation
to the challenges and to the constraints imposed by an employer [36] and it represents
a strategic advantage for employees and for the organization as a whole, although it
will be shown that these changes are not always in line with the organizational goals
and needs [37].

When employees mobilize resources through job crafting behaviors, they can
create a work environment that meets their needs and that is more in line with their
abilities [38]. This means that job performance will be better: happy employees
are indeed more sensitive to take the opportunities in their working environment,
they engage more often in relationships with their colleagues, and finally they are
more optimistic and more confident and these attributes enable better results for the
organization. These are actions undertaken from a bottom—up approach that generates
greater work engagement and higher performance [39], and that employers should
recognize in order to guide workers behavior towards positive actions [40].

In recent years, this definition has been refined and detailed in a new perspec-
tive: job crafting represents the modifications in the characteristics on the physical,
organizational, and social aspects of the job, in order to balance job demands and
job resources (JD-R model) [40, 41]. In practice, the JD-R model assumes that each
job position has its own particular characteristics, and these characteristics can be
classified into job demands and job resources: job strain develops, regardless of the
type of job, when some job demands are high and when some job resources are
limited [42].

Job crafting literature examined personality characteristics, work characteristics,
and demographics as antecedents of job crafting; common antecedents studied in this
approach are proactive personality [41], general self-efficacy [43], work engagement
[44], job performance [41, 45], and job satisfaction [46].

Some authors have also dealt with issues related to ICT, such as the use of tech-
nology or other information systems to change the processes of work [47], to maintain
increased flexibility [48], or to perform one’s own tasks in more innovative ways [49];
nevertheless, they did not define any specific technology-related crafting forms and
the contributions on the subject are scarce [27]. Similarly, in our knowledge also
studies in the public sector are scarce, except for a few examples [50-52].

The objective of this study is therefore to improve the research on job crafting by
analyzing a possible antecedent in digital competencies and a little studied context
namely the public sector. It is possible that the civil servants who are endowed with
digital skills modify their work to make it more in line and fixed with their personal
characteristics, thus acting as a job crafters.

Accordingly, we propose the following:

Hpl(a): Digital competencies are positively related to job crafting.

The relationship just presented, however, could not be linear, or at least not only.
It is possible that some demographic characteristics may change one’s perception of
oneself and the behaviors that arise from it. Therefore, the hypothesis of this study is
that creativity at work moderates the previously hypothesized relationship between
digital competencies and job crafting.
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Creativity is more than a social outcome, marked by certain kinds of behavior and
having utilitarian value. Being creative at work does not only mean proposing new
ideas but also, and above all, giving life to constructive comparisons and promoting
innovation, even risking not being appreciated for one’s creative thinking [53].

Creative thinking in the workplace allows people to solve everyday problems, to
choose the most effective strategies for action [54]. Individuals’ creativity is the brick
with which organizational innovation can be built [55]. Today, entrepreneurship and
innovation are linked to creative ability: the success of a company depends, in large
part, on the initiative of creative entrepreneurs who know how to realize innovative
ideas by identifying the resources and seizing the opportunities of the area in which
they operate, assuming the responsibility of risking investing in their own project
[56].

Creativity at work is indeed a resource. The World Economic Forum [1], in
presenting a portrait of how work will change by 2020, placed creativity at the
third place among the 10 skills considered fundamental in performing jobs. It seems
paradoxical that in a hyper-technological and robotic world what will really make the
difference will still be the person; on the contrary, to bring value it will be necessary
to get the best from technology without being overwhelmed. In fact, as complexity
increases, minds will be able to arrive at a useful and innovative synthesis of the
myriad of processes, equipment, and data. Creativity needs a concrete application,
otherwise it remains an abstract concept impossible to handle. In the case of the
4th industrial revolution, the world of work already needs professionals who are
able to combine creative thinking and high technology in different but increasingly
connected sectors: robotics, materials science, biotechnology, transport, artificial
intelligence, big data, and so on [57, 58].

Based on the above, it is possible that creative personalities can lead to job crafting
behaviors for employees who have digital competencies at their disposal (Fig. 1).

In fact, job crafting is based on extra-role behaviors [59] such as creativity, since
workers literally “invent” new types of jobs. Accordingly, we propose the following:

Hpl(B): Creativity at work moderates the hypothesized relationship between
digital competencies and job crafting (Hpl(a)).

3 Method

Data for the study will be collected through an association of Italian public admin-
istrations that is the ANCI (National Association of Italian Municipalities); 7041
Municipalities are members of this association, representing 90% of the whole
population.

A pilot study will be conducted to understand more deeply how the civil servants
react to the constantly changing digital scenario to maintain up their motivation at
work. In particular, our focus will be on public employees, since job crafting is
implemented in the case of prescribed jobs [60] and we assume that even individuals
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Hplia)

Digital competencies ——— Job crafting

[ Hploy

Creativity at work

Digital competencies ' Job crafting

Fig. 1 The hypothesized moderation relationship (Hp1(a) and Hp1(b))

who do not hold senior positions can ensure significant changes in the way the work
is done.

Following Gioia method for qualitative analysis [61], this study’s approach will
depend on a generic research question, i.e. “we want to explore the behaviors that
civil servants undertake in response to digital changes occurring to their profession to
maintain their motivation at work”. The interviews will be administered as informal
conversations within which it is possible to range over all the topics that concern the
predictors of working behaviors of individuals. Interviews will be later analysed using
an online software for qualitative data analysis, Dedoose (SocioCultural Research
Consultants), useful to classify the responses in relevant first-order codes/terms and
second-order concepts/themes.

Subsequently, a quantitative study will be designed to test the relationships
emerged in the pilot study, hopefully the relationships between digital competencies,
creativity, and job crafting. To minimize potential bias related to common method
variance, data will be collected in two waves with a time gap between surveys of six
months.

4 Expected Results

The expected results of this study concern the contribution that creativity may offer to
the relationship between digital competencies and job crafting. Creative employees
who have basic or in-depth knowledge of technological subjects may be in fact
able and stimulated to actively modify the boundaries of tasks, relationships, and
cognitions, radically changing the structure of their work.
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In accordance with the literature on the subject, this study starts from the assump-
tion that creativity contributes to actively change one’s work through job crafting [59].
It is indeed a creative process that requires individual and personal predispositions
to generate productive behavioral expressions [43]. Creativity and job crafting find
fertile ground in the new technologies present in the world of work: work processes
are constantly revolutionized and challenged by job crafters [47] in order to maintain
flexibility in the performance of one’s work [48] or simply to propose innovative
methods [49].

Through a qualitative pilot and a subsequently quantitative study with question-
naires administered to a sample of Italian civil servants, this study may contribute to
the literature on job crafting in at least two ways. First, it contributes in improving
knowledge on the antecedents of job crafting, as at the moment studies on the subject
are less than those on the outcomes of this construct [62]. Second, another contri-
bution concerns the answer to scholars asking for new studies that can shed light on
the implications of information technology for job crafting behaviors [27, 63, 64].
Indeed, the rapid technological changes will make work practices quite different from
those we are used to studying (for example the subtle difference between work and
nonwork, or the virtual and alternative work environments) [65] and studying these
relationships can be very timely and interesting. Indeed, it is possible that the results of
this study suggest individuals modify the tasks of their work (for example, by adding
or reducing activities thanks to the help of new technologies), their relational bound-
aries (for example, by creating stronger working relationships even with colleagues
physically distant from the place where one works), and their cognitive perception
(through the modified perception of one’s work thanks to computer technology).
These changes would only be possible in the presence of digital competencies, and
the implications could be boundless. Theoretical and practical implications will be
discussed.
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Competence Development for Teachers m
Within a Digital Inter-professional L
Community

Ann Svensson

Abstract Competence development for teachers is of increasing importance as the
use of digital tools poses a challenge to the pedagogical approach within the teaching
context in schools. Schools are responsible for ensuring that students are able to use
modern technology as tools for searching for knowledge and for communication,
as well as for creation and learning. Hence, teachers need to develop their compe-
tence in integrating digital technologies into their pedagogical practices. Digital tools
function as resources for interaction and collaboration across space and time, and
also considerably facilitate inter-professional work and communication. This paper is
based on an action-based qualitative study of a Nordic education project that focused
on competence development among teachers, and where inter-professional collabo-
ration and the use of digital tools was of great importance. The aim of this paper is
to analyze how teachers’ competence development with regard to innovative peda-
gogical skills can be supported in an inter-professional community of practice, using
digital technologies. Different pedagogical approaches, curricular contents, digital
resources and organizational conditions were produced in the virtual collaboration
within this community of practice.

Keywords Competence development - Digital technology * Teachers *
Pedagogical practice - Trust

1 Introduction

Digital technologies are increasingly integrated into teaching strategies [1, 2], espe-
cially since it is considered an educational demand in the knowledge society [3, 4].
In many countries, schools are responsible for ensuring that students are able to use
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modern technologies as tools for searching for knowledge and for communication, as
well as for creation and learning. However, the implementation of new digital tools
in classrooms has caused some uncertainty among teachers [5]. As a result, teachers
often find it challenging to integrate digital technologies in their pedagogical prac-
tices—some teachers are even reluctant to do so [6]. Still, digital technologies create
opportunities for actively developing and improving inter-professional learning and
competence development among teachers and related professionals. There are indi-
cations that the teachers’ own personal learning networks play a key role in devel-
oping their pedagogical practices related to digital technology [7]. However, teachers
often practice their work without extensive interaction with colleagues. Many prac-
ticing teachers perform their work more or less in isolation, without exchanging
ideas with other teachers [8]. Digital technology has become a resource for inter-
action and collaboration across space and time, and also considerably facilitates
inter-professional work and learning [9, 10].

According to the constructivist perspective on learning and competence develop-
ment, collaboration, interaction and communication are required elements in these
processes, which means dialogues are considered necessary in order to facilitate
sense-making, learning and competence development [11]. Participation is thus an
intrinsic part of learning and competence development [12—14]. Communities of
practice can be defined as groups consisting of individuals from different profes-
sions. In such groups, sharing constitutes a specific practice that has been developed
as aresult of collaboration over time [14]. Mental models that are shared among indi-
viduals within a group allow the group to create a common understanding of different
situations. However, further studies are required to identify how online communities
of practice influence teachers’ learning and reflection [15].

This paper is based on an action-based qualitative study of a Nordic education
project that focused on how virtual and digital technology can support the develop-
ment of teachers’ competence and innovative pedagogical skills within the pedagog-
ical practice, in an inter-professional community of practice. Regular teaching cases
involving digital technology were developed collaboratively in the project, which
involved teachers as well as researchers, IT-pedagogues and I'T-technicians. The aim
of this paper is to analyze how teachers’ competence development in using innovative
pedagogical skills can be supported in an inter-professional community of practice,
with the help of digital technologies. The paper is outlined as follows; the second
section describes the theoretical framework; the third section presents the empirical
setting; the fourth section describes the research method; the fifth section presents
the results; the sixth section discusses the results, and the seventh and final section
presents the conclusions of the paper.
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2 Theoretical Framework

2.1 Collaboration in Professional Communities of Practice

Professional practice is especially interesting to study, as professions exhibit specific
characteristics compared to other types of occupations [16]. When individuals from
different professions collaborate in a virtual environment in order to develop new and
innovative pedagogical teaching cases, inter-professional learning will take place,
and the professions will, in turn, develop their competence. Moreover, there is also
such a thing as a professional hierarchy, whereby some professions are given higher
authority than others [17]. In relation to the educational context in this paper, commu-
nities of practice consist of groups where different professions are represented, and
where a shared practice has developed as a result of collaboration [14]. Mental
models that are shared among individuals in such groups allow the group to create
a common understanding in different educational situations. This might also result
in some redundancy of knowledge, which may influence individuals’ capacity to
share and integrate knowledge in a positive direction when it comes to learning and
competence development in this context. The capacity of a group to share and inte-
grate knowledge determines to which extent new and external information is used in
practical work [18]. When people are working together, they simultaneously develop
a specific sensemaking [19].

Boundaries related to barriers between professions might emerge when knowl-
edge is shared across professions [20, 21]. Trust between professions is crucial in
order to establish efficient knowledge sharing across boundaries [16], as trust works
as a foundation for an open atmosphere in a community of practice [22]. Trust also
positively influences the willingness of people to share knowledge within commu-
nities, which in turn promotes knowledge sharing behavior [23, 24]. People within a
group need to trust each other and regard their group members as honest, capable and
active in order for the group to be able to achieve its common goals. Furthermore, it
is important to create and sustain personal relations between group members. Trust
is seen as a foundation for efficient interaction that caters for knowledge sharing
within groups. Trust is also necessary in order to enable people to share tacit knowl-
edge and create opportunities for learning and knowledge integration [25]. Hsu and
Chang [26] studied IT-mediated communities and found that inter-personal trust is a
vital component for encouraging knowledge sharing. If trust exists between people,
opportunities for creating knowledge will arise spontaneously, and conceptual under-
standing may consequently be integrated into practical work [18, 21]. In other words,
trust facilitates knowledge sharing within communities of practice. Besides trust,
reciprocity is another contextual determining factor for processes related to knowl-
edge sharing among professionals. In addition, there may be personal perceptions of
knowledge sharing such as self-efficacy, perceived relative advantage and perceived
compatibility [27].
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2.2 Knowledge Integration for Competence Development

Abel [28] defines competence as a way to practice a type of knowledge within a
specific context. Knowledge resides within individuals in a tacit or explicit form
and may be converted from abstract ideas and conceptual dimensions to tangible and
structured forms. Knowledge can be created through people and processes, and it can
be shared between professionals. Professionals can capture existing knowledge and
share it among others in order to reuse and integrate the knowledge [29]. Knowledge
integration generally refers to processes where knowledge is flowing between groups
and individuals within a work context [30]. Such processes are important aspects of
learning and knowledge usage within organizations. Alavi and Tiwana [31] define
knowledge integration as a synthesis of individuals’ specific knowledge in specific
situations. When individuals from different professions collaborate, their specific
individual knowledge can be unified, combined and integrated, which may in turn lead
to learning within communities of practice [32]. Thus, inter-professional learning and
knowledge integration is an end-product of such collaboration [25].

Two aspects can be identified within the constructivist perspective on knowl-
edge integration. The first aspect considers knowledge as a complex and sometimes
contradictory phenomenon, where ambiguity of knowledge exists within relations
between knowledge on the one hand, and individual experiences and values on the
other hand. Knowledge is seen as a subject for reflection in situations and actions.
From this perspective, knowledge integration is seen as something that is problem-
atic, efficient and complicated to manage and organize, but knowledge integration is
also seen as processes characterized by learning [33, 34]. The second aspect considers
knowledge as a collective mind, or a collective intelligence, characterized as a social
phenomenon. This aspect also considers differences between combining individuals
in groups, compared to having individuals acting within groups. Thus, when collab-
orating within a community of practice, individuals have access to all sources of
knowledge within the distributed and collective system of knowledge [35, 36]. The
second aspect also considers individual interactions within a context as a complex
system where professionals can develop their competence.

2.3 Digital Technology for Competence Development

Nowadays, professionals often use the Internet for accessing different learning mate-
rials. Different types of digital technologies offer different ways of learning and
accessing knowledge [37]. The Internet also provides access to learning resources
for many different kinds of student activities. However, teachers are not always taking
advantage of the ways learning can be supported and transformed through access to
information and by new tools available on the Internet. According to Wallace [38]
and Wright [39], the Internet could be used to a higher extent in order to support
learning among students [4], and it may also be used for supporting and promotion
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of competence development in the area of innovative pedagogical teaching skills.
However, the degree to which these potentials are utilized depends on individual
teachers’ willingness to collaborate and share knowledge, and their opportunities to
do so while developing their competence within their pedagogical practice [15].

Digital technology plays a key role in promoting competence development.
Different types of digital tools, asynchronous as well as synchronous, are effec-
tive in different ways when it comes to facilitating inter-professional learning and
competence development. Designing new learning spaces with innovative use of
digital tools within educational contexts is challenging and requires virtual collab-
oration [40]. Majchrzak et al. [41] have pointed out the affordance of wikis and
similar digital tools for promoting knowledge reuse through improved knowledge
integration and competence development.

3 The Empirical Setting

This study has been conducted within a cross-border Nordic education project called
the GNU-project. Eighteen school classes, in grade 4-9, from 13 secondary schools in
Denmark, Norway and Sweden, participated in the project. Students, teachers, prin-
cipals, IT-pedagogues and IT-technicians at the schools were involved, along with
researchers from universities in Denmark, Norway and Sweden. The project ran over
three years and included subject areas such as the mother tongue language, mathe-
matics, science and social studies. The researchers came from diverse professional
areas such as information systems, pedagogy and linguistics. This paper focuses on
the part of the project that involved teaching of mother tongues. This part consisted of
two class-matches, where one teacher and one class from each of the three countries
formed a class-match. During each semester of the project, one teaching case was
created and executed in each class-match. Four Swedish researchers were involved;
two with an information systems background and one each from the fields of linguis-
tics and pedagogy. A Swedish IT-pedagogue and an IT-technician also supported one
of the teachers. The IT-pedagogue’s role was to create opportunities for showing
examples of technologies and software programs that the teachers could use in
their teaching activities, and provide teachers with pedagogical support. The IT-
technician provided technical support and offered different technological devices
within the practical teaching context. One principal participated in two teaching
cases in Sweden. There were two collaborating researchers from Denmark, Norway
and Sweden, respectively.

Information and communication technology facilities and infrastructure differed
between schools due to different conditions in different countries and municipalities.
Differences between schools regarding how digital tools were applied to the different
teaching cases were partly due to varying experience among teachers in using digital
tools for teaching.
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The central aims of the project were, on the one hand, to support collabora-
tive creation of innovative teaching cases using digital tools and, on the other hand,
promote students’ Scandinavian inter-comprehension skills. The innovative teaching
cases conformed with formal curricula requirements in all three countries. In contrast
to regular teaching and learning in schools, the purpose of this project was to promote
collaboration within a cross-border setting, focusing on the learning context of
teachers and students alike. Both synchronous and asynchronous digital tools were
used with the aim to promote communication and collaboration, which was in turn
used as a basis for developing, planning, executing and evaluating different teaching
cases.

Regular meetings were held with teams of teachers from all three countries, where
the researchers could also take part. Furthermore, the researchers had their own
synchronous meetings and were also invited to participate in the individual teaching
cases. Basecamp was used as the collective platform for the GNU-project, where
all project information was shared between participants. Synchronous digital tools,
such as Adobe Connect and Skype, were used for most meetings. Asynchronous
digital tools, such as wikis, and other digital resources, like Google Drive, were
sometimes used to create and structure common teaching material that was produced
within the project. Google Docs, for example, was used as an asynchronous tool for
collaborative writing of texts, while wiki spaces were used for sharing information
about learning goals, curricula, results and assessment criteria. Asynchronous digital
tools were also used in the teaching cases and for document agreements, division of
work between involved professionals, and for general support for inter-professional
learning and competence development. The digital tools also made it possible to
create both individual and collaborative spaces for reflections on teaching practice.
Moreover, Skype, Adobe Connect, Facebook groups, e-mail, blogs and iPads with
Swivl, as well as various video recording programs were used by the students in the
teaching cases.

4 Research Method

This paper is based on action research conducted within a cross-border Nordic educa-
tion project. The study focuses on collaboration in teaching the mother tongue of the
three countries involved, i.e.; Danish, Norwegian and Swedish.

Action research considers two different interrelated and interactive domains of
practice. Intrinsic research focusing on scientific goals constitutes one domain,
whereas the other domain consists of practice where problems are discovered and
solved in unstructured situations. Action research offers the possibility to develop
valuable solutions to practical problems for people working within the changing and
studied context. At the same time, research develops theoretical knowledge that is
valuable for the research community. Action research thus produces knowledge for
both practical and scientific applications [42]. In this project, teachers and researchers
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collaborated in their roles as change agents in order to improve the practical outcome.
Solutions and actions within the studied teaching practice have been characterized
as knowledge discoveries made while performing action research in practice.

During the project, a number of teaching cases were planned and executed, and
several meetings took place in order to plan the common teaching cases. Teachers as
well as researchers from the three neighboring countries participated in these meet-
ings, which were often held using synchronous digital tools such as Adobe Connect
and Skype. Wiki spaces, e-mail and Facebook were also important asynchronous
tools for collaboration, in particular for the teachers. Teachers and researchers also
sometimes met with IT-pedagogues and principals. The teaching cases were designed
in such a way that students from all three countries had to collaborate to complete
common tasks. During each teaching case, the researchers visited the schools and
had the opportunity to participate, record and take photographs. Teaching cases
executed using Adobe Connect were recorded. The researchers interviewed some
of the teachers and students, and took notes during the collaborative teaching cases.
After each visit, the researchers summarized their observations in detail. The teachers
were also asked to evaluate the teaching cases together with their students. The
researchers and teachers in each country also had a few physical meetings for plan-
ning and evaluation. The teachers and researchers together described the teaching
cases in words, where the results of the teaching cases were analyzed.

The practice domain was analyzed using thematic analysis [43]. Thematic analysis
is based on a theoretical approach where the specific research question works as
the point of departure. The aim was to understand how inter-professional learning
was achieved and for what purpose, and which type of digital tools were used for
which type of learning. This particular analysis was based on a data set related to
inter-professional learning. During the analysis process, the author and the teachers
discussed the recorded material and the observations of the teaching cases, several
times. Especially one teacher, who conducted many collaborative teaching cases,
took part in these discussions in order to identify analytical themes. The discussions
aimed at obtaining high validity and rigor of the qualitative study. The qualitative
research sought to achieve valid results, in the sense that the research is open for
careful scrutiny [44]. The themes were reviewed and refined in order to identify the
essence of each theme, with the aim to obtain coherence and internal consistence of
the collected data. The following themes were identified as interesting in the context
of inter-professional learning and competence development:

Pedagogical issues
Curricular content

Digital resources
Organizational conditions.



106 A. Svensson

5 Results

5.1 Pedagogical Issues

Teachers from different countries may reflect and think outside their own pedagog-
ical approach and consider their Nordic colleagues’ pedagogical methods and use
of digital technology. Through collaboration, they can find a common pedagogical
approach to different learning processes. One example is the need to discuss in which
ways and to what extent students and parents can be informed about the purpose of
a particular study area and the related use of digital technology. According to the
Swedish general guidelines for teaching, teachers are obliged to clearly state in their
planning what content from the subject syllabuses they will bring up, which abilities
students will acquire, which approaches and working methods will be used in order
to train the students in relation to the general curriculum goals, and which parts of
the knowledge requirements will be assessed. Swedish teachers are, in contrast to
teachers in Denmark and Norway, required to inform both students and parents about
these plans in advance, usually known as local educational planning (LPP). Swedish
teachers thus need to be aware of the purpose of using digital technologies in their
teaching and how to actually use them.

In the online synchronous planning conferences with teachers from the three
countries, the Swedish planning process was discussed. Sometimes the discussions
resulted in a common Nordic LPP for a common teaching case, consisting of a small
portion of content which the teachers formulated together in collective wiki spaces.
Each teaching case was then created in order to clarify how digital tools should be
used in practice.

The collaboration also provided opportunities for informal interaction in social
media like Twitter and Facebook, where different professional groups exchanged
information about the latest pedagogical research and digital tools.

5.2 Curricular Content

At the national level, educators and researchers involved in the project came together
one full day per semester to exchange ideas and experiences from the teaching cases.
Topics such as the purpose, content, curriculum, techniques, digital tools and practical
implementation of the collaboration, were discussed at the meetings. Since different
teaching cases were executed in different schools, all teachers and researchers had
the opportunity to learn from each other. Teachers, on the one hand, pointed out
national steering documents containing curriculum and syllabus that schools must
follow. Researchers, on the other hand, pointed out eight key competences that the
EU and the OECD have identified as goals that every citizen should strive to acquire
in order to succeed in the knowledge society. Educators and researchers agreed that
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the teaching cases must be firmly anchored in each subject’s national curriculum in
order to practice the eight key competencies.

Inter-professional collaboration at cross-border level consisted of discussions
about experiences from practical teaching situations and, not the least, similarities and
differences between national steering documents that schools in each country should
comply with in relation to each curriculum. Collective reflection also took place.
Synchronous meetings made the collaboration possible. Teachers and researchers
from each country gathered in one place and virtually met teachers and researchers
from their neighboring countries using the conference system Adobe Connect. These
meetings, which were led and organized by the researchers, gave the teachers an
opportunity to discuss their practice and develop their competence in using digital
technologies within their teaching practice.

Specific collaboration tasks were planned and prepared together by teachers and
students at the local schools using digital technologies. This work model was for
example employed in a teaching case that involved modern children’s literature,
where the original book was written in the students’ native language. Students and
teachers in each country together selected a book that all students in the three partic-
ipating countries read, analyzed and discussed in a synchronous cross-border collab-
oration. In the initial phase, many students argued that a specific book of their prefer-
ence should be selected. At the end of the process, all participants were satisfied with
the collaborative choice and knew why the selected book had been chosen, in relation
to its context of readers with different mother tongues. The teachers tried different
digital tools in order to promote collaboration between the students. Afterwards, the
virtual community of professionals discussed different advantages, disadvantages
and aspects of the curricula content in question.

Collaborating teachers were able to design their wiki according to their needs
within a limited teaching area. When planning educational activities, teachers had to
consider curriculum requirements as well as students’ learning needs. The content
as well as the appropriate pedagogy for the curricula had to be taken into account,
and the design had to be adjusted according to the affordances of the wiki. From
the teachers’ perspective, designing the content within a wiki and aligning it with
the pedagogy, posed a challenge. It was possible for each teacher to asynchronously
plan the content within a collaborative teaching curriculum community.

5.3 Digital Resources

The entire project focused on finding software with different functions suitable for
cross-border collaboration. A key factor in selecting software was low cost—prefer-
ably no cost at all. This is important as it makes it possible for anyone, regardless of
their economic situation, to obtain the software. Other important criteria were that
the software should be user-friendly and easy to learn to use. In the work related to
choosing software, the researchers and teachers exchanged knowledge and experi-
ences. For example, when the teachers needed a software program with photo, video
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and audio functions, one of the researchers investigated available products, tested the
most suitable ones, and put together simplified user manuals for the chosen products.
Information about the proposed software along with the user manuals was sent by
e-mail to all teachers and researchers in the collaborative group as preparation for a
Skype meeting, at which a collective decision was made regarding which program
to use. Surprisingly, the chosen program was not one of those that the researchers
or teachers said they preferred before the Skype meeting. This shows that inter-
professional knowledge sharing took place during the meeting, which resulted in all
teachers and researchers agreeing on the most suitable program.

Most students had their own repertoire of digital tools that they found suitable
depending on the different teaching cases and their personal preferences. The inter-
professional learning and competence development sometimes used the students’
knowledge as a starting point, and this knowledge was then shared with the profes-
sionals. When it comes to synchronous communication, the students regarded some
digital tools as more relevant and suitable than others. The students often preferred
solutions within the spur of the current software, and they seemed to have an uncon-
scious collection of compensating solutions and were able to suggest or start to
use other digital tools in an ad-hoc based manner. One example is that the students
used the chat function to bridge audio quality problems, and another example is that
they used chat programs like Kik and Snapchat with emoticons to convey messages
or emotions. Involving students in the planning stage contributed to increasing the
digital literacy and integrating knowledge, which in turn enhanced the notion that
adequate technology was being used, in the sense that the technology—by means
of knowledge of different professions and students, experiences and purposes—
matched the curricula, pedagogy and economic limits. The inter-professional sharing
and integration of knowledge and experiences, in combination with evaluations and
a conscious focus on digital technology in relation to pedagogy and usability, formed
the basis for the future planning of teaching cases. This type of inter-professional
interaction may lead to greater understanding and acceptance, and hopefully better
learning outcomes in individual teaching cases.

5.4 Organizational Conditions

School principals have to be involved in planning the teaching. In this way, school
leaders have the possibilities to set the prerequisites for collaboration and the required
digital tools. This issue is of vital importance both for inter-professional learning
and competence development, as well as for the students’ learning. Organizational
conditions that encourage teachers, IT-pedagogues and I'T-technicians to participate
in communities of practice, is also important. Inter-professional collaboration is
necessary in order to determine what technical equipment and digital tools are
appropriate considering economic and practical conditions. Inter-professional
collaboration is also of great importance in relation to teaching practice, pedagogy
and curricular content. Students were also involved in this collaboration to some
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extent, and often had more pragmatic views of which digital tools were appropriate
in different contexts.

Thus, the premise of the project consisted of a constructive and creative collabora-
tion between all concerned professions in the Nordic schools involved in the project.
Unfortunately, the school management was seldom involved at a detailed level and
therefore not always aware of the requirements in the project. Principals have a more
passive role when it comes to teaching and seldom participate in activities with their
students. However, it is important that the management is responsive to needs, for
example time for inter-professional meetings and other required resources. Teachers
need to collaborate with other professionals in order to develop their competence in
using digital technologies in their teaching practice. It is important that principals
create conditions that enable teachers to participate in competence development activ-
ities together with other teachers and professionals from other fields in a community
of practice. In this respect, the project could have benefitted from higher participation
of principals in the teaching cases.

6 Discussion

Successful sharing of professional knowledge and experiences requires openness
and trust within the collaborating group. Positive relations that build on curiousness,
trust and informality are required to strengthen the confidence on both a personal and
a professional level [16]. This is emphasized since collaboration within this project
was mostly virtual [40]. Inter-professional collaboration should be based on the belief
that all parties have something to learn from, and share with, each other. The work
in this collaborative project, and the results, were also affected by participants who
were less engaged in, or showed less motivation to contribute to, inter-professional
learning and knowledge sharing. Inter-professional knowledge sharing and integra-
tion requires that all professionals are engaged and personally involved in the project.
On top of that, there are conditions for inter-professional learning and competence
development that could form a basis for organizational improvements that could
further enhance competence development for teachers, improve time management
related to the teachers’ opportunities to share knowledge with other professionals, and
promote discussions about required digital tools and how they could be used. Digital
tools need to suit the particular pedagogy that is applied in a particular teaching case
in a curriculum [6].

The characteristics of the collaboration depended on the participating individ-
uals and their pedagogical approaches and influences from different countries, as
well as the structures of the curricular content in different countries. Hence, it was
considered important to create small, innovative teaching cases that did not involve
too many pedagogical approaches, curricular contents, digital resources and organi-
zational conditions. Moreover, the perceived professional hierarchy had an impact
[16]. Implicitly, both teachers and researchers carry the perception that researchers
belong higher up within the professional hierarchy, and thus have higher authority



110 A. Svensson

[17]. Since researchers focus on different research areas, there is the risk that they,
consciously or unconsciously, influence the design of the teaching cases. Thus, while
communities of practice are considered vital for learning, they may also limit sharing
of knowledge across professions [21]. However, knowledge boundaries may emerge
in relation to existing barriers between professions [20].

All performed teaching cases were described and documented with regard to
their pedagogical approaches, curricular content and the digital resources used, and
collected in a common and collective knowledge source. Wikis, that were sponta-
neously used for that purpose, have also proved to be useful for knowledge integration
in organizations [41]. This common and collective knowledge can be shared with
other teachers in the same school, or other schools in the Nordic countries. The
teaching cases can be used as a basis for planning cross-border teaching within a
Nordic settings, or by teachers when planning, alone or together, other teaching
cases in the future. Therefore, the aim of the project can be related to the system of
collective knowledge as an aspect of knowledge integration [35, 36]. The collabora-
tion and knowledge sharing revealed challenges associated with reaching a system of
collective knowledge [35, 36]. Since opportunities do exist for teachers, researchers,
principals and other professionals to collaborate in communities of practice within
the teaching context, this study also included professionals who usually do not collab-
orate to a great extent. Knowledge acquired collectively is negotiated and accepted
within a community of practice [45]. Professionals sometimes made their own indi-
vidual decisions within the collective system. By doing so, they participated in the
community of practice without contributing to a high degree to the common knowl-
edge integration, learning and competence development that took place. As a result,
all individual knowledge was not shared inter-professionally.

There were also challenges related to inter-professional processes of learning
and competence development, as knowledge may be considered as ambiguous from
different professional perspectives [33, 34]. Knowledge is reflected upon by indi-
viduals belonging to different professions in specific situations. Therefore, it can
be problematic and inefficient to effectively organize for knowledge integration,
learning and competence development for teachers regarding new competence areas,
such as using digital technologies pedagogically in the curricula. Professional hier-
archies also influenced the learning and competence development, since not only
school-related professionals, but also researchers, were included in the community
of practice. Teaching cases were executed as long-distance learning projects where
students collaborated using digital tools. Knowledge associated with each teaching
situation is complex and situated. The perspective on knowledge integration as a
learning process is related to contextual activities and social relationships [21]. As a
result, it may also be very difficult for principals to organize relevant teaching situ-
ations without participating in the teaching cases at all. However, school managers
need to create opportunities for teachers to collaborate in order to develop their
competence in including digital technologies in their teaching.
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7 Conclusions

The aim of this paper was to analyze how teachers’ competence development in using
digital technologies within their pedagogical practice could be supported in an inter-
professional community of practice. Different pedagogical approaches, curricular
structures and types of digital resources and organizational conditions required virtual
collaboration between the involved professions in order to create innovative cross-
border teaching cases in the Nordic setting. This study suggests that trust is an
important factor, along with participation, in a community of practice consisting of
different professions with knowledge related to digital technologies and teaching. In
order to create a facilitating context for inter-professional learning and competence
development using various digital tools in a virtual environment, a number of teaching
cases were planned and executed. Knowledge within the community of practice was
to a large extent made explicit through documentation in a collective system with
the support of digital tools. Different professionals within the community of practice
contributed to varying degrees to the common knowledge integration, learning and
competence development. For those teachers who were engaged in the project to
a high degree, it was an opportunity to develop their competence in using digital
technologies within their teaching practice in collaboration with other professionals.
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Exploring the Effects of Social Value )
on Social Network Dependence L

Stefano Za, Federica Ceci, Francesca Masciarelli, and Lea Iaia

Abstract In a world where around 3.5 billions of the entire population are active
social media users, the individual usage behavior of social network sites and related
aspects should require further investigation. Specifically, this paper focuses on the
social network dependence, considering the utilitarian and goal-oriented facet rather
than the psychological one, usually referred as addiction. It combines an analysis
of personal cultural values with Media System Dependency theory, investigating
the role of social axioms in affecting the social network dependence. Using a large
dataset composed by 622 observations, we developed and validated a research model
to shed new light on the investigation of dependence phenomena in the context of
social network sites, exploring the role of individual beliefs.

Keywords Social network dependence * Social axioms - IS usage behavior -
Individual beliefs

1 Introduction

Research on social media is increasingly growing since the social media landscape
is characterized by rapid changes and existing social media platforms are expanded
with new interactive functions or simply replaced by new platforms [22]. Currently,
in a world where approximately the 57% (around 4.4 billions) of the entire population
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is on internet, the 45% (around 3.5 billions) are active social media users and the
42% (around 3.2 billions) are mobile social media users [28]. In this scenario, the IT
dependency phenomenon appears to be particularly salient in the social media context
[40]. This research study builds on the stream of IS research that has investigated the
role played by IT dependency in influencing individuals’ reasoned IT usage decisions
[63, 70]. However, in line with the core assumptions of Media System Dependency
(MSD) theory, this research argues that technology dependency has an unexplored
facet that is utilitarian, rational, and goal-oriented in nature [16]. In line with this
reasoning, this study aims to explore the antecedents of individual IS usage behavior
in terms of social media dependencies (SMDs), focusing on the utilitarian, rational,
and goal-oriented IS usage, investigating the social network site (SNS) dependency.
In this way, we seek to complement IS studies conceiving dependency as an addiction
causing obsessive—compulsive behavior [22, 67, 70], in particular those focus on SNS
addiction [59].

Hence, we posit that to accomplish the necessary progress in the field of social
media, it is vital to understand the individual antecedents of SMDs. Extant research
on SMDs is underestimating the role of culture in explain individual behavior with
few notable exceptions. Tsai and Men [69] analyzed the role of individualism and
collectivism [68] to examine motivations and antecedents that contribute to American
and Chinese users’ engagement with brand SNS pages. Despite the value of this
contribution, this study explores the role of culture on SMDs focusing on national
cultural differences.

Differently from previous work, we contribute to this stream of literature analyzing
the effects of individual culture on SMDs. Specifically, we analyze the role of
social axioms, which are conceived as individual’s general beliefs about the world
[43]. The paper is structured as follows: in the next section we provide the theo-
retical background. This is followed by the presentation of the proposed model
and hypotheses. Then, we present research methodology, data analysis and results.
The paper wraps-up with discussion and conclusion including recommendations for
future research.

2 Literature Review and Theoretical Underpinnings

2.1 Social Axioms

Attempts to predict individual’s behavior based on a person’s value priorities
has always been of a great interest for researchers [13]. Traditionally, values are
frequently deployed to account for cross-cultural differences in behavior [62].
Drawing upon research on expectancy—value theory, Leung et al. [41] have proposed
a set of five cultural dimensions, i.e. social axioms, identifying beliefs about the
world in which each individual lives and works. Social axioms may be described as
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individual assessments and beliefs about the social context constraining and influ-
encing individuals’ behavioral choices. These beliefs about the world may predict
an individual’s actions [13]

Individual’s general beliefs about the world [26, 41] provide a different type
of general orientation that may be predictive of values [26]. Individual’s beliefs
vary across a continuum [26], but some beliefs are general, and may be viewed
as generalized expectations [56]. These general beliefs about the world, or social
axioms, are likely related to social behaviors across geographical contexts, and time
[41]. The locus of control represents a proper example. A general belief about the
causes of events has been related to how individuals make sense of their personal
failures or successes [25, 65]. Also, individuals usually face situations in which they
apply their knowledge about the world in general for making decisions about how to
behave [41]. This knowledge may be construed as the personal representation that
individuals develop over their life experiences about the social context defining their
actions in the world. Therefore, adding general beliefs to trans-situational values
would increase the predictive power of values with respect to behavior.

Drawing on qualitative research and on literature on beliefs, Leung et al. [41]
developed a social axiom survey. Using this survey, they identified the following
five factors of beliefs: (i) reward for application is the position that an investment
of human resources will lead to positive outcomes (e.g. ‘Hard working people will
achieve more in the end’); (ii) social cynicism is a negative assessment of social
events and human nature (e.g. ‘Kind-hearted people usually suffer losses’); (iii)
social complexity is the view that there are multiple solutions to social issues, and
that the result of events is indeterminate (e.g. ‘One has to deal with matters according
to the specific circumstances’); (iv) fate control is to the general belief that external
forces affect social events (e.g. ‘Fate determines one’s successes and failures’), and
finally (v) spirituality is the view that spiritual forces influence the human world
(e.g. ‘Religious people are more likely to maintain moral standards’). These five
dimensions and their defining items have been identified in 40 countries.

Social axioms have been studied in relation with a number of different variables,
such social beliefs [57], learning [12], moral development [18], and behavioral inten-
tions [20]. However, many literatures remain silent about the role of social axiom
in explaining IS usage-related behaviors. Indeed, looking for contributions on the
main IS journals and conferences, in very few cases social axioms literature is taken
into consideration, and, in these papers, it is used combined with other references for
justifying the availability of value-based frameworks for measuring different culture
dimensions and values [2, 49]. The current study aims to explore if and how social
axioms influence significantly individual IS behavior in terms of SMD.

2.2 Social Media and Social Network Site

Since their introduction, social media provide a two-sided communication channel
that has changed the social interactions of people around the world [29]. Social media
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can be defined as “a group of Internet-based technologies that allows users to easily
create, edit, evaluate and/or link to content or other creators of content” [33]. They
are socio-technical information platform [75] and encompass social networking sites,
blogs, microblogs and websites dedicated to the content sharing [39]. The increasing
propagation and widespread adoption of social media among individuals and busi-
nesses attracted researchers to examine both their social and technical factors [73],
and the motivation behind their use [55]. They emphasizes the interplay between
contextual conditions and architectural elements to determine the outcome of social
media strategies [36, 64]. All forms of online interactions, improved by social media
usage, share the same purpose: make people’s mobilization, discussion, and deci-
sion making possible in virtual communities settings [3, 10, 48]. Through social
media activities, individuals and members of social groups with common interests
are involved in exchanging information, collaborating and building a relationship
[21]. Such activities engage in a variety of areas, business strategy [8], healthcare
services [64] and political participation [23] among the others.

In management literature, especially in marketing, scholars investigate how social
media can generate benefits for the brands through the involvement of customers and
stakeholders, in terms of cooperation on common activities [35, 58]; in fact, social
media offer firms several tools to engage consumers in online activities [36]. At the
same time, social media provide community members with a platform for information
sharing, collaboration and collective actions, thanks to their ability to create new ways
of connecting people [72], and on engaging them in cross-organizational collective
action [79].

On the basis of how social media shape and enable specific social interactions, they
can be classified in several categories, taking into account the level (low, medium,
high) of the social presence/media richness (based on social presence and media
richness theories) and the self-presentation/self-disclosure (social processes), as two
key elements of social media [33]. Among these categories, social networking sites
belong to one of them. This class of social media emphasizes the capability to create,
foster and sustain connections among users, focusing on the relationships and on
sharing information among friends or group members [33].

In literature “social networking site” and ‘“social network site” are used often
interchangeably [14]. Boyd and Ellison [14] seek to differentiate the two terms, since
the former considers, as main purpose, the ability to create and develop connections,
whereas in the latter the “networking” ability is not the (only) primary practice,
since users like also to articulate and disclose their social networks to the others,
even including “latent ties” [27] derived from offline relationships. For the purpose
of this research, we focus on ““social network site” (SNSs). Specifically SNSs can be
defined as web-based services through which people can [14] (p. 211): “(1) construct
a public or semi-public profile within a bounded system, (2) articulate a list of other
users with whom they share a connection, and (3) view and traverse their list of
connections and those made by others within the system”.

Several studies focus on the term “addiction” as particular emotion-related
psychological state causing behaviors such as obsessive—compulsive in the use of
SNSs, investigating the positive and negative effects on various dependent variables
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(such as: continuance intention to use). In this paper, we would like to explore an
alternative concept of “dependence”, focused more on the utilitarian, rational, and
goal-oriented usage of SNSs, further described in the following section.

2.3 Media Systems Dependency

During the past two decades, the growing number of cases of Internet and video-game
related behavioral disorders made scientists aware of the negative effect of technology
dependency—IT addiction [16], often recognized as a clinical disorder [37]. Early
research contributions, especially in cyberpsychology, started to investigate issues
concerning technology dependency [9, 50, 77]. In the last decades, IS research has
explored technology dependency, mainly focusing on IT addiction, in a variety of
contexts such as online auctions [70], online games [78], social networking sites
[71], online social network [67], or smartphones [15, 40]. Specifically concerning
the social media, often in literature the term “dependency” is used to describe the
problematic use of social media (psychological state), instead the term “addiction”
is used more for describing the resulting behavior [74]. Alternatively, in line with the
core assumptions of Media System Dependency (MSD) theory [7], we use the term
“dependency” referring to the utilitarian, rational, and goal-oriented usage of social
media [16].

In the past, MSD theory has been used to investigate dependency relationships
through mass communication channels such as television [24, 51, 61], radio and
newspapers [45, 46]. From the beginning of the twenty-first century, some studies
have revisited MSD in relation to the use of the Internet [31, 44, 47, 52]. More
recently, it has been used to investigate dependency relationships with IT healthcare
services [38], mobile technology [66], IS work performance [19] and ubiquitous
media systems [16]. MSD defines dependency as a “relation between individuals’
goals and the extent to which these goals are contingent upon the resources of the
media system [in which] those resources have the capacities to create and gather,
process and disseminate information” [6]. Hence, dependency relations are goal-
oriented, while the scope and intensity of the goals directly impact the strength of
the dependency relationships between the user and the media [4, 32].

Individual Media Dependency (IMD) derives from MSD and provides concrete
means to assess individual-level dependency relations with regard to a specific media
[24, 45]. In line with use and gratification research [34], IMD assumes that the extent
to which a media is capable of fulfilling a person’s needs and expectations, will
stimulate dependency relations with the media per se which, in turn, impacts on
usage patterns and media selection [24, 45].

In the same manner, considering SNS as a specific media, dependency relation
between a person and a SNS develops proportionally to the extent it is able to fulfill
person’s needs and expectations. In line with IMD theory, this contribution defines
social network dependency as the extent to which an individual’s capacity to reach
his or her objectives depends on the use of SNS [5, 6, 24].



122 S.Zaetal.

According to IMD theory, there are six levels of dependency relations between
an individual and a media system [1, 6, 24]. These levels can be represented as the
product of three distinct goals: understanding, orientation, and play; and two different
goal targets: personal and social. Understanding refers to the need of individuals to
gain a basic understanding of themselves and to understand their social environment
(including the perception of everyone’s role in society). Orientation relates to the
need one has to make behavioral decisions and to have guidance for interacting
well with other people. Play pertains to the capacity of the media to provide an
individual the mechanisms for relaxing and releasing stress when he or she is alone
or accompanied by others.

3 Hypotheses Development

In line with the definition of the three distinctive goals of the IMD, individuals can
use social networks to: (i) gain a basic understanding (perception) of themselves
and the social environment (including the roles played by others); (ii) make behav-
ioral decisions and interact with other people; (ii) relax and release stress, alone
or together with others [16]. Each social axiom has a different potential to affect
a range of human perceptions, attitudes, and behaviors and therefore will discuss
their impact separately. We decided to focus on 4 out of 5 social axioms excluding
religiosity because this construct is highly debated in the literature of individual
culture and values: the conceptualization of religiosity and spirituality is still blurred
and confused. Moreover, we believe that religiosity is independent by the analyzed
scenario. In the remaining of the section we will briefly discuss the four social axioms
and derive hypothesis for each of them.

Reward for Applications is the position of those individuals who believe that
an investment of human resources will lead to positive outcomes. Such individuals
present an internal locus of control [17] and low hedonistic tendencies [42]: indi-
viduals with high values in reward for application achieve personal success through
work rather than on pleasure-seeking activities [76]. The use of social networks
allows individuals to increase performance at work and specific activities carried
out during social networks usage (i.e. social understanding, action orientation). This
would suggest that people demonstrating a strong reward for application tendencies
rely on social network for performing several work activities. Therefore, we propose:

HI1 Reward for Application has a positive impact on Social Network Dependency

Social Cynicism is a negative assessment of human nature and social events (e.g.
‘Kind-hearted people usually suffer losses’). Previous literature has related social
cynicism with low interpersonal trust [60], highlighting that this correlation derives
from the belief that the other will exploit you if the opportunity arises [13]. Therefore,
social cynicism is related to the first one goal of the IMD, which consists in gaining
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a basic understanding of themselves and the social environment (including the roles
played by the others). Thus, we propose the following second hypothesis:

H2 Social Cynicism has a positive impact on Social Network Dependency

Social Complexity indicates user’s perception on the level of individual behavior
variability and the amount of influences involved in determining social outcomes
[43]. Hence, it seems reasonable to argue that individual perceiving a high level of
social complexity relies on social networks in order to collect more information about
the environment and to support his or her decision-making process. Consequently,
the following third hypothesis was derived:

H3 Social Complexity has a positive impact on Social Network Dependency

Fate Control includes items concerning the belief that the life events are predeter-
mined. Although people cannot influence events, they have the opportunity to impact
on the connected outcomes, as fate control combines locus of control, predictability,
and fatedness [41]. In this sense, fate control, being subject to knowledgeable forms
of human agency, motivates people to behave differently with the aim to predict and
alter the relevant outcomes in their life, and often represents a way to face problems
[41, 43]. The belief that exists a way to influence these out-comes could stimulate
individuals to reach information on social networks, in order to gain a higher fate
control. Hence, the last proposed hypothesis was:

H4 Fate Control has a positive impact on Social Network Dependency

On the basis of the derived hypothesis which emphasize the relation between social
axioms and SND, excluding “spirituality” for the above-mentioned reasons, the
model 1 represented in Fig. 1 aims to evaluate how social axioms impact on SND.
Moreover, with the aim to further explore the relations among social axioms and
SND, we propose a second model (Model 2) in which SND is decomposed in the six
IMD components, investigating the effects of the four social axioms on each one of
them. The IMD components are the product of three distinct goals: understanding,
orientation, and play; and two different goal targets: personal and social. We reported

Social Axioms
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in the previous paragraph a definition of such levels. Figure 2 shows the possible
relations. According to IMD theory, there are six levels of dependency relations
between an individual and a media system [1, 6, 24] and therefore Model 2 reports
24 possible relations among the variables. We do not develop specific hypothesis for
each of those relations because of the lack of previous contributions that could help
us in formulating coherent hypothesis. Nonetheless, it is important to start exploring
the micro determinants of SND unpacking SND in its constituents: this will shed
further light and pave the road for future research.

4 Method

4.1 Data Collection

Data collection was conducted in March 2019 among students enrolled in BA and
Master course in Management and Political Sciences. Researchers communicated a
link to a Google Form during class hours and the questionnaire was self-administered
by the students. Time required for the completion of the questionnaire was 15 min.
We collected a total of 622 complete responses. The questionnaire was structured in
3 sections as follows: the first section collected information about age, gender, use
of social media and frequency of usage. Section 2 focused on SMD items and lastly,
the third section referred to the items related to the social axioms.

The main descriptive results follow: the 43% of the respondents are less then
19 years old (n = 266), while the 47% are between 20 and 24 (n = 295), the 8% are
between 25 and 29 (n = 52), the 2% are over 30 (n = 9); 313 respondents declared to
be male (50%), and 309 declared to be female (50%). Descriptive statistics relevant
to the years of usage of the main social networks in the sample are reported in Table
1. Interestingly, a high percentage of interviewees does not have a Twitter account
(n = 447; 72%) or a LinkedIn account (n = 443; 71%). The majority of Facebook
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Table 1 Descriptive statistics relative to social networks usage

No account | Year(s) since first registration
1 2 3 4 5 6+

Facebook | Freq 37 9 25 86 178 195 92

% 5.95 1.45 4.02 |13.83 |28.62 |31.35 |14.79

%o cum | 5.95 7.40 1141 |25.24 |53.86 |85.21
Twitter Freq 447 49 24 56 34 8 4

% 71.86 7.88 386 |9 547 | 1.29 |0.64

% cum | 71.86 79.74 836 926 |98.07 |99.36
Instagram | Freq 30 50 121 282 111 19 9

% 4.82 8.04 19.45 |45.34 |17.85 |3.05 |145

% cum | 4.82 12.86 3232 |77.65 | 955 |98.55
LinkedIn | Freq 443 108 40 19 7 2 3

% 71.22 17.36 643 |305 |1.13 [0.32 |048

% cum | 71.22 88.59 95.02 |98.07 199.2 |99.52
YouTube | Freq 242 51 45 90 83 55 56

% 38.91 8.2 7.23 | 1447 | 1334 (884 |9

% cum | 38.91 47.11 54.34 | 68.81 |82.15 |91

users registered their account 4 or 5 years ago (4 years: n = 178; 28%; 5 years n =
195; 31%) while the majority of Instagram users registered their account 2 or 3 years
ago (2 years: n = 121; 19%; 3 years n = 282; 45%).

4.2 Operationalization of the Constructs

SMD was measured through the most commonly used media dependency scale [5,
6, 24]. The set of items were adapted to the context of the research. Social axioms
has been measured using the items provided by the literature [41, 43]. Details of
the items used in the survey are available upon request. Since data were collected
in Italy, the items initially were written in English and subsequently translated in
Italian. Back-translation was applied to check the accuracy of the translation and
changes were made if inaccuracies were revealed [11]. The assessments were based
on a five-point scale. To increase the response rate, we guaranteed confidentiality
and confirmed that that data would be used only for academic purposes. Finally, an
online questionnaire was created using the Google Forms tool and a pre-test was
carried out to ensure clarity.
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4.3 Data Analysis Procedure

Our research strategy followed a two-step approach. We firstly analyzed the impact
of the 4 social axioms selected on SND as a whole (Fig. [—Model 1) and we then
unpacked the construct into its 6 elements, namely: Action Orientation, Interaction
Orientation, Solitary Play, Social Play, Self-Understanding, Social Understanding.
This represents the second step of our research strategy and it is aimed to explore
deeper the impact of social axioms on the different components of the constructs
object of the analysis, as reported in Model 2 (Fig. 2).

We used Partial Least Squares (SmartPLS v.3.2.1) [54] to estimate our model.
PLS estimates latent variables as exact linear combinations of observed measures
and, therefore, assumes that all measured variance is useful variance and can be
explained. PLS models are analyzed and interpreted in two stages: (i) assessment
and reliability of the measurement model; and (ii) testing the structural model [30].
We assessed the adequacy of the measurement model by examining individual item
reliabilities, and convergent and discriminant validity. Table 2 reports the internal
consistency values for the constructs and the correlation matrix between constructs,
with the diagonal indicating the square root of the average variance extracted. Since
the questionnaire is based on self-reported measures, we tested for common method
variance (CMV) using Harman’s single factor test [53]. Results (available upon
request) showed no evidence of CMV.

4.4 Results

Since PLS does not try to minimize residual item covariance, there is no summary
statistic to measure the overall model fit as in the case of structural equation modelling
(SEM) techniques. The sign and significance of the path coefficients are used to
assess nomological validity. A bootstrapping “sampling with replacement” method
was used to assess the statistical significance of the parameter estimates. Standard
errors were computed on the basis of 500 bootstrapping runs. Table 3 presents the
results of the structural model for the Model 1 (Fig. 1) and Table 4 presents the results
for the Model 2 (Fig. 2).

Results reported in Table 3 indicate that Fate Control (3 = 0.196 p < 0.05) and
Reward for Applications (§ = 0.149 p < 0.01), are positively related to SND, which
supports hypotheses 1 and 2.

Table 4 reports the results for Model 2, that goes deeper into the analysis of the
constituents of the SND. Results partially confirm the insights obtained from Model
1 but also shed further lights on how the different components of SND interacts and
are differently influenced by the social axioms. More specifically, Fate Control exerts
a positive relation with Social Understanding (8 = 0.139 p < 0.05), Solitary Play (B
= 0.099 p < 0.05), Social Play (8 = 0.159 p < 0.05), Interaction Orientation (f =
0.129 p < 0.05) and Action Orientation (f = 0.220 p < 0.05). Similarly, and in line
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Table 3 Model 1: standardized PLS coefficients

S.Zaetal.

Dependent variable Independent variable Standardized coefficient®

Fate control Social network dependence 0.196 Hok
Reward for application Social network dependence 0.149 HkE
Social complexity Social network dependence 0.035

Social cynicism Social network dependence 0.020

a*Significant at the 0.10 level. **Significant at the 0.05 level. ***Significant at the 0.01 level

Table 4 Model 2: standardized PLS coefficients

Dependent variable

Independent variable

Standardized coefficient?

Fate control Social understanding 0.139 wE
Self-understanding 0.175
Solitary play 0.099 *E
Social play 0.159 wE
Interaction orientation 0.129 o
Action orientation 0.220 HHE
Reward for application Social understanding 0.206 wE
Self-understanding —-0.014
Solitary play 0.177 Hok
Social play —0.044
Interaction orientation 0.036
Action orientation 0.046
Social complexity Social understanding 0.111
Self-understanding —0.223
Solitary play 0.115
Social play —0.215
Interaction orientation —0.153
Action orientation —0.049
Social cynicism Social understanding —0.086
Self-understanding 0.136 *ok
Solitary play 0.036
Social play 0.155 o
Interaction orientation 0.090
Action orientation —0.044

2*Significant at the 0.10 level. **Significant at the 0.05 level. ***Significant at the 0.01 level
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Fig. 3 Results of PLS analysis of model 2

with Model 1, also Reward for Application has a positive relation with the following
components of SND: Social Understanding (8 = 0.206 p < 0.05) and Solitary Play
(B =0.177 p < 0.05). Additionally, and differently from Model 1, Model 2 reports a
significant relation between Social Cynicism and the following components: Social
Understanding (f = 0.136 p <0.05) and Social Play (8 = 0.155 p < 0.05). Results are
graphically represented in Fig. 3. While Model 1 gives us a general understanding
of the impact of social axioms on SND, Model 2 offers interesting insights that shed
new lights on the complex phenomenon of SND. A brief discussion of the results is
provided in the following section.

5 Discussion and Conclusions

This paper focus on SND, considering the utilitarian and goal-oriented facet rather
than the psychological one, usually referred as addiction. Often, in IS literature, the
concept of IS usage dependency (and addiction) is studied as variable influencing the
individuals’ IS usage decisions [15, 16]. Alternatively, considering the dependency
as a dependent variable, this study explores whether and how individual believes
can affect the SND. For this aim, we build upon the contribution provided by Leung
etal.: people generally make decisions concerning how to behave on the basis of their
believes and knowledge about the world, built on their life experiences [41]. With
their study, Leung et al. defined five factors of beliefs, namely social axioms [41].
Summarizing, this paper combines social axiom construct [41] with MSD theory [4],
and investigates the role of individual beliefs in affecting SND. A research model was
developed and validated, shading some new light on the investigation of dependence
phenomena in the context of SNSs, exploring the role of individual antecedents.
As theoretical implication, this paper contributes to the IS body of knowledge by
increasing the number of application of MSD in IS context, as well as fostering, in
addition, the application of social axioms [41] in the IS field.
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Fig. 4 The intertwining Personal
effect of two social axioms Reward for
on two specific goals of the application
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Results concerning Model 1 show as Fate Control and Reward for Applications
have a positive effect on SND, drawing two main implications: (i) individuals focused
more on work rather than on pleasure-seeking activities [76], feel dependent by
the use of SNSs in order to increase performance at work and carried out specific
activities; (ii) people feeling they cannot influence events but have the opportunity to
impact on the connected outcomes [43], perceive themselves particularly dependent
by the social network usage in order to reach information for gaining a higher fate
control. Model 2 introduces new details, considering the impact of each social axiom
on the six components of SMD (3 goals and 2 goal targets). In particular, the positive
impact of Fate Control is confirmed on five out of six components of SND, whereas
Reward for application positively affects only 2 of them: Solitary Play and Social
Understanding.

Moreover, anew relation arises: Social Cynicism affects positively Social Play and
Self-understanding. It is interesting to note the similarity as well as the differences
between the impact of the last two social axioms. Both of them have a positive impact
on understanding and play goals of the SND, but for the first one Social Cynicism
is focused on personal goal targets and Reward for Applications on the social one,
whereas for the second goal the relation is diametrically opposed. From a theoretical
point of view, this result highlights a sort of intertwining effect of the two social
axioms on two specific goals of the SND, as described in Fig. 4. It suggests that
people perceiving a low interpersonal trust [60] and the presence of opportunistic
behaviors [13] usually feel dependent by the use of SNSs for relaxing and releasing
stress together with other people and for collecting information about themselves.
Moreover people focused more on work rather than on pleasure-seeking activities
[76], feel dependent by the use of SNSs in order to understand the social environment
and at the same time for relaxing and releasing stress when they are alone.

Undoubtedly, this research project has some limitations. It is important to
acknowledge that this study focused mainly on one specific class of users—people
between 20 and 29 years old. Moreover, the sample is composed only by Italian
people. Investigating the stability of the results with a more representative popula-
tion (such as enlarging the possible values for age and nationality) using SNSs [28],
would help to assess the extent to which the results can be generalized. We hope
that the advances made in this paper will stimulate further reflections about how
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individual beliefs can influence the dependency perception of SNSs, with specific
attention to its micro determinants. Moreover, it could be interesting to revise existing
body of knowledge in IS research combining the social axioms and dependence into
previous IS usage-related model.
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Motives Behind DDoS Attacks )

Check for
updates

Scott Traer and Peter Bednar

Abstract Behind everything we do in our daily lives there is a reason for doing it.
This paper looks into the motives behind DDoS attacks as a form of cyberattack along
with attacker personas. This paper also investigates DDoS attacks technically and it
is suggested that there is a need for a socio-technical approach to these attacks to
investigate why they occur and the reasoning the attacker(s) could have for launching
these attacks. This paper finds several motives behind DDoS attacks and discusses the
profiles that attackers can be sorted into. Also discussed are the motives that attacker
profiles can have for launching DDoS attacks. Although mitigation techniques are
in place to control the damage a DDoS attack can cause to a company, if the motives
can be addressed first, these attacks could be prevented. With the use of case studies,
visualisations and tables, the motives behind DDoS attacks and attacker personas are
presented.

Keywords Socio-technical - DDoS attacks * Cyberattacks - Motives * Profiles

1 Introduction

It is often said that “everything happens for a reason” and this is true within the field
of cyberattacks. Behind every DDoS (Distributed Denial of Service) attack (a form
of cyberattack) there is an attacker with a motive for launching the attack. This paper
aims to cover and discuss a selection of these motives. Some companies do have
security measures in place to mitigate the chance of an attack or mitigate the damage
of a cyberattack, including a DDoS attack. However in some cases if the motive can
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be addressed it could be possible to prevent a cyberattack being launched in the first
place.

A DoS (Denial of Service) attack involves an attacker forcing a machine or
network resource to become unavailable in order to prevent intended users from
being able to access it. An example of a DoS attack is discussed later on in this
paper in “Table 3. Accident Case Studies”. DDoS attacks, unlike DoS attacks, often
involve multiple machines flooding a network forcing it to become inaccessible.
DDoS attacks have been defined in a variety of different ways with each defini-
tion either providing additional details to a previous definition or using different
terminology. A selection of definitions from sources include:

e Uses a network of machines usually compromised by malware and under the
control of a host to funnel traffic towards a target, flooding the system and
henceforth disrupting resources and access [1].

e An attempt to exhaust the resources available to a network, application or service
so that genuine users cannot gain access [2].

e An attack that occurs when legitimate users are unable to access information
systems, devices, or other network resources due to the actions of a malicious
cyber threat actor [3].

In some cases malware is spread from machine to machine compromising
machines as it spreads. This then allows a host to create a “botnet” which allows
the compromised machines to be controlled. Commands can be used to perform
malicious acts such as download files, upload documents and DDoS an address
provided by the host.

This paper discusses motives behind DDoS attacks as a form of cyberattack and
presents several motives that can be connected specifically to DDoS attacks. This
paper also discusses attacker personas and profiles and the motives that attackers in
a category may have. It can be argued that there is a need for tools supporting assess-
ment of risks and that cover stakeholders’ point of views [4]. Motives and personas
can be used to support the assessment of cyberattack risks. Behind a cyberattack can
be a singular motive, such as revenge, or several motives, such as in order to gain an
advantage in business and as an act of revenge against a previous employer.

Companies have measures in place to defend against cyberattacks, including
DDoS attacks and can mitigate the consequences. In some cases these defence mech-
anisms are not as good as they could be. It is reported that “cyberattacks in 2016
alone cost UK businesses as much as £30bn” [5] and therefore it can be suggested
that research into other aspects of cyberattacks need to be researched, including
the social side. The analysis of hacker communities and the way they behave may
lead to possible motives behind launching cyberattacks. This can be used to poten-
tially prevent attacks being launched in the first place, taking the focus away from
mitigating the consequences of cyberattacks.

This paper firstly addresses some background knowledge in order to address what
motives are, what motives can be linked to DDoS attacks and some case studies to
back up these claims. This paper then progresses to motives behind DDoS attacks.
The author details case studies and extracts the motives and discusses the attacker’s
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reasoning for launching the cyberattack. Case studies are used to highlight different
motives that an attacker could potentially have for launching cyberattacks. Following
this is a discussion piece where motives are discussed within the context of DDoS
attacks. Four tables (smokescreen, revenge, accident and cyberwarfare) are included
to present case studies linked to DDoS attacks and the motives behind them. This
will discuss the overlap between cyberattack motives and DDoS attack motives. The
paper also discusses motives that could be argued are only connected to DDoS attacks.
Attacker personas and profiles are then discussed with reference to an informal paper
as well as security companies and discusses their categorisation of attackers and the
motives that these attacker categories have.

2 Background

A motive can be defined as the reason why something is done or the reason for doing
something. Motives can be seen in daily life and are used often without even knowing
it. One motive for going to school is to learn, one motive for learning to drive is to get
somewhere quicker. Motives behind cyberattacks and specifically DDoS attacks can
be complex and sometimes unknown to a victim and investigators. Findings from
research into this field suggest that motives can be anything from revenge, to protest,
to financial gain. There can be more than one motive behind an attack. An interesting
feature of cyberattacks is, much like crime in general, financial gain appears to take
the largest share percentage for motives behind cyberattacks every year.

The company Verizon Enterprise released a 2018 security incident report with
the finding that 78% of security breaches were for financial gain [6]. Other motives
included revenge, for fun, protest, cyberwarfare and by accident. Although a DDoS
attack does not breach a system and data, including personal information, is left
untouched. This means data is not then used for blackmail or sold for profit. However
itcan be suggested that some DDoS attacks were also launched with a motive of finan-
cial gain. Research and findings suggest, a large amount of profit exists embedded
inside the dark web, with DDoS-For-Hire services and DDoS tools being sold for a
price online [7]. These attackers can be placed into a group called “Vendors”. Pass-
word brute forcing and DDoS-For-Hire services are claimed to accumulate more than
$100,000 a year [8]. Two individuals fitting the “vendor profile” go by the names
AppleJ4cks and M3ow. They founded a company named vDOS, an Attack-For-Hire
site and reportedly made $600,000 in its first two years of operating before it’s demise
in late 2016 [9]. With vendors being just one categorisation of cyber attackers, it can
be argued that other categories can also be determined. Attackers could then be sorted
into these categories.

In 2013 Hilbert wrote in the Network Security journal that cybercrime could be
broken into four categories, including cybercrime, cyber-espionage, cyber-warfare
and cyber-activism [10]. He discusses cyber-warfare and the intention being “to
disable or destroy systems” and discusses other reasons for attacks including a
disgruntled employee who wishes to destroy a former company and groups who
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wish to “make a mark on the world stage”. In 2011, Hjortdal discussed that there are
other reasons why cyber-warfare and cyber-espionage is felt necessary. Key reasons
being to deter other states by infiltrating their critical infrastructure, to gain knowl-
edge through espionage and to make economic gains where technological progress
has been made [11]. Cybercrime happens multiple times a day all over the world
and will continue to do so due to the financial gain that can be made and the relative
ease with which these crimes can be carried out [10]. Hollier discussed cybercrime
and mentioned personal factors such as financial gain can be viewed as a motivation
for both crime and cybercrime [12]. The motives behind attacks can be viewed as
a subjective matter and therefore further research into why cyberattacks occur is
needed.

It is suggested that there is “a need for increased research on who is involved in
hacking and their motivations” [13]. Further research into cyberattack motivations
benefits companies. It is reported that “cyberattacks in 2016 alone cost UK businesses
as much as £30bn” [5] and it being claimed that North Korea’s cyber war attacks
have seen financial costs of around $805 million for South Korea [14]. Cyberattacks,
including DDoS attacks, do not exclusively target large companies and organisations
but small companies can also be targeted “causing them to lose millions of money
and billions of data” [15]. Costs include compensation to clients and improvements
to the information system’s security. If motives are researched further, signs can be
developed and once spotted, dealt with accordingly. The same can be done with
attacker personas. If personas can be created and sorted into types then measures
can be put in place in order to mitigate the consequences of an attack or prevent the
attack. In order for this to be effective, research into cyberattack motives need to be
conducted fully and discussed.

As discussed, financial gain is one of the largest motives behind cyberattacks and
this includes attacks from ransomware. When discussing crime Hollier states that
the rational choice approach to crime suggests that “law-violating” behaviours occur
when a person has assessed their personal and situational factors and then decide
to risk breaking the law [12]. Personal factors included financial gain, revenge and
entertainment. Situational factors included “how well a target is protected and the
efficiency of the local police force”. Hollier goes onto state that if a person decided
that the reward outweighed the risk then it is likely that they would commit the crime.
Therefore if an attacker decides that the risk of launching a cyberattack is outweighed
by the profit or financial gain, they may decide to launch the attack.

Members of hacker groups such as Lulzsec and LulzRaft often state they hack
“just for fun” and although the attacks can often be harmful it is not for personal
gain but rather mostly for ego and competition [16]. It can be seen as an “intellectual
challenge”. An example of this was the unauthorised access of Vevo’s YouTube
account by two french citizens (one by the name of “Prosox’’) who went on to deface
popular youtube videos by changing thumbnails and captions of the videos. On
“Prosox’s” twitter page, he wrote “the whole hack was just for fun. Don’t judge me,
I love YouTube” [17].

Research suggested that launching cyberattacks and particularly DDoS attacks
with the motive of protest seems to be popular within hacker communities such as
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the hacktivist group Anonymous. In 2014, Martin Gottesfeld launched a series of
cyberattacks on a Boston children’s hospital on behalf of Anonymous. He claimed he
did it in order to protest the treatment of a teenager in a high-profile custody dispute.
The dispute was between a young girl’s parents and the Boston children’s hospital
who believed the parents were interfering with the girls treatment. The young girl was
taken into state custody [18]. These hacktivist group members feel strongly about
issues that occur and are motivated to launch cyberattacks as a means of protest. Due
to its effectiveness and sometimes ease of use, an attacker is motivated to use a DDoS
attack in order to protest against a company and disrupt the website and services.

Cyberattacks are also launched due to cyberwarfare. Motives behind these can
include protest, revenge and to display a cyber weapon. Nations can be motivated to
launch cyberattacks, including DDoS attacks, against other nations in retaliation for
physical events, to damage critical infrastructure and to show cyber dominance. It
can also be suggested that motives for these attacks can be to weaken the country’s
defences, prove cyber capability or simply to “poke the bear”.

Not all cyberattacks can be placed into the category of “cybercrime”. Penetration
testing is “essentially a controlled form of hacking in which the ‘attackers’ operate
on your behalf to find the sorts of weaknesses that criminals exploit” [19]. When this
occurs, a “pen tester” is employed by a company to effectively launch a cyberattack
on their system in order to test the security of the system. Once this is done a report
is created and vulnerabilities can be patched by the company. The motive taken from
these instances can be defined as “employed to do so”.

It must be accepted that accidents do happen. An employee might move an
executable or delete a file, or change a single digit on a piece of software that over-
loads the system. The employee of a company is often seen as the weakest link in
the security chain [20] and in 2013 Symantec released a report stating that in 2012,
two thirds of data breaches were caused by human and system errors [21] (Fig. 1).
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3 Discussion: Motives Behind DDoS Attacks

Several of the motives behind cyberattacks can also be specific to DDoS attacks. For
example, attackers use DDoS attacks in order to protest a company or organisation.
In some cases these attacks prevent users from seeing the content of the company’s
webpage. Research found that attackers sometimes launch DDoS attacks as a means
of distraction. “Basically a DDoS attack is not being used to take anything down but
to distract and confuse the IT staff in a company” whilst attackers infiltrate a system
on a different layer [9]. Examples of these can be seen in Table 1 where an attacker(s)
has been motivated to use a DDoS attack as a smokescreen or distraction.

Cyberattacks can be used as a form of revenge or anger and DDoS attacks are
no exception [25]. Ghandi et al. also discuss the timings of revenge attacks and the
occurrence of revenge attacks on anniversaries of events such as a Burmese Web site
that came under attack on the anniversary of 2010 failed uprising against the Burmese
junta. Table 2 shows three case studies where an attacker has been motivated to use
a DDoS attack as a means of revenge.

Table 1 Smokescreen case studies [22-24]

Knox County election night
cyberattack was smokescreen
for another attack
‘Whetstone, T 2018

Carphone Warehouse hackers
‘used traffic bombardment
smokescreen’

Williams, C 2015

The Great Sony PSN Hack
Philips, T (2016) 2011

* Attack did not affect
election results

* 2.4 million people affected
by hack

Attack began with the group
Anonymous launching a
DDoS Attack

* DDoS on election
commission website

Hackers stole personal and
banking details

77m user’s personal details
accessed

¢ Used as a smokescreen

» “Sophisticated attack”

Sony soon admitted an
“external intrusion”

Sword and Shield Enterprise
Security dissected attack at
$250 an hour

¢ DDoS used to distract as
hackers went in

Hack estimated a cost of at
least £105m

6 days after DDoS, another
attack realised

* Companies online systems
were being swamped with
junk traffic in the run up to
discovery of breach

Everyone wanting to change
their passwords caused the
server to crash once more

* Hackers were in the system
looking around. No personal
information stolen

* Caused just enough
problems without rendering
the network completely
inaccessible

At one point Sony faced 55
class action lawsuits

* DDoS “wasn’t overly
impressive but background
attack was more
sophisticated”

* Realised DDoS
smokescreens were
becoming more popular

Anonymous not happy about
treatment of George Hotz




Motives Behind DDoS Attacks 141

Table 2 Revenge case studies [26-28]

Man Gets 15 Years for DDoS | NCA targeted by Lizard WoW player sentenced to a
Revenge Campaign Squad in apparent DDoS year in federal prison for
Muncaster, P 2018 revenge attack crashing Blizzard servers
Hall, K 2015 Jeffrey, C 2018
* New Mexico man sentenced |« DDoS performed as * Romanian World of
to 15 years in prison “apparent” act of revenge as Warcraft player sentenced to
NCA were cracking down a year in prison
on users of Lizard Squad
* Launched DDoS attack ¢ NCA responded stating they | * Conducted a series of DDoS
against former employers are an attractive target attacks again WoW servers

and business competitors

He attacked companies who No security breach He would often have
chose not to hire him arguments with other
players on game

When he didn’t get his own

Launched attacks from own | Causeda temporary

computer via inconvenience way he would go offline and
DDoS-as-a-service DDosS the server so that his
offerings, on roughly three friends also couldn’t play
dozen targets

* Used IP anonymization,  Lizard Squad mocked NCA |+ Had to pay a fine to Blizzard
crypto currency to pay for on twitter for disruption to their servers

“DDoS-for- hire” fake
emails and HDD encryption
and cleaning tools

Case highlighted ease of ¢ NCA had measures in place | Although the DDoS attack
DDoS meaning site is generally up seemed harmless, it cost the
and running within 30 company

minutes but can sometimes
take a bit longer

As discussed earlier, accidents do happen when it comes to data breaches and
cyberattack and this also applies to DDoS attacks. Rather than a motive behind DDoS
attacks this is more of a DDoS cause. There would be an unknown motive behind
an accidental DDoS attack as the “attacker” or an investigator would be unaware of
his/her actions and consequences. However accidents are still a reason and a cause
for why DDoS attacks occur. Table 3 shows three case studies where accidents occur
and have caused a DDoS attack.

Another motive discussed earlier and shared between cyberattacks and specifically
DDoS attacks is cyberwarfare. Arguably the first major newform of warfare since the
development of nuclear weapons and intercontinental missiles [32], cyber warfare
has become the norm across many nations with nation-state sponsoring and damage
to critical infrastructure playing a key role. Nations can be motivated to launch DDoS
attacks by unfair treatment, as a mean of defence and as a way to protest. Table 4
shows three case studies where nations and hacker groups have been motivated to
engage in cyberwarfare.
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Table 3 Accident case studies [29-31]

This is how one man Apple’s i0S 10.3 fixes flaw Breitbart News’ FBI file

accidentally destroyed the used in accidental DDoS details how site accidentally

internet 30 years ago attack on 911 call system DDoS’d itself

Shackelford, S (2018) 1988 Campbell, M 2017 Morisy, M (2017) 2016

¢ The Morris worm * Apples accidental flaw * Breitbart News site noticed a
allowed code to be written large amount of traffic

that caused target iPhones to | straining its servers
continually dial 911
emergency call centres

* Robert Morris wanted to * The code went live and * Two days later it sent an
know how big the internet Arizona Police Departments | email to the FBI requesting
was received more than 100 assistance with the source of

hang-up calls within a few the IP addresses
minutes

Created a program to spread | * Calls were traced to a twitter | * They wanted to know if the

to computers and send a link that when clicked IP addresses were known to
ping back to a server activated the 911 call identify the criminal
* Mitigation was not good * Code could also be used to | » The FBI investigated and it
enough trigger pop-ups and open was concluded that once the
emails. network traffic had been

excluded it was traffic
coming from a
malfunctioning ad network

Program began to clog up » Desai was hoping to collect | < It essentially DDoS’d itself
the internet by both copying a bug bounty from Apple
itself to new machines and
sending those pings back

* The server recording the
pings became flooded and
all connections to it became
blocked

¢ Didn’t mean to start a DDoS
attack

With every motive discussed, there is an attacker who possesses the motive to
launch the attack. These attackers can have similar traits that link them to one another
and the motive for launching these attack. With this information, profiles and personas
are expected to exist in order to group together attackers and provide motives for
each category rather than each individual attacker.

In an informal paper written by Jack Krupansky, he defines persona as a type of
person who has a type of role and uses “worker role, consumer role, or management
role” as examples of this [36]. Later on in his paper, Krupansky labels “the people
responsible for making cybersecurity necessary” as Offensive Threat Actors (Fig. 2).

The persona, offensive threat actor (OTA), is used as an umbrella term to cover
several different types of hacker or attacker including state, amateur, and sociopo-
litical hackers. Krupansky also gives some motives for these type of attackers that
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Table 4 Cyberwarfare case studies [33-35]

143

Massive DDoS Attack Shut
Down Several Pro-ISIS
Websites

Sultan, O 2016

US Blames North Korea for
Series of DDoS Attacks
Conger, K 2017

Russia accused of unleashing
cyberwar to disable Estonia
Traynor, 1 2007

* Attacker(s) went by the
handle “Mons”

» US Department of
Homeland Security and FBI
issue bulletin linking North
Korea to series of DDoS
attacks to US businesses and
critical infrastructure since
2009

Estonia sparked a row with
Russia after it wanted to
move a memorial to the
Soviet Red Army to a
position of less prominence
in Tallinn

Conducted a series of DDoS
attacks against several ISIS

websites shutting them down

¢ Malware found that was
used by North Korean
Government to launch
DDoS attacks

* Riots broke out in Tallinn
and Estonia was hit by
major cyber attacks

It was to protest against the
sudden increase of terrorist
attacks

¢ Targeted the media,
aerospace, financial and
critical infrastructure sectors

DDoS attacks took down
online services of Estonian
banks, media outlets and
government bodies

DDoS attacks varied from
50 Gbps to 460 Gbps

* Only an accusation but both
departments have “teeth”
when it comes to blaming

* Journalists were unable to
upload articles to be printed
Estonian learnt and set up

North Korea more cyber defence

mechanisms

“This war needs to be fought
on many fronts, and we try
to cover one of them”

Sites were spreading violent
content and terrorist
ideology

¢ Some sites restored and
others listed for sale

agree with motives discussed earlier in Sect. 3. In this group are whistleblowers. A
whistleblower is a worker who reports a certain type of wrongdoing. Usually some-
thing seen at work but not always. Any report must be in the public interest [37].
In this case, one famous OTA is Edward Snowden. A whistleblower and previous
NSA contractor. Snowden leaked documents containing the NSA’s programs and
capabilities that were being used to monitor and record personal communications in
both the US and abroad [38].

One profile that appears consistently within literature, from companies such as
InfoSecurity and Zonefox, is the Insider Threat profile. “Insider threats can be detri-
mental to your organization, its data, and its brand reputation” [39]. This profile has a
lack of predictability or structure and can occur anytime and when it is least expected.
One of the only ways to prevent it is to observe behavioural changes that the insider
displays [40]. An insider threat profile can have several motives including to gain an
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advantage in a new job, in order to prove or make a point, and as a “harmless” joke
on a fellow employee.

Not all attacks are criminal and “security researchers” do have to be taken into
consideration. Bugcrowd, a company that connects organisations to trusted security
researchers, believe that these attackers can be profiled and sort them into five main
types. They also provide a description of what motivates these sort of white hat
hackers. Knowledge seekers are motivated by fun and enjoy the challenge whilst full
timers hack in order to provide themselves with a primary income. Hobbyists hack
as a hobby and spend their expendable income on cyber tools, virtuosos seek difficult
to find bugs and enjoy a difficult challenge and protectors are primarily motivated to
hack in order to make the internet a safer place [41].

Profiles are a subjective topic and companies and individuals create them based
on their needs. This may be to prevent a future attack, secure themselves in order to
mitigate the consequences of an attack, and as a way to recruit new employees who
may have the qualities of an attacker but can be beneficial to a company.

4 Conclusion

This paper looked into the motives behind cyberattacks and provided a section based
on DDoS attacks. Findings show attackers and the large range of motives that they
can have for launching cyberattacks. The motives ranged from individuals out for
revenge, to nation states engaged in cyberwarfare. This paper discussed the motives
that attackers have and found that these attackers could be, and in some cases have
been, sorted into types and these types could have their own set of motives. For
example, the insider threat profile could have several motives including to gain an
advantage in a new job, as an attack of revenge, to make a point/be noticed and as a



Motives Behind DDoS Attacks 145

joke on a colleague. Financial gain was also discussed as one of the main motives for
cyberattacks and this was found to be true in the case of DDoS attacks as well. The
claim that AppleJ4cks’ vDoS site made $600,000 in it’s first two years shows the
financial gain motive. It must be considered that the person visiting and purchasing a
DDoS attack from a DDoS-For-Hire site may have another motive, such as revenge
or protest but fundamentally the attacker hired is attacking for monetary gain.

In future developments the research presented in this paper could be extended
beyond DDoS attacks to look at other specific cyberattacks such as ransomware,
worms, or phishing individually and the motives that they share with other attacks as
well as motives that are exclusive to the specific attack. A new selection of attacker
profiles could be developed and then attackers sorted into these profiles. This would
provide evidence to back up the profiles and provide a justification as to why they
were created. These profiles could then be used in order to predict future “offenders”
and their motives and potentially be used as a method to mitigate the chances of a
cyberattack occurring. This could lead to a universally accepted collection of profiles.

This paper’s findings suggest that profiles and the motives that they possess are
subjective and are developed based upon the companies needs. Bugcrowd is interested
in white hat hackers and the personas that they could create to cover these attackers
and the motives that they possess, whilst other companies such as ZoneFox focus
on cyberattack damage from within a company and mitigating the chances of this
threat.

Research conducted whilst writing this paper showed that there are still cases
where motives behind the cyberattack are completely unknown and may stay that
way as the attacker cannot be traced, is unwilling to discusses their reasoning, or
the company has no interest in investigating why the cyberattack occurred. In many
of these cases only assumptions about motives can be made but there will not be
possible to know the real motive.
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Adriana Niechoy, Kristin Masuch, and Simon Trang

Abstract The information security has become one of the most important topics in
the modern information technology of companies. It influences the way companies
work and the exchange of information between them. Information security policies
are one of the most important instruments for compliance with information security
(ISC). It is particularly important that the defined rules are adhered to. In order to
explain human behaviour with regard to ISC, this paper uses the established theory
of Social Learning Theory (SLT) and Rational Choice Theory (RCT). However, they
are rarely used to explain the ISC. This article aims to combine behavioral and IS
research to better understand ISC. We provide an overview and description of the
effects of SLT and RCT on ISC through a PLS analysis. The results of this study
show that SLT has an influence on RCT and therefore the ISC can be explained by
the two theories used.

Keywords Information security policy compliance (ISPC) - Social learning theory
(SLT) - Rational choice theory (RCT)

1 Introduction

Along with digital transformation, information security has cemented itself as a
significant con-juncture within the business world. Due to the growing tendency to
handle all processes digitally and to store information in cloud platforms, the ques-
tion of a suitable information security strategy is gaining in importance [25, 27].
However, as is the case with many aspects of information technology (IT), informa-
tion security is not tangibly understood for everyone. Nevertheless, it is a construct
which is based on the cooperation of every part of a business, especially since new
technological developments have a significant influence on people outside the orga-
nization. In everyday life raise the question of how they are to be securely managed.
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Current research is searching for solutions that will guarantee information security,
while simultaneously avoiding losses to its overall efficiency [17]. An important
motivator for the economy is still the use of private smartphones, tablets, and laptops
at work, steadily adding to the growing trend of bring your own device (BYOD)
[12]. At this instant, the employee, who also plays an essential role in the imple-
mentation of information security policies, acts as the link between various devices
[9]. In most cases, an employee’s individual decision determines whether a data
breach or security incident may occur. Besides this, there are also technical weak
points in the information security policy of a company which directly cause security
gaps [16, 22]. Recent studies have shown that data breaches caused or facilitated
by employees cost companies billions of dollars [8, 29], and since 2017, over 500
breaches have been. Characterizing specific incidents into categories clearly demon-
strate that more than 65% of these are caused by accidental disclosures [28]. Again,
the purpose of new technologies is to support a person’s daily challenges and facil-
itate his or her work. Yet, this also blurs the boundaries between one’s private life
and work [32]. Routines that were developed at one time to simplify different situa-
tions in life should likewise have the same capacity to be used in all circumstances
accordingly. By using technical tools, sensitive information is either processed, or
new sensitive data is therein created. The processing or creation of sensitive data, or
research results worthy of protection, should be accompanied by a balanced infor-
mation security strategy. Meanwhile, the information security policy (ISP) has long
been an agenda for businesses. However, experience exhibits how compliance with
the ISP is not yet intensely anchored via the behavior of employees [16]. To manage
this challenge, increased influence and control is needed for implementing stricter
ISPs. One applicable solution is to educate users and analyze their behavior to estab-
lish long term information security sensitization [11, 25]. The area of information
security does not exclusively refer to the business con-text, with even public insti-
tutions like universities or town halls facing the challenge of a well elaborated and
initiated ISP.

This paper strives to find out how individuals learn and acquire information secu-
rity behavior and consequently how they implement it. Since the understanding of
information security and compliant behavior is mandatory for everyone, it can therein
be educational to analyze behavior patterns as they occur [8]. Therefore, the theory
of social learning is used for this purpose. The findings can provide information on
how individuals learn from the behavior of others associated with them. In a later
phase, the “learned” behavior is defined by a reinforcement transfer by authorities
[1, 5]. Based on this idea, information on ISP compliance can be better distributed
in the future [18]. Further-more, another focus of this paper will be on the constructs
of Rational Choice Theory. This theory examines decisions made by individuals
using rational indicators [26, 34]. In the context of this paper the following research
questions (RQ) are addressed:

RQI: How do social group influence and reinforcement shape an individual’s
process of rational decision making in the context of information security
behavior?
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RQ2: How do rational choices influence information security behavior?

The following chapter provides an overview of information security, Social
Learning Theory, and Rational Choice Theory. Subsequently, the research model
of the empirical studies is described. Moreover, the hypotheses on the structural
equation model (SEM) and the research design are described in detail below. The
fourth chapter gives an insight into the methodology, while the results of the studies
are described in the fifth chapter. Finally, a discussion and a summary of the results
conclude this paper.

2 Theoretical Framework

2.1 State of the Art Information Security

Information security affects businesses in almost all areas, with one example being
the implementation of new computer firewalls or software. Threats or security gaps
lurk everywhere, including when hiring of a new employee or upgrading equipment
[17, 20, 33]. Nowadays, every business has a defined security policy, with the infor-
mation security policy being regulated. The inside security policy terms refer to
maintaining the internal data from, for instance, hacker or malware attempts [25],
while the outside security policy terms protect the business and its business partners.
The research field of information security continues to increase, in part due to unsatis-
factory solutions yet to be found, of which could cover all problem areas adequately.
In most cases, studies on the analysis of the causes of information security breaches
depict employees as the main perpetrators [17]. Reasons with this depiction are e.g.
the lack of accuracy in the execution of the ISP, the ignorance of the specifications,
as well as resistance against ISP in general [29]. Therefore, most research questions
relate to the improvement of employee compliance towards the companies’ ISPs [33].
Latest research has displayed enhanced knowledge about ISP, demonstrating a better
attitude towards ISP [29]. Furthermore, various\methods established from the fields
of behavioral psychology and social theories are implemented to increase employee
awareness. Likewise, psychological aspects often play a role in behavior formation
[23]. One example of a theory that relates to behavioral education is the theory of
social learning [3]. In reference to information security, this theory to be combined
incrementally enough [18]. Due to its structure, the Social Learning Theory offers
possibilities to explain how people adopt behavior patterns and eventually reuse them
in their later behavior [1, 5]. By breaking down behavior patterns, new insights can
be found and used to create adept training measures. Another intriguing aspect of
information security comprehension is the analysis of information security gap emer-
gences. Since the main reason for violations is an already ISP informed employee
of the company, it can be assumed that subjective decisions are made in accordance
with ISP compliance, or therein lacking. Current literature on behavior oriented theo-
ries examine the Rational Choice Theory, often incorporated into research models to
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explore the rationality of behavior [13]. For this research paper, a model is developed
that includes: the intention to comply with ISP, rational decision in a violation situa-
tion, and analysis of previously acquired behavior patterns. In the next chapters, the
characters and components of Social Learning Theory and Rational Choice Theory
will be presented.

2.2 Social Learning Theory

The theory of social learning was primarily developed by two different authors:
Akers (1979) applied social learning for the first time as a unique theory, as previ-
ously social learning was only a part of the social structure theory. Additionally, in
1964 Bandura and Walters had defined the different items and features of the theory,
being differential association, imitation, definition, and differential reinforcement.
Together with these applications, the combined theory has its origins in behavioral
research and is frequently used in the field of criminology, while criminal traits can
also be identified in the area of information security. This connects Social Learning
Theory (SLT) and information security. Thus, the awareness of information security
is particularly made aware to the public through criminal incidents such as data theft
or whistleblowing. Previous studies, which investigate behavior and other variables,
present a basis for the hypothesis that behavior can be managed in the context of
social learning. Through this application and by focusing on behavioral education
at a young age, upcoming influencing structures can be pointed out [3, 18]. Hence-
forth, the SLT is divided into four different phases: The first step is to establish a
learning environment. Often, the division into different groups is applied, all with an
emotional connection to the subject and familiar with the theme of the interview. This
stage is called differential association and forms the basis of the theory. Received
attitudes and values from others are taken up by the subject and are subsequently
imitated in the imitation phase [1, 7]. During the second step, imitation, the subject
independently forms definitions of his or her behavior, which can be drawn upon
in later situations. Experiences gained by applying certain behavioral patterns are
stored by the individual. Therefore, the person decides independently if these behav-
ioral patterns will be reapplied for future situations, or if they will be rejected, with
this step being titled definition. The last phase of SLT is differential reinforcement.
In this state, the learned and implemented behavior itself can be regulated by the
outside world, since the reactions of third parties influence certain behavior, hence
achieving reaction through positive or negative feedback. That means the applied
behavior is either followed by a sanction or confirmation [1, 5, 23, 31].

The SLT allows us to explain behavior within specific groups. Furthermore, SLT
can be used to investigate different reinforcement measures of behavior. We use this
feature of SLT in our study to find out how people are influenced by others as they
acquire new behavioral patterns related to their information security behavior.
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2.3 Rational Choice Theory

The Rational Choice Theory (RCT) originates from the microeconomic theories [8,
10, 13] and therefore formally does not belong in the scope of behavioral theories,
such as the theory of social learning. In many research projects, however, the RCT
has been linked to behavioral research. Thus, it is difficult to give a clear definition
of RCT, as many different aspects can be integrated into the framework of the theory
[13]. It can be additionally noted that RCT relies on the means with which individuals
choose to achieve their intended goal [13, 26]. As a result, the aim is to use RCT to
analyze decisions that motivate respondents in maximizing their expected benefits as
homogeneously as possible throughout particular scenarios [10, 13, 34]. However,
the assessment of the expected utility depends on the individual evaluation of the
influencing factors. The expected utility can be calculated by balancing benefits
and costs of choices [8, 34]. A relativization of the influencing factors is difficult
to implement through their subjective evaluations. Externalization of the triggering
factors can be achieved by numerical representation of these factors. In this way,
the rationality of the decision can be, in parts, better understood externally. Studies
in this field have already analyzed that individuals, after measuring all factors, do
not choose the best alternative choice, but rather the most satisfying one [34]. A
decision balanced over all costs and benefits is consistent with preferences of an
individual and therefore rational [8]. Another reoccurring problem is the level of
consideration. The alternation between decisions at the micro level and individual
actions in decision making is often blurred. If incentive systems are created, they
likewise considered in the decision making process, disassembling the rationality of
this decision [10]. Moreover, Coleman and Fararo (1992) previously pointed out that
the theory of rational choice is best combined with theories that better analyze the
field of social questions. In our research design, this role is adopted by the theory of
social learning. With the guidance of the SLT, the social influencing factors of the
decisions are covered, while these social factors have an influence on the personal
evaluation of the decision. One contrasting challenge of RCT is to evaluate the costs
and benefits in a measurable or transparent manner for the respondent. If this is
not guaranteed, the personal effects of the action cannot be assessed as efficient or
inefficient by the concerned persons and the decision is not based on rationality [10].

3 Research Model

Inspired by current research in information security, we chose a two-stage research
model. The focus of our study was to discover how employees build their informa-
tion security behavior to develop future measures in improving the sensitization of
employees and prevent misconduct. The research model is presented in Fig. 1.

It is based on the Rational Choice Theory and the other the Social Learning
Theory, both from the field of decision-making. RCT deals with the question of how
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benefit-cost calculations are used to make decisions [8, 24], while the theory of social
learning describes historical influences that unconsciously influence an individual in
his or her actions. In this research design, we use the RCT to show how the theory
of rational choice has an influence on a subject’s final decision. Linked to the SLT,
it should be clarified whether the rationality of a decision is influenced by social
groups or differential reinforcement of the SLT.

3.1 Aspects of Social Learning Theory

As already mentioned in Sect. 2.2, only some aspects of SLT are used in this research
model, as a reference to the entire theory would over-extend the scope of the present
research work. For the investigated research model two aspects of SLT are used:
Social influencing groups, as part of the item Differential Association, as well as
punishment and reinforcement as variables of the item Differential Reinforcement.
To specity, social influencing groups are one of the defining characteristics of the
SLT. In connection with the idea of the costs of your actions, the theory of social
learning successfully paves the way for “moral detriments” [2]. The variable of social
influence explains behavior that is monitored by other people [23]. These people
define peer groups, who have an influence on individuals during different periods of
his or her life. As young adults, the group of friends is the most important reference
group, while later on, co-workers and managers become a more important influ-
encing factor regarding work-related issues. Thus, the influential peer groups change
throughout a person’s lifetime and its different stages. Behavioral patterns are adopted
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as the result of the peer group that is most likely to influence the individual. Corre-
spondingly, the initial hypotheses in our research model are the influence between

the social influencing groups and our assessment of the costs of non-compliance with
ISP:

Hypothesis 1: Friends influence the evaluation of the costs of ISP non-compliance.
Hypothesis 2: Co-workers influence the evaluation of the costs of ISP non-
compliance.
Hypothesis 3: Management influences the evaluation of the costs of ISP non-
compliance.

Differential Reinforcement is the second variable of the SLT involving the afore-
mentioned reinforcement of behavior patterns already in use. Either positive rein-
forcements such as rewards, advantages or recognition can be used or negative
feedback such as punishment, negative recognition or consequences is given. In
our research model, both manners are investigated. The following hypotheses are
modeled:

Hypothesis 4: Sanctions influence the evaluation of the cost of ISP non-
compliance.
Hypothesis 5: Advantages influence the evaluation of the cost of ISP non-
compliance.

3.2 Aspects of Rational Choice Theory

The purpose of this research model is to understand which part is inherently repre-
sented by the demand to optimize the costs of making a decision. In order to address
this question, the RCT deals with the balancing of actions and their expected results
[10]. It consists of three constructs which analyze the expected costs of an activity,
the expected benefits of an activity and the costs of no activity whatsoever. After
weighing all alternatives, that the option which represents the most satisfactory solu-
tion is decided upon [13], ensuring that the benefit is at its maximum, the costs
minimized and the highest expected benefit for the decision maker still [10]. Only
one aspect of the RCT is used in the research model in order to expand the scope
of the present research work. For the investigated research model, the aspect of the
cost of non-compliance is likewise used. The construct of non-compliance related
costs is described by the costs which can occur if the prescribed course of action
is not followed. Additionally, the expected disadvantages of a violation are queried.
If a decision for a security breach is made, the personal disadvantages are therein
calculated, while simultaneously being shaped by what taken place contrary to that
of the benefits of compliance, such as intrinsic costs, sanctions and the vulnerability
of resources [8]. Thus, the following hypothesis is developed:

Hypothesis 6: The costs of non-compliance influence the intention to comply with
ISP.
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4 Research Design

4.1 Experimental Design

The research model is implemented with a scenario-based questionnaire. The aim is
to find out how people behave in the case of a security breach and which factors lead
to their decision. A total of 276 questionnaires were submitted. 215 answers could
be used for the evaluation. To measure ISP compliance recent research suggests two
different approaches: the first approach is the scenario-based measurement, while the
second approach is the behaviorally anchored approach. Both methods have advan-
tages and disadvantages [25, 33], whereas for the following study, we employed the
scenario-based approach in order to show the participants a scenario before answering
the questions, within which they can place themselves easily into the situation of an
ISP breach [21]. Thereafter, questions regarding their individual opinion about their
behavior and attitudes follow, with the attitudes of the participants being checked
by the item of the RCT. The presented scenarios are orchestrated in two separate
ways through items of the SLT. Thus, the constructs of social influence of “close”
peer groups and the reinforcement of behavior are equally covered. Furthermore,
according to the research design, single components or combinations of the compo-
nents from the SLT can likewise be used. To implement our research method, we use
adaptations of the component called Differential Association. The Differential Asso-
ciation represents the adoption of values and attitudes of others through interactions
[7, 23]. Therefore, we have derived the indicator of social influence, which describes
interaction partners through specified peer groups. The second manipulation was the
indicator of the Differential Reinforcement items, punishments, and reinforcements.
The aim was to give the participants an impression of which experience has already
been gained with ISP breaches. Thus, four possibilities were distinguished, while
either sanctions or rewards were received with either high or low intended impact.
As mentioned before, the scenario was followed by questions regarding the indi-
vidual assessment of the costs for not complying with the ISP of the business. Based
on the RCT items of these constructs, an answer as to whether or not individuals
will act rationally when deciding to commit a security breach can be pursued. The
indicators of SLT should establish a relationship between related peer-groups and
measure the influence the subsequent group attitudes and their effect on the decisions
of the individual. Another important goal pursued is the linkage between two theories
in the research model towards identifying the behavioral pattern of ISP Compliance.
On the one hand, the SLT is used to analyze influencing factors and learning environ-
ments [1], while at the same time the RCT, which does not officially depict behavior
patterns, but provides insight into the decision-making process [13].
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4.2 Operationalization

The survey began with a scenario, which described a new employee from the hiring
process to an IT security breach. A total of 24 different plot structures were used
in the questionnaire. In each subsequent interview, one single scenario was allo-
cated to the participants. The scenarios were hence manipulated on two different
levels: On the one hand, an indication was made about either friends, co-workers or
management personnel, which reflects how this group assesses ISP, embodied by the
distinction implied between “ISP is relevant” and “ISP is negligible”. On the other
hand, the second indication describes previous experiences with ISP breaches. A total
of two groups were distinguished, the first of which with sanctions. A differentiation
between high treatment and low treatment was made, while in the second group,
positive reinforcement of behavior was applied. As in the first group, a differentia-
tion was made within high and low treatments. Subsequent to the scenario, various
questions were posed to interviewees. A total of six blocks were asked, as well as
various demographical data, which are presented in the following: The first block
contained four questions, which asked for an evaluation of the presented behavior. A
6-point Likert scale was used for possible answers. All the questions were formulated
to apply with a “agree or disagree” scale, where 1 means “strongly disagree” and 6
means “strongly agree”. There are different opinions in the literature as to whether
an odd or even scale makes more sense. Whereas for this research model, we have
deliberately chosen an even scale, so that our test persons do not have the possibility
to decide for a neutral statement. Since many questions ask for the opinion that refers
to the discrete scenario, it was important to us that the answers point in a clear direc-
tion. Questions in Block II refer to the understanding of the scenario. The purpose
of these questions was to check whether respondents had read the scenario carefully
enough. The questions were specifically tailored to the group of people addressed
in the scenario. In addition to the 6-point Likert scale, the answering option ‘“Not
specified” was added, in order to give respondents the opportunity to indicate if the
scenario was unable to mention the topic at all. Moreover, Block III asked two ques-
tions about the personal behavioral intention in the case of the described scenario.
The two behavioral possibilities, “I behave in the same way/act differently”, were
formulated. The Blocks IV-VI referred to the items of the RCT and asked with
four questions each concerning the benefits of compliance, costs of compliance and
costs of non-compliance the attitudes of the test persons, while these questions could
likewise be answered with a 6-point Likert scale. Subsequently, personal data of
the test persons was also collected, ranging from age, gender, educational gradua-
tion, number of professional years and the field of work. On top of that, a block of
questions was asked with regard to how IT competence is assessed and how often
sensitive data is used at the workplace. The questions in sections block IV (BoC) and
block V (CoC) and the personal data were used as control variables in the analysis
of the SEM.
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5 Results

5.1 Sample Characteristics and Scenario Check

Within the sample, 52% of the participants were under 25 years of age and also
displayed an amount of work experience of 51% in total less than 3 years. This
matches with our research design. Because it is more likely that behavior patterns will
change at a younger age. Furthermore, a large part of the sample has already achieved
a university degree, from which it can be concluded that participants are working
full-time. Nearly 80% of the participants indicated that they use IT at their job,
from which over 51% strongly agreed. The data on BoC, CoC and the demographic
data additionally serve as control variables for the SEM. The control variables were
checked with the Smart PLS software and are represented along with the rest of our
SEM variables in Table 1 and Fig. 2. When analyzing the scenario manipulations, it
can be concluded that the treatments of the management group were best understood
in comparison to the other groups. Considering the mean values of each scenario, we
can see that the low treatment that affected the management was the least understood.
The directions intended to increase ISP compliance were not perceived. Thus, the
scenarios that had a low treatment were rated as more beneficial than those with high
treatment.

5.2 Measurement Model

Before testing our structural model, we run tests to check the quality of our reflec-
tive constructs. First, we examined the convergent validity, which is defined by two
different values. The composite reliability (CR) which describes how well the associ-
ated items are suitable to measure the latent variable. The acceptable range of values
for exploratory research is above 0.6 [4]. In addition, it is recommended to generate
the AVE values at least up to a limit of 0.5, so that the influence of the error is less than
the variance [19]. As shown in Table 1 all inter-construct correlations have values
for CR which are higher than 0.6, as well as values for the AVE which are higher
than 0.5.

Secondly, we examined the discriminant validity. An index to this quality factor
follows the Fornell-Larcker-Criteria, which is the square root of the AVE [14]. In
Table 1, all relevant values of these scores are pictured in blue frames. To confirm
the discriminant validity, all square rooted AVE of this model have to be higher than
the latent variable correlation values of this construct. Additionally, another value
to verify the discriminant validity is the cross-loadings. The PLS-indicators load
much higher on their hypothesized factor than on other factors (i.e. own loadings are
higher than cross-loadings). The loadings of our items (Appendix A) indicate that
the discriminant validity is confirmed.
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Table 1 Inter-construct correlations, CR, AVE

Constructs CR AVE INT BoC CoC ConC G F G C GM Pun Rein Aff Age Gen Grad Indu WE

GM na 10065 0026 0074 0112-0.184-0193 n.a.
Pun  na.  1-0086-0.011-0.005 0.040-0.059 0.034-0.055
Rein  na. 1 0.019-0.004 0.005 —0.105 0.028 0.006 0.007-0.335
Aff 0918 0.789 0.039-0.066 0.004 -0,094 0.100-0.036 0.074 0.068-0.022| 0.888)|
Age  na. n.a. 0.128 0.083 0.029 0.155 0.025 0.114-0,057-0.050 0.030 0.001,
Gen  na. n.a. 0074 0.025 0.045 0.123 0.060 0.048-0.002-0.131 0.111 -0.017 0.568 n.a.
Grad  na. n.a. 0.047 0.009-0.010 -0.033 ~0.091-0.032-0.046 0.089 0.002 0.135 0.068-0.066
Indu  na na 0097 0.130-0067 0.109 0.090 -0.067 0.025 0.009-0.044 0.161 0.067 0.038 0.227
WE__ na_ na 0011 0.084-0.031 0.169 0.090 0.069-0.008-0.008-0.094 0.065 0.204 0.030 0.046 0.185

INT |0.924] 0.801[ 0.895 0o 0o 0 o0 0 o0 0
BoC | 0.854] 0.594| 0.473 00 0 0 0 0 0
CoC | 0.789[ 0.556|-0.392-0.435 o 0o 0 0 0 0 0
ConC |0.933[0.776 0.461 0.450-0.237 0881 0o o0 0 0 o0 0
GF na  1-0003 0.024-0006 0077 na] 0 0 0 © 0
GC na 10126 0080-0029 0.222-0.211 0o 0 o0 0
0 o 0

0 0

0

Oo0Oo0o0oo0oo0oooo

OO0 o0o0oo0oo0o oo oo

OO0 000000 OO0 OoOOo
OO0 O0OO0OO0O0O0O0OO0OOoOOoOo o
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Note INT—Intention to comply with ISP, BoC—Benefit of Compliance, CoC—Cost of Compliance,
ConC—Cost of non-Compliance, G_F—Friends, G_C—Co-workers, G_M—Management, Pun—
Punishment, Rein—Reinforcement, Aff—Affinity, Gen—Gender, Grad—Graduation, Indu—
Industry, WE—Work-Experience

5.3 Structural Model

The analysis of the research model was performed using the partial least squares
(PLS) method of the Smart PLS 2.0 software. The results of the estimation are
presented in Fig. 2. To assess the structural model, a bootstrapping procedure oper-
ating with 8500 subsamples was used to estimate the statistical significance. In PLS
estimation, the primary indicators of model fit are the R? values of the dependent
constructs [15]. The R? value of 0.3602 of Intention to comply with ISP indicates
that the examined costs of ISP-non-Compliance explain about 36% of the variance
of Intention to comply with the ISP. Furthermore, the examined category explains
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Fig. 2 SEM with R2 and path coefficients (Note *significant at 0.1; **significant at 0.05;
***gignificant at 0.01)
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17.24% of the Costs of non-Compliance. The hypotheses which revealed to be signif-
icant are the different social influencing groups (friends, co-workers, and manage-
ment) on the Costs of non-compliance with ISP. The only hypothesis that is not
significant is the Differential Reinforcement on the Costs of non-compliance with
ISP. In addition, it should be noted that the control variables Cost and Benefits of
compliance are significant with Cost of non-compliance and Work and IT Affinity
are significant with ISP.

With the presented research concern, we have attempted to discern whether social
groups and punishments or reinforcement of behavior influence our rational decision
making. We investigated 5 groups that we related to RCT. A total of 6 hypotheses
were formed which represent the individual dependencies. All three hypotheses of
the social influencing groups were confirmed: H1, H2, and H3. These examined the
influence between Friends (H1 0.170%*), Co-workers (H2 0.281***), and Manage-
ment (H3 0.213***) on the Costs of non-compliance. Besides social groups, the
influence of experiences was also investigated for whether Punishment for miscon-
duct or Reinforcement of behavior, such as rewards or other incentives, each have an
influence on the rational choice (H4 and H5). However, neither of the two hypotheses
could be confirmed with our sample. Furthermore, we investigated to what extent the
assessment of Costs of non-compliance has an influence on the Intention to comply
with ISP. The hypothesis was confirmed with the highest level of significance (H6
0.314%*%*). Furthermore, the cost of non-compliance, which describes the costs that
can occur if the prescribed course of action, is divergent from our findings [8]. The
aim of the RCT is to locate the person’s most satisfying alternative [34]. It can there-
fore be confirmed that the lower the cost of a non-compliant action, the more one
chooses this alternative.

6 Discussion

6.1 Summary of Findings

To examine the first research question (How do social group influence and reinforce-
ment shape an individual’s process of rational decision making in the context of
information security behavior?), we analyzed the impact of Differential Association
and Reinforcement on costs of non-compliance. Our results show that Differential
Association in this case represented by the groups of friends, employees and manage-
ment has a significant positive impact no matter which social group is considered.
Thus, the attitudes of the social groups influence the behavioral patterns, the costs
of non-compliance are perceived as high, the attitude carries over just as if they
were perceived as low. In contrast, differential reinforcement, neither as a punish-
ment nor as a reinforcement, has a significant effect on rational choice indicators.
This suggests that differential reinforcements do not lead to a significantly increased
cost of non-compliance. To answer our second research question (How do rational
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choices influence information security behavior?), we researched the construct of
Cost of ISP non-compliance of RCT. Our survey has shown that the construct has a
significant positive impact on information security behavior. This can confirm that
the costs of non-compliant influence the intention to behave compliantly, suggesting
that the higher the costs of non-compliant behavior is perceived, the more likely it is
that employees will have the intention to behave compliant.

6.2 Contribution

This paper provides a contribution to research by linking the aspects of two theories
together. Although most of the known literature tries to explain ISP behavior with
different theories, most are only considered side by side and not directly connected
to each other [21, 30]. Using the items of SLT, a relationship between a behavior-
oriented theory and RCT was established and applied to a behavior-oriented question.
This allowed us to confirm that, although the RCT does not provide a focus for the
explanation of behavior, it remains still suitable for the evaluation of actions. For the
practical implications of this paper, we generally recommend considering the specific
characteristics of our positively linked relationship between SLT and RCT as part of
understanding employee behavior. However, no clear results have been obtained yet,
while there is still potential for further research to identify indicators that encourage
employees to behave compliantly. The resulting measures for training programs help
companies to subsequently protect their information and thereby protecting their
employees as well.

6.3 Limitation and Future Research Directions

A chronological approach is used to identify the limitations associated with the devel-
opment of the research model. All scenarios were manipulated on two levels, with an
attempt to achieve a treatment with a high impact on the reader and a lower treatment
being applied. The results of the manipulation checks show that the manipulations
were not formulated clearly enough, due to the difference between the high and
low scenarios not fully considered. Another vulnerability of the survey’s conception
relates to the design of the manipulations. In four scenarios, each which refers to the
management low level of ISP, the management group was not explicitly mentioned.
As aresult, the respondents attached less importance to the statement of the scenario
reflected in the mean value (5.282) of the manipulation check. From the RCT, only
the aspect of cost of non-compliance assessments was effectively approached. By
further inquiries, this aspect can be analyzed on a deeper level. For instance, it is
possible to analyze what is considered to be the cost of non-compliance with the
ISP. In addition, the impact of benefits and costs of compliance on ISP could be
examined, and due to the small research framework, this analysis was not carried out
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in the study. The survey data was collected online and primarily aimed at students at
German universities. Therefore, the group of participants is characterized by young
students, which does not exclude a distortion of the data. During the data evaluation
with Smart PLS, the suitable sample size for the bootstrapping was searched. Since
the computer capacity is limited, no sample larger than 8500 was allowed, although
the values of the T-statistics varied.

6.4 Conclusion

With the present research study, we attempted to make a further contribution to the
analysis of the participation of employees in the protection of information security.
We were able to show that there is a connection between decision-making and social
influence groups. Nonetheless, the analysis of items that motivate or discourage us
to behave appropriately needs to be further elaborated in additional studies, thereby
important aspects for training measures can be derived. In this way, companies retain
control over what can be done to protect themselves from data loss. In addition, inves-
tigating how the results change when the study is conducted in a different cultural
context could yield interesting results. This information is particularly noteworthy
for organizations that operate globally and employ people with different cultural
backgrounds. In summary, training measures need to consider this aspect in order to
maximize the effect upon employee capabilities with respect to information security.
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Abstract Contemporary information systems in combination with high-speed
internet, liberate individuals as they set them free from time, place and device restric-
tions of their everyday life. As a result, they blur the boundaries between work, social
and personal life contexts. In this paper we introduce the concept of digital eman-
cipation to refer to the notion of freedom experienced by individuals due the wide
use of contemporary information systems. We argue that digital emancipation may
have both a positive and a negative impact in each context as the individual may be
at the same time be digitally emancipated, but also bound to the technology and its
capabilities or limitations. We draw on existing literature to provide indications that
digital emancipation is associated to both positive and negative experiences within
each context and highlight that tensions between these mixed experiences exists.
Building on this analysis, we then set the ground and motivates the need for an inte-
grated theoretical framework for understanding the balancing effort of the digitally
emancipated individual.
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1 Introduction

The more widespread, ubiquitous and sophisticated information technologies
become, the greater are the opportunities and challenges that they present for their
users. Contemporary information systems (IS), such as cloud computing, wear-
ables, smart home devices, RFID tags, smartphones, in combination with the wide
deployment of high-speed Internet promise convenience, speed and enhanced user
experience. As such IS become increasingly omnipresent, intelligent and intercon-
nected, individuals become liberated from time, space and device constraints. Blik-
stein [4] describes an experiment in a low income community in Sdo Paulo, Brazil
and concludes that “use of expressive technologies could be a powerful agent of
emancipation”. The word emancipation encapsulates this notion of freedom, but
also extends it; it also assumes empowerment to do things and implies the users’
willingness to reach a better state or status, in this case by exploiting an enabling
digital technology. We therefore propose the use of the term digital emancipation to
define this IS-enabled state where individuals are set free from time, place and device
restrictions in the different contexts (personal, social or work) of their everyday life.
We argue for this broad definition, because it will enable us to theorize about the new
state of affairs of IS use. In particular, we are interested in the tensions created by the
positive implications of digital emancipation, its negative implications and the way
in which these tensions span different contexts of use.

In the past, physical and time boundaries or technological limitations made it
difficult for individuals to operate persistently within more than one context at a time.
Such boundaries become increasingly blurred, offering IS users notable choices and
benefits. A single device such as a smart phone may, for example, simultaneously
support work flexibility, health monitoring, enhanced communication and so on. At
the same time, digital emancipation may also have a negative impact on the individual
such as a pressure to be ‘always on’, leading to information overload, lack of work-life
balance, anxiety and so on. The individual is therefore called to appreciate, evaluate
and choose among the opportunities and restrictions of digital emancipation across
different contexts (Fig. 1).

In each context, digital emancipation can have both a positive and a negative
impact, whereby the individual may be at the same time digitally emancipated, but
also bound to the technology and its capabilities or limitations. This state may create
tensions for the individual. For example, in the work context, the individual can work
remotely, while ‘on the move’. This makes the worker more flexible, and potentially
more productive, but may create the expectation to be ‘always on’, at the expense
of other work activities. In the social context, people are brought together through
social media, but their communication patterns may change as they develop habits of
texting short messages or communicate with physically remote friends while ignoring
friends who are physically close. In the personal context, digital emancipation affects
both utilitarian and hedonic technology use. For example, wearable technologies
may enhance an individual’s personal health by encouraging healthy habits such as
walking, but may simultaneously create stress if the desired number of steps per day
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Fig. 1 Contextual Work
dimensions of digital
emancipation

Personal
Social

is not reached. Similarly, online gaming may offer entertainment, but may also lead
to addictive behavior.

2 Literature Review

Such benefits and limitations have been studied in the extant literature, through a
set of related concepts and constructs (see Table 1 for indicative examples). This
literature presents a valuable mosaic of in-depth studies, each typically focusing on a
particular IS phenomenon (e.g., telework) or on a particular technology or platform
(e.g., mobile devices, cloud computing, social media, wearables, virtual worlds).
As a result, these studies concentrate on IS adoption or use in one context, with
some exceptions that focus on boundaries, presenting tensions across the work and
personal/family context, as in the case of work-life balance studies (e.g. [1, 21]), or
studies of portable devices [15, 17].

By introducing the concept of digital emancipation in this paper, we provide the
basis for an integrated framework for positioning this research work, and for bringing
to the fore the tensions that digital emancipation entails. This is depicted in Table 1
with examples of the positive and negative impact of digital emancipation, both
within and across contexts, and the resulting tensions. While this table can serve as a
mapping device for relevant research work, it is not intended to provide an exhaustive
account of relevant issues. Its value rather lies in serving as a sensitizing device for
considering the broader impact of digital emancipation. This is important, because
as technology use intensifies so do the tensions triggered by digital emancipation.

Digital emancipation, by definition, acknowledges that the boundaries between
work, social and personal contexts of use are blurred, as it enables the individual
to co-exist in more than one context at a time (e.g., replying to an email while
being out with friends, checking number of steps on wearable while at work). When
contexts merge, as a result of digital emancipation, its positive and negative impact
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Table 1 Indicative impact of digital emancipation in diverse contexts and across contexts

In the work context

In the social

In the personal

Across contexts

context context
Positive Flexibility [11, 21] | Enhanced social | Enjoyment [8] Improved work-life
Job autonomy [1, support [15] Health balance [11]
21] Increased monitoring [9, 10] | Enhanced exercise
Creativity [2, 6] participation in More motivated | habits [3]
Productivity [21] voluntary [3]
Reduction of work | activities and Enhanced
overload [21] politics [20] exercise habits [3]
Collaboration [7] Making new
friends [16]
Social
contagiousness [3]
Negative Work exhaustion Inattention [13] Stress [19] Work-family
[1] Communication Depression [19] conflict [3]
Job stress [20] with family Poor sleep [5] Work-life conflict
members [14] [21]
Comparison to Autonomy paradox
others [3] [15]
Internet paradox
[12]
Indicative | Job autonomy Social Enjoyness versus | Better monitoring
tensions versus work contagiousness stress of employees

exhaustion
Flexibility versus
job stress

versus comparison
to others

versus privacy

may be redefined (last column of Table 1). Benefits in one context may have multi-
plying effects for other contexts (e.g., increased connectivity and flexibility across all
contexts; improved work-life balance) or may have constraining effects and present
new tensions (e.g., enhanced health habits but). By creating new tensions across
contexts, digital emancipation signifies the emergence of a new overarching, unified
context where the distinction among work, social and personal spaces become less
relevant. With reference to Fig. 1, the individual has to navigate this novel inte-
grated space where work, social and personal life represent dimensions rather than
distinct spaces, as they did in the past. Digital emancipation provides a vocabulary
that enables a discussion about this novel space, focusing on the individual rather
than a specific technology.

3 Building a Framework of Digital Emancipation

As digital emancipation fosters the creation of tensions within and between contexts,
it increases the pressure experienced by the individual. To be able to reduce the
pressure felt, the individual strives to find a balance between the positive and the
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Finding Balance

T

Fig. 2 The ongoing balancing act for the digitally emancipated individual

negative impacts of digital emancipation. Achieving a sense of balance is tough,
because multiple tensions need to be managed, and temporary, because new tensions
arise. The first step in this ongoing process, is realizing that tensions exist. For the
digitally emancipated individuals, tensions may not be obvious as they are already
immersed in this complex context and take some of these pressures for granted.
Once the tensions are realized however, the individual can identify a desired state,
where the positive impacts of digital emancipation are maximized and the negative
impacts are minimized, and then attempt to reach that desired state (for example,
by managing expectations or putting limitations or boundaries to the use of certain
technologies). However, while attempting to reach the desired state, the individual
may become conscious of additional tensions, or additional pressures from work,
social or personal contexts may arise. Such pressures may be expectations from
both the family/social and the work context to be increasingly flexible, increasingly
available, or increasingly productive. There may also be pressures from one’s self
(personal context) (e.g., psychological pressure to appear to have achieved a balance,
or a personal need to appear as successful and happy to others). This balancing act of
positive and negative implications of digital emancipation can therefore be depicted
as a continuous process (Fig. 2).

4 Theorizing and Validating Digital Emancipation

Widely-cited theories from disciplines such as organizational studies, sociology and
psychology inform which pressures are experienced in each context and why they
come about. Drawing on such theories, we aim to inform the development of the
proposed theoretical framework and extensively reflect on the existence of tensions in
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the various contexts. Moreover, a variety of methods will be employed to gain empir-
ical validation and enhance our understanding of the phenomenon. More specifically,
an ethnographic study and focus group discussions with individuals that are divided
in groups based on the degree of digital emancipation across contexts are used to
explore potential positive and negative impacts and the mechanism used for identi-
fying and addressing tensions. Following this exploratory phase, a Delphi study with
experts in this matter (e.g. editorial board of a top IS journal) is expected to further
validate the findings, identify their practical and theoretical implications and propose
future research directions.

5 Conclusion

It is noteworthy that while the pertinent literature studies the various contexts in
isolation, we argue that we need a more holistic understanding of technology-enabled
impact and use the concept of digital emancipation to explore this broader picture.
Moreover, the role of technology in this discussion is central [18]. However, it is
no longer a single, specific type of technology or platform that we need to study,
but rather a constellation of devices and IS applications that lead to digital eman-
cipation. The central role of technology signals an opportunity for the IS field to
set the future research agenda in this area for other disciplines that provide relevant
theoretical insights. We thus anticipate that the theoretical framework to be proposed
in the extended version of this paper may be used to better explain the impact of
technology on individuals with important implications for psychology, sociology
and organizational behavior.
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or negative emotions (N = 215) during their visit. The causes of negative and positive
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make sense of their emotions. The findings show that customers offer various expla-
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1 Introduction

The importance of customer experience as a component of a company’s competitive
advantage is widely acknowledged among academics and practitioners, as today’s
consumers have unprecedented power and a variety of means whereby such power
can be exerted. Due to technological advances, customers are no longer constrained
by shopping time or place, and consumption choices are guided by peer-reviews avail-
able through social media. It is easy for customers to change their service provider
(such as an online store) if the service fails to meet customer’s expectations. In an
online environment, an alternative service is merely one click away. The importance
of customer experience is therefore especially emphasized when providing online
services for consumers.

A vast number of studies have analyzed the influence of customer experi-
ence on customer behavior in online [1-4] and offline [5-8] contexts. As such,
previous research has demonstrated the consequences of positive and negative
customer experiences and how such experiences affect a company’s performance.
The literature notes that a positive customer experience which meets or exceeds
customer’s demands and expectations leads to greater customer satisfaction, long-
lasting relationships and loyalty, and in doing so, creates a competitive advantage
for a company and boosts its revenue [9, 10]. In comparison, negative customer
experiences weaken the company’s competitive position. Negative customer experi-
ences (which fail to meet customer expectations) lead to loss of sales and entail
extra costs, for example, through customer service demands. Previous research
posits that negative experiences negatively influence customer loyalty [11], word-
of-mouth and complaining behaviors [12], repurchase intentions [13], and customer
attitudes toward the company [14]. Negative customer experiences are also frequently
communicated to other customers [15].

The purpose of this paper is to advance the understanding of how positive and
negative customer experiences are created in an online shopping context during
a visit to an online store. Since previous studies in the online consumption context
have for the most part focused on human-to-computer interactions [16] and examined
customer experience through technical and company standpoints, this study makes
use of a contrasting perspective and investigates customer experience formation
with an open-ended approach as depicted by customers themselves and in their own
words. Investigating customer experience formation through the lens of a customer
provides important knowledge for service providers and academics, as it depicts how
customers make sense of services and what they find truly meaningful for themselves
in a given context. This study contributes to the existing literature consisting of a
small number of studies [1, 17] that have focused on the customer perspective in an
online shopping context.

The study was conducted using survey data collected from 1786 Finnish online
store customers. As researchers have suggested that customers engage in affective
and cognitive processing during their consumption activities and customer experi-
ence construction [2, 18], an initial step in this study involved the identification of
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customers who felt strong negative or positive emotions during their visit to an online
store. An analysis of how customers explained their emotions cognitively was carried
out by investigating the open-ended, written descriptions attributed to their emotions.
In the qualitative analysis, we utilize Attribution theory [19, 20], which is concerned
with how people explain the causes of events and behaviors they encounter in daily
life. This provided a useful lens with which to frame how individuals make sense of
online services and their emotions.

This study includes five sections. Section 2 discusses the theoretical background
of the study including online customer experience and Attribution theory. Section 3
presents the methodological choices for the empirical study, and Sect. 4 presents
the empirical findings. Section 5 discusses study contributions and managerial
implications.

2 Theoretical Background

2.1 Customer Experience

Various marketing and information systems studies have contributed to our under-
standing of customer experience by investigating an individual’s experiences in
a variety of contexts. Individual experiences of online environments have been
researched by making use of several concepts in marketing, including the online
customer experience, online customer service experience, and the online shopping
experience [1, 3, 21, 22]. Information systems research typically employs the user
experience concept, highlighting the usability of different services and products [23].
While these marketing and information systems studies are very much intertwined
and customer experience and user experience concepts refer to the same essential
idea (how individuals perceive different services or products provided by a company),
these concepts usually have different scopes. The user experience is generally under-
stood as a customer or user’s use experience with a specific product, such as a website,
app, or software. Customer experience, on the other hand, is a more flexible concept
with a wider scope, it can encompass, for instance, end-to-end customer interactions
with a company or its offerings and can include many channels and touchpoints. This
study makes use of the customer experience concept, as our aim is to understand
customer experience formation with an open-ended approach, including customers’
experience of the online store interface, and, in addition, the other important factors
contributing to customer experience beyond the store interface.

Customer experience is usually characterized and studied as either a process or an
outcome. As customer experience is widely recognized as consisting of a customer’s
internal and subjective response (outcome) to any interaction with a company, many
studies have either measured the quality of customer experience (outcome) or the kind
of interaction (process) between online service providers and customers that lead to
a certain experience [24—28]. In the online context, the focus of customer experience
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studies has been on human-to-computer interactions [16] and the study of what type
of operating environment an enterprise should create for individuals so as to make
their experience as pleasant as possible. A vast amount of research has examined the
features of a high-quality e-commerce platform and how different service attributes
affect the online customer experience within a business-to-consumer context [2, 29,
30]. An extensive amount of research has been conducted over the years which
aimed to find the best ways to design user-friendly online systems and interfaces
[31-33] to guide the development and execution of online services or systems [34,
35]. The literature outlines numerous variables which a company can make use of
to influence the customer experience in online environments, such as ease of use,
website aesthetics, customization, interactivity, engagement, and enjoyment [36].

However, while customer experience studies have focused on measuring the
service elements’ effect on experience, the other contributors to customer experience
outside the company’s interface have attracted less attention. Researchers [2] have
argued that the customer experience involves much more than customers’ reactions
to service stimuli and that the lack of understanding regarding the other contribu-
tors to customer experience is a shortcoming in online customer experience studies;
this issue has been the subject of limited investigations [17, 22]. A greater focus
on the customer perspective and the mechanisms through which customers process
and interpret company offerings has been called for [37, 38]. For example, from the
customer’s point of view, visiting an online store is more complicated than merely the
interaction between the service provider and the customer [39]. It involves elements
that are not visible to the company, such as a background, purpose, and goal of the
online store visit. The visit also includes a device outside the online store, as well
as the physical conditions in which the device is used. Customers use and inter-
pret online environments differently and construct their experiences in unique ways.
Customer experience is always internal, subjective, and event- and context-specific
[40]. Hence, the analysis of customer experience should go beyond the immediate
service delivery system and consider how customers create value in their own context
[41].

To advance the understanding of customer experience from a customer’s perspec-
tive, this study examines how customers depict the causes of their positive and nega-
tive emotions during an online store visit. We suggest that when customers construct
their customer experience, understood as a mental mark comprising of different
meanings, emotions and cognitive explanations given to emotions during the service
encounter define the nature of the customer experience. In this study, the customer
experience is understood as an outcome of a customer’s visit to an online store,
including all the meanings created by the individual during the visit. For instance,
negative thoughts that occur during a store visit are likely to direct the customer
experience towards a negative perception, while positive thoughts are likely to do
the opposite. It is therefore of importance to understand what kind of cognitive
processing [2, 18] customers engage in during the construction of their customer
experience. In this study, we provide insights on how customers make sense of their
online store visit by making use of Attribution theory [19, 20] as our theoretical lens.
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2.2 Attribution Theory

Individuals are motivated to assign causes to events, actions, and behaviors; people
prefer the idea that things happen for a reason rather than being caused randomly.
Attribution theory provides explanations on how events and behaviors observed
during daily life are explained by individuals. Heider [19] was the first to propose a
psychological theory of attribution, and his ideas were extended by Weiner et al. [20,
42, 43], who developed a theoretical framework that has become a major research
paradigm of social psychology. Attribution is a cognitive process including the
internal (thinking) or external (speaking) activities by which people make judg-
ments; attributes seek to explain what caused a particular behavior or event and who
or what is responsible for it [ 19, 20]. Attributions are made in order to understand and
to explain one’s experience and to plan future actions. Unlike scientific psychology,
which attempts to prove the causes of an individual’s behavioral predisposition, naive
psychology—as attribution theory has been called—emphasizes people’s percep-
tions of causes. In this study, we regard an attribute as an explanation given by an
individual for his/her positive or negative emotions that occur during an online store
visit.

Heider [19] divides the attributes into two categories: internal and external. An
internal attribute is always related to a person and is external to the situation. In
an internal or “dispositional” attribution, individuals assign causality to something
within their own control, such as effort or personal factors such as abilities, traits,
or emotions. In an external attribution, causality is explained by situational or envi-
ronmental factors, something that is outside an individual’s control. The types of
attributes individuals choose to assign to the causes of events affect their motiva-
tion and future behaviors [20], therefore, identifying attributes can be useful for
companies aiming to better understand their customers’ behavior and the reasons for
it.

Human attributes are seen to be subject to various distortions. As Jackson [44]
explains, people often develop biases or faulty reasoning. This reasoning is either self-
enhancing (strengthening an individual’s ego) or self-protective, which means that
individuals protect their ego by blaming others for their own mistakes. Attributions
are often considered to entail two basic errors: the fundamental attribution error and
the self-serving bias [45]. The fundamental attribution error means that individuals
tend to over-emphasize dispositional or personality-based explanations for behaviors
observed in others. In other words, people tend to emphasize the agent’s internal char-
acteristics (i.e., “what kind of person that person is”’) rather than external factors (such
as the social and environmental forces that influence the person) when explaining
someone else’s activities. Individuals also tend to perceive themselves in an overly
favorable manner. Self-serving bias involves an individual’s tendency to explain posi-
tive outcomes such as their own success or other people’s positive behavior towards
themselves by reference to internal attributions and to blame external attributions for
negative outcomes such as their own failures.
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Research shows that customers’ attributions can have important implications for
companies. For instance, attributions are a significant determinant of customer satis-
faction, including satisfaction with the service encounter and post-purchase behaviors
[46]. Iglesias [46] found that customers who attribute service failure to the company
make a less positive evaluation of the overall quality of the service encounter than
customers who associate the failure to external causes outside the company. Previous
studies have used Attribution theory to study customer experience in the context of
tourism. As there are only a few such studies making use of attribution theory in
the context of customer experience [44, 47], its application in the context of this
study provides a fresh perspective with which to gain insights on a variety of aspects
of customer experience in online shopping. As attribution theory is concerned with
individuals’ sensemaking, it allows for investigations of how customers construct
their customer experience through their own lenses, without company-led restric-
tions. By identifying, categorizing, and defining the distinct elements that contribute
positively or negatively to customer experience, this study enables deeper insights
into the distinct components that shape customer experience in the online shopping
context.

3 Methodology

As the purpose of this study was to examine how customers explain the causes of
their positive and negative emotions during a visit to an online store, empirical data
were collected via an online survey conducted in co-operation with 18 Finnish online
stores between September and December 2018. This survey method was selected as
it allowed the respondents to consider their online store visit in a real-life context,
both safely and at a place of their choice. The selected approach was determined to be
suitable for our research aim as we were able to collect data that describes authentic
customer experiences in existing online stores.

The stores included various types of business-to-consumer (B2C) stores selling
cosmetics, clothing, music, electronics, groceries, home decorations, and recreation
products and accessories. Customers of the online stores were presented with a link
to the survey after they had successfully placed an order. In the survey, respondents
were first briefly asked about their demographics (including age and gender) as well
as their online shopping habits, such as how often they shop online, what they had
just purchased and how many times they had previously shopped at the online store
in question. Respondents were then asked about the emotions they had experienced
during their online store visit. The intensity of different emotions was measured by
using a set of ten first-order emotion constructs with 28 specified emotions taken from
the hierarchical framework by Laros and Steenkamp [48]. Positive emotions included
contentment (contented, confident), peacefulness (calm, peaceful), optimism (opti-
mistic, encouraged, hopeful), joy (happy, pleased, joyful), and excitement (excited,
thrilled, attracted). Negative emotions included anger (angry, annoyed, irritated),
frustration (frustrated, discontented, disappointed), fear (afraid, nervous, worried),
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sadness (depressed, sad, guilty) and shame (embarrassed, ashamed, humiliated).
The respondents rated these emotions on a scale from one to seven. A value of one
indicated that they had not experienced that specific emotion, while a value of seven
indicated that they had strongly experienced that specific emotion during their online
store visit. In the latter part of the survey, the respondents were asked to describe in
their own words their experienced emotions and to explain what caused the strongest
positive and negative emotions. The respondents were also given an opportunity to
freely comment on the survey itself.

In total, 1803 respondents completed the online survey. However, the survey
results of 17 respondents were excluded due to invalid or missing data, resulting in a
sample size of 1786 Finnish adult respondents. From these, we identified respondents
who experienced strong positive or negative emotions during their online store visit;
an emotion that differed by more than two standard deviations from the average value
for that emotion was considered a strong emotion. The number of respondents with
at least one strong negative emotion was 387, while the number of respondents with
at least one positive emotion was 321. We then excluded all respondents who did not
also comment on their negative or positive emotions related to the online store visit
or whose comments were unclear; the final number therefore included 215 respon-
dents with negative emotions and 138 respondents reporting positive emotions. Out of
these, 28 respondents included individuals who had experienced both strong negative
and positive emotions. The final sample size was therefore 325 individual respon-
dents. A large proportion of respondents were women and under 40 years of age.
Most reported making online purchases at least monthly and were also familiar with
the online store they were visiting. Respondents’ descriptive statistics are reported
in detail in Appendix 1.

We analyzed the written data provided by the 325 respondents in the open-ended
section of the survey using NVivo software. The software was used to assess the
trustworthiness, rigor, and quality of our findings. It was also useful for coding and
organizing data into themes, for finding connections and relationships, to calculate
attributions, and to share coding and categorization with the research team. Based on
Attribution theory, the respondents’ explanations for their emotions were first coded
as either internally or externally attributed based on their overall content and most
frequent cause. Explanations that included two or more distinct points were split into
separate units for analysis. The length of the units ranged from 2 to 429 words. Each
unit was coded multiple times before tallying the final counts and categorizations of
the negative and positive attributes expressed by the respondents. It is important to
note that although the main themes explaining the positive and negative emotions
were identified based on attribute counts, this study was based on an interpretive
approach. Our principal objective was to make sense of and recognize patterns that
contribute to customer experience, rather than quantifying the attributes.
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4 Findings

The findings demonstrate the complexity of customer experience formation in an
online shopping context; customers have various explanations for their emotions
and these explanations are not merely attributed to the online store in question.
Three main themes were identified with regards to the customers’ reasons for their
emotions during online store visits. These included factors related to (1) the online
store (external attributes), (2) the sociomaterial environment (external attributes), and
(3) the customer themselves (internal attributes). The findings indicate that customers
mostly blame the online store they visited for their negative emotions (68% of all
negative attributes), whereas positive emotions are attributed mostly to customers
themselves (47% of all positive attributes). Both negative and positive emotions are
also quite equally attributed to the sociomaterial environment (12% of all positive
attributes and 8% of all negative attributes). In this context, the sociomaterial environ-
ment is referred to as the “surrounding world” in which the company and customer
operate. Figure 1 demonstrates the main themes of the attributes given to positive
and negative emotions.

The findings demonstrate that strong negative emotions were more commonly
experienced by the participants as compared to strong positive emotions. The main
explanations given for the positive and negative emotions are discussed and analyzed
in more detail in the following subsections with translated sample quotes.

4.1 Positive Emotions During an Online Store Visit

A total of 219 explanations for customers’ positive emotions were identified from
the data. Positive emotions were explained especially by factors related to the

Explanations for positive emotions Explanations for negative emotions

Factors related to the
sociomaterial environment —

Factors Factors related to the Factors
12% '

related to scciomaterial environment related to
oneself 8% G cneself
47% - 24%

&

Factors related to

219 attributos Factors related to 338 attribwtes
online store N=138 online store N=215

41% 68%

Fig.1 The main themes of attributes given to positive and negative emotions during an online store
visit
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customer themselves (47%, 103 attributes) but also often by the features of the
online store (41%, 90 attributes). In addition, the sociomaterial environment (12%,
26 attributes) was identified as an important contributor to positive emotions and
customer experience.

Oneself. Explanations given to positive emotions highlight the importance of a
customer’s personal success (i.e., perceiving oneself as a clever and skillful shopper)
with respect to the customer experience. Personal success was attributed to one’s
expertise and efforts as a consumer (51% of self-related attributes). The ability to
find and close good deals, succeeding in a “treasure hunt,” finding “perfect products
for oneself,” and saving money with one’s findings, caused positive emotions in many
respondents.

I'was excited when I found the right products for myself. It caused the most positive emotions.
(Female, 24)

I was pleased because I found the product at lower cost than in many other online stores.
(Female, 40)

Furthermore, feeling surprised and lucky because of one’s finds contributed posi-
tively to customer experience; finding something new, neat, and unexpected while
visiting an online store was experienced as a positive contributor to one’s expe-
rience. Trying some new things, such as a new store or a product (13% of self-
related attributes) was perceived positively as it was associated with some additional
excitement when making a purchase.

I’'m excited about trying some new products. (Female, 42)

In addition to sales and other kinds of “finds,” facilitating one’s everyday life (11%
of self-related attributes), including saving time for “something more important” and
“getting something out of the agenda” were typical explanations given for positive
emotions. The findings demonstrate that the positive consequences of shopping were
linked to the future and the outcomes of the purchase and to how will it make one’s
life easier in the nearby or distant future.

I felt joy and the satisfaction of making my life easier when I was able to buy a variety of
groceries inexpensively at once, without having to try to drag them by bus with my daily
shopping. (Female, 48)

In addition to daily tasks and everyday life necessities, the positive consequences
of the purchase for oneself were visualized along with other aspects of life (e.g., how
the purchased product will be part of joyful celebrations with one’s family).

The online store. The positive emotions associated with an online store were
explained for the most part by ease of shopping and trouble-free service (32% of
store-related attributes). Positive emotions were often aroused by a “smooth” and
“as fast as expected” shopping journey.

I was pleased with the ease of making a purchase. All the steps went smoothly. (Female, 41)
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The product and service range (23% of store-related attributes) and price level
(11% of store-related attributes) as well as the store atmosphere (11% of store-
related attributes) were also identified as important contributors to customer experi-
ence. Providing enough choices for customers was identified as important as many
respondents reported an expectation of having a wide range of products and services
from which to choose their favorite. Affordable prices and discounts, as well as
special offers and services, were attributed as pleasant surprises which supported
the purchase decision. Furthermore, as the following comments demonstrate, one’s
positive emotions were often explained as being the consequence of many different
and meaningful issues.

The range of products. They had cheap prices and the range is so variable that you never
knew what new and exciting items to expect at the next page. (Female, 26)

Most pleasing was the breadth of the range and sufficient product information, flexible
payment and delivery methods, and the extra service provided for the frying pan I purchased.
The provision of this additional service seemed very attentive. (Male, 43)

The store’s atmosphere, including the visual design and communication, appeared
as a notable contributor to customer experience, as respondents reported that a
store with “good vibes” makes them “feel good,” with the effect of experiencing
positive emotions such as joy and happiness while shopping. “Good vibes” were
attributed to “cute products and displays” and to a company’s friendly manner when
communicating with its customers.

Sociomaterial environment. The findings demonstrate that during a visit to an online
store, customers explain their positive emotions in terms of issues related to the socio-
material environment and by considering the wider context of shopping; i.e., how and
where such shopping takes place and what the benefits and consequences of different
consumption choices are. With respect to these considerations, the benefits of one’s
purchase for the environment (including ecological and ethical benefits) were high-
lighted (73% of sociomaterial environment-related attributes). Many respondents
explained that they experienced positive emotions especially as a consequence of
the “goodness and eco-friendliness of their purchase.” Contributing positively to the
environment and the general wellbeing of humankind as a consequence of one’s own
consumption actions was considered both possible and important (e.g., because of
the importance of such things as climate change).

I feel good that I can slow down climate change by this choice of purchase. (Female, 48)

Purchasing from this store is easy, comfortable, and ethical. (Female, 39)

E-commerce as a service for today’s consumers also caused positive emotions
(13% of sociomaterial environment-related attributes) among the participants. Rather
than being happy with the particular online store they were visiting, these customers
explained their positive emotions in terms of all the benefits (such as ease-of-use)
that e-commerce generally provides for today’s consumers.

It’s wonderful when you can do the shopping from your couch. (Female, 43)
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Enthusiastic about not having to shop in the midst of countless options (at a grocery store).
[...] Big stores are the worst. A lot of walking, a lot of choices and decision making. (Female,
26)

A few participants also discussed the social aspect of shopping. A positive surprise
for one’s close friends and family resulting from a purchase (12% of sociomate-
rial environment-related attributes) was perceived as a positive contributor to one’s
emotions while visiting an online store.

I ordered a small gift for my uncle and became very happy about it. I'm thrilled to wait as
he gets it and calls me; what his reactions are. (Female, 43)

While purchasing items for oneself caused plenty of positive emotions among
the participants, envisioning how one’s purchase may offer joy for others seemed to
have a positive effect on the customer experience.

4.2 Negative Emotions During a Visit to an Online Store

A total of 338 explanations for customers’ negative emotions were identified from the
data. Whereas the participants credited almost half (47%) of their positive emotions
to internal attributes and to themselves, negative emotions were explained especially
by factors related to the online store (68%, 228 attributes). “Oneself” was identified
as the cause of some negative emotions with 82 attributes (24%). “Sociomaterial”
attributes were identified as a contributor to negative emotions with 28 attributes
(8%).

The online store. The online store was identified as the main cause of customers’
negative emotions during a visit. The negative emotions were mostly attributed
to unpleasant surprises and disappointments caused by the store. These included
surprises such as “the desired product was not available” (14% of store-related
attributes), “there were not enough products to choose from” (7% of store-related
attributes), “technical errors” (11% of store-related attributes), and “complications
in navigation and managing the order” (10% of store-related attributions) which
made the purchase journey complicated and time-consuming. Many respondents
reported multiple explanations for their negative emotions, as the following quotes
demonstrate:

Frustration and other negative emotions arose when the website did not work and the selected
products did not go to the shopping cart. Also, if the products I searched for were not available
and the discounts were low. (Female, 39)

The site threw me out many times while processing order data and the page was loading
really slowly. (Male, 57)

I was a little worried about the quality of the products and the reliability of the online store.
The cost and versatility of the products did not meet my expectations, which was somewhat
disappointing. (Male, 37)
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The way an online store displays its products, including products categories,
filter possibilities, and product information, was important for respondents as they
reported plenty of negative emotions (15% of store-related attributes) resulting from
a badly presented product range. Poor product displays were thought to complicate
a purchase, as a significant effort was required to manage the shopping process.
Some participants specified a time-consuming shopping process (5% of store-related
attributes) as being the cause of their negative emotions during a visit to an online
store.

I had to put in a lot of effort to find suitable products for myself. It caused frustration.
(Female, 70)

Furthermore, pricing (11% of store-related attributes) was identified as an impor-
tant contributor to the customer experience. Prices that were considered too expen-
sive (together with unclear and misleading pricing) were reported as causes of one’s
negative emotions. Furthermore, quantity discounts (5% of store-related attributes)
aroused negative emotions. “Chasing” the discount limit was considered as some-
thing that one could easily end up doing, yet was nevertheless considered stressful
and sometimes an impossible mission.

I couldn’t find enough to buy so that I would have reached the 20€ limit (for free delivery).
It began to irritate me as I was forced to buy more and did not know whether I will use those
products. (Female, 50)

Discounts were indicated as a cause of unnecessary consumption, as discount
limits were considered to encourage customers to purchase items which they might
not need.

Oneself. The participants also identified themselves and their own actions as the
cause of their negative emotions. These negative emotions were mostly attributed
to one’s consumption habits and to the guilt associated with buying (36% of self-
related attributions). In particular, buying unnecessary items and surrendering to
one’s consumption desires caused disappointment with oneself and hence were
experienced negatively.

Negative emotions were mostly guilt and anxiety because I ordered more than I need.
Consuming and collecting stuff (to your home) is distressing. (Female, 29)

I felt guilty and greedy for getting tempted - I ordered sweets in bulk packages. I wouldn’t
have bought them from a physical store. (Male, 28)

One’s unpleasant financial situation (22% of attributes related to oneself) also
caused negative emotions as both a lack of money and “spending money” were
reported as “distressing.” Overall, consuming seemed to cause mixed emotions for
many respondents; shopping induced an inner battle in which the many negative and
positive aspects of shopping were considered simultaneously, as the following quote
demonstrates.
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Shopping for children’s clothes makes me happy, but at the same time it costs and I don’t
really have money for this hobby. I am perhaps a little hooked on this, and in the midst of a
hectic and busy everyday life, I get pleasure from it. But my wallet does not like it at all. I
have promised to stop, but online shopping is so easy, and Instagram and Facebook are so
full of wonderful children’s clothes that I cannot resist them. (Female, 33)

Pondering one’s purchasing choices and the different aspects was a cause of stress
for the study participants. Negative emotions were reported by some participants, as
they were not able to decide whether they were making a good purchase during their
visit to an online store (15% of attributes related to the category of oneself).

The sociomaterial environment. Considering the context of consumption and
worrying about its environmental effects was a cause of concern among the study
participants. Today’s environmental problems and the irresponsible actions of people
(46% of attributes related to the sociomaterial environment) were reported as a cause
of negative emotions while visiting an online store. Today’s culture of consumption
was found to be troubling due to its harmful consequences for the environment. The
act of considering irresponsible and unnecessary consumption caused frustration and
anguish among respondents.

I’m annoyed as there are so many products produced in the world that really do not need to
be produced. All kinds of useless trash. (Female, 58)

I became frustrated and annoyed at the fact that stores have to have absurdly large selections
available all the time, because then much of it is eventually thrown away when there is no
demand. Less would be enough. (Female, 35)

In addition, the purchase environment (such as other participants in the physical
space in which the online shopping was being done) was also named as a cause of
negative emotions. Family members such as spouses and even dogs were accused of
contributing negatively to one’s shopping experience by disturbing one’s concentra-
tion during a visit to an online store or by not contributing enough to the purchase
process (29% of attributes related to the sociomaterial environment).

I felt anger and frustration when I tried to make my spouse participate in the decision making
and tell his opinion. (Female, 28)

Negative emotions were caused by the coughing and questioning spouse sitting next to me.
(Female, 34)

Furthermore, the purchase context (18% of attributes related to the sociomate-
rial environment) was also reported as a cause of negative emotions. These negative
emotions were explained with feelings of shame and “forced buying.” Some respon-
dents reported that they were ashamed to buy from the store they had chosen, and thus
experienced negative emotions. Furthermore, shopping for certain products such as
groceries were reported as acts of “forced buying,” meaning that such mandatory
purchases always caused negative emotions.
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5 Discussion, Conclusions, and Managerial Implications

The aim of this study was to gain a greater understanding of customer experience
formation in the context of online shopping and from the perspective of customers
(as described by the customers themselves). As previous research has predominantly
examined how different service elements directly affect online customer experience
as an outcome [24, 25] and the interaction between service providers and customers
has been highlighted [49], the present study contributes to the customer experience
literature by investigating customer experience formation more extensively with an
open-ended approach and beyond direct customer-company interactions. In other
words, this study did not focus on how customers react to different online store
characteristics but instead explored what kinds of other issues (in addition to the
online store interface) can be meaningful for customers when they are using online
services and constructing their customer experience.

Consistent with previous studies, the findings of this investigation highlight the
important role of a company with respect to customer experience. As expected based
on Attribution Theory and the previous customer experience literature, the respon-
dents in this study attributed most of their negative emotions to the characteristics of
an online store. Attribution theory suggests that individuals tend to blame external
factors for negative events and issues and this was found to be the case here. As most
negative emotions (68%) were caused by unpleasant surprises and disappointments
caused by the online store, our findings, consistent with the existing literature [34,
50], highlight the importance of both a well-functioning user interface and carefully
selected online store content in making the purchase journey as easy and pleasant as
possible for the customer.

When considering their positive emotions, the respondents attributed most of
these to “themselves” (47%) (i.e., by making reference to their own efforts and
skills). Positive emotions were experienced due to respondents’ personal success
as a consumer. These findings are consistent with Attribution theory, suggesting
that individuals tend to explain positive issues using internal attributions and a self-
serving bias and by attributing their success to their own abilities. Previous customer
experience studies have reported similar findings. For instance, Jackson et al. [47]
showed that tourists were more likely to use internal attributions for positive outcomes
and external attributions for negative experiences. Hence, as individuals’ reasoning
can be rather self-enhancing (and as positive emotions seem to be especially self-
emphasized), it is important for online stores and other service providers to find ways
that allow customers to perceive themselves as being successful, clever, and skillful
shoppers (i.e., to feel good about themselves) during their online encounters. Such
methods could entail highlighting the positive outcomes of a purchase and providing
customers with an opportunity to find some unexpected “treasures” in an online store.

As a whole, our findings demonstrate the complexity of the customer experi-
ence both in terms of when customers construct their customer experiences and the
multiple factors that can contribute to it. The findings indicate that the online store
environment is not the only influencer to customer experience during a shopping
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visit. Customers actively consider and evaluate themselves, the surrounding world
and other people when using online services and when constructing their customer
experience. The customer experience is affected by the elements (such as other
people) in the physical space in which the customer is using the online store. On the
other hand, the perceived impact of one’s purchasing decision on the sociomaterial
environment and on other people, can influence the customer experience. There-
fore, it can be concluded that by its choice of service design, the online store can
influence how customers perceive the store while visiting it. Nevertheless, some of
the emotions experienced by a customer cannot be influenced by the company as a
customer’s thoughts may not be focussed on the actual moment of consumption and
the online store interface. Consistent with Trischler et al. [41], our findings indicate
that in future studies other factors external to the online store should be more carefully
considered when attempting to understand the holistic customer experience.

Finally, the findings demonstrate that customers’ emotions during a visit to an
online store can be versatile and cannot be inferred, for example, on the basis of the
purchase decision. All of the respondents of this study completed the survey after
they had successfully placed an order at an online store. Whereas customers who have
placed an order may appear as “satisfied and happy” from a company’s perspective,
the findings of this study demonstrate that it may not be the case; many respondents
reported experiencing strong negative emotions during their store visit but ended-
up purchasing despite those emotions. Furthermore, some experienced both very
strong positive and negative emotions during their visit, which demonstrates that an
online store visit can be an emotional rollercoaster. From a managerial perspective,
these findings highlight the importance of understanding the entire customer journey
during an online store visit and not just the outcome (such as a purchase). Even though
the negative emotions experienced during an online store visit may not contribute to
the accompanying purchase, they may persist in the mind of a customer and affect
future customer behavior (such as the willingness to shop at the store again in the
future) [13].

The customer insights gained through this study can be utilized and further inves-
tigated in research and practice aiming to more thoroughly understand online shop-
ping behavior and the customer experience therein. As the data for this study was
collected from Finnish consumers and because our sample was dominated by women
and consumers under 40-years of age, replications of this study in other countries
with more balanced demographic samples could provide new insights. In addition,
the formation of negative and positive customer experiences in the online context
should be studied further with various methods and in diverse service settings.
From a managerial perspective in particular, it is important to identify the causes of
customers’ positive and negative emotions, as they may have an effect on customers’
future choices when shopping. Researchers and practitioners are encouraged to study
the customer experience beyond that of the company-customer interaction, as well as
during the entire customer journey encompassing the prepurchase and postpurchase
phases.
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Appendix 1: The Descriptive Statistics of the Respondents

Negative emotions Positive emotions

N =215 (%) |N=138 (%)
Gender
Male 26 12.1 |23 16.7
Female 189 87.9 | 115 83.3
Age
18-29 years 69 32.1 |47 34.1
30-39 years 59 274 |36 26.1
40-49 years 42 19.5 | 26 18.8
50-59 years 29 13.5 |20 14.5
60-69 years 10 4.7 16 4.3
70—years 6 2.8 |3 2.2
On average, how often do you shop online?
Daily 1 052 1.4
Weekly 54 25.1 |29 21.0
Monthly 111 51.6 | 69 50.0
Yearly 44 20.5 |36 26.1
Less than yearly 5 23 (2 1.4
How many times have you shopped in this online store?
Never 76 35.3 |45 32.6
1-3 times 83 38.6 |47 34.1
4-10 times 41 19.1 |33 239
Over 10 times 15 7.0 |13 9.4
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ecosystem, this study aims to propose a model for investigating the willingness to
buy a further smart device in order to increase the number of devices shaping the
personal digital ecosystem. This research in progress paper describes the main theo-
retical underpinnings on which the proposed model is built. The model considers
continuance intention (CI) to use smart devices and smart device dependence (SD)
as antecedents of the purchase intention (PI). Moreover, it considers the moder-
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1 Introduction

The Internet of Things concerns the ability of objects to interact with other objects
or subjects through the network, be they humans or machines. The communica-
tion between connected devices is a crucial element in the Internet of Things (IoT)
paradigm, where smart objects are considered among the most relevant components
[1]. Particularly, smart devices are rapidly changing the market and our lives, trans-
forming our habits and the way we relate to the world around us [2]. From the
business point of view, these new devices represent an attractive market opportunity
[3-5]. In 2003 there were about 6.3 billion people and around 500 million connected
devices, in other words there were 0.08 devices per person [6, 7]. Market researchers
have estimated the amount of devices connected to the Internet in the coming years,
forecasting a number of approximately 50 billion by 2020, it means an average of
more than six devices per person [6]. In line with these forecasts, a more recent anal-
ysis predicted that, excluding smartphones and tablets, [oT devices will be around
20 billion by 2020 [8]. With regard to the value of the IoT market, it has been esti-
mated that it could generate a total of 4 to 11 trillion dollars per year by 2025 [9].
Considering the increasingly relevant role played by the smart objects in the near
future, it is even more interesting to investigate which drivers influence consumer
purchase intention of smart devices.

For this reason, this study focuses specifically on smart devices taking into consid-
eration the dynamics affecting people in creating their personal digital ecosystem [ 10,
11]. Using the principles of the assemblage theory [12], the present research aims to
propose a model for investigating the willingness to buy further smart devices and,
as such, to increase the number of devices shaping personal digital ecosystem by
leveraging on IS continuance intention and the social media dependency concepts.

The next section develops the theoretical background, followed by a description
of the proposed model. Discussion and conclusion will close the paper.

2 Theoretical Background

This section describes the theoretical underpinning concerning the main variables
taken into consideration. The first subsection is related to the purchase intention of
an additional smart device, the second one describes IS continuance intention, and
the third subsection introduces the role of media system dependence.

2.1 Purchase Intention

This study intends to explore the purchase intention of a new smart device in order to
update the personal digital ecosystem. Purchase intention of a further smart device
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differs from repurchase intention, which is the individual’s estimation to rebuy prod-
ucts or services from the same company, based on previous purchasing experiences
[13]. Indeed, customer repurchase decision is often based on a general assessment of
the service/product and the related provider/supplier on the basis of multiple transac-
tion experiences with the same provider/supplier [14]. Therefore, this is more related
to the loyalty towards a specific brand or store rather than to the willingness to buy
another product in general [15, 16].

In this study we use the purchase intention as a dependent variable in order to
analyze the real intention to buy an additional smart device, which could be different
from the ones individuals already own. A recent survey conducted in Italy, with
over a thousand of respondents, shows a clear predisposition of consumers to buy a
smart device in future: 79% of them were inclined to purchase one, breaking down
into 21% in the near future (within a year) and the remaining 58% in the coming
years [17]. To the best of our knowledge, what has not been studied yet is whether
consumer intention to keep using their own smart device (e.g. their own smartphone)
increases their willingness to buy an additional smart product (e.g. a smartwatch or a
smart TV). The so-called assemblage theory offers a theoretical underpinning useful
to better understand this phenomenon. This theory explains the process by which
the identity of a whole, where the whole is more than the mere sum of its parts,
emerges from the interactions between its heterogeneous parts [12]. Therefore, an
assemblage is an emergent entity with new capabilities deriving from the continuous
interactions of its individual components, whether they be humans or devices [18].
This theoretical framework has been applied a lot in the IoT field, and especially in
the smart home environment, introducing the concept of assemblage thinking [19].
Hoffman and Novak [19] tried to depict the process of the smart home adoption from
the consumer’s perspective. Initially, individuals do not purchase a set of devices, but
rather they identify a single smart product that they perceive as suitable in satisfying
certain needs. Afterwards, they can have the desire to purchase further smart devices.
When the number of smart products reaches a critical mass (around five or more),
people start to perceive the added value derived by the interactions of these products
[19]. Indeed, customers end up realizing that the real value of such objects increases
according to the number of devices added over time [20]. This line of thought can
be applied to devices such as smartphones or smartwatches. Actually, a smartwatch
has limited functionalities. So, by connecting it to a smartphone, people are able to
exploit the smart nature of this object, increasing and expanding capabilities of the
smartwatch and the smartphone as well. In this scenario the concept of continuance
intention to use a smart device could be crucial in order to exploit the potentialities
of the personal digital ecosystem. The following further discusses on this.

2.2 IS Continuance Intention

The IS continuance model [21] is one of the most widely acknowledged and empiri-
cally validated model for investigating the continuance intention to use an IS after its
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first adoption [22]. This represents an area of high interest for the IS research commu-
nity [23]. Several theories focus on the initial acceptance of an information system,
such as the Innovation Diffusion theory [24], the Theory of Planned Behavior [25]
and the Technology Acceptance Model [26]. Bhattacherjee [21] asserts that the long
term survival of a technology depends more on its continued use by its consumers
rather than the mere first use.

The theoretical foundations of the IS continuance model are grounded in the
Expectation Confirmation Theory (ECT). The ECT is a widely used theory in the
consumer behavior literature to investigate consumer satisfaction and post purchase
behavior of a brand, a product or marketing services in general [27]. According to
Oliver [28], a consumer reaches the repurchase phase after a several steps process.
This process will lead eventually to a confirmation evaluation whether the product
performances are greater than the expectations or, conversely, to a disconfirmation.
Finally, satisfied consumers will be more likely to repurchase the product or service,
while those dissatisfied will cease their use.

Among the others, Bhattacherjee [21] associates the dependent variable of the
repurchase intention with the continuance intention, so adapting the original model
to the information system context. However, the IS continuance model differs from
Oliver’s ECT one. Each variable belongs to a time frame labeled “t2”, that is a
post-consumption phase; this because the ex-ante effects are already included in
the confirmation construct. Furthermore, a substantial difference lies in the form in
which the (ex post) expectation of the ECT model is presented, substituted for the
perceived usefulness construct, defined as the degree to which a person believes that
the use of a certain system can improve his or her work performance [26].

Among others, a recent stream of research extends the IS continuance model [22,
29] combining the theory of Media System Dependency [30] with the conceptual
model of Bhattacherjee [21]. The concept of dependency is described in the next
section.

2.3 Media System Dependency

Nowadays individuals are gradually ceasing to perceive their technological devices
as individual independent entities, but rather they view them as a set of intercon-
nected devices that progressively occupy a central role in their daily life [31]. This
phenomenon seems to suggest that users are becoming more dependent on these
devices and therefore on this digital ecosystem [22, 29]. Such artificial environment
is defined as a ubiquitous media system, that is a complex aggregation of digital arti-
facts, multi-purpose, multi context, connected to the network, which uses a dynamic
set of interconnected devices, providing a fluid access to information through a variety
of channels; this allows the user to perform a multitude of tasks and to interact in a
smart way within the digital ecosystem [22]. Understanding the role played by media
dependency in consumer behavior has only been slightly investigated by researchers.
The concept of media system dependency differs from addiction. While addiction
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refers to a psychological state that causes irrational and obsessive—compulsive behav-
iors in the use of technology [32], dependency consists in a rational phenomenon,
oriented to the objectives that individuals intend to achieve, that is a goal-oriented
dependency [22]. The Media System Dependency (MSD) stream of research defines
the dependency as a “relation between individuals’ goals and the extent to which
these goals are contingent upon the resources of the media system in which those
resources have the capacities to create and gather, process and disseminate infor-
mation” [33]. Thus, goal-oriented dependency and psychological dependency are
two distinct constructs. From the MSD derives the more specific theory of the Indi-
vidual Media Dependency (IMD), which provides a concrete view of an individual’s
dependency level toward a specific media. Indeed it is stated that the degree to which
a media is able to satisfy individuals’ needs and expectations will directly affect
the dependency relations with that specific media [34]. This means that the level of
dependence with regard to a specific media will be given by the extent to which such
media is perceived by individuals as particularly useful to pursue their objectives
[35]. Therefore, this research is based on this very last assumption, but rather than
referring to a media channel, it is intended to study the personal digital ecosystem
dependency which can be defined, in line with the IMD theory, as the extent to which
an individual’s ability to achieve and pursue his or her objectives depends on the use
of his or her personal digital ecosystem [22].

In order to make clearer the technology dependency facet defined as goal-oriented
dependency, it is worth clarifying a further difference with a more familiar construct
in the IS research stream, which is the Task Technology Fit (TTF) theory. Although
some overlaps between the MSD and the TTF exist, there are substantial differences
that make those two concepts quite distinct. First, since the Task Technology Fit is
defined as the extent of the ability of information technology (IT) to support a specific
task [36], it seems clear that TTF theory has a “task” or activity focus, which pertains
mainly to work settings. The MSD, instead, represents a more encompassing concept
as it includes both personal and professional environments. Second, TTF adopts a
performance perspective, which is particularly suitable to work contexts (the higher
is the task-technology fit, the higher will be employee performance), capturing the
task characteristics that only relate to a given job, and not the pursued objective. This
represents a key difference because MSD focuses on individual informational needs
and goals, a wider perspective that goes beyond work boundaries. Third, TTF is more
a device-centric theory as it includes technological characteristics (e.g. ease of use,
reliability). MSD considered in this research refers to a collection of interconnected
devices that forms the personal digital ecosystem.

In summary, TTF is about matching the capabilities of the technology to the
demands of the task [36], while Media Dependency is about matching the informa-
tional capabilities of the personal digital ecosystem to the information needs and
goals of an individual, including both personal and professional contexts.
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3 Research Model and Hypotheses Development

Following the assemblage thinking [19], the perception of a higher value of a
personal digital ecosystem should increase proportionally to the number of its inter-
acting components, represented by a set of smart devices. Moreover, according to
the IS continuance model [21], the continuance intention is based on the congru-
ence between initial expectations and actual performance (confirmation) of an IS.
Focusing on the personal digital ecosystem, if the expectations on its performance
are confirmed, users tend to perceive a higher value. In accordance with Chang and
Wildt [15], if a product is judged high in value, this judgment is expected to lead
to higher purchase intention. Hence, it seems reasonable to argue that individuals
having high level of continuance intention to use smart devices will be willing to
increase the overall value of the personal digital ecosystem by adding an additional
smart-device, according to the assemblage thinking. Consequently, the following
hypothesis was derived:

HI: Continuance Intention to Use Smart-Devices Has a Positive Impact on
Purchase Intention of a Further Smart-Device.

In this paper we consider the goal-oriented facet of the IT dependency phenomenon,
having an influence on usage-related behaviors [22]. It seems reasonable to argue
that the rational and goal-oriented facet of dependency could have a distorting effect
on the extent to which the system satisfies the utility perceived of the personal digital
ecosystem (formed by a set of smart devices) usage. High dependency could thus lead
to magnifying positive experiences and minimizing (or omitting) negative ones [22].
Moreover, in accordance with MSD theory, once individuals realize the effectiveness
of amedia, they tend to explore further benefits from the same media in order to better
attain their goals [33, 37]. Hence, individuals who are dependent of smart devices
could seek to increase the number of technological components by purchasing a
further smart device. As a result, it could be hypothesized that:

H2: Smart-devices dependence has a positive impact on purchase intention of a
further smart-device.

The concept of “satisfaction” describes the degree of overall pleasure and gratification
perceived by users, resulting from the ability of the product or service to fulfil the
their desires, expectations and needs [13]. User’s satisfaction usually is strongly
associated with the intention to return to the same provider for repurchasing the
product or service [13]. Therefore, a high level of satisfaction in using smart-devices
should influence the intention to purchase a further smart-device. Moreover, in line
with Bhattacherjee’s [21] research, satisfaction occurs when the expected benefits
are achieved, and the level of satisfaction resulting from usage experiences should
have a positive effect on continuance intention [22]. Similarly, satisfaction should
reinforce the perception of the goal-oriented dependence. In summary, satisfaction
could play the role of a moderator in the relationship between both the continuance
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intention and smart-devices dependence on the purchase intention of a further smart
device. Thus, we propose the two following moderation hypotheses:

H3a. Satisfaction moderates the relationship between continuance intention and
purchase intention of a further smart device, so that the relationship is stronger
at higher level of satisfaction compared to lower.
H3b. Satisfaction moderates the relationship between smart-devices dependence
and purchase intention of a further smart device, so that the relationship is stronger
at higher level of satisfaction compared to lower.

Finally, considering the concept of assemblage thinking [19], users start by iden-
tifying a single smart device considered suitable in satisfying certain needs. After-
wards, they purchase additional smart devices. When the number of smart products
reaches a critical mass (around five or more), people start to perceive the added value
derived by the interactions of these multiple products [19], realizing that this value
increases according to the number of devices added over time [20]. Therefore, in
according with this research stream, we posit the existence of a moderating effect
of the number of devices a user already owns on the effect that satisfaction could
have on the remaining relationships (three-way interaction). Thus, we propose the
following hypotheses:

H4a. The combined effect of number of smart-devices owned and satisfaction on
the relationship between continuance intention and purchase intention will be
stronger for users with higher level of satisfaction.

HA4b. The combined effect of number of smart-devices owned and satisfaction on
the relationship between dependence and purchase intention will be stronger for
users with higher level of satisfaction.

Figure 1 shows the proposed model.

| Satisfaction

H3a H3b

H4a
H4b Number of smart devices I

‘ Continuance intention }\
HI

Smart-device
dependence H2

Fig. 1 The proposed research model

Purchase intention ’
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4 Discussion and Conclusion

This paper seeks to contribute to the IS stream of research on MSD and digital
ecosystems by calling researchers to explore new factors driving purchase intentions
of smart devices. In accordance with the assemblage theory principles, individuals
tend to create a set of interconnected devices in order to increase their satisfaction
[19].

Exploring these dynamics behind the purchase intention of further smart devices,
could shed new light of several issues. First, the number of smart devices could play
a significant role, thus highlighting the role of smart device possessions. The concept
of possessions has been extensively examined in marketing research, especially with
a rich literature on material possessions and on the role of possessions as extensions
of self [38—42]. Belk [39] defines the extended self as “a superficially and Western
metaphor comprising not only that which is seen as “me” (the self), but also that which
is seen as “mine” (p. 140). Testing the proposed model, could offer interesting insights
to understand what moves users to possess more smart devices, investigating further
the consequences of technological possession. More specifically how smart device
possession motivates users to purchase more smart devices. At the same time, this
desire to possess more smart devices can also represent a new form of technological
addiction or a type of compulsive behavior [43]. IS research has already revealed that
technologies such as Internet, social networks [44], and smartphones [45] can create
dependency. Therefore, future research could explore the consequences of having
many smart devices not only from a purchase perspective, but also from social and
behavioral perspectives.
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Human or Machine? A Study )
of Anthropomorphism Through i
an Affordance Lens

Dana Lunberry® and Jonathan Liebenau

Abstract Anthropomorphism—the tendency of humans to apply human-like
attributes to non-human objects—has received growing attention by scholars across
multiple disciplines. With increasing popularity of service and personal robotics
and conversational agents, scholars of information systems have begun to shed light
on some of the technology features and processes related to anthropomorphism.
This study applies a socio-technical approach using affordance theory to examine
the relationship between technology and anthropomorphic perceptions among users.
Evidence is gathered from an empirical study involving the introduction of interac-
tive voice response (IVR) with savings clients of a savings and loans company in
Ghana. The findings highlight four main ways that the IVR technology exhibited
human-like qualities within the user-technology interaction (as perceived by users).
This paper illustrates how a study on the relationship between technology and anthro-
pomorphism might be conducted through an affordance perspective. It also offers
implications for technology development.

Keywords Anthropomorphism - Technology affordances + Interactive voice
response * Financial services

1 Introduction

Affordances, or “potentials for action” [1], can be employed as a conceptual tool
for examining the link between technology and anthropomorphic perceptions of
users. Anthropomorphism refers to the tendencies of humans to apply human-like
attributes to non-human objects. Anthropomorphism as a psychological concept is
becoming increasingly relevant in the field of information systems (IS) with the rise
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of human-like robots (often referred to as “humanoids”) and conversational agents
such as voice assistants and chatbots. As more organizations digitize the customer-
institution interface, human-to-human interactions are being replaced by human—
computer interactions which use natural learning processing, artificial intelligence,
and machine learning to mimic human-to-human communication [2].

Until now, anthropomorphism has largely been studied as psychophysiological
processes [3—5] but the literature outside of psychology and behavioral studies is
growing and is shedding light on other related processes. In IS and especially the
field of robotics, the literature has begun to shed light on the technological processes
involved in anthropomorphism and anthropomorphism’s implications for technology
design and diffusion [6]. Key examples include Tondu [7], lossifidis et al. [8], Schuet-
zler et al. [2], Taddeucci et al. [9], and Hashimoto et al. [10]. In 2012, Tondu (p. 612)
[7] introduced the term “technical anthropomorphism” to refer to the technological
artefact which results from the human—machine mimicking process.

In IS literature, anthropomorphism has been recognized for playing a key role
in helping technologies adapt to human society, which in turn helps humans adopt
these technologies as users [7, 11]. By developing technologies to mimic human-
like attributes, these technologies afford increased familiarity for humans which helps
facilitate the user adoption process. This paper builds on the existing IS literature
and examines anthropomorphism in the adoption of a new technology by users in
the context of financial services in Ghana. Using an empirical study, we employ
an affordance lens to examine aspects of the technology and the socio-technical
relationships which help facilitate anthropomorphic perceptions among users. In
doing so, we shed light on some of the most conceptually important issues of today’s
digital age which are located at the core of technology design, diffusion and adoption.

We start with the theoretical underpinnings of the research on technology affor-
dances and summarize the existing affordance literature in IS. Next, we describe
our research methodology, describing our case study and research methods. We then
present our findings, showing how and in what ways IVR exhibited human-like qual-
ities as perceived by users from a socio-technical perspective. Lastly, we discuss the
findings and their implications for scholarship and practice. We argue that affordances
as a conceptual framework offers an improved understanding of the socio-technical
relationship related to anthropomorphic outcomes.

2 Affordances as a Conceptual Framework

Affordance theory originated from James J. Gibson’s work [12, 13] in the field of
ecological psychology. Gibson conceptualized an affordance as a link between an
organism and its environment. “The affordances of the environment are what it offers
the animal, what it provides or furnishes, either for good or ill” (p. 127) [13]. Gibson
conceptualized affordances as phenomenal in nature and not as physical properties.
Affordances are not properties of the organism nor the environment. Instead, they
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are relational and are situated within an interaction. They are a direct link between
perception and action and can be conceptualized as “action possibilities” [13].

The affordance literature in IS has grown substantially in the last decade (i.e.,
Markus and Silver [14]; Leonardi [15]; Anderson and Robey [16]; Leonardi [17];
Yoo et al. [18]; Majchrzak and Markus [19]; Majchrzak et al. [20]; Robey et al. [21];
Seidel et al. [22]; Volkoff and Strong [23]; Strong et al. [24]). Within IS, the term
affordance has become a concept that broadly encapsulates the relationship between
technology and its users but no single conceptualization of affordances dominates
the literature. While IS scholars tend to agree that the concept of affordances is useful
for examining socio-technical phenomena, Stendal et al. [25] highlight the lack of
consistency among scholars around whether affordances are intended or emergent,
functional or non-functional, and potential or actual.

In addition to IS, various disciplines including psychology and design fields,
human—computer interaction (HCI), organizational studies, and communications and
media studies have used (and expanded) upon affordance theory, making the concep-
tualization of affordances suit various research needs and contexts. In communica-
tions and media studies, Nagy and Neff [26] have introduced the term “imagined
affordances” to underscore the importance of the imagination in affordances, which
they state are located somewhere between the technology and human actors amongst
expectations, intentions, perceptions, attitudes, and actions. Nagy and Neff [26] argue
that imagined affordances provide users with agency.

Following Gibson et al. [26], and the work of many other scholars, this research
applies affordances as a multi-faceted concept that highlights the critical role of user
perception within the socio-technical relationship. User perception is critical to tech-
nology development and technology-related outcomes. According to Kardes et al.
(p- 100) [27], “understanding perception and how it influences consumers’ atten-
tion to the environment, their interpretation and comprehension of stimuli, and ulti-
mately their behavior, are essential to developing successful products and marketing
messages.” Hence, an affordance lens—which focuses on the socio-technical rela-
tionship and user perceptions—provides a particularly suitable tool for carrying out
research on technology and anthropomorphism.

3 Methodology

3.1 Case Study

This research uses an empirical case involving a pilot project that introduced interac-
tive voice response (IVR) with financial savings clients of a large savings and loans
company in Ghana (“ABC Company”). The research examines ways in which the
IVR technology exhibited human-like qualities for the user-technology interaction.
IVR is a computerized phone system that enables organizations to send pre-recorded
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voice messages via mobile phone and to receive responses from listeners typically
through voice applications or by typed commands on a phone keypad.

The pilot project took place over an 11-month period in 2017-2018 and targeted
46,671 clients of the institution (nearly 10% of the institutions’ existing clientele). In
total, 23 IVR messages were sent to clients (“users”) during the project period, at a
rate of one message per week on average. While most messages were focused on the
topic of savings, five of the messages contained other content such as information
about the project and holiday greetings. The messages that were savings-related
gave basic information on savings such as tips on how and when to save, how to
develop positive savings habits, and the importance of savings and goalsetting. Some
messages provided information about the institutions’ savings products, such as types
of savings accounts and channels for making savings deposits. The content aimed to
associate savings with positive outcomes for people’s wellbeing by framing savings
as a safety net for times of emergency, a good way to cover familial expenses such
as school fees and retirement, and an aid for fulfilling life ambitions.

Some of the messages responded to recent activity in the users’ savings accounts.
For example, if balances increased, these users received a congratulatory message
and were encouraged to continue saving regularly. If balances declined, these users
received a message that encouraged them to make small yet regular efforts to increase
their balances.

Some of the calls were used to collect information from clients through IVR
surveys known as prompts. The following provides an example of a prompt:

Hello valued customer, this is Alice again, from ABC Company. We have noticed that your
savings account at ABC Company has stayed at a low balance. Can you tell me why you
haven’t been saving?

Press 1 if you save somewhere else.
Press 2 if you save at home.
Press 3 if you have no excess money to save.

(A different voice: Once you press 1, 2 or 3, listen again to hear what Alice wants to tell
you. Would you like to re-listen to this message? If yes, press 0.)

As illustrated by this example, users were able to interact with the institution
through IVR in two main ways. First, users could respond to a message using the
keypad on their mobile phone handset. Around 30% of the calls requested a response
such as, “press 1 if..., press 2 if....” and every call allowed the user to relisten to
the message by pressing 0. The IVR system was limited to typed commands and
lacked the voice capability which some other IVR systems offer. The second way
users could interact with the institution was by calling the IVR system back using the
same number that been used to call them. This elicited a callback feature so that the
users would be automatically called by the system, allowing users to hear the IVR
messages at no-cost (as opposed to being charged for the cost of sending a call).

Nearly all the messages were scripted as being delivered by the same character
with the name “Alice.” Throughout the project, the same voice actors were used for
the voice recordings so that users receiving the messages would become familiar with
the same voice for “Alice.” Multiple voice actors were employed since the messages
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were recorded into four commonly spoken languages in Ghana (English, Ga, Twi,
and Dagbani) following a translation process. An audio menu was used during some
of the calls to allow listeners to select their preferred language for future calls.

3.2 Methods of Data Collection and Analysis

Data was collected using participant observations and key informant interviews.
Participant observations were gathered by the lead researcher who worked alongside
the project team for a period of over one year to gain a deep understanding of the [IVR
system. Observations of the technology artefact, design, and processes were recorded
in observation memos throughout the project period. Interviews were conducted
at two intervals, mid-project and end-of-project, to collect user perceptions. The
interviews were conducted with 154 key informants consisting of 102 users (clients)
and 52 branch staff. The methods included staff interviews because staff also listened
to the IVR messages and were responsible for collecting client feedback. To ensure
proportional representation of various savings and call behaviors, cluster sampling
was used to select the users for interviews, while random sampling was used to select
the branch staff. The interviews enabled the researchers to collect perceptions related
to the IVR calls and to understand if and how users experienced human-like qualities
through the IVR system. The interviews were conducted by phone and in the local
languages of the informants. The interview responses were translated and recorded
in English.

The observation memos and transcribed interviews were analyzed using NVivo
software. Thematic analysis following Miles and Huberman [28] was applied to
identify human-like factors perceived by users. In total, human-like factors of the
technology were identified using 24 unique codes which were descriptive and inter-
pretive in nature (i.e., Alice as memorable, Alice as monitor of past behavior, Alice
doesn’t listen). Based on patterns among the codes, we categorized these codes into
seven meta-codes (such as Alice as caller, Alice as staff member, etc.). These meta-
codes were inferential in nature and sought to explain how and in what ways IVR
exhibited human-like qualities as perceived by the users. The code hierarchy was
established through an iterative process and evolved over time following periods of
reflection.

Following this coding process, we applied the analytical tools of pattern matching
and explanation building [29] to understand the roles of technology as they related to
the codes (the human-like factors). From this analysis, we identified patterns in the
relationship between the human-like factors and the technology artefact, design, and
processes. Once identified, these patterns helped explain how various affordances of
the technology played a role in enabling anthropomorphism as identified in our case.
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4 The “Alice Effect” and the Technology Behind It

It is useful to summarize the anthropomorphic perceptions which we found in our
dataset before we elaborate on the key technical aspects of our analysis to explain
how the IVR technology exhibited human-like qualities for the user-technology
interaction.

4.1 Anthropomorphic Perceptions

The IVR system was designed to deliver a series of pre-recorded phone calls from
a voice self-identified as “Alice.” While the name “Alice” was created by the IVR
project team as a fictitious character who delivered the [IVR messages, evidence in our
data showed that “Alice” was perceived and talked about by both clients and staff as if
“Alice” were a real person. Various types of anthropomorphic perceptions of “Alice”
were found in the data. We categorized the anthropomorphic perceptions into seven
main classifications based on inferred identities being attributed to “Alice,” which
are: 1. caller, 2. staff member, 3. monitor, 4. conversationalist, 5. talker, 6. instigator
of action, and 7. gendered (i.e., mysterious female caller, homewrecker, etc.). Jointly,
we call these seven classifications of anthropomorphism the “Alice effect” (Table 1).

4.2 Technical Aspects

The Alice effect was made possible by various sociopsychological and physical
elements. Within the scope of our study, we focused on the role of technology within
the human—machine interaction which gave rise to anthropomorphic perceptions of
“Alice.” Hence our analysis presents technical explanations for how the “Alice effect”
was made possible.

Based on our investigation of the socio-technical relationship between users and
the IVR system, we found that the Alice effect was enabled through various features
and configurations of the technology. Through an analytical interweaving of inter-
view and observational data, we drew connections among various technological
aspects and anthropomorphic perceptions of “Alice.” By applying affordances as
a conceptual lens, we identified several technology affordances which we found
to culminate in four main ways that helped explained how the IVR system helped
facilitate anthropomorphic perceptions among users. The following table presents a
summary of our findings (Table 2).

Capture, Storage and Renderings of Voice Recordings. The IVR system used
pre-recorded voice messages which were stored on hundreds of short audio clips.
The audio clips could be manipulated and edited by the project team to configure
the messages to the intended users (listeners). The IVR technology possessed the
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Table 2 Summary of technical aspects that contributed to the Alice effect

Underpinning affordances Embedded human-like elements
Capture, Storage and Capability to capture and store Human voice messages
Renderings of Voice human voice as audio clips Tailored messages
Recordings Capacity to integrate and combine | Two-way conversation format

audio clips
Capacity to rapidly introduce,
combine and rearrange audio clips

Mimicry of Human-like | Capacity to integrate IVR and Phone calls
Conversation Methods | mobile network operator systems
to deliver phone calls

Capability to transfer patterns of
sound waves from human speech
into electronic impulses [30]

Mimicry of Human-like | Capability to capture, store, and | Prosodic features of human

Conversational Elements | integrate human voice speech (intonation, stress, tone,
and rhythm)
Gendered
Presentation of Capacity to send calls on a Informational, interactive,
Human-like Message pre-programmed schedule culturally relevant, and
Content Capacity to pre-program audio affect-laden message content
responses following customer
input

Capacity to capture, store, and
apply customer call data
Capacity to integrate customer
savings data from core banking
system

Capability to solicit customer
input and interaction via mobile
phone connectivity

capacity to rapidly introduce, combine and rearrange audio clips. The audio clips
could be sliced and rearranged to render variations in the sequencing of the audio
clips and to develop pre-made voice-loops. The ability to rapidly manipulate the
recordings enabled the project team to develop messages in an iterative fashion, while
the ability to set pre-made voice-loops enabled clients to re-listen to messages and to
select alternative messages from a menu of options. These technology affordances
can therefore be summarized as enabling the common human-like elements: human
voice messages, tailored messages and the format of a two-way conversation.

Mimicry of Human-like Conversation Methods. For IVR messages to be delivered
by phone to users, the technology was integrated with the system of one of the largest
mobile network operators in the country. The seamless integration made the IVR calls
indistinguishable from human-delivered calls based on the calls’ method of delivery.
Phone calls are human—machine interactions which rely on telephone systems that
transfer patterns of sound waves from human speech into electronic impulses [30].
With over a hundred years in existence, telephony has become readily available and
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is easily understood [30]. In our case, phone calls were already a familiar medium
of human-to-human communication for users hence receiving the [IVR messages as
a phone call presented a human-like element.

Mimicry of Human-like Conversational Elements. Mimicking human-like conver-
sation was enacted through various conversational elements such as style and
approach. The voice recordings contained human patterns of speech. By using voice
actors for the recordings instead of machine-generated voice synthesis, the IVR
system was able to model human speech without various limitations faced by some
text-to-speech systems. For instance, the voice actors naturally conveyed prosodic
features of human speech such as intonation, stress, tone, and rhythm. The message
scripts included instructions for the voice actors through punctuation (i.e., periods,
question and exclamation marks) and special notations (i.e. a * < pause > " to signal
when a longer break between sentences was necessary).

Another characteristic of human-like conversation found in the data was the
gendered nature of the technology due of the use of a female voice and the named
character “Alice.” In the interview data, clients and staff referred to the caller as
“Alice” and “she” as opposed to “the machine” or “it.” This provided additional
evidence for the phenomenon of anthropomorphism.

These technology affordances—from the voice recordings and the integration of
these recordings—can therefore be summarized as enabling the human-like elements
of gender and various prosodic features of human speech.

Presentation of Human-like Message Content. The IVR system also modeled
human-like conversation through the message content which was substantively
informational, interactive, culturally relevant, and affect-laden.

The IVR messages provided various types of information which by nature would
typically be provided to clients by bank staff. Some of the information came as push
communications, meaning that the content was programmed to provide information
according to a predetermined call schedule. Other information was availed by the
users through their interaction with the system. Users could use the keypad of their
mobile phone to interact with the system such as by dialing a number that corre-
sponded to a number on a menu. For instance, “Alice” might pose a question such
as, “Use your mobile handset to tell us if you have set a savings goal for you or
your family. Press 1 if you have a savings goal. Press 2 if you don’t have a savings
goal and want some help with setting one.” Responses from “Alice” could take into
consideration user-generated content or other sourced information (i.e., bank account
information from the core banking system). This question and answer format might
feel familiar and human-like to the user, while the input method for responses might
feel unfamiliar and machine-like. It is the familiar elements which help the user adapt
to the unfamiliar aspects of the technology [6].

The voice messages were designed to contain cultural and emotional relevancy.
Because the IVR messages were typically short—less than 1 minute per message—
the language used in each message was carefully selected and often relied on short
soundbites commonly known or associated with local knowledge. “Alice” started
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each call with an introduction and greeting which modeled human phone conver-
sation etiquette. One client commented, “Whenever Alice calls, she greets me.”
Furthermore, some of the messages contained cultural expressions and idioms which
helped convey specific meanings using a concise format.

Additional evidence for anthropomorphism came from user language which
attributed “Alice” as having carried out certain actions, such as calling, talking, asking
questions, and watching them save. Some clients even reported that “Alice” behaved
in ways that went beyond the limitations of the IVR system. For instance, some clients
described “Alice” as responding to their individual needs, such as calling to follow-
up on specific challenges they faced and to ask questions about their specific busi-
nesses. Although such personalized interactions were technically infeasible, these
findings suggest that an emotional connection with “Alice” was present in some of
the users’ experiences of anthropomorphism. “Alice” represented a staff member of
ABC company for which human relationships between clients and bank staff had
been the norm [30].

5 Discussion and Implications

In addressing our research question on how an IVR technology exhibits human-
like qualities within the user-technology interaction, our findings highlight various
technical aspects that contributed to anthropomorphism in the case of ABC company.
Using an affordance lens, we identified four main ways that the IVR system helped
facilitate anthropomorphic perceptions among users. In this section, we consider
the significance of anthropomorphism for IS scholarship and practice based on our
findings.

5.1 Contributions to the IS Affordance Literature

Anthropomorphism, a phenomenon that has historically involved attributing human-
like qualities to a vast array of living and non-living subjects, has become increasingly
relevant for IS especially due to the growing popularity of robotics and conversa-
tional agents. As more cases of anthropomorphism are situated in socio-technical
relationships, the field of IS becomes particularly important for shedding light on the
technological processes which underpin anthropomorphism. As demonstrated by our
research, an affordance lens enables a rigorous methodological study of various tech-
nical aspects which underpin anthropomorphic perceptions. This conceptual lens,
as we have shown, offers an improved understanding of the role of technology in
anthropomorphism.
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The IS affordance literature has focused largely on cognitive perceptions, partic-
ularly actor intentions, to explain the relationship between technology and affor-
dance actualization (action). This research expands the ways of theorizing affor-
dance perception by highlighting the roles of imagination and affect (emotion) for
triggering affordance actualization. As demonstrated by our research, technology
affordances can work together to evoke users’ imaginations and emotions, fostering
anthropomorphic perceptions and outcomes. Building on the work of Nagy and Neff
[26], who underscored the importance of the imagination in affordances, this research
highlights how the development of technical anthropomorphism [7] occurs within a
socio-technical relationship between technologies and user perceptions, imagination,
and affect.

5.2 Anthropomorphism’s Role in Technology Adoption
and Diffusion

Anthropomorphism is important for IS because of the significant role it can play in
the adoption and diffusion of technology. According to Pfeuffer et al. [6] and Sims
et al. [11], anthropomorphism helps users in their adoption of technology. This is
because machines can be designed to provide contextually sensitive and seemingly
accurate responses which makes the interactions seem more natural and human-like
[6]. As found in our analysis, the IVR system contained human-like components
which were familiar to users and helped users in their adoption of IVR as a new
communications channel at ABC Company.

Understanding the technical aspects underpinning anthropomorphism is impor-
tant because it can lead to improved business practices. Anthropomorphic design of
technologies can help facilitate ease of use in the user experience by bridging the
gap between human familiarity and technological unfamiliarity. The phenomenon
of anthropomorphism is situated within the socio-technical relationship and can be
co-produced by users and systems managers. Anthropomorphic perceptions, imag-
inations, and affect among users can be cultivated by systems managers through
the configuring and reconfiguring of anthropomorphic design. Through our affor-
dance study, we offer practical implications for identifying and developing anthro-
pomorphic design features which can positively impact technology adoption and
diffusion.

5.3 The Anthropomorphic Outcome of Relationship Building

Along with helping users bridge a technical knowledge gap, anthropomorphic design
can help bridge relational gaps through human affect. Technology companies such
as Apple and Google have found that anthropomorphic design features have helped
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foster social connections and built trust among users [6]. Evidence was found in
our case that the human-like elements of the IVR calls helped build the client-
institution relationship. When asked how clients felt about ABC Company after
getting the IVR messages, many clients expressed a sense of feeling closer to the
organization. One client responded, “Good. I feel well connected. Anytime I saw
the call, T will < be > like ‘eei my people’.” Another client responded, “I realized
that you think about your customers and that really touched my heart.” Based on our
analysis, client-institution relationship building took place directly (i.e., with clients
perceiving “Alice” as a person with whom they form a relationship) and indirectly
(i.e., with clients prompted by the IVR calls to connect with the institution such as
by visiting a bank branch). These findings provide implications for how relational
value might be generated, cultivated, or otherwise affected by technology artefacts
when these artefacts are configured to embed human-like qualities.

6 Conclusion

Through this case study on anthropomorphism and an enfolding of the literature
[31], we have demonstrated how technologies can have consequential outcomes. By
decomposing anthropomorphism from an affordance perspective, we have demon-
strated how affordance theory can help shed light on the technological processes
that underpin anthropomorphism. By bringing to the forefront various technical
aspects which helped generate (perceivable) human-like elements, we have provided
an improved understanding of the role of technology in anthropomorphism.

This research generates new insights into the utility of affordance theory and
expands the IS affordance literature by highlighting the roles of imagination and affect
for triggering affordance actualization. It also provides a methodological roadmap for
other scholars wishing to investigate the relationship between technology affordances
and anthropomorphism. These contributions to the IS affordance literature provide
an entry point for the topic of anthropomorphism. It is our hope that future research
will uncover many more insights on the relationship between technology affordances
and anthropomorphism.
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Abstract This paper unpacks creative processes in collaborative spaces (CS). We
focus on how the positive resources related to wellbeing and work-life balance
derived from working in CS interplay with the use of collaborative technology in
affecting individual creativity. We conducted a survey study with individuals working
in 27 different CS in Italy. We propose and find a positive relationship between the
perceived level of work-life balance satisfaction and individual creativity. Instead we
do not find a significant relationship between the frequency of technology mediated
interactions with external actors and individual creativity. Furthermore, the relation-
ship between work-life balance and creativity is negatively moderated by technology
mediated interactions with external actors. In other words, an intense use of collabo-
rative technology with actors external to the CS can generate perceptions of overload
thus making the impact of work-life balance on creativity not significant. We conclude
with theoretical and practical implications.
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1 Introduction

Collaborative spaces (CS), such as incubation spaces, social innovation hubs, fab
labs, cultural hubs, co-working spaces, and technology parks bring together different
actors to favor interactions and knowledge sharing and therefore stimulate creativity
in individuals, groups, and organizations. Despite the increased diffusion of collabo-
rative spaces, few studies have empirically investigated what might sustain or impair
their outcomes, especially in relation to creativity and innovation. Most of the litera-
ture explores how the physical properties of the space (e.g., light, noise levels, furni-
ture, layout, e.g. [ 1-3]. impact individual or group creativity (for a relevant discussion
see Moultrie [4]). Collaborative spaces are designed and built following the assump-
tion that face-to-face contact has a positive impact on the propensity of individuals
with different backgrounds to interact and exchange ideas [5], thus favoring the
development of a sense of creative community [6]. Moreover, the creation of a collab-
orative space within organizations or in public spaces is often associated to smart
work strategies intended to favor individual well-being and work-life balance. For
instance, smart work centers and co-working spaces are set up to enhance temporal
and spatial flexibility of workers. In these collaborative spaces a variety of potential
users, including public and private employees, free-lancers, entrepreneurs, small and
micro-businesses, operate taking advantage of several technological resources and
services [7]. The ensuing work flexibility is expected to foster work-life balance,
with positive implications for individual and group outcomes.

However, there is mixed evidence that the positive resources provided by collabo-
rative spaces increase creativity and innovation [4, 8]. For example, the open spaces
that often characterize collaborative spaces can also reduce interactions and increase
coordination costs [9]. Exemplar collaborative spaces, such as science parks, face
difficulties in actually bringing together different parties and creating breakthrough
innovations [10, 11].

In addition, the literature on collaborative spaces rarely takes into account the fact
that CSs are used by individuals and groups on a temporary, part-time or irregular
basis. For instance, inhabitants of co-working spaces do not typically spend their full
working time within the space [12]. In other words, individuals work in and out of
collaborative spaces and typically make an intensive use of collaborative technology
to keep in touch with the different groups and individuals they work with (e.g., [13]).
The literature on collaborative technology use and distributed work describes the
challenges posed by the lack of proximity (e.g., reduced trust and knowledge sharing,
increased conflict and coordination costs [14—16]. An intense use of collaborative
technology, and the associated possible over-connectivity, could also affect the rela-
tionship between work-life balance and creativity. More recently, a few authors have
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started to recognize that the investigation of the impact of creative spaces on inno-
vation cannot ignore the role played by collaborative technology use in everyday
interactions between knowledge workers within and outside of collaborative spaces
[7, 13, 17]. However, it is not clear how on-site experiences and technology medi-
ated interactions interplay in creating affordances and constraints for innovation in
collaborative spaces.

The objective of this paper is thus to provide a more nuanced view of creative
processes within collaborative spaces by explicitly recognizing the fundamental role
of collaborative technology use. In particular, we aim to explore how the positive
resources related to wellbeing and work-life balance in collaborative spaces interplay
with the use of collaborative technology in affecting individual creativity. In the
next sections, we first present our hypotheses on the relationship between work-life
balance, technology mediated interactions, and individual creativity in collaborative
spaces. Then, we present the survey study we conducted in the collaborative spaces of
one of the most industrialized regions in Europe. Finally, we illustrate our preliminary
results and discuss their theoretical and practical implications.

2 Hypotheses Development
Figure 1 visually synthesizes the hypotheses that we are going to discuss next.
2.1 The Effect of Work-Life Balance on Creativity

in Collaborative Spaces

Collaborative spaces are designed to offer flexibility to workers in terms of timing
(flextime) and location (flexplace) of work (SHRM Foundation 2001). Flextime refers

Work-life balance
afforded by the
collaborative
space

Individual
creativity

Technology-
mediated
interactions with
actors outside of
the collaborative
space

Fig. 1 Hypotheses
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to the “ability of rearranging one’s working hours within certain guidelines’ (Hill et al.
[18], p. 50), while flexplace reflects the degree of control given to workers over where
to work [19]. Flextime and flexplace are resources intended to improve individuals’
work-life balance (see [20]). Work-life balance refers to situations where individuals
are equally satisfied and equally involved in their work and their family role [21].
Perceptions of work-family balance are strengthened by high levels of inter-role
facilitation [22] that can be accrued by workers’ flexibility in terms of time and
space. For instance, the studies of Hammer et al. [23] and Hill and colleagues [18],
although not conducted in collaborative spaces, found that the perceived flexibility
in terms of time and space was associated to higher levels of work-family balance.
Providing CS workers with a positive perception of the ability to manage the interface
between work and life domains may lower negative emotions and increase workers’
perception of control over their work environment [18, 24-27]. This, in turn, can
help individuals to develop more and better ideas. In addition, an increased ability
to manage the interface between work and life, thanks to a reduction of stress and
perception of overload, has the potential to free individuals’ cognitive resources and
enhance creativity [28].

We thus hypothesize that the work-life balance experience through the participa-
tion in a collaborative space has a positive impact on individual creativity.

HI The higher the perceived level of work-life balance experience through the
CS, the higher the creativity.

2.2 The Effect of Technology Mediated Interactions
on Creativity in Collaborative Spaces

While collaborative spaces offer numerous resources and inputs for individuals to
develop creative ideas (e.g. [4, 8, 29].), workers do not carry out their tasks only
within collaborative spaces and in collaboration with other members of CSs. They
also maintain contacts with individuals outside of the collaborative space, making
use of collaborative technology. Research on creativity has long established that
‘external’ ties have the power to foster innovative ideas. For instance, Perry-Smith
[30] underlines how external connections may offer to individuals a wide range of
ideas to draw on when tackling problems and developing solutions, stimulating diver-
gent thoughts and enhancing creativity-related processes. Thus, external connections
are expected not only to provide ideas to individuals but also to enhance and enlarge
the way individuals think about problems.

Research on the use of collaborative technology has also shown the positive impact
of collaborative technology use in getting access to distant resources that can foster
creativity and innovation [15, 31-33]. We thus propose that:

H?2 The higher the technology mediated interactions with external actors (outside
of the CS), the higher the creativity.
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2.3 The Interactive Effect of Work-Life Balance
and Technology Mediated Interactions on Creativity
in Collaborative Spaces

While collaborative technology is deemed fundamental for the new world of work,
it also poses serious challenges for individuals and groups in organizations. Litera-
ture on the disruptive effect of technology underlines how collaborative technology
increases interruptions and disruptions on individuals’ work, burdening them with an
increased cognitive load (e.g. [34, 35].). We argue that, if individuals make an intense
use of collaborative technology, they will be less able to take advantage of the well-
being experience provided by the CS. We base our argument on the fact that a high
use of technology may fragment one’s attention over multiple resources, tasks and
activities, and increase a person’s reachability. In relation to the first mechanism, a
higher work fragmentation, that has been associated to perceptions of overload [36]
can counterbalance the positive effect on creativity coming from a reduced stress
and reduced perception of role overload. In addition, the feeling of being always
on, engendered by an intense use of collaborative technology, and coupled with the
perception of being always available to others’ requests, can generate additional
perceptions of overload related to the sheer number of requests and the handling
of multiple colleagues. Also, this latter mechanism can counterbalance the positive
influence on creativity of an enhanced wok life balance provided by the CS. We thus
propose that:

H3 The positive relationship between work-life balance and creativity is negatively
moderated by technology mediated interactions with external actors.

3 Data and Methods

3.1 Context and Data

Our study is based on data collected thorough a survey sent to individuals working
in the collaborative spaces of an industrialized region of Northern Italy. The survey
involved all the collaborative spaces located throughout the region, with greater
density in larger cities. The survey reached individuals in different types of collab-
orative spaces, mainly co-working spaces (55% of respondents), business incuba-
tors (8%), science parks (20%), and hybrid spaces (17%). Co-working spaces are
collaborative spaces that offer a work environment designed to allow users to work
in the same way as they do in a traditional office, but shared with other workers,
typically professionals, freelancers, or people who travel frequently. Members of co-
working spaces work independently but typically share values and have interest in the
synergy that can occur when working in contact with other people. In particular, co-
working spaces are designed to promote creativity and productivity, thus combining
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the economic benefits of a shared office with an environment designed to stimulate
innovation [7]. Business incubators or business centers are designed to accelerate
the development of companies providing a series of resources to support businesses,
services, and a network of contacts. Incubators vary in the way they provide their
services, their organizational structure, and the type of customers they serve. Science
parks are built to support and to promote technological transfer between universities,
public organizations and private companies, and often host incubators of university
spin-offs. Among the spaces studied, there are spaces that have features common to
several types, i.e. hybrid spaces.

We first created a list of all the collaborative spaces of the region by looking
at documents and searching on the web. The main keywords used were: “Name of
province + collaborative spaces”, “Name of province + incubator”, + “Name of
province + innovation hub”, “Name of province 4+ coworking”, “Name of province
+ creative space". The initial list included 73 spaces. Since some of the spaces
of our first list did not seem fully consistent with our definition of collaborative
space (e.g. they appeared more as ‘rented office space’ than a co-working space),
we called a referent person in those spaces to ask for more information. At the same
time, we performed an accurate analysis of their website. As a consequence, we
eliminated some of the spaces from our research. Our final list included 66 spaces.
We then developed a multi-section questionnaire that explores the individual work-
related and social experience within collaborative spaces, focusing on constructs
such as work-life balance, face to face interactions, work interactions mediated by
technology tools, perceptions of innovation climate, and creativity. The questionnaire
was initially created in English and then translated into Italian with a translation—back
translation procedure [37].

The survey was submitted to individuals working in all selected collaborative
spaces. We got responses from 132 individuals working in 27 collaborative spaces
(co-working, scientific park, hybrid, hub, business incubator). The average age of
respondents was 37 years (s.d. = 8.9) and the majority of the population sample were
males (61%). 67% of the population sample declared themselves “self-employed”.
As far as their education is concerned, most of them had a graduate or undergrad-
uate degree (master’s degree 35%, bachelor’s degree 20%), 21% held a high school
diploma, 11% had a postgraduate degree master, and 5% had a Ph.D.

3.2 Measures and Analyses

Dependent variable. To measure creativity, we followed Sue-Chan and Hempel’s
[38] guidelines and recognized that novelty and usefulness are two components of
creativity. Novelty was evaluated asking the degree of agreement on a 7-point Likert
scale with the following statements: “I have original ideas”, “I often have a fresh
approach to problems”, “I have a unique perspective”’, “I generate unprecedented
solutions to a problem”, “My solution is often different from traditional ways of
doing a task”, “My solution is out-of-the box” [38]. The Cronbach Alpha was 0.89.
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Usefulness was evaluated using six items: “I develop solutions focused on the
needs of the user, not on the functions of a product”, “I produce simple solutions to
problems”, “I identify opportunities for implementing new products/processes”, “I
develop adequate plans for the implementation of new ideas”, “I integrate multiple
perspectives in a constructive manner”, “I combine ideas in a constructive manner”
[38]. The Cronbach Alpha was 0.85.

Considering that Amabile [39—-41], when referring to a product or service, defined
creativity as new, appropriate or useful and since most of the studies concerning
creativity in organizational field are consistent with the definition of Amabile (e.g.
[42, 43].) we studied creativity as a composite measure computed as the average of
novelty and usefulness (o = 0.91).

Independent variables. We measured the individual experience of work-life
balance using the scale of Work-life Balance Satisfaction developed by Valcour
[44]. Respondents were asked to express their degree of satisfaction (using a Likert
scale, from 1—"very dissatisfied” to 7—"very satisfied”’) with the following items:
“The way you divide your time between work and personal or family life”, “The
way you divide your attention between work and home”, “How well your work-life
and your personal or family life fit together”, ““Your ability to balance the needs of
your job with those of your personal or family life”, “The opportunity you have to
perform your job well and yet be able to perform home-related duties adequately”.
The Cronbach Alpha was 0.94.

The frequency of work interaction with external actors mediated by technology
was collected through a 7-point frequency scale where: 1—*“never”, 2—*“annually or
less”, 3—*“many times per year”, 4—"“many times per month”, 5—“many times per
week”, 6—“many times per day”, 7—"“many times per hour”, by asking to respon-
dents to answer the following items: “How frequently do you have synchronous, i.e.
same time, technology-mediated communication (e.g. phone calls, video conference,
instant messaging) with others (e.g., work colleagues or clients who are not members
of the CS)?”,“How frequently do you have asynchronous technology-mediated inter-
actions (e.g. exchange of emails, SMS, voice messages) with others (e.g., work
colleagues or clients who are not members of the CS)?”. The final variable we used
was computed as the mean of the two measures.

Control variables. We used several control variables, i.e. climate for innovation,
type of employment, education, gender, and age. The literature on creativity has
shown how the climate for innovation promoted in the environment significantly
influences the level of creativity of the outputs (e.g. [45, 46].). We, therefore, used the
climate for innovation as a control variable. We adapted the scale designed by Scott
and Bruce [47] for traditional organizational contexts to the case of a collaborative
space and selected 4 meaningful items. In particular the survey asked to report on a 7-
point Likert scale the level of agreement with the following statements: “Creativity
is encouraged in this CS”, “This CS can be described as flexible and continually
adapting to change”, “This CS is open and responsive to change”, “Assistance in
developing new ideas is readily available in this CS”, “There are adequate resources
devoted to innovation in this CS”. The Cronbach Alpha was 0.92.
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We considered that individuals who are self-employed may be more
entrepreneurial and creative. Thus, we controlled for the form of employment with
a dummy measure in which 0 = Employed and 1 = Self-Employed. We asked
respondents to choose the employment status that best described them from a short
list—created with 6 items reflecting the types of employment in Italy—and then
merging the six collection items into the two macro categories.

The educational level may impact the ability of individuals to develop new ideas
in specialized fields [48]. Thus, the educational level was collected asking to choose
one of the following items: 1 secondary school, 2 professional qualification, 3 high
school Diploma, 4 bachelor’s degree, 5 master’s degree, 6 master post degree, 7
Ph.D., 8 others.

We also controlled for gender with a dummy variable (coded 0 = female, 1 =
male). Although there is no evidence that gender influences creativity, the literature
recognizes that female professionals have sometimes fewer access to resources that
can be fundamental to initiate and develop creative ideas [49].

Age may be a proxy of one’s experiences. Previous experiences, especially in
terms of breadth can be predictors of one’s capability to spot new innovative courses
of actions. We thus controlled for the age of each respondent, calculated from year
of birth (reference year is 2018, when the data collection was completed).

Analyses. The described variables were used to run OLS models. Model 1 and 2
test the direct effects of the control and independent variables on creativity, through
a multiple linear regression analysis. In order to test for moderation, we centered
our variables. Model 3 tests the role of moderator of the frequency of work inter-
actions with external actors mediated by the use of technologies, through a moder-
ated multiple regression analysis. We used the variance inflation factor (VIF) to
rule out issues of multicollinearity. The maximum VIF was 1.14 and the average
VIF was 1.10. Therefore, we do not have reasons to suspect that multicollinearity
was a problem. We recognize that common method bias may be a problem in our
dataset. However, previous studies on individual creativity have extensively tested
models where dependent and independent variables came from the same source,
since “employees themselves are best suited to report creativity because they are
aware of the subtle things they do in their jobs that make them creative” [1, 50, 51].

In addition, we decided to keep self-reported variables considering the particular
context of our study. CSs are mostly attended by self-employed professionals and
freelancers, and these professions are practiced in multiple and distinct professional
fields, for example, computer programming, design, journalism, etc. Given such
heterogeneity, it would have been difficult, if not impossible, to identify a common
source of external data on individual creativity (for example the number of awards
received, or an evaluation provided by a client or another stakeholder).

Also, it would have been difficult, if not impossible, to ask other individuals (e.g.
managers, stakeholders) to evaluate the creative performance of our informants,
because many of the individuals working in collaborative spaces are freelancers and
individual contractors. The managers of the CS do not have specific knowledge in
all the occupational fields covered by coworkers, and it is difficult for them to have
all the necessary information to judge the creativity of inhabitants of a CS.
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We thus followed Ng and Feldman [52], who argue that the presence of individual
and/or contextual factors can make the self-assessment of creativity acceptable or
more appropriate. According to these authors, using creativity self-assessments is
acceptable when the individual’s creative changes or performance may not be visible
to a third person. To conclude, in agreement with Kaufman [53], although self-
assessment is not the best method to collect measures of individual creativity, it is
acceptable when the conditions of research make it necessary.

To contain the effect of common method bias, in our questionnaire we separated
the independent and dependent variables [54]. To further evaluate the problem, we
computed the Harman’s single factor test in which all items (measuring latent vari-
ables) are loaded into one common factor (Podsakoff et al. 2012). The total variance
for a single factor was less than 50% (total variance = 0.32), suggesting that common
method bias did not affect your data, hence our results.

4 Results

Table 1 presents a correlation matrix and descriptive statistics for all the measured
variables. Not surprisingly for collaborative spaces devoted to innovation, the
descriptive statistics show high levels of perceptions of climate for innovation (mean
= 5.24, s.d. = 1.39). Above average values were also recorded for the perception
of the work-life balance satisfaction level (mean = 4.75, s.d. = 1.33) and for the
frequency of work interactions with external actors mediated by technology (mean
= 4.91, s.d. = 1.63). In accordance with the hypotheses of our study, creativity is
significantly and positively correlated with the level of personal satisfaction about
work-life balance, as well as with the climate for innovation. Furthermore, there is
also a positive correlation between creativity and frequency of work interaction with
external actors mediated by technology.

Table 2 presents the results of the regression analysis. In model 1, only climate for
innovation was significantly related to creativity ( f = 0.24; p < 0.001). The results
of the regression in model 2 show the satisfaction of the individual work-life balance
is positively associated to creativity (B = 0.12; p < 0.05), providing support for our
first hypothesis, H1: The higher the perceived level of work-life balance experience
through the collaborative space, the higher the creativity.

Our second hypothesis pertains to the direct effect of frequency of work inter-
actions with external actors to CS enabled by technology, on creativity. In Model 2
there is not a significant relationship between technology mediated interactions and
creativity, suggesting that H2 is not supported.

In model 3 we test the interaction effect between work-life balance experience
through the collaborative space and technology mediated interactions with external
actors on creativity. Consistently with H3, we find that the moderating effect is
negative and significant ( = —0.10; p < 0.001). The plot in Fig. 2 shows that, at low
levels of technology mediated interactions with external actors, there is a positive
relationship between work-life balance and creativity. However, at high levels of
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Table 3 Fit of Regression Model 1 Model 2 Model 3
Models
Observations | 132 132 132
R? 0.17 0.21 0.28
Adjusted R | 0.14 0.17 0.23
Residual Std. | 0.85 (df = 0.83 (df = 0.80 (df =
error 126) 124) 123)
F statistic 512(df=5; |472(df=7; |590(df=38;
126) 124) 123)

Work Interaction
with external actors
mediated by

Technology

Creativity

Work Life Balance Satisfaction

Fig.2 Plot of interaction effect between technology mediated interactions with external actors and
work-life balance on creativity

technology mediated interaction the effect of work-life balance on creativity seems
marginal, if not negative.

The frequency of work interactions mediated by collaborative technology was
investigated through two separate questions asked to respondents: one referring
to synchronous technology interaction work (e.g., via conference calls) and the
other related to asynchronous technology interaction work (e.g. through emails).
By analyzing the data of the single answers, it is possible to further deepen our
analysis. We re-ran models 2 and 3, using synchronous technology mediated interac-
tions with external actors and asynchronous technology mediated interactions with
external actors. The results of these four new models replicate the results already
discussed of model 2 and model 3 in Table 2, i.e. there is no different effect on
the dependent variable if the technologies that mediate the working interaction are
synchronous or asynchronous.
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5 Discussions and Conclusions

The aim of this paper was to investigate the experience of professionals working
in collaborative spaces, such as co-working spaces and innovation labs, created for
enhancing individual and group creativity. We wanted to move beyond the common
rhetoric that collaborative spaces impact on creativity by increasing individual well-
being and by stimulating face to face interactions (e.g., [7, 55]) and recognize the
fundamental role played by collaborative technology in such environments. Our study
focused on how the positive resources related to work-life balance in collaborative
spaces interplay with the use of collaborative technology in affecting individual
creativity.

Our survey analysis, conducted in 27 collaborative spaces in a highly industri-
alized area of Northern Italy, provides support for our theorizing. In particular, we
first hypothesized and found that perceptions of work-life balance are positively
associated to increased creativity in collaborative spaces. These results are in accor-
dance with previous literature that has linked the implications of a positive interface
between work and life domains to individual success in organizations [56]. Most
of the literature on work-life balance, however, is based on empirical data collected
in traditional work contexts, e.g. large companies, public organizations, small and
medium enterprises [57], and often does not take into account the changing nature
of the workplace. Research has recently started to address the issue of work-life
balance in relation to telework, smart work, and flexible work arrangements (e.g.,
[58, 59]). Our research contributes to this emerging debate by showing the impor-
tance of work-life balance for innovation in non-traditional contexts, in particular in
collaborative spaces.

Second, we hypothesized that technology mediated interactions with actors
outside of the CS are related to increased creativity. In CSs multiple opportunities are
offered to interact face to face with other occupants of the space, e.g. meetings, social
events, spatial features. Technology mediated interactions are fundamental to get in,
or maintain, interaction with external actors. Such external interactions are instru-
mental to get new ideas, to access resources, and to be exposed to different points of
view. However, contrary to our expectations, our second hypothesis was not supported
because we did not find a significant effect for the relationship between the aggregated
measure of technology mediated interactions and creativity and the same happened
when we distinguished between synchronous and asynchronous technology use.

The role and implications of technology-mediated interactions (both synchronous
and asynchronous) are further elucidated by the results of our third hypothesis that
shows how the effect of work-life balance on creativity is negatively moderated by
the frequency of technology mediated interactions with external actors. Thus, our
results point out that the ability to exploit the positive resources developed thanks to
the experience in CS (in our case in terms of enhanced work-life balance afforded
by increase work flexibility) is contingent to the way individuals make use of other
types of resources (in our case collaborative technology). Requests and interactions
(both in real time or deferrable), arguably through an increase in the perception of
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role overload, may reduce the positive implications of the wellbeing offered by a
collaborative space to creativity, thus providing a more nuanced understanding of
how creative processes play out in new flexible and boundaryless workplaces. These
results also contribute to understand the implications of collaborative technology on
innovative and creative work in general, and in collaborative spaces in particular.
Interestingly, very few organizational scholars have specifically taken into account
the role of technology mediated interactions on creativity (see Burkhardt et al. [60]
for a meaningful example) and none have considered the diverse effects provided by
different types of mediated interactions. We thus contribute to this emerging field.

This work offers practical implications for designers, managers, and workers
of collaborative spaces. First, when designing collaborative spaces, architects and
designers should consider the sociotechnical nature of a collaborative space. They
should design the physical characteristics of the space taking into account (and
possibly integrating within their design) the role played by collaborative technology.
Managers of collaborative spaces should be aware of the fundamental role played
by collaborative technology in fostering innovation results. Even if we know that
collaborative spaces allowing spontaneous interactions may favor unexpected forms
of knowledge exchanges also between people belonging to different communities
[61], space managers should not just focus on fostering face to face interactions
within the space, by also offer additional opportunities for interactions with external
actors. For instance, they could institute webinars or offer specific platforms that
could be accessed both by members of the space as well as by external constituen-
cies. However, in doing so, they should be careful in not overwhelming individuals
with technologies that require them to be always ‘on’. Finally, workers should recog-
nize that the wellbeing guaranteed by the space may lead to their increased creativity
only when they enact certain interaction patterns. Enacting a targeted and ‘regulated’
use of collaborative technologies with actors outside of the space may be a strategy
to get the best out of the flexibility offered by a collaborative space.

This work is not, of course, without limitations. We collected our data in a limited
number of spaces and with a limited number of respondents. Although the context
of our data collection (a highly industrialized area) is extremely relevant and repre-
sentative of knowledge intensive contexts, future work should replicate and extend
our study in other contexts. The dataset we have used relies on data coming from a
single source. Although we have ruled out possible issues related to common method
bias, future studies should explore ways to assess creativity outcomes through other
sources (expert evaluations, documents, client’s evaluations). Although it is not easy
to obtain multi-sources for the detection of individual creativity in the context exam-
ined, and, as already discussed in the methodology, there is a theoretical motivation
for using self-assessment to measure creativity, we believe it is useful to try to inte-
grate the study with additional measures of creativity coming from other sources,
such as opinions of clients and supervisors of freelances or peers. As an alterna-
tive measure, it could be interesting to develop a new measure of self-assessment of
creativity that incorporates assessments from freelances at different points in time.

Our paper has started to explore the different roles played by different technolo-
gies on the work experiences of inhabitants of collaborative spaces. We believe
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more efforts should be put in place to distinguish the different uses and affordances
of collaborative technology in collaborative spaces, for instance by distinguishing
different type of technology (e.g., social media, instant messaging system), the
provider of the technology (e.g., the individual worker, the collaborative space),
and the multiple interpretations that different professionals may develop about the
use of a technology (e.g., designers, engineers, creative workers).

Another direction for future research could be investigating whether the type of
profession may differentially affect creativity processes in the context of CSs. We
propose to distinguish professions into macro-categories, for instance technology-
oriented professions and non-technology-oriented professions. This way we can
create a dummy variable that could act as a control variable for the professional
background and test if it plays a direct or moderating role.

Another possible avenue could be to investigate how collaborative spaces can
reduce the negative effect of technology in relation to the work-life balance of the indi-
vidual. Indeed, these spaces can offer physical and mental boundaries to the worker,
thanks to which workers could better manage their online status, thus becoming more
focused on their task, instead of being continually distracted by the invasiveness of
technology.
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Abstract Information Systems Interactions are a pivotal point in developing an
understanding of a socio-technical system. From this perspective, Information
Systems could be defined as the cooperation, coexistence and integration of a socio-
technical approach with the social aspect. This research investigates how people
communicate in a business and how this is likely to support knowledge sharing
practices. Given this, the real-work practices that drive a business emphasise the
interactions. This paper proposes an “Interaction-Context” schema, which factors
in the interactions sparked by several stakeholders that occurs in different areas of
interest of a business. Therefore, a multi-proposal expanded analysis of interactions
which seek to attends diverse purposes in different contexts. The schema envisages
three categories to classify the interaction. Similarly, there are three contexts which
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Keywords Interaction analysis + ICT maturity + Organisational excellence -
SME:s - Knowledge sharing - Real-work practices

M. Cipriano (<) - P. Bednar
University of Portsmouth, Hampshire UKJ33, Portsmouth, UK
e-mail: michele.cipriano@unich.it

P. Bednar
e-mail: peter.bednar@port.ac.uk

M. Cipriano
Universita degli Studi di Salerno, Fisciano, Italy

P. Bednar
Lund University, Lund, SE, Sweden

© The Editor(s) (if applicable) and The Author(s), under exclusive license 235
to Springer Nature Switzerland AG 2021

C. Metallo et al. (eds.), Digital Transformation and Human Behavior,

Lecture Notes in Information Systems and Organisation 37,
https://doi.org/10.1007/978-3-030-47539-0_17


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-47539-0_17&domain=pdf
mailto:michele.cipriano@unich.it
mailto:peter.bednar@port.ac.uk
https://doi.org/10.1007/978-3-030-47539-0_17

236 M. Cipriano and P. Bednar

1 Introduction

The “Interaction-Context” schema presented in this study emphasises a practical
proposition useful to analyse interactions in context. The authors have developed
the Proposed Model to support analysts as well as researcher to better understand
interactions which underpin real-work practices. The schema follows up a fore-
runner study which has been a “Pre-Analysis” originated on a large-scale project.
This large-scale project involved different stakeholders as well as a research team-
group. In addition, approximatively 40 companies and at least three employees for
each have constituted the subject of the project. Therefore, 46 trainee junior analysts
have collaborated to the data collection (questionnaire) in order to gather informa-
tion consequentially analysed (Raw-data). After that, this section briefly presents
approaches and perspectives which underpin this study.

Digital innovation, analytics, big data and Al, are emerging areas which results
from the ubiquity of IT and its relevance to business and society. Consequently, in the
same way, information systems are involved in these innovations and progressively
developing changes. The authors considered this aspect through the conception of
the social-technical continuum, where the diverse nature of relationships between
the social and the technical take place, as well as the intertwining of the instrumental
and humanistic outcomes [1]. In addition, the proposal accommodates Social Prac-
tice Design [2], where innovation and organizational changes are considered in the
context of the development of information systems.

The long-term ambition of the authors is to emphasize a multi-proposal perspec-
tive of interaction analysis, in order to support knowledge and management in
practice. The analysis of the interaction is dependent on the adoption and under-
standing of socio-technical systems related to the organizations. Indeed, the interac-
tions produced by the stakeholders and different environments involved, define the
flow of information which underpin an information system. Given this, the analysis
of interactions aims to investigate the interplay of communication, which flow within
a system.

A better understanding of how people communicate is likely to support knowledge
management and create competitive advantage. It is noteworthy that an improved
understanding of the implications and the complexity of real work practices and
related interactions, support a business develop and help people to achieve a more
efficient information flow. However, professional development, as a consequence
of the understanding of collaborative work practices as well as learning from each
other, help people to make better decisions. In other words, organizations could
benefit from fine-tuning their knowledge management systems to achieve business
excellence. In addition, the authors argue that employees’ knowledge of their work is
of considerable relevance. Employees are acknowledged as experts in the experience
of the business context in practice. If the business is consequence of the employees’
work, we cannot afford to ignore their knowledge of activities in context.

The multi-proposal perspective comes from the consideration of these assump-
tions and encompasses different points of views. Actually, the research presented in
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this study aims to offer a different approach to understanding interactions in context
rather than single viewpoints. Indeed, the nature of interactions entails an under-
standing of different context. The “joined perspectives” which underpin the paper,
and support an understanding of interactions, are:

— Activities, actions, communications.

— Areas and levels of interaction.

— ICT maturity, technologies and competences.
— Coexistence and interplay of systems.

— Contexts.

— Diversification of businesses, company culture.
— Real-work practices.

— Employee’s perspective.

— Socio-Technical perspective.

Hence, the authors have formulated an “Interaction-Context” schema as a practical
proposition for the multi-proposal perspective described above. The start point of
the “Interaction-Context” schema is to facilitate the understanding of interactions
through an enriched analysis of interactions. Therefore, the schema seeks to identify
the interaction among the coexistent systems which belong to; meanwhile, has special
consideration on the ICT system. The authors pay significant attention to the impact
of an ICT system on a business, as well as how the information systems could
be affected. The logical of the ICT system can be evaluated in a socio-technical
perspective, the authors therefore, insist on highlighting the strong connections to
the study of interactions. Indeed, the “Interaction-Context” schema has also been
developed to facilitate the categorization of the existing links between technologies
and competencies required from the adoption of an ICT system that support these
specific interactions, rather than others business activities.

The “Interaction-Context” schema consists of “Categorization” and subsequent
“Contextualization” of interactions. The three main categories constitute a typology:
“Coordination”, “Operation”, and “Control”. These three contexts can be broken
down into an interaction orientation: “Business”, “Local” or “Individual”.

It is also noteworthy that context analysis is a prerequisite when the dynamism of
system activity and process flow of an organization viewed as a knowledge commu-
nity is analysed [3]. The “Interaction-Context” schema, which belongs to the multi-
proposal perspective, could afford an extended realization of the interactions that
happen inside a business in order to define their reasons and purposes. Furthermore,
the “Interaction-Context” schema helps both the researcher and business analyst to
better understand the information systems that characterize a business, where signif-
icant interactions could support the information flow between different stakeholders
involved. Moreover, the “Interaction-Context” schema supports analysis through
the association of technologies and skills within each area of concern, in terms of
interactions, core activities and business.

The next section presents the background to the work, and a brief overview of
the research. The “Methodology” section that follow, outlines the different methods.
In this research the authors have token an organic approach. The “Methodology”
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section will therefore provide a breakdown of the work done. In depth, two different
methods divide the study presented in this paper into “Pre-analysis” and “Proposed
Model”. The Authors envisage that the “Pre-analysis” section represents the roots of
the “Proposed Model” section, which has been developed until the focus changed to
the development of the “Interaction-Context” schema (Proposed Model).

However, as a forerunner study, the “Pre-analysis” section outlines an empirical
study related to interaction analysis. In this section, the authors highlight some of
the findings from the interaction analysis conducted on several businesses, which
aim to prepare the ground for the “Proposed Model”. Additionally, the dataset anal-
ysed belongs to a large-scale project, which will be widely discussed in the specific
methods section.

The “Proposed Model” section presents the core proposition of this paper. Indeed,
the “Interaction-Context” schema emphasizes the “Pre-analysis” results throughout,
using a graphical representation which seeks to address and resolve the issues
presented in the study. Table 2 “Issues” and Table 3 “Reflections” of “Pre-analysis”
section presents various considerations that have afforded the developed of the
schema. It is worth noting that, the results (Findings 1,2,3,4) of “Pre-analysis”
section supports the schema rationale and have triggered the abductive considera-
tions to “Proposed Model” section. The authors have outlined four major “Abductive-
Considerations” (5.1 Considerations from an Interaction Perspective, 5.2 Considera-
tions from a Context Perspective, 5.3 Considerations from a Multiple Perspective, 5.4
Example Drawing on our Trial Study Case) at the end of Sect. 5 “Proposed Model”,
which seek to emphasize the multi-proposal perspective underpinned in the paper.

In the “Conclusion”, areas of future research are suggested and included, as well
as the strengths and weaknesses of the “Interaction-Context” schema (Proposed
Model).

2 Background

“The term interaction broadly encompasses all the exchanges needed to coordinate
the relevant actors, resources, and activities” [4]. Every organization consists of
the people, the technical system and the environment [5] where a socio-technical
approach supports the organization to establish an effective balance between those
areas. A socio-technical approach is one that recognizes the interaction of technology
and people and produces work systems that are both technically efficient and have
social characteristics that lead to high job satisfaction [6]. Mumford defined the
objective of the socio-technical approach as “The joint optimization of the social and
technical systems” [7]. Mumford argued that humans’ needs must not be forgotten
when technical systems are introduced,instead, they should have more or at least the
same value [7]. The socio-technical perspective explores one of the most significant
interactions within a system: People and technologies.
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People and technologies represent two interdependent systems. The intersection
of them is the communication system that uses artefacts or tools for mutual collabora-
tion. Bednar states that the essence of the information system lies in the way people
use technology to support an action: “Given that information systems link human
activity systems and ICT systems, they should be considered as classic examples of
socio-technical systems” [8].

The development of technologies inside companies requires organizational
changes and a re-design of the Human Activity System (HAS). Given this direct
connection between interactions and systems, the changes made to a system also
cause changes at the interaction level. Organized activities entail coordination that
becomes achievable from a perspective of soft system development. The authors in
this study suggest that, in order to facilitate the changes, the relationships between
systems (ICT based or not) and interaction levels (intensity, stakeholders, business
areas involved) need first to be well identified.

The innovation and the development of new or different technologies in a business
related to the ICT system can be a double-edged sword. From a holistic approach, the
change impacts on the whole business. For example, gaps could occur as a conse-
quence of competencies and skills required from the system to the stakeholders.
Gaps in ICT competences could be a significant weakness for a business when it
comes to supporting effective quality communication among stakeholders. In prac-
tice, improved understanding also comes from the identification of ICT based prac-
tices, which are underpinned by the different levels and areas of interaction. Hence,
these practices affect the exchange of information inside an organization. The devel-
opment of an effective ICT system is one of the key factors supporting knowledge
management. However, if the enterprise can manage development, benefits include
competitive advantage to a firm.

Pham states that employees’ usage of IT applications and user-friendly IT systems
were found to significantly affect employee knowledge-sharing capabilities in the
organizations [9]. Therefore, an organization should develop appropriate policies to
support the information system, which could be identified through the “ICT matu-
rity” level [10]. It is noteworthy that ICT competencies have to increase to overcome
communications difficulties. An understanding of cultural, social, economic, and
technological factors, which influence the adoption and diffusion of ICT systems are
required to achieve high levels of global competitiveness [11]. Therefore, the authors
contend that an improved understanding of context should consider the industry in
which the SMEs operate and the size of the firm. “Knowledge has become an essen-
tial resource that organizations need to manage effectively to get their competitive
advantage and develop steadily” [12].

Due to these factors, a company should not focus solely on the technical side
but also on the managerial side. For this reason, them depend on both social and
technical skills. Each organization chooses its own set of combinations amongst
competences and ICT skills, which could originate inside or outside (outsourcing)
the organization [8]. Ergo, those combinations reflect the context and the levels
of interaction established for the communication across the company. Hence, ICT
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maturity is the state of an enterprise when it achieves the full development state in
using ICT to support its business [12]. The Interactions associated with the efficiency
of a high level of ICT maturity, are relying on the adoption and understanding of the
socio-technical system related to the organization [13].

Since this study addresses two distinct subjects of interest considered
hand in hand, an improved understanding involves on one side the inves-
tigation of interactions, and on the other the ICT maturity. Onward, the
Authors noted two studies present in the literature which fits the proposi-
tion above-mentioned: “A non-linear, interaction-based development model for
e-business” [4], and, “Socio-Technical Toolbox™ [8].

As a deduction, “A non-linear, interaction-based development model for e-
business” [4], allows analyst to split-up the information system of a business into
different areas of operations where the interactions take place. The authors argue in
their preposition that the analysis of interactions should carry on through the identi-
fication and breaking down of the core activity of business within different phases.
Consequently, the various stages in which the economic activity is achieved, defines
the interactions, the actors involved, and the self-same core activities. Indeed, the
authors identified in their model [4] three major areas of interactions (“Input”, “Core”,
“Output”), which help analysts to place interaction between one of those. Then, the
level of general interaction (“Basic”, “Low”, “Medium”, “High”, “Complete”) is
defined through a bottom-up approach depending on the interplay of interactions
amongst the areas previously identified.

Instead, The Socio-Technical Toolbox [8] is a collection of socio-technical
methods supporting a human-focus analysis that reflects on social and technical
factors in the design of organizational systems. The Socio-Technical Toolbox (STT)
promotes the understanding of the business practices of a company focusing on
learning about sustainability. Furthermore, STT originate on the socio-technical
concepts determined by Edin Mumford [6, 7]. STT comprise thirty different types of
methods of analysis and is divided approximately into eight main analytical spaces.
Five different types of questionnaires support these methods, one of these types is the
interaction questionnaires. This interaction questionnaire ends within a graphic repre-
sentation (ICT-Related Competencies matrix [8], which support the understanding
and investigation of technologies and ICT skills implemented by a company.

The authors have developed the “Interaction-Context” schema (Proposed Model)
in order to offer a combined analysis’ approach, which relays on the previously cited
studies: “A non-linear, interaction-based development model for e-business” [4],
and “Socio-Technical Toolbox™ (in particular in the Sect. 2E. Interaction Analysis
“ICT-Related Competencies” matrix, p.53) [8]. The “Interaction-Context” schema
could support a multi-proposal analysis which underpins a joined understanding of
different subjects of interest.
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3 Methodology

The authors addressed this study through an organic approach. It is noteworthy
that the original purpose of this research was to carry out an interaction analysis
throughout a qualitative approach. “What potential do SMEs have in terms of ICT
competencies required to develop organizational excellence?” was the first research
question. Interactions analysis is the major purpose which underpins this research;
however, the authors’ focus ultimately moved to the development of the “Interaction-
Context” schema. Since the authors went along open-ended investigations, were not
aware of the potential findings achieved. For this reason, two different but strictly
linked studies divide the research.

Henceforth, the authors claim two different main subjects of the research.
“Pre-analysis” section describes the forerunner study on interaction analysis.
Instead, “Proposed Model” section presents the primary purpose of this paper: the
“Interaction-Context” schema. In addition, this distinction begins in this section
where Method 1 explains approaches and the dataset in which interaction analysis
rely on (Pre-analysis); while Method 2 presents approaches and foundation of the
“Interaction-Context” schema (Proposed Model).

3.1 Method 1

As mentioned above, interactions analysis was the first purpose of this research; there-
fore, the authors developed a forerunner interaction analysis (Pre-analysis) which
originated on a large-scale project. This large-scale project is relying on the Socio-
Technical Toolbox [8]. In other words, this large-scale project represents a practical
implementation of the methods of analysis which underpin the STT. Hence, the large-
scale project involved several people between trainee junior analysts and business
analysts, which have encompassed a teamwork. Approximately 46 trainee junior
analysts collaborated on this project, which started in October 2018 and ran until
Easter (April 2019). Each trainee analyst worked in different business and undertook
more than ten interviews over this period, sometimes one per week. Each conversa-
tion took approximately half an hour. Some interviews were semi-structured, and all
the questionnaires run-out during the interviews, (as a reminder to the readers, five
different types of questionnaire support the methods presented in the STT).
Additionally, in each company, the trainee junior analyst interviewed at least three
people and the same three people throughout the project. One of these employees
has been the main focus of this company. This employee has been interviewed often
and in great detail about their job, unlike the other two. However, the interactions
questionnaire solely, and related data underpin the forerunner study developed in the
“Pre-analysis” section. Employees from approximately forty companies participated
in the interaction interview. Trainee junior analysts also collected this interaction



242 M. Cipriano and P. Bednar

dataset (Raw-data, “Dataset-one”’) which were used to develop the analysis. In addi-
tion, the questionnaires have a predefined structure and were standardized. Indeed,
those questionnaires have five major areas of interest. Since this research focuses on
interaction analysis, the authors used the data concerning the interaction area only.

It is worth notice that the interaction area treated in the STT [8] finds own foun-
dation on “A non-linear, interaction-based development model for e-business” [4].
Five subareas develop the interaction questionnaire. In addition, the relationships
in an information system which are reflecting the interactions between the different
areas are the self-same foundations of this questionnaire. Therefore, four subareas
are representing the areas which underpin these relationships, which are: “Output
Interaction Area”, “Core Interaction Area”, “Input Interaction Area”, “Interaction
across the board” [8]. The fifth and last subarea “ICTs competences” [8] identify
the relationships between the different areas through the analysis of the enterprise’
ICT system. This subarea supports the investigation of competences and technolo-
gies developed in businesses, related to an internal or external (outsourcing) provi-
sion: “ICT In-house”, “ICT External”, “Competencies External”, “Competencies
In-house” [8]. Moreover, “ICTs competences” subarea seeks to helps analysts to
define a “Combinations” (A, B, C, D) as a final mark point of synthesis of that
analysis.

Furthermore, an unobstructed view of the dataset analysed follows below. The
dataset consisted of three files, the primary “Raw-data” (Dataset-one), which was a
collection of questionnaires. These questionnaires were submitted directly at least
to three employees for each different company. Since the questionnaires investi-
gated several types of analysis, one of the interviews was controlled and lead by
questionnaire (interaction questionnaire) through specific questions. The interaction
questionnaires were developed to investigate the different areas of interaction, as well
as analysing ICT maturity. While trainee junior analyst did the questionnaires, the
interviews were conducted by the trainees through a semi-structured approach. The
role or task of the interviewed is not specified within the business. The interaction
questionnaire comprises at least two or at most four questions per each interaction
areas defined above. The Table 1 below presents some examples of the interaction
questionnaire outlined in the Socio-Technical Toolbox (Interaction Questionnaire,
pp. 111-112) [8].

The second file was a collection of “Interaction reports” (Dataset-two). The trainee
junior analysts developed those “Interaction reports” as a summary relay upon own
perception of the business analysed. In addition, “Dataset-two” also comprised an
initial identification of business’ interactions divided by subareas (the five subareas
defined above). Interaction levels (see p. 5), skills, and combinations were also high-
lighted (see p. 7). Each “Interaction report” of the “Dataset-two” is based on several
interviews; at most five, they are neither structured nor semi-structured.

The third file was an additional file which constituted an integrative report “Busi-
nesses reports” (Dataset-three) developed by the authors. The “Dataset-three” orig-
inates from the authors’ background research, supported by some European regula-
tions, of whom: the “NACE” regulation (The European Classification of Economic
Activities) [14], and the “SMEs: definitions and scope” [15]. The authors have
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Table 1 Some examples of the Interaction questionnaire from Socio-Technical Toolbox 2018 v13
(p. 111)

Interaction questionnaire

Interaction area First question per each interaction area

Output int. area What is the typical customer of the organization? Are there any key
clients?

Core int. area What are the main processes and activities in this area?

Input int. area What is the typical supplier of the organization? Are there any key
suppliers?

Int. across the board How does the organization facilitate the alignment between
customers’ needs/satisfaction, the identifications and contracting of
suppliers, and the processing activities of the organization?

ICTs competences How does the organization keep abreast of the ICTs evolution?

observed these European regulations to segment businesses by size and by economic
activity. “Dataset-three” represented a reorganization of a part of the previous
files (Dataset-one and Dataset-two) plus further details about businesses identifi-
cations (brief businesses descriptions outlined by the authors). The authors have
also compared both the data set provided by the trainees to develop their own “Busi-
nesses reports” (Dataset-three). Hence, this file was made up of the size, the economic
activity, the economic sub-activity of each business plus some notes (brief businesses
descriptions).

The authors noticed the necessity to develop an additional dataset as an “inte-
grative” report (“Business reports”, Dataset-three), because of inhomogeneity and
disparity of the information between the different files gathered by the trainee
junior analysts. Additionally, three different excel file constituted the whole Dataset
(Dataset-one, Dataset-two and Dataset-three).

3.2 Method 2

The Method 2 section outlines approaches and foundations of the major purpose of
this research, the “Interaction-Context” schema presented in the section (Proposed
Model). A reasonable approach that could tackle the “Interaction-Context” schema
is abductive reasoning. Hence, the authors believe that the “Interaction-Context”
schema is the product of abductive reasoning which originated from theoretical roots
(“A non-linear, interaction-based development model for e-business” [4], “Socio-
Technical Toolbox” [8] then reflexed to the active analysis (Pre-analysis). In addition,
Alvesson and Skoldberg argued that abductive reasoning originates from reflective
research underpinned through interpretations and reflections [16].

Due to “Pre-analysis” section which belongs to the large-scale project (see p.7),
the authors have developed the “Interaction-Context” schema (Proposed Model) in
line in the complex relationship between the process of knowledge production and
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the various contexts of such processes of involvement of the knowledge producer
(reflexivity) [17]. Consequently, the multi-proposal perspective which emphasizes
the “Proposed Model” is also in line to an abductive approach. Therefore, the “Pro-
posed Model” roots under the abductive method: systematic reflection, interpretation,
self-exploration of empirical material towards considerations as far as possible to the
perceptual, cognitive, theoretical, linguistic textual, political and cultural circum-
stances that form the backdrop to the interpretations [16]. Additionally, the overall
research presented in this study is likely to fit the Hanson agenda, where “abduc-
tion” as the process that enquires pattern-finding on empirical material [18]. Besides,
the abduction method is likely to support research processes over real practice case
studies [19], such as could be the large-scale project underpinned this study.

As mentioned above in Method 1, the authors developed a forerunner study (Pre-
analysis) through an organic approach, where, a holistic perspective underneath the
businesses analysed. The authors also claimed the “Pre-analysis” as actual research
in-line with the socio-technical assumptions argued by Edin Mumford [6, 7]. Further-
more, (Pre-analysis) was set up from the three files described above (Dataset-one,
Dataset-two and Dataset-three) which rely upon the large scale-project (see p. 6) as
real-world businesses investigations. In addition, the authors state an ethnographic
effort which seeks to enhance an understanding of the different business took under
analysis. Since the project involved several stakeholders, it is important to bear in
mind that possible bias could occur between the information exchanged. Hence, the
authors have developed the “Interaction-Context” schema trying to address these
issues.

The “Interaction-Context” schema founds its foundation in “A non-linear,
interaction-based development model for e-business” as well as the “Socio-Technical
Toolbox™ [8]. The “Interaction-Context” schema is expected to encompass a multi-
proposal (see p. 2) understanding of interactions in consideration of open-ended
investigations. The authors articulate a matrix schema where interaction investiga-
tion and ICT system get together in one only understanding. Generally, the schema
supports simultaneous analysis of the interactions and ICT system, which broad
to identify a “Category” and a “Context” for each subarea of interaction. The
“Interaction-Context” schema fall under two major headings: “Categorisation” and
“Contextualization” of the interactions. With regards to context, three categories
constitute an interaction typology: “Coordination”, “Operation”, and “Control”. On
the other hand, despite these interaction typologies, three contexts can be broken
down into an interaction orientation: “Business”, “Local” or “Individual”.

As far as is concerned the subareas of interactions the “Interaction-Context”
schema envisages the same foundation (interactions areas) outlined in the studies
mentioned above [4, 8] (“Output Interaction Area”, “Core Interaction Area”, “Input
Interaction Area”, “Interaction across the board”). The authors report, therefore, a
particular emphasis to the last interaction subarea “ICTs competences”, which forms
an integral part of the analysis of the others subareas under the “Interaction-Context”
schema, in spite to be considered as a singular subarea (see Fig. 4, p. 11). The
authors have emphasised the “ICTs competences” subarea in order to facilitate the
categorisation of the existing links between technologies and competencies inside
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the major interaction subareas. In addition, the adoption of an ICT system could
support these specific interactions rather than other business activities. Forasmuch
as a multi-proposal analysis underpins this study (see p. 2), this emphasis which took
place in the “Interaction-Context” schema could be useful to better understand and
analyse the relationships between the social and the technical.

4 Pre-analysis

So far, this paper has focused on the long-term ambition of the authors. The following
section will discuss the forerunner study developed until the (Proposed Model)
“Interaction-Context” schema emerged. The authors started the interaction anal-
ysis through two major studies foundation presented in the literature. The analysis,
therefore, mainly followed the roots of “A non-linear, interaction-based development
mod-el for e-business” [4] as well the combination’s matrix of competencies and tech-
nologies, present in the interaction analysis of the “Socio-Technical Toolbox™ [8].
The starting point was to understand and interpret the available dataset (Dataset-one
and Dataset-two), through the same perspective as the theoretical models mentioned
above.

Hence, the authors have investigated the interaction questionnaire (Dataset-one)
in order to develop a clear understanding of each business interaction areas relation-
ships. It is noteworthy that the major ambition of the authors at that moment was to
define patterns and clusters among the analysis under a qualitative approach. Thus,
the first overview of interactions relations was carried out in a business perspective.
These interactions were then identified for each business across the whole dataset.
The “Pre-analysis” has pursued the aim to identify for each company: the overall
level of interactions, the competencies required (ICT maturity) and the combination
of technologies and skills. Then, “Interaction reports” (Dataset-two) was analysed
and overlapped to these first outcomes.

The authors were not able to meet the linearity from this first understanding
which in spite outlined different information between “Raw-data” (Dataset-one),
(which come from interaction questionnaire), and the Trainees’ “Interaction-reports”
(Dataset-two). However, these first investigations were unable to support a clear
understanding useful to develop the intended analysis. These factors may explain
why the authors have warned the need to develop the authors’ “Integrative reports”
(Dataset-three). Indeed, the authors intended to outline and categorise patterns
and clusters through an ethnographic effort which would emphasise the size, the
economic activity and the economic sub-activity of each business. Besides, the devel-
oping of (Dataset-three) enhanced the understanding of each business (see Fig. 3 and
related Coding Tables 4, 5, 6).

Thereby, an abductive reasoning has influenced the authors through the identi-
fication of interaction levels (see Fig. 2), the combination and a brief overview for
each company and, this more explanatory (Dataset-three). The authors questioned a
series of Issues (Table 2) and Reflections (Table 3) which originated from abductive
reasoning:
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Table 2 Issues occurred after the identification of the interaction levels, the ICT maturity and a
brief overview of each business

Issues

No Issue

1 Does the information collected in the specific areas concern the interactions, or do
they explain an activity?

2 What is the purpose of this interaction?
Does the detected interaction support one of the core phases of the business?
Alternatively, does it support the work activity of the individual employee?

4 For what purpose technologies and skills are required, if investigating ICT
maturity?

5 Does the implementation of technologies support the interaction, business or work
of the employee?

6 Is the business under analysis primarily developed by the introduction of ICT
systems?

7 What is the perception of the interviewee regarding the introduction of ICT
systems?

8 Does the interviewee actively participate in the interactions? Is he aware of being
part of it?

9 How can we benefit from the knowledge and behaviour of the employee?

10 According to what we analyse, how could the business be affected by growth?

11

What interaction could or should develop?

Table 3 Reflections occurred looking forward across associations, correlations, patterns and
similarities into the dataset

Reflections

No

Reflection

High propensity to information loss

High tendency to change data in the various phases of analysis

High inhomogeneity of data

A high inclination for misinterpretation of data

High mismatching of the information offered by interviewed

High knowledge but low awareness of the instance being analysed

Complexity in segmenting the phases of the core business

Complexity in the association of technologies with specific interactions

NeRiNeIIEEN [ e R R R N S S

The complexity of splitting between activities and interactions

—_
=)

Need to categorize interactions

—
—

Need to contextualize the interactions

—
[\

Need to contextualize and place technologies and skills (ICT maturity)
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Needless to say, that “Pre-analysis” has triggered a long-terms ambition at this
stage. The authors stopped to develop the analysis to reasoning on how best pre-
process and reorganise all the available information. The purpose of the study was the
same, analyse interactions. However, the attention shifted from an overall perspective
strictly connected from the theoretical studies [4, 8], to a more practical understanding
(of real-work practices which rely upon the large-scale project).

Therefore, the investigation of associations, correlations, patterns or similarities
led the authors to highlighted some reflections. Moreover, the above mentioned
“Reflections” in Table 3, have laid down the conclusions of the “Pre-analysis” section.
From this point forward, a multi-proposal perspective through multiple points of
views invests the research contents.

Since the large-scale project which underpins this research comprises several
small and medium-sized enterprises, the “Pre-analysis” outlined the need to identify
different perspectives. Hence, a clear understanding of interaction relationships could
not depend on only narrow interpretation. For example, size and type of business
diversify the different realities, which could be enough to emphasize the complexity
which belongs to interactions analysis. However, previous studies on interactions
have not dealt with this kind of approaches.

Therefore, four (Finding 1, 2, 3, 4) constitute the results of “Pre-analysis” section,
which highlight each of the relevant aspects. These findings foster the reader to
understand a broad analysis potential where a multi-proposal perspective supports
the interpretation of contextualization and categorization of interactions. Below the
relevant aspects (Finding 1, 2, 3, 4):

Finding I: This section “Pre-analysis” identifies the relevance of contextualising
the interactions in consideration of a multi-proposal perspective of analysis. The
major finding (Finding 1) emphasises how interactions could affect businesses
throughout specific competencies and the use of technology. The specific case
presented as an example concerns a small pre-primary school. Technologies and
skills are present at multiple levels and for different purposes. Interactions and
business development are both supported by the use of technology. Moreover, one
of the managers of the business analysed in this section provided the following
sentence in own interview (information present in the second file, Dataset-two,
“Interaction reports”). Below is shown a brief sentence took from the interaction
questionnaire (first file, Dataset-one, “Raw-data”): “Technology has a significant
influence on improving the employee-child relationship. Through advanced tech-
nology, they are capable of instructing children efficiently. The instructional tech-
nology emphasises on developing the business”. (Cit. provided from the mentioned
interview).

Finding 2: This finding seeks to emphasise part of the “Pre-analysis” done in order
to present practical examples related to the intended multi-proposal perspective
underneath this research. Hence, to get close to the “Inferaction-Context” schema
(Proposed Model). A simple ring chart shows few of the clusters of interaction
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Fig. 1 Interactions-technologies labels of the output area, pre-analysis

relationships from the “Output Interaction Area”. The “Pre-analysis” has identi-
fied approximately thirty-six different labels between various typologies interac-
tion, technologies or competencies. These labels, drawn in Fig. 1., were reduced
for simplicity of visualisation. However, percentages are analysed in comparison
to the total of the businesses considered. For example, the “Interaction-Context”
schema (Fig. 4.) could be useful to understand why interaction occurs in a specific
area of a business with particular technology used. Below the “Output Interaction
Area” ring chart:

Finding 3: This finding aims to shows the connection between technologies and
competencies required from the adoption of an ICT system that supports specific
interactions, rather than other business activities. The authors argued that the logic
of the ICT system could be evaluated in a socio-technical perspective; therefore,
insisted on highlighting the strong connections between ICT systems and the
study of interactions.

Figure 2. shows the Interaction levels and the ICT combinations of the various
companies analysed in ‘“Pre-analysis”. The pie chart draws the percentage of
membership in each combination between the level of interaction and the level
of combinations of ICT technologies and skills. The percentages level results in
comparison to the total of the businesses considered. As an example, 20% of
the total business analysed, is outcome as an organisation with competences and
technology needed to manage “In-house” (combination A of combination’s matrix
in the interaction analysis of SST) [8], the relative hardware (personal computer,
essential network devices) and software (web browser, basic content management
systems to create a website). Besides, “medium” is the interaction level.

Those results (In-house; medium) means that the interactions in the 20% of the
business cases analysed, commonly occurs in a specific area of the firm but two-
way interaction (i.e., chat with customers in the output area; an online information
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Fig. 2 Business levels-combinations analysed in pre-analysis

exchange with suppliers in the input area). Besides, the authors developed the
“Interaction-Context” schema also to facilitate the categorisation of the existing

links between technologies and competencies. Below the Interaction levels—ICT
combinations sunburst chart:

Finding 4: This finding seeks to present in practice what the authors argued
above. Thus, emphasise the complexity which belongs to interactions analysis.
As an example of how many perspectives could be placed to a large-scale project;
business size, economic activities, and sub-activities for each company analysed in
“Pre-analysis” are shown in (Fig. 3). Furthermore, “Coding tables” (Tables 4, 5, 6),
have also been created to enhance an instant view of the business variety enclosed
in the dataset (see Appendix 1). The Coding tables outlines those three parameters

mentioned above (business size, economic activities, and sub-activities), which
in itself could classify each business.

Additionally, the plotted data are the result of the integrative reports, “Business
reports” (Dataset-three) developed by the authors along with the analysis. As a
reminder to the reader, European regulations [14, 15] were observed to perform
this classification. Below the Economic-Activity and Business-size sunburst chart:
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Fig. 3 Economic-activities (main caption in the Fig. above) and sub-categories partition of the
business analysed based on business size

5 Proposition: Model-Proposal

The forerunner study discussed above in the “Pre-analysis” section has highlighted
some interaction query related to real-work practices outlined across different busi-
nesses areas of several companies. The analysis took place in consideration of some
theoretical foundation [4, 6, 8] needed to handle and access the Dataset as well
to start the investigation. In addition, the “Pre-analysis” results (Finding 1, 2, 3,
4) have encouraged the authors to develop the “Interaction-context” schema which
seeks to offer a multi-proposal perspective of interaction analysis, in order to support
knowledge and management in practice.

Given the rise advancement of ICT and its relevance in the last decades, the authors
offer the “Interaction-Context” schema as a different perspective to analyse organisa-
tional interactions within the context of ICT systems. Hence, the authors have placed
particular emphasis on real-work practice as well as the employees’ experience of the
business context in practice. The “Interaction-Context” schema (Proposed Model), is
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rooted in a socio-technical approach which requires an improved understanding of the
implications and complexity of interactions in real work practices. The simultaneous
investigation of business activities, interactions, technologies and the interplay of
systems could broaden our understanding of businesses. Hence, an enhanced under-
standing could support business to develop and help people to make better decisions.
Furthermore, to pursue a more efficient information flow could optimise knowledge
sharing, which could support companies to achieve business excellence.

Therefore, this multi-proposal conceptualisation accentuates the relevance to cate-
gorise the different types of interaction within its specific areas, which then must be
contextualised. The “Proposed Model” aims to define and attribute a “Category” to
all the interactions. Since specific interactions could occur, this proposition allows a
better understanding of “Context”. Three “Classes” seem to be enough of categorising
the interactions: “Coordination”, “Operation”, or “Control”. From this categorisa-
tion, we move on to the orientation of the interaction. Three “Contexts” contextualise
the interaction within a specific orientation: “Business”, “Local” or “Individual”.
These kinds of specifications could afford a more precise overview of the data, which
could also support an improved understanding of real-work practices. However, the
authors consider the use or not of ICT systems, in relation to the related skills required
to use them. In this way, the same process described above to outline the relationships
between the interactions areas, is then proposed to categorise and contextualise ICT
systems, skills, and technologies.

This approach allows analysts to explore the interplay between technology and
competences of an ICT system for each interaction relationship in own subareas of
a business (see p. 7). From this perspective, it is possible to establish how, where,
and if ICT systems develop a business. In this way, we will understand either these
systems support interactions or a core business phase/activity. “Interaction-Context”
schema s intended to simultaneously analyse interactions and ICT systems in order to
identify particular ICT skills which support interactions in a particular system. At the
same time the analysis could shows either interactions also support the development
of an organisation. Furthermore, the schema also investigates the actual knowledge
of an employee regarding the ICT systems or technologies used to carry out their
work. As a consequence, should be evident if the employee’s knowledge in terms of
daily practices could affect the growth of the business.

Still rooted in the principal studies cited: “A non-linear, interaction-based devel-
opment model for e-business” [4], and “Socio-Technical Toolbox™ [8], the schema
presents a structure which could increase our understanding of a multi-purpose line
of inquiry.

Below in Fig. 4 a draft representation of the “Interaction-Context” schema
(Proposed Model), then follows a preliminary approach description which pursues
the schema.

The idea proposes to identify interaction in one of three “Categories™:

COORDINATION, identifies an interaction or coordination activity.
OPERATIONAL, identifies an interaction or primary activity of the core business.
CONTROL, identifies an interaction or control activity.
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Interaction Interaction ICT system / Technology | ICT system / Technology
Category Context Category Context
OUTPUT
CORE
INPUT
BOARD

Fig. 4 The “interaction-context” schema

After that, identify one of the three “Contexts” for each category:

BUSINESS, as a function and business support.
LOCAL, as a function and local area support.
INDIVIDUAL, as a function and employee support.

Thus, the same approach is proposed to understand “ICT maturity”, then ICT
System and technology.

The multi-proposal conceptualisation which underpins the Interaction-Context
schema is likely to emphasise the potential of this preposition. Therefore, the simulta-
neous integration of different perspectives within interaction and ICT systems under-
pins a systemic approach. The authors argue that the Interaction-Context schema
potential relies on the purposely try to integrate all these ideas. As a consequence,
this integration represents all the reasons why the schema becomes systemic. Hence,
this systemic conceptualisation, which reflects a business understanding, could help
the analyst to carry out a better and broader understanding, which emphasises a
socio-technical approach.

In this section, the authors discuss four major “Abductive-Considerations” (5.1
Considerations from an Interaction Perspective, 5.2 Considerations from a Context
Perspective, 5.3 Considerations from a Multiple Perspective, 5.4 Example Drawing
on our Study Case). Those “Abductive-Considerations” are proposed as a result of
abductive reasoning (between theoretical studies [4, 8] and the *“Pre-analysis”’) which
try to emphasise some potentialities about the “Interaction-Context” schema. Addi-
tionally, the section also presents intuitive considerations and examples which rely
upon real contemporary enterprises. Consequentially, the schema rationale origi-
nates from the results (Finding 1, 2, 3, 4) of “Pre-analysis”, which aims to supports
a broader understanding of the schema.

5.1 A Considerations from an Interaction Perspective

In “A non-linear, interaction-based development model for e-business” [20], the
analysis of the company is carried out by deconstructing the core business. Signif-
icant business activities could be diverted by focusing precisely only on the core
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phases. The analyst’s attention could be distorted if the information comes only
and directly from the management (or the ownership of a business). Moreover, the
primary emphasis should be given to the grassroots in the organization, precisely to
the employee through everyday work practices understanding. All the information
from managers as well owners could distort the real performance of the business.
The owners of the company are in the same “handicap” of the managers because
they are not doing the job in practice. Owners and managers could miss representing
real business activity because they see the business from an abstract point of view.
The experience gained doing a particular business job is not directly perceived by
management.

Furthermore, even if owners and managers understand the theory the employee’s
job, because they are not doing the role of the employee, they are not as knowledge-
able about the context of the actual job situation. Consequently, owners and managers
are equally distanced from the job activity in context. However, management knows
the job in principles, but in the real world, there are a lot of complexities, exceptions,
and problems that have to be solved in everyday life to be able to do the job. There-
fore, only the employee that is doing the job is considered problem-solving expert
underpinned a real job situation. The “Interaction-Context” schema accommodates
the relevance of the real-world employee engaging context of their career. Where-
fore, management interpretation or guesses of actual work activities disconnect from
the understanding of the business.

An example could be Italian historical management in small and medium-sized
enterprises referring to the family businesses case. Traditionally, the enterprise’s
organization is unilateral. The ownership also appears like the management of its
own company. Studies [21, 22], show that these cases have often been associated
with the company’s failure in the aftermath of the third generation. Often in family
firms, the family system overlaps the business through the use of culture. When
this overlap occurs, the role of family tradition can become a critical or success
factor for the company [23]. Above all, the real issue is that the culture of change is
missing. Thus, their perception of the business is not so clear to be able to identify
crucial issues upon the company in the phase of the change. These “Family business”
cases show how managers or ownership could affect the perception behind their own
business. Recent researches [24, 25], have found that between father and sons, there
is a particular sense of protection since the childhood phase. “Il ricorso al padre come
figura di protezione e di conforto”, “The recourse to the father as a Fig. of protection
and comfort” [24]. The proposal is undoubtedly intended equally for the opposite
gender.

The authors emphasize the purpose above in line with today’s civilization where,
although women from a relatively high percentage of the total workforce, the number
of women in senior management positions is quite small, but principles for leadership
stay the same. Progress is being made on this front, but quite slowly (in Italy) in
comparison with some other European countries. Women tend to have a higher
profile in some family-owned companies where standing within the family is the
critical criteria for advancement [26]. Therefore, according to these cultural values,
we could assume that a parent would typically protect and help their children, not push
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them in trouble. However, constant parental protection does not help the emancipation
of the child.

The same phenomena do not support a successful generational change in lead-
ership and management. This phenomenon demonstrates how cultural values are
supporting or sabotaging the business. Despite that, the perception of the ownership
of family businesses could distort understanding of business context and bring busi-
ness failure. This kind of phenomena is not limited to Italy but is recognizable all over
Europe [27]. Furthermore, in this paper, the authors emphasize the socio-technical
foundations.

The employee should be considered as the expert of real work experience of a
specific phase or activity of their work in the business context. Therefore, analysts
should take into consideration the employee’s knowledge. In this perspective, the
business is the consequence of employee daily practices. The employee’s knowledge
needs to be considered as giving the added value of the business, where the agenda is
to understand the workspace in its pure dynamism. Given that, the purpose is to iden-
tify how the business could be developed in practice drawing upon the employees’
knowledge of the real-world business activity. In this research, the authors empha-
size the relevance of system thinking to the problem. The study does not intend to
ignore top management but insists that the real-world context provided by employees
identifies a more precise understanding of the business needs. So that, a clear and
specific overview provided by the top management or by ownership remains just as
important. For this purpose, “A non-linear, interaction-based development model for
e-business” model allows identifying in detail the core business.

However, for complete identification of the business, the experience and knowl-
edge of context help by employees must be considered in equal measure. Thereby,
the analyst should help the employees to reflect and investigate to develop a better
understanding of their real-work practices. Conversely, employee perception can
help the analyst, the opportunity to have a more developed view of the business.
The “Interaction-Context” schema could support a better analysis. The information
collected by employees could be better managed and designed with this schema.

5.2 A Considerations from a Context Perspective

The “Interaction-Context” schema presented above supports a specific classification
which seems to meet the various difficulties and needs highlighted in both, Table
2 “Issues” and Table 3 “Reflections”. So, the schema seeks to afford a more easily
management of the many and diverse dataset available for the analysis. Addition-
ally, a full understanding of a business starts from the identifications of interactions
levels and ICT combinations, as Figs. 1 and 2. shows. Thereby, the “Interaction-
Context” schema is intended to “Categorise” those starting point outcomes, and
then, throughout the “Interaction-Context” schema (see Fig. 4.) “Contextualise” the
overall set of information.
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Hence, the analyst could be able to get a more detailed understanding of a busi-
ness. This further step of the analysis could accentuate other secondary business
activity, meanwhile, provide a more precise overview of the core business activities.
Consequently, the schema investigates technologies which underpin the interactions.
In the same way, analyse the competencies requested to employees for each subarea
of the interaction previously identified.

5.3 A Considerations from a Multiple Perspective

Typically, a dataset holds several pieces of information, which is why “Interaction-
Context” schema becomes relevant and useful. As this paper presents, mainly when
the analysis is carried out through a multi-proposal perspective. Figures 2 and 3.,
enclose various aspects which could affect the reader’s attention. At least as important
as to compare and to match the data. For example, it would be interesting to identify
the reason why interactions take place within various economic activities. Even
though, seems even more appealing to combine the different analyses also related to
the size of the businesses. From this perspective, the “Interaction-Context” schema
allows matching a multiplicity of diverse data potentially analysable.

Indeed, if the interactions, as well as ICT skills and technologies, would be decon-
structed by the “Interaction-Context” schema, this could make it easier to compare
companies operating in the same business. For example, the purpose might be on
the business’ size, and the focus could be to detect why and how a company is more
developed than the others. These initial observations suggest that the schema is in
line with the aims of this proposition. Therefore, the schema seeks to analyse real-
work practices that identify a company and indicate a trend towards development
and organisational excellence.

5.4 Example Drawing on Our Study Case

Finally, in this section, the “Interaction-Context” schema is exemplified within a
practical example using a subset of the “Raw-data” (Dataset-one) of the interac-
tion questionnaire. Specifically, the authors remind that these data are the result
of different questions that compose the interactions questionnaire (see pp. 7-8).
The same example as described above in Finding 1 of the “Pre-analysis” is taken
into consideration in-depth here. Besides, in this example, three different employees
were interviewed, including a manager. The example which follows below shows the
“Classification” of the interactions and their “Contextualization” using the proposed
“Interaction-Context” schema and the data listed. Similarly, also ICT technologies
and skills were identified. The authors intend to provide to the readers a trial study case
useful for a better understanding of the “Interaction-Context” schema recommended
in this paper.
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Interaction Interaction | ICT system / Technology | ICT system / Technology
Category Context Category Context
OUTPUT Opera_tloqal Business Opera_tlol}al Business
Coordination Employee Coordination Employee
Operational Business Operational Business
CORE peration Local Coordination Local
Coordination
Employee Control Employee
INPUT Operational Business Operational Business
Coordination Local Coordination Local
. Operational .
BOARD Op er@tloqal Business Coordination Business
Coordination Control Employee

Fig. 5 Example based on Pre-analysis section

Follows a part of the collected data used as an example in (Fig. 5.):

Output Area: Approximately 7-16 people. some of them are Deputy Manager,
Group Leader, Key Worker, and Nursery Apprentice. They usually interact among
themselves with setting up meetings. when it comes to customers, most of the
time would be between these three ways; arranging meetings, phones, emails,
sometimes Facebook. Picking the suitable way with customers would depend on
the situation, what is it about and why.

Core Area: Educating children software, IT tool to help teaching activities,
support the interaction between the main actors and customers (as users of the
service).

Input Area: Issuing Checks, Contracts, Invoices, Track the orders, the delivery
dates with Suppliers. Contacting with suppliers via emails, management software
systems for foods, payments, contracts, etc.... Issuing Reports to every child at
Nursery. Arranging Meetings for the Staff, Arranging workshops/training session
for the Staff.

Board Area: Company Directors are responsible for Taking control of the Nursery
Employees Progress, Activities, Salaries, Childcare, Suppliers, etc.... they have
HR Software, and Management software in IT Dept, they can keep track of
everything happens around.

6 Conclusion

The authors have developed the “Interaction-Context” schema proposed in this paper
trying to combine the previously cited studies: “A non-linear, interaction-based devel-
opment model for e-business” [4], and “Socio-Technical Toolbox™ in particular in
Sect. 2E. Interaction Analysis (“ICT-Related Competencies” matrix) [8]. However,
the “Proposed Model” underpins a long-term ambition which places a different
perspective to analyse organisational interactions within the context of ICT systems.

Therefore, this paper proposes an “Interaction-Context” schema, which can be
useful to better understand and analyse the interactions relationships between the
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social and the technical. The agenda of this study follows a multi-proposal perspec-
tive. Overall, the levels of interaction identified in “Pre-analysis” afforded the cate-
gorization of the core business. Technologies and ICT competencies required by
the companies analysed defined the “ICT maturity”. Further, in an in-depth anal-
ysis focused on those first findings, the employee’s perspective being the primary
purpose of the investigation. Therefore, looking at the organizations, more systems
appeared to coexist. So, the focus of the research moved to follow a more detailed
deconstruction of the business.

Furthermore, Bednar noticed: “In order to take into account unique individual
sense-making processes within an organizational problem arena, there is a need for
analysts to explore multiple levels of contextual dependencies” [28]. The in-progress
analysis was conducted to develop the “Interaction-Context” schema (Fig. 4). An
overview of the identified interactions has underpinned the assumptions described
to create the schema, as well as ICT skills and technologies that support business
interactions are associated with those assumptions.

The schema aims to pursue the employee’s real-world practices, which support the
company in it seeks towards organizational excellence. Additionally, in this paper,
the authors contemplate of high relevance an employee’s knowledge upon his work.
Employees are acknowledged as experts in the experience of the business context in
practice. Employees know crucial details based on their own experience that cannot
be perceived by the management or ownership through their work. The purpose of the
“Interaction-Context” schema discussed in this paper is to support investigation and
analysis of elements that makes one business unique from another. In other words,
if the business is the consequence of the employee’s work, we could not afford to
ignore their knowledge of activities in context. “If is our view that organizations
subsist through emergence from interactions among individual people who occupy
particular roles and are charged with particular contextual tasks” [29].

The “Interaction-Context” schema could support a better understanding of the
interactions and technologies that make a business special. Meanwhile, seek to
investigate which interactions or technologies are likely to develop the business.
Thereby, the analysts could carefully orient is focussing on the research for unique-
ness and hidden excellence in business. The proposal for the future is to develop
an interaction analysis through the “Interaction-Context” schema. A revised and
extended version of “Pre-analysis” according to the further perspective of the “Pro-
posed Model” now only presented. The schema seems to be useful to investigate
specific areas of interaction, including to analyse companies that use ICT systems to
develop their business.

Moreover, this agenda for seeking excellence seems to be in line with Fourth
Industrial Revolution’s Real Innovation, “The most substantial improvements start
but do not finish with individual leaders: their beliefs, conduct, ways of handling
people and understanding of strategy. A key part of the new mindset is to perceive
the organization as a dynamic entity, not an inert set of assets” [30]. There is growing
evidence that the application of robotics and virtualisation throughout factories has
concerned the main proposal of Industry 4.0 [31]. However, the human capacity
for creativity and problem-solving are possible to waste, then replaced by “Smart”
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changes. Those changes are likely to support systems only from a technological
perspective [32].

In this paper, the authors have discussed interaction in context, then put forward
an “Interaction-Context” schema. Furthermore, this research, therefore, is likely
also to fit the Industry 5.0 agenda. The “Proposed Model” aims to emphasise the
contemporary socio-technical continuum approach which relays upon one whole
integrated strand for examination (instead of two separate, social and technical)
[28]. In addition, the long-term ambitions of the authors are probable in line in and
similar to Industry 5.0 agenda. The “Proposed Model” is intended to support a better
understanding of interactions, which emphasises the engagement and empowering
of human beings in order to make a business stronger, instead of “automatic”. After
that, emphasise the synergistic relationships between such systems and people [33].
In conclusion, the authors believe that the “Interaction-Context” schema (Proposed
Model) is likely to support organisational change for the better, which aims towards
organisational excellence.

7 Appendices

1. Coding Tables (Tables 4, 5, 6)

Table 4 Various

. . . . Business-sizes codification
business-sizes codification

Code Business-size

Micro SME

Micro SME-franchising
Small SME-franchising
Medium SME-part of a group

Micro SME-part of a group

Macro
Medium SME

Medium SME-department in a big
organization

Small SME
Micro SME-partnership
Small SME-part of a group

@ T|N|m| | W] >

—

Macro-part of a group

Macro-partnership

Small SME-public sector

Hlmm|olzl>|®

Medium SME-partnership
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Table 5 Various economic-activities codification

Economic-activities codification

Code Economic-activity

a Wholesale and retail trade; repair or motor vehicles and motorcycles
b Accommodation and food services activity

[ Arts, entertainment and recreation

d Financial and insurance activities

e Manufacturing

f Human health and social work activities

g Education

h Information and communications

i Real estate activities

1 Non-profit

m Wholesale trade, except motor vehicles and motorcycles/Other services

activities

Table 6 Various sub-category of economic activities codification

Sub-category of economic activity codification

Code

Sub-category of economic activity

Information and communication

Food and beverage service activities

Sports activities

Maintenance and repair

Retail trade, except of motor vehicles and mot. etc

Financial services activities except insurance. etc

Printing and reproduction of recorded media

Residential care activities

Pre-primary education

Educational support activities

Social work activities

Information service activities

Real estate activities

Computer programming, consultancy and related, etc

Accommodation and food services activities

Manufacture of other food products

XK IN|<|lcH|l»w®mOo|zQmmg Q| |m| >

Fruit and vegetables

—
—

Wholesale of food, beverages and tobacco/Fun. etc

<
<

Primary education

=

Real estate agencies
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Systemic Sustainability Analysis in Small
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Lucia Pascarella and Peter Bednar

Abstract Sustainability is rarely implemented in employee work practices in small
and medium-sized enterprises (SMEs). The authors note that SMEs should imple-
ment sustainability practices as integrated part of work activities to ensure long
term success. This paper describes an empirical study of SMEs sustainability on
employee real work practices. A relevant perspective is offered by the triple bottom
line approach (TBL) combined with sociotechnical theory. The attention to creating
value for the future could lead to fewer sustainability issues. Furthermore, the anal-
ysis highlights the importance of the best use an employee knowledge and skills to
ensure his satisfaction. The main issue that hinders the improvement of sustainability
could be a lack of management attention to systemic integration of employee work
practices. The authors argue to integrate technology and systemic perspective in TBL
approach to achieve sustainability from sociotechnical perspective. The analysis aims
to support enterprises to remain competitive in evolving contexts.
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1 Introduction

Over the years, sustainability has taken on a key role in companies. The impor-
tance of sustainability has been underlined for many years but certainly explicit
since 1987 [1]. Sustainable development in small and medium-sized enterprises
(SMEj5) is intended to support present needs without compromising the ability of
future company generation to meet their own needs [1]. Elkington argues the need
to integrate the sustainability agenda in real work practices of enterprise through
the triple bottom line approach [2]. Since then, many studies [3—-6] have focused on
the relevance for enterprises to pursue sustainability based on the triple bottom line
approach. This approach outlines a way of thinking that concerns corporate social
responsibility so that it covers not only the profit of the enterprise but is also accept-
able environmentally and socially fair [2]. Triple bottom line approach goes beyond
the traditional business concept of the bottom line that pursued profit as its only goal
[7].

In contrast, what is crucial for sustainability in the work practices of an enterprise
is collaboration between stakeholders [3]. Usually, an enterprise is not made up of
a single person, but rather it is a group of people working together to achieve a
common goal. The impetus for a change towards sustainability should be driven by
the company at all levels of the corporate hierarchy, especially among the grassroots
employees. From this perspective, the company has to be aware of its responsibilities
towards different stakeholder groups [8]. This approach is intended to improve a
social and ecological performance of company taking into account sociotechnical
issues [8].

A Sociotechnical perspective “provides a new worldview of what constitutes
quality of working life and humanism at work. It facilitates organizational innovation
[...] with an organization and technology that enhances human freedom, democracy,
creativity” [9: 262], collaboration and participation among stakeholders. A sociotech-
nical approach concerns the technological and human system and their environment
and how they affect human behaviors [10]. This approach focuses on human and
technological sustainability and how the employee interacts with sustainability in
work practices.

Practically, to make a real improvement, the managers should use their knowl-
edge to understand real problems and provide guidelines for change; while at the
same time always listening and considering the advice of the employee. According
to sociotechnical theory, there should be more communication and exchange of infor-
mation in the form of real dialogue between employees and management. Due to
difficulties of communication, the latter could be simplified through meetings or
with an analyst acting as a facilitator [11]. The facilitator would make communica-
tion constant, more comfortable and more productive. In any case, those who make
sustainability in practice possible are the employees.

This paper describes the results from a project that analyzes systemic sustain-
ability in work practices which draw on a sociotechnical and a triple bottom line
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approach in the SMEs. Some of the issues in the approach to systemic sustain-
ability have been identified during the analysis of employee work practices. The
main purpose of the paper is to analyze sustainable work practices of employee
in SMEs with a sociotechnical approach. From the perspective of work practices,
the pursuit of sustainability could be a way to achieve competitive advantages and
long-term success. From a sociotechnical point of view focus on the respect of the
environment, the well-being, and professionalism of employees and enterprise profit
could lead to long term success. Sustainability is intended to support enterprises to
reach business excellence towards competitive and in continuous evolution context.
The factors that support business excellence are complex and not static [8]. From a
sociotechnical perspective, over time value creation for companies is based not only
on their intellectual capital and on “know-how” but also to the desire and the ability
of their employees [8].

According to the agenda of industry 5.0, to be sustainable and competitive the
focus should be on the relationships between employees and work systems [8]. In
contrast, industry 4.0 was based on technological development and overlooked the
human dimension [8]. Industry 4.0 appeared to lose the grounding that the sociotech-
nical perspective has traditionally provided.[8, 12]. In industry 5.0 there is a return to
the importance of the sociotechnical approach, which is intended to lead to continuity
and progress [12]. According to sociotechnical perspective, industry 5.0, through
the support of its employee tries to reach business excellence in work practices
[8]. The sociotechnical perspective is intended to lead enterprises to reach systemic
sustainability.

Over the years, there has been a long interest in corporate sustainability but now
it is not necessarily a choice. Since there is continuous social, cultural, economic
and legislative pressure to move in a sustainability direction [13], sustainability has
become mandatory thanks to European Directive 2014/95/EU [14]. The European
Directive requires companies to include non-financial statements (for instance envi-
ronmental matters, social and employee aspects) in their annual reports to encourage
companies to develop a sustainable approach to business [15].

The next section will describe the background of the project and outlines how
previous work provided the basis for the analysis. Following, in the methods section
an overview of the dataset used in this analysis will be presented. The authors will
then describe the initial analysis of the dataset and the way the data are studied.
Finally, the second part of the analysis will be the core of the investigation, and
focuses on three main areas of interest:

e Sustainability as dependent on management,
e Impact of paying attention to the future value,
¢ Employee satisfaction.

The paper will then discuss of the current analysis and key findings. The
conclusion will provide an overview of future analysis and final thoughts.
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1.1 Background

The project started in October 2018 and continued until April 2019. The engage-
ment with each company was conducted by 40 trainee analysts. Each trainee analyst
worked in a separate business. Trainee analysts interviewed a total of 148 employees.
Typically, each trainee analysts would have had more than ten interviews with the
same employees over this period. Each interview took approximately half an hour.
Some interviews were semi-structured, and all trainee analysts completed question-
naires during interviews. In each company, a trainee analyst interviewed at least
three people (3—5) who were the same three people throughout the project. In each
company, the work practices of one employee are the main focus of the trainee analyst.
This employee has been interviewed more often and in greater detail compared with
the other two.

Sustainability analysis is only one part of the overall project. In this paper, the
focus is systemic sustainability and development of the overall project based on
the sociotechnical toolbox [STT]. “STT is a collection of tools, techniques, and
pragmatic methods which can be used to support organizational change” [16: 3].
The main focus of STT is the work-system, which is the core of the organizational
change [16]. This toolbox is useful to change organizational practices in order to
reach business excellence [16].

The STT has approximately 30 different methods of analysis, which are divided
into eight main analytical spaces [16]. Five different types of questionnaires [inter-
action, sociotechnical, sustainability, change-potential, information, and cyber-
security] support the methods of the analysis [16]. One of these questionnaires
focused on sustainability, which is the subject of this research. The sustain-
ability questionnaire has 24 questions divided into the following parts: economic
sustainability, social sustainability and environmental sustainability.

Open and closed questions were used in the sustainability questionnaire. In addi-
tion, to add value to the research, part of the sociotechnical questionnaire was added.
The reason why sections of the sociotechnical questionnaire were included was to
investigate how enterprises integrate sustainability issues into work practices. In
addition, it is essential to focus on how much an employee is involved and satisfied
with their work. This integrated dataset intended to provide a better overview of
sustainability.

1.2 Methods

The dataset collected by 40 trainee analysts is the basis of the analysis proposed in
the current paper. The dataset contains all the open and closed answers of the 148
employees. This paper draws on a subset of the dataset that is focused mainly on
sustainability and part of the sociotechnical questionnaire. Based on the content of
the first dataset, to support the analysis, the following datasets were also created:
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e The Enterprise Report. This contains the type, size, and economic activity for each
company. The “NACE” standard was followed in order to connect each company
to its economic activity [17].

e The Sustainability Report. This contains all the categorized answers of the
employees related to and supporting sustainability.

2 Initial Analysis: The Dataset

The first step of the analysis concerns the meaning behind questions and raw data. A
sustainability aspect that each question aims to uncover is the hidden meaning. The
hidden meaning of each question, which aims to support the sustainability analysis
was explored. Raw data are composed by open and closed response for each sustain-
ability area. Each single question from an employee was categorized. During the
categorization, most of the answers were not consistent with the questions. All open
questions require explaining “how”, and in contrast, the answers focus on “who” or
“what”. Only through a complete and coherent response can we understand whether
the employee is involved and implements their sustainable work practices.

The following is an example of an answer given by an employee that does not
address the question:

“Are you managing resources directly needed in your work? If yes how?”.

“Yes. Stock, employees and my time are some of the resources that i need to manage in my
work”.

The first categorization is intended to lead to a clear vision of the true meaning
of the data and their inconsistency. However, to compare businesses accurately with
each other, there was a need to unify the data. Accordingly, there was the addition
of the second categorization composed of the following categories and ranges:

The individual answer of an employee, based on the grade and coherence with
the question, was placed in the category schema (see Table 1). To evaluate the whole
business the mean percentage was calculated, based on the answers of employees
from a single business. The mean percentage was calculated using the relative cate-
gory range and then, by taking the middle range value of every single employee’
answer which was in turn used to place the business into the appropriate category.
This percentage was placed in the appropriate range for that category (see Table 1).

Table 1 Second Categorization’ categories and percentages range

Category Range

High 100-80
Medium-High 80-60
Medium-Low 60-40
Low 40-20
Absence 20-10
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Table 2 Examples of questions that identify the problem in all sustainability areas

Sustainability Area Problem (Example of question)

Economic Is local budget surplus carried over to next year?

Social Is there someone else who can do employee’s job if he/she is away?
Environmental Does the job require specific environmental considerations?

What is essential is the level of awareness and recognition of the problem. The
problem is what compromises the ability of companies to meet their future needs.
Examples of questions that identify the problem are below (see Table 2). If there
is little or no recognition, then this is categorized as High. If there is significant
recognition of the problem, this is categorized as Low. Therefore, the same previous
categorization was used for the problem but in reverse. When the knowledge of
the problem is high, the problem belongs to the low category and vice versa. This
reverse connection is related to the company’ lack of knowledge of the problems.
If the company does not know that it has an economic, environmental and social
problem, this could be the biggest problem for a company. In this way, all the data
are uniquely placed on the same scale and can be compared for each single enterprise.

3 Second Part Analysis and Key Findings

3.1 Sustainability as Dependent on Management

Over the years, the theme of sustainability for companies has taken on a crucial
role. Sustainable development is intended to meets “the needs and aspirations of the
present generation without compromising the ability of future generations to meet
their needs” [1: 292]. The triple bottom line is an approach that tries to achieve
sustainability. Elkington intended to encourage a business vision based on the idea
to control and coordinate economic, social and environmental value [7]. Focusing
on these three aspects is a way to achieve sustainability [18] and is intended to
bring value to the enterprise. The triple bottom line fits the agenda of Mumford on
sociotechnical theory [9, 19, 20].

The basis of sociotechnical theory is technological and human sustainability
through the attention to employees in their work practices [9]. Sustainability must be
implemented in work practices, paying attention to employees and the human and
technological system. Pursuing this idea, the first stage of the analysis was the identi-
fication of the level of the enterprise’ attention to the future economic, environmental
and social sustainability value. In this case, future value is understood as the extent
to which companies are willing to meet their future needs. In other words, future
value is what a company should care about for their long-term life and success. The
attention to the future value is how much company support the ability to meet their
future needs. Table 3 presents example of questions that identify the future value for
each sustainability area (see Table 3).
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Table 3 Examples of questions that identify the creation of future value in all sustainability areas

Sustainability Area Future Value (Example of question)

Economic Is the employee expected to keep spare financial reserves/resources?

Social Does the employee get personal mentoring by an expert in his job?

Environmental Does the employee get training/advice in environmentally friendly
practices?

The analysis focuses on each question that aims to highlight the presence of atten-
tion to the future value presented in Table 3. Focusing on economic future value,
only 22.30% of employees keep spare financial reserves/resources. This percentage
underlines the low presence attention of enterprises to economic future value and,
therefore, economic sustainability. The economic result seems to be low compared
with the other sustainability areas. The analysis of social future value attention high-
lights that 47.30% of employees get personal mentoring by an expert in their job.
This result underlines that most of the enterprises pay attention to social future value
allowing the transfer of knowledge from an expert to a less experienced employee.
Analyzing environmental future value attention, only 29.05% of the employees inter-
viewed affirm that they get training and advice on environmentally friendly practices.
Therefore, enterprises seem to do not pay enough attention to environmental future
value creation.

In the investigation, none of the evidence from the dataset suggests that the enter-
prises interviewed achieve a maximum level of attention to future value in all sustain-
ability areas. This lack of sustainability is the result of inadequate attention that is
generally placed on the creation of future value and sustainability. All the firms that
show the highest levels of sustainability, at least in two of the three areas are shown
below in the graph (see Fig. 1). Only three enterprises out of forty achieved the highest
level of sustainability, at least in the environmental and social area. These enterprises
are different sizes (for example small, medium-sized), have different typologies (for
example franchising, part of a group, department in a big organization), and different
economic activities. However, sustainability does not appear to be entirely influenced
by these factors.

Overall, there may be a correlation between size, typology, and economic activity.
This is because depending on the typology, size and economic activity enterprises
have different needs and problems to face. However, the similarities are not unequiv-
ocal, the graph below (see Fig. 2) shows that within enterprises with the same char-
acteristics, there could be different results. Even if the enterprises “Beta”, “Gamma”
and “Kappa” have the same attention level to economic sustainability, they have
different attention levels to social and environmental sustainability. This result indi-
cates that the single most important thing that can influence the sustainability of an
enterprise is management.
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Fig. 1 Companies that show the maximum levels of attention to the creation of future value and
sustainability
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Fig. 2 Companies with the same size, typology, and economic activity have different attention
levels to the creation of future value and sustainability

An overview of the levels attention companies devotes to future value creation
of economic, environmental and social sustainability lead to the following consid-
erations: the area that has achieve