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Preface

The UNESCO Chair for Data Science in Higher Education Learning and Teaching
(https://research.curtin.edu.au/projects-expertise/institutes-centres/unesco/) aims to
advance global knowledge, practice and policy in applying data science to trans-
form higher education learning and teaching to improve personalisation, access and
effectiveness of education for all. Currently, higher education institutions and
involved stakeholders can derive multiple benefits from educational data mining
and learning analytics by using different data analytics strategies to produce sum-
mative, real-time and predictive insights and recommendations. Educational data
mining refers to the process of extracting useful information out of a large collec-
tion of complex educational datasets while learning analytics emphasises insights
and responses to real-time learning processes based on educational information
from digital learning environments, administrative systems and social platforms.

Although the field of learning analytics is receiving a lot of attention for its
capacity to provide lead indicators of student failure and supporting learning pro-
cesses, it has primarily focused to date on individual courses in isolation, rather than
the capabilities of higher education institutions as learning organisations.
Accordingly, the implementation of learning analytics at higher education institu-
tions may have broad implications for the organisation (e.g., technological infra-
structure, policies and regulations) and its stakeholders (e.g., students, academic
staff, administrators) including changes in learning culture and educational
decision-making.

This edited volume Adoption of Data Analytics in Higher Education Learning
and Teaching provides insights into the emerging paradigms, frameworks, methods
and processes of managing change to better facilitate organisational transformation
toward implementation of educational data mining and learning analytics. It fea-
tures current research exploring the (a) theoretical foundation and empirical evi-
dence of the adoption of learning analytics, (b) technological infrastructure and staff
capabilities required, (c) institutional governance and policy implementation, as
well as (d) case studies that describe current practices and experiences in the use of
data analytics in higher education.


https://research.curtin.edu.au/projects-expertise/institutes-centres/unesco/

vi Preface

Part I focuses on the organisation-wide adoption process of learning analytics.
The first chapter titled “Adoption of learning analytics”, reflects on the characteris-
tics of an innovation and presents ways how to improve higher education with the
adoption of learning analytics (David Gibson, Dirk Ifenthaler, Chap. 1). In addition,
different roles in the complex process of adoption of learning analytics in higher
education institutions are described. The next chapter “The politics of learning ana-
lytics” reviews the principles of learning analytics in higher education to frame it as
ethically charged towards a responsible and more nuanced learning analytics in
being measured (Reem Al-Mahmood, Chap. 2). The following chapter “A frame-
work to support interdisciplinary engagement with learning analytics” discusses the
issue of learning analytics access and ways to leverage learning analytics data
between instructors, and in some cases administrators, to create interdisciplinary
opportunities for comprehensive student support (Stephanie J. Blackmon, Robert
L. Moore, Chap. 3). Next, “The framework of learning analytics for prevention,
intervention, and postvention in e-learning environments” first looks into theoretical
information on the concepts of prevention, intervention, and postvention and goes
through their applications in e-learning environments and the results. It, then, pres-
ents a learning analytics framework (Muhittin Sahin, Halil Yurdugiil, Chap. 4).
Then, “The LAVA Model: Learning analytics meets visual analytics” explores the
benefits of incorporating visual analytics concepts into the learning analytics pro-
cess by proposing the Learning Analytics and Visual Analytics (LAVA) model as
enhancement of the learning analytics process with human in the loop and applying
the LAVA model in the Open Learning Analytics Platform (OpenLAP) to support
human-centred indicator design (Mohamed Amine Chatti, Arham Muslim, Manpriya
Guliani, Mouadh Guesmi, Chap. 5). Another chapter, “See you at the intersection:
bringing together different approaches to uncover deeper analytics insights”,
describes a “research sprint” approach that aims to extend learning analytics capa-
bilities in ways that are meaningful for a range of different stakeholders (David Paul
Fulcher, Margaret Wallace, Maarten de Laat, Chap. 6). The final chapter of the first
part ““Trust the process!” — Implementing learning analytics in higher education
institutions” explains how the implementation process of learning analytics can suc-
ceed in an evolutionary way and how a well-known LA adoption model can be
adapted to guide a bottom-up adoption (Armin Egetenmeier, Miriam Hommel,
Chap. 7).

Part II focuses on role of learners and teachers in the learning analytics adoption
process. The opening chapter “Students’ adoption of learner analytics” is concerned
with extracted learner analytics, Connect Analytics and the factors influencing its
adoption during a live research project at Northumbria University in the UK (Carly
Palmer Foster, Chap. 8). The next chapter, “Learning analytics and the measurement
of learning engagement”, aims to provide a “multi-modal data” based contribution
to the research of student engagement in learning (Dirk Tempelaar, Quan Nguyen,
Bart Rienties, Chap. 9). The following chapter “Stakeholder perspectives (staff and
students) on institution-wide use of learning analytics to improve learning and
teaching outcomes” draws on three separate but related studies regarding the use of
learning analytics to support and improve learning and teaching (Ann Luzeckyj,
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Deborah S. West, Bill K. Searle, Daniel P. Toohey, Jessica J. Vanderlelie, Kevin
R. Bell, Chap. 10). Next, “How and why faculty adopt learning analytics” examines
a bottom-up and widespread diffusion of a learning analytics platform, the Student
Relationship Engagement System (SRES), through an Australian university
(Natasha Arthars, Danny Y.-T. Liu, Chap. 11). “Supporting faculty adoption of
learning analytics within the complex world of higher education” encompasses both
theory and practice. This multiple-case study discusses the efforts of a Learning
Analytics Research Collaborative at research intensive schools in the Bay View
Alliance, a networked improvement community designed to address teaching cul-
tures in higher education (George Rehrey, Marco Molinaro, Dennis Groth, Linda
Shepard, Caroline Bennett, Warren Code, Amberly Reynolds, Vicki Squires, Doug
Ward, Chap. 12). Another chapter “It’s all about the intervention: Reflections on
building staff capacity for using learning analytics to support student success” cen-
tres on the challenges associated with building staff capabilities needed to act on
data provided from learning analytics, assuming a model where staff provide reme-
dial support to individual students (Ed Foster, Rebecca Siddle, Pete Crowson,
Pieterjan Bonne, Chap. 13). The final chapter of this part, “Experiences in scaling
up learning analytics in blended learning scenarios”, focuses on the practical prob-
lem of scaling up learning analytics services in blended learning as a set of key
principles for scaling up learning analytics in blended learning scenarios in a higher
education institution in Germany (Vlatko Lukarov, Ulrik Schroeder, Chap. 14).
Part III features cases of learning analytics adoption including small- and large-
scale implementations. The first chapter “Building confidence in learning analytics
solutions: two complementary pilot studies” presents two preliminary studies con-
ducted in two higher education institutions respectively in Germany and France,
designed to gain insights about students who drop out and with the purpose of sup-
porting students’ achievement (Armelle Brun, Benjamin Gras, Agathe Merceron,
Chap. 15). Next, “Leadership and maturity: how do they affect learning analytics
adoption in Latin America?” provides new evidence on the process of adopting
learning analytics in the Latin American context, aiming to contribute to it with use-
ful insights about what it takes to move learning analytics adoption forward in the
region (Isabel Hilliger, Mar Pérez-Sanagustin, Ronald Pérez-Alvarez, Valeria
Henriquez, Julio Guerra, Miguel Angel Zufiga, Margarita Ortiz-Rojas, Yi-Shan
Tsai, Dragan Gasevic, Pedro J. Mufioz-Merino, Tom Broos, and Tinne De Laet,
Chap. 16). “Adoption of bring your own device examinations and data analytics”
considers how digital examinations can open up the black box of student work by
enabling data analysis not just at the end of an assessment, but also during the pro-
cess of producing it (Robyn Fitzharris, Simon Kent, Chap. 17). The following chap-
ter “Experiential learning in labs and Multimodal Learning Analytics” demonstrates
the potentials and prospects of providing multimodal learning analytics tools and
services in laboratory-based learning scenarios (Anke Pfeiffer, Vlatko Lukarov,
Giovanni Romagnoli, Dieter Uckelmann, Ulrik Schroeder, Chap. 18). “Web analyt-
ics as extention for a learning analytics dashboard of a massive open online plat-
form” follows the goal of how learning analytics dashboards have to look like to
assist especially teachers or any educators to understand the learning process of his/
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her learners in order to improve their teaching and learning behaviour within a
MOOC platform (Philipp Leitner, Karin Maier, Martin Ebner, Chap. 19). Another
chapter focusing on MOOC:s, “A dimensionality reduction method for time-series
analysis of student behavior to predict dropout in Massive Open Online Courses”,
examines the use of several data preprocessing techniques to model attrition on the
basis of students’ interactions with course materials and resources (Eric G. Poitras,
Reza Feyzi Behnagh, Frangois Bouchet, Chap. 20). The concluding chapter
“Evidence-based learning design through learning analytics” aims to investigate the
degree of agreement between instructors’ opinion on their course design archetype
and the archetype provided by Blackboard Analytics, and to identify any similarities
in tool use between the local institution data and previous findings (Esin Caglayan,
O. Osman Demirbas, Ali Burak Ozkaya, Mehmet Sahin, Chap. 21).

Without the assistance of experts in the field of learning analytics, the editors
would have been unable to prepare this volume for publication. We wish to thank
our board of reviewers for their tremendous help with both reviewing the chapters
and linguistic editing.

Perth, Australia Dirk Ifenthaler
Mannheim, BW, Germany
Perth, WA, Australia David Gibson
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Chapter 1
Adoption of Learning Analytics

David Gibson and Dirk Ifenthaler

1.1 Introduction

This book’s theme — Adoption of Learning Analytics in Higher Education Learning
and Teaching — brought to mind the seminal Diffusion of Innovations (Rogers,
1962), which for decades has shaped research on adoption of innovations. The
reader may be familiar with his notion that there are five kinds of people involved in
the diffusion of an innovation, innovators, early adopters, early majority, late major-
ity, and laggards, and that a ‘critical mass’ is needed for full, sustainable implemen-
tation of innovation. But Rogers went beyond the actors of adoption and also set a
larger context in which the innovation itself, communication channels, time and the
encompassing social system were also key determinants of whether and how an
innovation such as learning analytics would be adopted. Learning analytics is con-
sidered a creative innovation in learning and teaching for three reasons: novelty,
effectiveness and wholistic impacts. Learning analytics can produce novel near real-
time information to improve teaching decisions; it is proving to be an effective
method of abstracting and modelling meaning from information, and it contributes
to a more wholistic interpretation of data by expanding the number and types of
measures.

The still emerging field of learning analytics has introduced new frameworks,
methodological approaches and empirical investigations into educational research;
for example, novel methods in educational research include machine learning,
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network analyses and empirical approaches based on computational modelling
experiments. Learning analytics have been defined as the use of static and dynamic
information about learners and learning environments, assessing, eliciting and ana-
lysing it, for real-time modelling, prediction and optimization of learning processes,
learning environments as well as educational decision-making (Ifenthaler, 2015).
The new frameworks and adoption models focusing on learning analytics are
required for successful integration of learning analytics systems into higher educa-
tion institutions (Buckingham Shum & McKay, 2018; Dyckhoff, Zielke, Biiltmann,
Chatti, & Schroeder, 2012). However, these models of practice and adoption vary
across different institutions due to situational and historical conditions, within any
individual organization due to disciplinary and contextual idiosyncrasies and across
different countries due to these as well as cultural differences (Klasen & Ifenthaler,
2019; Schumacher, Klasen, & Ifenthaler, 2019).

In the next sections, we briefly review Rogers’ model; those who are familiar
with it may wish to skip to the discussion of examples, which will draw from our
recent research and development activities. We also outline specific tactical applica-
tions where the adoption of learning analytics can add value to higher education,
and we illustrate the cross-over between diffusion of learning analytics as an inno-
vation and tactics developing within five major domains of higher education prac-
tice (marketing and recruitment, learner characteristics, curriculum, teaching and
post-graduate community and communications) with examples from our and oth-
ers’ research.

1.2 Innovation Diffusion

1.2.1 Six Characteristics of an Innovation

Six characteristics of an innovation, according to Rogers (1962), include the (1)
relative advantage compared to current tools and procedures, (2) compatibility with
the pre-existing system, (3) complexity or difficulty to learn, (4) trialability or test-
ability, (5) potential for reinvention and use for unintended purposes and (6)
observed effects (see Table 1.1). If we establish an indicator scale from low to high
(or little to ample) for each of these characteristics, we can imagine a minimum of
276 or 64 innovation configurations, as outlined in Table 1.1. This is surely a frac-
tion of the myriad ways that learning analytics is actually evolving in higher educa-
tion today, but perhaps offers a set of sufficiently unique categories to describe a
range from ‘little adoption’ to ‘full implementation’ of the benefits of learning
analytics.

Researchers might use these six characteristics of an innovation to reflect on the
degree and extent of adoption of learning analytics in a higher education setting. For
example, if the relative advantage of some innovation is high and the remaining five
characteristics are all low, the innovation might still be deemed worth piloting for
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Table 1.1 Six characteristics of an innovation

Characteristics

Low

High

Relative advantage
compared to current tools
or procedures

Little to no advantages

Large and evident advantages

Compatibility with the
pre-existing system

Incompatible, does not
integrate or requires significant
reworking of the existing
system

Highly compatible, works within
or alongside the existing system,
does not require significant
reworking

Complexity or difficulty
to learn

Simple to understand, easy to
learn and apply

Complex or complicated, hard to
learn and apply

Trialability or testability

Is difficult or costly to test or
trial, trials do not result in
definitive added value

Is easy or not costly to trial.
Results from trials show definitive
added value

Potential for reinvention
and use for unintended

Innovation is limited in scope
of application

Innovation is flexible and can be
applied to many varying cases.

purposes
Observed effects

Insignificant or limited effects | Significant and meaningful effects

adoption. The difficulties of overcoming the shortcomings of incompatibility with
current systems, complexity, costliness and limited effects might be worth the effort,
if the relative advantage is a matter of survival of the institution. In general, if the
innovation has more high than low indicators, then it is easier and more worthwhile
to adopt. The one indicator that seems to buck the trend is complexity, where at the
low end, if easy to learn and simple to understand, it might be too simplistic and
broad to be deeply helpful, as pointed out by researchers who have noted the issue
of complexity as a challenge for leaders of analytics adoption (Dawson, Poquet,
Colvin, Rogers, & Gasevi¢, 2018; Gibson, 2012; Tsai, Poquet, Gasevi¢, Dawson, &
Pardo, 2019). In the context of Rogers’ (1962) six characteristics, the degree and
details of engagement by key actors can measure or characterize the diffusion of the
innovation in some higher education context.

Other authors in this book point to the potential benefits of adopting learning
analytics; to these we add that learning analytics has potential to disrupt and trans-
form higher education learning and teaching across five major domains of higher
educational practice: (1) acquiring students, (2) promoting learning, (3) offering
timely relevant content, (4) using up-to-date delivery methods and (5) supporting
learners as part of a network of successful alumni who continue to positively impact
the world (Henry, Gibson, Flodin, & Ifenthaler, 2018; Mah, Yau, & Ifenthaler,
2019). Considering these domains of higher education practice in the sections to
follow, we will outline 15 tactics that can influence the 5 domains, followed by case
examples.

While requiring significant effort, bringing more people into better understand-
ing of the complexities of the diffusion of learning analytics in higher education
helps create conditions for a wider and deeper array of insights and more effective
group and institutional responses, as noted by Rogers (1962). We will illustrate the
innovation characteristics and specific tactics using some recent studies we have
conducted or encountered.
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1.2.2 Communication Channels

The degree of adoption of an innovation within an organization is a measure of the
number of actors using the innovation or who have altered their practice because of
the innovation. The process of the diffusion requires communication channels
between potential actors, who then follow a well-known decision-making process
(i.e. moving from unawareness to knowledge, then being persuaded that learning
more will be beneficial, then trying out the change, then moving into routine imple-
mentation and finally creating confirmatory data and helping others) as the actors
individually adopt or ignore the innovation. Influencers who wish to promote the
adoption of the innovation must ensure and secure open communication channels
and encourage people to start and stay on the journey of decision-making from
awareness to action.

The ‘Concerns-Based Adoption Model’ (CBAM) emerged in the 1970s with sur-
vey metrics to help an educational organization self-assess its status on an innova-
tion journey (Hall, 1974; Hall, Loucks, Rutherford, & Newlove, 1975). The tools
track the percentage of staff who are sitting at each stage of the journey and offer a
structured way to address the ‘next need’ of each group by focusing on moving
people from their current state to the next decision-making focus. For example, if a
large number of people do not know the benefits of learning analytics, the task is to
first make them aware and have them develop knowledge, before they can become
persuaded that adoption has any potential to make their life better. If a few early
adopters are already implementing and providing confirmatory data, their ability to
effectively model for others will be limited to the people who are already ready to
decide to adopt. Communication channels are the riverbeds for the flow of energies
from unawareness to action (Kotter, 2007). It goes without saying that the process
takes time, so leaders who wish to influence and track adoption of learning analytics
have to be ready to understand the processes and have patience — take the time
needed — to allow the communication channels to work (Roll & Ifenthaler, 2017).

1.2.3 Encompassing Social Systems

The dynamics of communications that support the flow of adoption processes are
part of the complex social networks in the encompassing social system contexts
involved in higher education (Kozleski, Gibson, & Hynds, 2012). Learning analyt-
ics researchers are beginning to take note. As recently pointed out (Dawson et al.,
2018), the existing conceptual models of the adoption of learning analytics in higher
education fail to operationalize how key dimensions interact to inform the realities
of the implementation process, leading to a need to rethink learning analytics adop-
tion through complexity leadership theory and to develop systems understanding at
leadership levels to enable the movement of boutique analytics projects into the
enterprise. Among the issues in the encompassing social systems of higher educa-
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tion, learning analytics adoption often faces a shortage of resources, barriers involv-
ing multiple stakeholder buy-in and the fears and paranoia of big data ethics as well
as privacy concerns (Ifenthaler, 2017; Ifenthaler & Schumacher, 2016). Addressing
these challenges requires agile leaders who are responsive to pressures in the envi-
ronment, capable of managing conflicts and are capable of leveraging complex
social systems for change (Gibson, 2000; Tsai et al., 2019).

Network analysis has emerged as one of the most promising methods for study-
ing the complexities of social influence, layered hierarchies and the evolution of
relationships. Network methods can be used (1) to define the spread and variety of
behaviours, (2) to predict the pattern of diffusion of innovations, (3) for analysis of
educational phenomena (Clariana, 2010; Ifenthaler, 2010; Ifenthaler, Gibson, &
Dobozy, 2018), and (4) to identify opinion leaders and followers in order to better
understand flows of information (Lazega, 2003). In the context of learning analyt-
ics, epistemic network analysis is of particular note (Gasevi¢, Joksimovi¢, Eagan, &
Shaffer, 2019).

1.2.4 Summary of Innovation Diffusion

In summary, the diffusion of learning analytics in higher education is expected to
involve:

* Actors. Levels of readiness of individuals and the emergent property that is the
combined readiness of the social group of which those individuals are members

* Innovation Configuration. Six characteristics of learning analytics adoption as
perceived by the individuals responsible for the innovation ((1) relative advan-
tage compared to current tools and procedures, (2) compatibility with the pre-
existing system, (3) complexity or difficulty to learn, (4) trialability or testability,
(5) potential for reinvention and use for unintended purposes and (6) observed
effects)

e Communications. Channel characteristics among the individuals and their social
groups

e Complexity Leadership. Flexibility in the face of dynamic overlapping
networks

1.3 Improving Higher Education with the Adoption
of Learning Analytics

The five major domains of higher education practice, where adoption of learning
analytics can improve both learning and educational organization, are as follows:
(1) acquiring students, (2) promoting learning, (3) offering timely relevant content,
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(4) using up-to-date delivery methods and (5) supporting learners as part of a net-
work of successful alumni who continue to positively impact the world (Henry
etal., 2018). In the sections below, we suggest 3 tactical areas for each domain — 15
tactical areas to consider when planning, undertaking or gauging the extent of adop-
tion and influence of learning analytics in a higher education institution.

1.3.1 Acquiring Students

Market Understanding An analytics capability can generate profiles of in-demand
skills in the market, track education trends and help the curriculum react accord-
ingly by offering learning experiences and certifications that are sought by employ-
ers and entrepreneurs. For example, an analytics team can monitor and report on
skills needs straight from a primary source such as highly dynamic job advertise-
ments, using open source tools such as RapidMiner and R to gain insights from
accessible online vacancy data (Berg, Branka, & Kismihok, 2018; Wowczko, 2015).

Personalized Recommendations Student and market information can be used to
aid course selection and align student expectations. A recent innovation at one uni-
versity found that some students mistakenly sign up for classes that informally
require prior knowledge from earlier in the curriculum. With better automated guid-
ance, the university could save time and frustration and improve retention with
analytics-driven recommendations (Parkin, Huband, Gibson, & Ifenthaler, 2018).
Students could also find out the likelihood of employability for their current skill set
and explore prospects for the future in their selected areas of study by an analytics-
driven approach that combines market understanding with personalized recommen-
dations (Berg et al., 2018).

Community Engagement Analytics-driven market knowledge can be reflected in
the outward-facing marketing and community engagement of the university, but
perhaps more important may be the engagement of the public in developing policy
that impacts higher education. ‘Policy analytics’ has been suggested as an emergent
use of computational approaches to understanding and dealing with five major com-
plexities inherent to public decision-making: use of public resources, multiple
stakeholders, long time horizon, legitimacy and accountability and public delibera-
tion (Tsoukias, Montibeller, Lucertini, & Belton, 2013).

1.3.2 Promoting Learning

Adaptive Support With full implementation of learning analytics, learning services
can use interaction history to learn and become tailored to individual learning dif-
ferences and preferences. This adaptive capacity, automated and available at scale,
is a key mechanism of one of the primary benefits (and part of the puzzle of the
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emerging field) of the adoption of learning analytics — personalization of delivery
(GaSevi¢, Kovanovi¢, & Joksimovi¢, 2017; Ifenthaler & Widanapathirana, 2014;
Schumacher & Ifenthaler, 2018). Model-based feedback that focuses on novice-to-
expert differences can guide the adaptation of support (Ifenthaler, 2009, 2011).

Proactive Retention Management As many researchers are finding, students with
high attrition risk can be identified early and receive targeted preventative interven-
tions (de Freitas et al., 2015; Gibson, Huband, Ifenthaler, & Parkin, 2018; Glick
etal., 2019; Ifenthaler, Mah, & Yau, 2019). Proactive retention is a prominent theme
in the literature because it balances benefits to both learners and the educational
system; for learners, it highlights that analytics can support decisions and develop
human capabilities and at the same time can underpin organizational and educa-
tional efficiencies by saving time and money.

Personalized Communication With appropriate adoption of learning analytics,
learning materials can be targeted to communicate with students based on learning
characteristics, level of attainment and aspirations for achievement. Recent advances
in analytics-driven applications include using network analysis to understand social
and cognitive relationships in learning (GaSevi¢ et al., 2019) and creating conversa-
tional agents to enhance learning and the educational journey through higher educa-
tion (Arthars et al., 2019).

1.3.3 Offering Timely Relevant Content

Adaptive Curriculum When the adoption level for learning analytics is high, cur-
ricula can be made dynamic, adapting in real time to employability needs, changes
in global knowledge stores and student cognitive needs that are complementary to
the personal learning process needs targeted by adaptive learning support, as well as
to changing circumstances in the external environment. Systems can be designed
around the semantic relationships of topic and subtopics (Li & Huang, 2006) as well
as by using similarity measures among learning objects in relationship to decision
modelling based on learner characteristics (Ifenthaler, Gibson, & Dobozy, 2018;
Lockyer, Heathcote, & Dawson, 2013).

Scalable Delivery At advanced stages of adoption of learning analytics, which
includes using machine learning methods to continuously discover, infer and feed
information to adaptive curriculum and learning support systems, technologies
using learning analytics can deliver content to all students and staff in a more par-
ticipatory mode that allow ‘scalable pedagogies’ such as near-real time feedback
and decision supports (Hickey, Kelley, & Shen, 2014).

Industry Integration Curricula in an analytics-driven system are designed to
deliver in-demand competencies and support relevant work place learning, for
example, via ‘challenge-based collaborative problem-solving’ (Gibson & Ifenthaler,
2018; Gibson, Irving, & Scott, 2018; Ifenthaler & Gibson, 2019).



10 D. Gibson and D. Ifenthaler
1.3.4 Delivery Methods

World-Leading Pedagogy Analytical research into student cognition and teaching
methods is used to define the higher education institution’s practices and drive stu-
dent self-awareness, in institutions with a high level of adoption. Signposts of the
integration of analytics into teaching and the growth of the field can be found in the
rapidly accumulating literature engendered by the Society for Learning Analytics
Research (Gasevic et al., 2017).

Adaptive Assessment In analytics-driven higher education environments, evidence
of learning is measured continuously, allowing targeted, dynamic assessment that
adapts to changing conditions and needs (Gibson & Webb, 2015; Gibson, Webb, &
Ifenthaler, 2019; Ifenthaler, Greiff, & Gibson, 2018; Webb & Ifenthaler, 2018).

Managed Outcomes Framework With widespread adoption of learning analytics,
students can be assessed against a granular framework, allowing for and supporting
an iterative and formative approach to learning and recognition of micro-credentials
(Mah, 2016; Mah, Bellin-Mularski, & Ifenthaler, 2016; Mah & Ifenthaler, 2019;
West & Lockley, 2016).

1.3.5 Supporting Alumni Networks

Strategic Employment Similar to acquiring students with intensified and dynamic
market analysis, an analytics-driven strategic employment strategy can utilize a
unique assessment framework that assists students to find, prepare for and secure
positions with high prestige employers. In one successful massively open online
course at Curtin University, an Indian technology company guarantees a job inter-
view for anyone who obtains a certificate from the experience.

Alumni and Lifelong Learning Communication Alumni and recurring learners
can be engaged through better information on market and industry trends and via
targeted and flexible opportunities for further study (Norris, Baer, Leonard, Pugliese,
& Lefrere, 2008).

Targeted Recruitment into Research Engagement in needed research areas can be
developed from better analysis of history, current status and more finely detailed
student competency profiles that fit with and extend the skills of researchers. Finding
and developing talent, driving fact-based planning, making decisions, executing on
strategy, managing tactics, measuring and both eliciting and validating learning are
all within the boundary of adoption of learning analytics and related disciplines
(Berg et al., 2018; Kiron & Shockley, 2011).
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1.3.6 Cases

In the following two Cases, we illustrate the six features and five domains with
examples and findings from our research and development efforts. The examples
provided here give a taste for the application of the six features of innovation across
the five major domains of higher education practice.

1.3.6.1 Analytics Teams in Business Units of a University

The first case is from a large university in Australia where executive interest and
awareness of learning analytics has been growing since a pilot study in 2010. A
senior executive briefing paper was then produced in 2013 by the strategy and plan-
ning group and brought to the senior executives, outlining some of the issues and
opportunities of learning analytics, leading to increased awareness of applying
learning analytics and resulting in the 15 tactics outlined in Sects. 1.3.1, 1.3.2, 1.3.3,
1.3.4 and 1.3.5. Since then, analytics teams have been springing up across the cam-
pus and now reside in operations areas such as recruitment, marketing and finance;
in service delivery areas such as teaching; and in research areas devoted to increas-
ing the university’s computational capabilities.

Beginning in 2010, the pilot study showed that behaviours of students in a school
of business could be grouped together to better understand the drivers of retention
(Deloitte, 2010). The resulting model, termed the Student Discovery Model (SDM),
utilized a self-organizing map methodology (Kohonen, 1990) to create clusters of
behaviours that helped analysts discover new relationships, raise additional research
questions and test assumptions and hypotheses. The effort was extended in 2013 to
the largest domestic campus of the university. This involved creating clusters among
52,000 students over a 5-year period (Gibson & de Freitas, 2016) drawing at the
time from 15 data systems (e.g. finance, student records, learning management sys-
tem) and was used to conduct initial exploration of hypotheses as well as to identify
correlations that warranted deeper analysis.

In 2015, a project in predictive analytics used machine learning (Chai & Gibson,
2015) to help make the case for the return on investment of building the university’s
capability in student retention. An investment in data architecture simultaneously
established how the new exploratory analytics would interact with managed data
systems of the university. A data scientist was hired in 2016 to lead the analytics
group in learning and teaching, and that team has grown to three people. The theme
of return on investment led to a second paper (Gibson, Huband, et al., 2018) that
focused on the capability developed and methods underpinning continuous on-
demand production of analyses and insights aimed to stimulate inquiry and action
to improve retention. Data analysts have also been added in student services, recruit-
ment, finance and elsewhere. These groups have not yet been brought together into
an ongoing community of practice and typically pursue their own agendas with
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Table 1.2 Adoption profile of analytics teams in business units of a university in Case 1

Actors 1. Innovators 1. Data scientists, data analysts
2. Early adopters 2. Faculty level leaders, central learning
3. Early majority and teaching staff, senior executives
4. Late majority
5. Laggards
Innovation 1. Relative advantage 1. High (new BI insights)
configuration 2. Compatibility 2. High (skilled people)
3. Complexity 3. High (knowledge gap high)
4. Testability 4. Low (no way to compare)
5. Reinvention potential 5. Low (isolated teams)
6. Observed effects 6. High (significant effects)

Communications | Teams communicate primarily within rather than across the university.
Informal communications are used as needed to solve local problems.
There is as of yet no formal structure of communications among or
integrating any of the teams

Complexity University leadership has recently signalled that the central learning and
leadership teaching area is the entity now charged with learning and academic
analytics. Leadership of all analytics is distributed, and separate teams
work independently from each other without coordination to impact on
other aspects of the student experience (e.g. recruitment, admissions,
student life, finance, academic records, alumni networks)

different toolsets, varied levels of accessibility to university data, supported by
informal working relationships among the groups.

Analysing the case story briefly with Rogers’ (1962) framework, in Table 1.2,
one can see that the stage of adoption at the university is prior to ‘early majority” —
meaning that adoption is limited to a few innovators and early adopters. A dash-
board capability for instructors is being introduced now and may help lead to an
early majority of people using some form of learning and academic analytics to
make decisions.

1.3.6.2 Adoption of Learning Analytics in Challenge-Based Learning
Design

The second case illustrates how designers of challenge-based learning experiences
have been building capability for adopting a data-driven approach to the design of
scalable learning experiences. Challenge-based learning is a teaching model that
incorporates aspects of collaborative problem-based learning, project-based learn-
ing and contextual teaching and learning while focusing on current real-world prob-
lems (Ifenthaler & Gibson, 2019; Johnson, Smith, Smythe, & Varon, 2009). The
approach is particularly well-suited to industry integration and to extending formal
learning into the community and world.

A digital learning experience platform — Challenge platform — has been devel-
oped to study the detailed time-sensitive user trails of interactions between a learner
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and content and among groups of learners collaborating to solve problems (Gibson,
Irving, & Scott, 2018). The platform supports self-directed learning at scale with
automated feedback and assessment in real time, at the point of learning. It pro-
motes active engagement to enable deeper learning, evidence of which is captured
via fine-grained data collection by a learning analytics engine. Challenge has the
capability, for example, to identify and track who does what during team work to
promote individual responsibility among participants. It can also engage students in
peer feedback, supporting development of critical thinking and reflection skills, as
team members work toward solving a wide variety of challenges.

Studies of the platform have focused on the dynamics and impacts of learning
engagement as a multidimensional concept. This includes an individual’s ability to
behaviourally, cognitively, emotionally and motivationally engage in an ongoing
learning process. Results indicate that engagement is positively related to learning
performance (Ifenthaler, Gibson, & Zheng, 2018) and that team learning processes
can be studied and related to performance using network analyses (Kerrigan, Feng,
Vuthaluru, Ifenthaler, & Gibson, 2019; Vuthaluru, Feng, Kerrigan, Ifenthaler, &
Gibson, 2019).

The innovating actors in this second case are application developers who are also
researching the impacts of the innovation and advocating for others in the university
to use the application to promote collaborative problem-solving and group projects
in classes. Early adopters of the innovation have been a handful of individual
instructors (e.g. one instructor in architecture, another in business and law) and
student services units (e.g. the career counselling service centre). Currently, one
faculty area has committed to widespread adoption the application in 2020, so the
number of early adopters is expected to increase (Table 1.3).

Table 1.3 Adoption profile of analytics in challenge-based learning in Case 2

Actors 1. Innovators 1. Application developers, data analysts
2. Early adopters 2. Individual instructors; business and law
3. Early majority faculty
4. Late majority 3. Student services content delivery
5. Laggards
Innovation 1. Relative advantage 1. High (collaborative learning improved)
configuration 2. Compatibility 2. High (capstone projects supported)
3. Complexity 3. High (easy authoring)
4. Testability 4. High (research on learning and teaching)
5. Reinvention potential 5. High (team learning innovations)
6. Observed effects 6. High (significant effects)

Communications | The current challenge is how to share the opportunity and help people to
use the platform, including how to interpret and utilize the learning
analytics information

Complexity A group with the central learning and teaching unit is managing the
leadership infrastructure, budget, staffing and software development
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The innovation configuration profile in the second case is assessed to be primar-
ily high. New collaborative learning knowledge is being published and is leading to
new embeddings of automated analyses such as the cognitive and educational ben-
efits of the challenge-based approach.

1.4 Discussion and Outlook

There are many different ways to improve higher education through learning analyt-
ics, and institutions are most likely to develop unique innovation configuration pro-
files based on their current circumstances, histories and priorities. Importantly,
understanding an institution’s learning analytics adoption profile needs to be framed
with specific knowledge of the particular aspects of learning analytics applied to
tactics such as those outlined in Sects. 1.3.1, 1.3.2, 1.3.3, 1.3.4 and 1.3.5. For exam-
ple, an institution might be in an early stage in alumni relations while highly
advanced in recruitment or adapting the curriculum. In addition, for an institution to
be adopting learning analytics at scale does not necessarily mean covering all the
aspects mentioned in the previous sections. Institutions will set priorities and may
decide to make progress on only a subset of the possibilities.

The two cases discussed briefly above lead to observations about three user roles:
(1) informal educators, those who provide student services and extension programs
outside of the formal curriculum, who seek ways to go to scale; (2) formal educators
who instruct classes and are interested in seeing the impacts of learning analytics on
team-based classroom and curriculum projects; and (3) data and information sci-
ence experts without a background in traditional instructional design who are help-
ing people in roles 1 and 2 to create new digital learning experiences on the
Challenge platform. Table 1.4 utilizes the Rogers (1962) framework to compare
observations across these user role groups.

In one university, informal educators using analytics to drive design and deploy-
ment are about 2 years ahead of the formal educators and the experts. Formal
instructors heard about the analytics and, as innovators, wanted to see if they could
benefit. In one school setting, the success of the pilot innovator teacher has led to
three other early adopters. Experts were added to the platform support team to con-
tinuously drive new innovations based on data analytics, so are considered innova-
tors. Most striking in the comparison of informal with formal educators is that the
former have built a team approach and have more of a strategic vision based in
observed effects such as highly efficient scalability and the reinvention potential.
This has led the team to significantly expand to impact nearly all students of the
University. The formal educators, in contrast, work alone in their classrooms and
have not had opportunities yet to write conference papers, conduct localized
research or influence others in their fields of knowledge.
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Table 1.4 Comparing user roles in higher education adoption of learning analytics

Informal Formal Experts
Actors 1. Innovators | 1. Two 1. Two 1. Two
2. Early 2.n/a 2. Two
adopters 3. Four
3. Early
majority
4. Late
majority
5. Laggards
Innovation 1. Relative 1. High 1. Low 1. High
configuration advantage 2. High 2. High 2. High
2. 3. Low 3. Low 3. High
Compatibility |4. High 4. High 4. High
3. Complexity | 5. High 5. Low 5. High
4. Testability | 6. High 6. Low 6. High
5. Reinvention
potential
6. Observed
effects
Communications Within team and 1:1 with experts; | Small team
bilateral with no community of | communicates with
experts; small practice has all users, plus
community of emerged external
practice within the researchers;
team community of
practice is
international
Complexity Relative advantages | Time-poor and Highly adaptable to
leadership outweigh other focused on other users,
considerations; pragmatic balancing time

commitment to
innovation has led
to team
development

operations rather
than theoretic
advances;
individual
instructors are
‘on their own’

between helping
others and creating
insights from data

Use of analytics across these three groups varies in this instance. The informal
team uses analytics to determine effectiveness of the structure of their offerings as
well as the extent of implementation, for example, counting the number of ‘compli-
ance’ experience expected to reach masses. In contrast, the formal educators are
loners within their faculty areas, who are interested in innovation in their own teach-
ing. They use the analytics to understand team problem-solving and especially indi-
vidual contribution to team products in projects where in the past they had no
visibility. Their observations about impacts on student learning are limited to one or
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two classes of their teaching load. The expert group utilizes data in these and several
other ways, driven in part by the needs and foci of the informal and formal users, but
also driven by research questions and external feedback from interested and col-
laborating international researchers.

At the level of small teams, even when a ‘critical mass’ is achieved in the actor
network, such as in the informal team, adoption is shaped and limited by communi-
cations. In the formal instructors’ experience, almost all communications are one-
to-one with the supporting expert team, not with peers and not with any expectation
from or knowledge shared by executive leadership in their faculty area. In contrast,
the informal team has been empowered by the executive leadership to do as much
as possible with the assets, experience and analytics.

The profile of the adoption of learning analytics that emerges from this brief
cross-case analysis illustrates details that help explain the ‘early-stage’ status of
adoption within the higher education institution. The two cases presented demon-
strate the potential of Rogers’ (1962) framework as a useful reflective tool in think-
ing about the processes and status of adoption of learning analytics.

The field of learning analytics is generating growing interest in data and com-
puter science as well as educational science, hence becoming an important aspect of
modern digital learning environments (Ifenthaler & Widanapathirana, 2014).
Despite the high interest, the adoption of learning analytics in higher education
institutions requires capabilities not yet fully developed (Ifenthaler, 2017).
International perspectives on adoption models (Nouri et al., 2019) as well as on
policy recommendations (Ifenthaler & Yau, 2019) may help to move the innovative
efforts on learning analytics forward.
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Chapter 2
The Politics of Learning Analytics

On Being ‘Measured’

Reem Al-Mahmood

2.1 Unfolding Scenarios

This chapter weaves theory and practice issues through unfolding scenarios.

™

Check for
updates

It’s a sunny day and Paulo is a new lecturer in the Digital Education team and he’s excited
to be contributing to the development of new online subjects and reviewing completed
subjects. He’s at his desk tasked to conduct post-teaching reviews of blended/fully online
subjects. He’s a little apprehensive about all that he is privy to on the LMS (Learning
Management System), and he’s familiar enough with some of the built in LMS learning
analytics (LA) reporting features. He can view all the content of discussion forums, the
back end of the LMS activities and log-in times and dates, the IP addresses, log-in device
types and the assessment grades; essentially he has access to everything about student and
staff online activity! His son is a student at the university and is enrolled in the online sub-
ject he’s about to review. Paulo is keen to view his son’s performance as his son recently
told him he was sure to have done well. So what stoty might the LMS data tell?

Diana is a first year student at the same university, and her data analytics show that she’s
from a low socioeconomic group and first in her family to go to university. The LMS sends
her an automated welcome message on her first day at university and alerts her to the fact
that it will check in with her to see how she’s going on a weekly basis and that she has a
specially assigned university assistant called Sophia (unbeknownst to her, Sophia is a chat-
bot) to assist her with any questions 24x7. Diana is delighted to have received such a caring
message and feels empowered and excited to be commencing her first year.
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2.2 The Promises and Challenges of Big Data and Learning
Analytics for Higher Education

Learning analytics (LA) in education is a newly and rapidly growing field and
emerging discipline (Long & Siemens, 2011) regaled at the Ist International
Conference on Learning Analytics and Knowledge in 2011 (Lak’11, 2011). With
the emergence of a ‘dataistic paradigm’ (Kitchin, 2014b; Ruckenstein & Pantzar,
2015), LA was predicted to reach ‘maximum impact’ in 3-5 years in 2015 (Johnson,
Adams Becker, Estrada, & Freeman, 2015, p. 6). Indeed, the UK has been a signifi-
cant leader (Sclater, 2014) in the field, and universities can learn from the innova-
tions and challenges of early adopters and innovators. The 2017 Handbook of
Learning Analytics (Lang, Siemens, Wise, & GaSevi¢, 2017) is testimony of a rap-
idly emerging multidisciplinary field (Lang et al., 2017; Williamson, 2017).

Learning analytics promises improved student success and retention (Greller &
Drachsler, 2012; Siemens, 2013) and uses Big Data (large digital data sets) (Dyche,
2012) to analyse learning and engagement. The allure of educational learning ana-
Iytics has been appropriated from business by using learner profiling ‘to build better
pedagogies, empower students to take an active part in their learning, target at-risk
student populations, and assess factors affecting completion and student success’
(Johnson et al., 2015, p. 12). We have impactful developments in personalised
adaptive e-learning (for examples, see Pardo et al., 2018; Pardo, Jovanovi¢, Dawson,
Gasevi¢, & Mirriahi, 2019), quality learner experiences and greater collaboration
given that students’ digital interactions can be mined at increasingly affordable
costs (Greller & Drachsler, 2012; Johnson, Adams, & Cummins, 2012; Johnson
et al., 2013). Educational digital environments provide readily available dynamic
and unobtrusive data tracking to provide learner feedback and comparisons with
others, support and early warning systems, for example (Greller & Drachsler, 2012,
p. 43). Digital profiling can be used for various purposes by various stakeholders
from individual learners, educators, designers, administrators to external business
organisations (such as the Pearson Education Group). Ultimately, our quantified and
measured profiled digital selves are promoted — knowingly or unknowingly — to
influence how we learn, consume and behave based on data-driven algorithms, algo-
rithmic education par excellence.

There are indeed valuable benefits of LA that have been promoted to educational
stakeholders as a way to improve and influence learning ‘consumption’ and ‘behav-
iour’ from the field of economic management using business intelligence and web
analytics (Buckingham Shum & Ferguson, 2012). For example, the educational
uses of learning analytics across academe can range from academic analytics (insti-
tutional analysis), action analytics (that require an action) to predictive analytics
(that predict behaviours and outcomes, e.g. which students are likely to fail or suc-
ceed) (Greller & Drachsler, 2012; Long & Siemens, 2011). Gathering data and ana-
lysing data with the aim of optimising performances and improving outcomes is the
basis of LA, and at first glance this is to be lauded. However, there are consequences
also in that LA relies on tracking our digital imprints based on Big Data that is
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gathered, analysed, stored, interpreted and acted upon (Dyche, 2012; Spector, 2013)
using algorithmic methods to detect patterns previously impossible (Romero &
Ventura, 2013) — providing profiles of ‘quantified selves’ (Lupton, 2016). The
promises for educational contexts is that to describe, diagnose and predict behav-
iour based on a ‘quantified’, ‘measured’, ‘audited’ and ‘surveilled’ self can improve
and personalise learning. Proactively Prinsloo (2017) reminds us that ‘once we have
this Big Data, it behooves us morally to use it for improved educational purposes’
that enhance students’ academic study success (see, e.g. Ifenthaler, Yau, &
Mah, 2019).

At its core LA is concerned with the question, ‘Can we tell from your digital
profile if you're learning?’ (Buckingham Shum, 2014). This seems reasonable and
innocent enough; however, it is vital for university researchers, educators, ethicists,
lawyers and administrators to engage critically (Boyd & Crawford, 2012; Kitchin,
2014a; Selwyn, 2014, 2015) with the assumptions and consequences of LA that
translate learning into numbers and visual patterns. Aptly, Lodge et al. (2017) pro-
vide a compelling discussion about how learning is inferred (and the limitations of
LA) from big data sets across disciplines where there are ‘different conceptualisa-
tions of learning” — echoing the importance of being measured in what LA can(not)
achieve.

Taking on an ethics of care (Noddings, 2013) requires a criticality (hooks, 1994)
in that our starting point has to be care for and care of the being done to, our learners
and the consequences of their ‘quantified selves’, as well as care around LA pro-
cesses. As Morris (2017) compellingly says, ‘We don’t get to stop asking questions
about why and whether of our teaching simply because the digital provides algo-
rithms that approximate answers’. Ultimately, in being measured by numbers, we
are (con)figured by technology, algorithms and data through the constant scrutiny of
algorithmic education and Big Data technology vendors.

This chapter shakes up the spaces around what, why and how we need to be
measured in adopting LA given its performativity regimes (Ball, 2016) so that it can
be ‘transformative’ and ‘carefully thought through’ (Long & Siemens, 2011). The
argument is that we need LA policies and practices that are transparent, relational,
co-designed and reflexive, which have at their heart social justice ethical and legal
frameworks where power imbalances amongst stakeholders are confronted openly
and critically.

Consequently, LA needs to be addressed in terms of its underlying performative
politics (power) across ethical and legal aspects and knowledge production and
across broader ecologies of learning (beyond the merely digital). This chapter pro-
vokes discussion around these issues by troubling what and how we measure (and
what we don’t), to open up LA as situated in contingent specific complexities and
circumstances towards questions and implications for theory, methodology and
practice towards a more nuanced and measured LA.

This chapter considers the politics and consequences of Big Data and LA as it
(per)forms digital profiles to promote critical and rigorous considerations of adopt-
ing LA by university stakeholders across leaders, policy makers, educators, tech-
nologists, lawyers, ethicists, programmers and students. Firstly, the ethical and legal
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issues arising about data are considered — given that any use of LA should start from
a robust ethical basis. Secondly, the knowledge that LA produces (automated,
recursive, productive) and its uses are discussed, to thirdly suggesting richer learn-
ing ecologies. The chapter concludes with a brief discussion of developing a culture
of LA and implications and considerations for universities.

2.3 Ethical and Legal Frameworks of Big Data and Learning
Analytics

There are many ‘disciplinary and ethical critiques’ surrounding data about, data for,
data from and data by, which are about power imbalances amongst LA’s stakehold-
ers (Buckingham Shum & Ferguson, 2012, p. 18, original italics). Consequently,
ethical frameworks and legal frameworks around data and what constitutes data are
paramount, for data is never neutral; it never speaks all on its own (Kitchin, 2014a);
data is always part of larger performative assemblages that enact worlds and mean-
ing into being. Data carries agendas that too often are not examined (Perrotta &
Williamson, 2016). So issues around learning analytics’ data need to address the
nature of the data, their selection, analysis and use; the data’s viewers and custodi-
ans; the data’s longevity and storage; and data betrayal (Lupton, 2016), its privacy
and concerns of commodification beyond a learning institution, for example, to
potential employers or LMS and Big Data vendors. Vitally, transparent legal and
ethical frameworks need to underpin the data protection and privacy of every indi-
vidual’s profile.

The data collected may already exist within automated systems such as the LMS
or have specialised data mining programs and databases used to extract information
from the LMS of an educational institution (Nelson & Creagh, 2013). Data sets may
be analysed internally within an institution with a data/learning analytics unit or by
external companies. Either way, data collected include an individual’s institutional
engagement and profile (Sclater, 2014). Whilst this type of surveillance may be
considered for the better good of the student and the institution, Orwellian fears
may well be cause for concern when an individual is unaware of the data collec-
tion — ultimately it is ‘stealth data’ (Spector, 2013). Campbell, DeBlois, and
Oblinger (2007) also raised issues in using data analytics around privacy, profiling,
data sharing and data stewardship. Long and Siemens (2011, p. 38) also highlight
the need to leverage data ‘associated with tracking students’ and ‘learning options
based on deterministic modelling’. These are critical issues that need addressing
across complex ethical and legal domains, and require institution-wide
discussions.

There are also legal violations in using ‘stealth data’ without a person’s consent.
Beattie, Woodley, and Souter (2014) in a critically titled paper Creepy Analytics
warn of the legal and ethical dangers inherent in undisclosed data collection that
constitute a ‘violation of trust’ and ‘academic freedom’ — here we have ‘data as a
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commodity’. There are power imbalances between data ‘seers’/‘viewers’/‘controlle
rs’/‘interpreters’ and ‘receivers’. The power relationships are uneven. Indeed, online
university students were significantly aware of being visible, traced, and tracked
online where ‘the LMS space and its permanence, visibility, and longevity raise
significant complex traceability and surveillance issues for students and lecturers’
(Al-Mahmood, 2012, pp. 24-25). Greller and Drachsler (2012) remind us of ‘the
double-edged sword’ that learner data may not necessarily benefit learners, but
rather the dynamic data availability adds to the power of educational institutions,
governments and commercial organisations ‘to increase manipulative control over
students, employees, and citizens, thereby abusing LA as a means to reinforce seg-
regation, peer pressure, and conformism rather than to help construct a needs-driven
learning society’ (p. 54). Clearly, there are significant ethical and legal implications
around data for all stakeholders to consider, but significantly the voices of our stu-
dents (Sclater, 2015) need to be at the heart of an ethics of carefulness in being
measured.

Encouragingly, a few universities have adopted codes of practices to proposals
for Student Charters (e.g. Beattie et al., 2014; Drachsler & Greller, 2016; Ferguson,
Hoel, Scheffel, & Drachsler, 2016; Greller & Drachsler, 2012; Nelson & Creagh,
2013; Pardo & Siemens, 2014; Prinsloo & Slade, 2016; Sclater, 2014; Sclater &
Bailey, 2015; Slade, 2016; Slade & Prinsloo, 2013). Vitally, we need ‘the highest
ethical standards’ ‘based on open, transparent, participatory, accountable, shared,
and ethical principles of inquiry’ (Stevens & Silbey, 2014, online). The Asilomar
document outlines the six pivotal principles about data use: ‘Respect for the rights
and dignity of learners; beneficence; justice; openness; the humanity of learning;
and continuous consideration of the ethical dimensions of learning research’
(Asilomar Conference, 2014). Inevitably, there are challenging ethical, ideological
and epistemological assumptions about data (Slade & Prinsloo, 2013, p. 1510).

Paulo discovers that his son, Dimitri, had only logged in once a week into the subject’s
LMS and had only made a handful of contributions to the discussion forum.

2.4 Knowledge Production: Algorithmic and Datafied
Education and Its Consequences

How might we produce new or novel approaches to interpret and understand data
patterns and produce new knowledge? The challenges of LA are in how we model
learning interactions based on Big Data with a ‘transformative potential’ to inform
learning and decision-making at an individual and institutional level (Long &
Siemens, 2011). Currently, ‘algorithmic’ paradigms underpin many analyses
(Perrotta & Williamson, 2016; Williamson, 2017) to lead to ‘actionable intelli-
gence’ (Campbell et al., 2007). For example, in the case of the Signals system at
Purdue University, the ‘actionable intelligence’ is about ‘guiding students to appro-
priate help resources and explaining how to use them’ (Arnold, 2010). The Purdue
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Signals analytics are based on a student success algorithm to provide a student fac-
ing dashboard of red, yellow and green lights to indicate where the student is at and
suggest actions. (And even in this visualisation, there are cultural biases and acces-
sibility issues). There are various levels of analytics for various ‘actionable intelli-
gence’ outcomes ranging from academic analytics to learning analytics. For
example, Buckingham Shum and Ferguson (2012) have developed a sophisticated
and rich range of LA from social learning network analytics, social learning dis-
course analytics, social learning disposition analytics, social learning content ana-
lytics to social learning context analytics to offer visualisations and recommendations
to support learning. LA’s promises are in their power for prediction based on large-
scale data sets and various statistical and mathematical algorithms where Big Data
is translated into reflective and predictive discourses to assist decision-making
through the ‘the quantified self” (Lee, 2013; Lupton, 2016) or ‘the quantified
institution’.

Further, Lodge et al. (2017) highlight the fraught dangers and reductionisms in
LA as it stands in privileging quantification data and not capturing the multiplicity
and complexity of learning, with a ‘bias towards quantification, and that implies that
anything that cannot be measured is not worthwhile’ (Lodge et al. 2017, p. 389).
The question is: What can(’t) numbers do? And what can digitisation never capture?
How do we capture engagement beyond digital clicks and algorithmic overtaking?
So the caution here is that we need to be measured in understanding the limitations
of the specific LA developed and in use and what underpins the learning pedagogy
of the algorithmic weightings and data captures.

Dimitri has received weekly emails from the university alerting him to the paucity of his
online subject contributions, which have increased his anxiety greatly.

Diana has been actively participating in the LMS weekly discussions and has received
weekly encouragement reminders by Sophia, based on her LA data.

2.4.1 On Algorithms and Data

Learning analytics’ power is to predict and enable student success and retention
(Colvin et al., 2015) through decision-making algorithms, but therein lie their
potential dangers when relying on merely quantitative data without qualitative
information for ‘aligning and regulating performance and behaviour of individual
teachers or learners against a statistical norm’ (Greller & Drachsler, 2012, p. 47).
Phillips et al. (2011) have shown the limitations of using quantitative web analytics
and the need to include rich qualitative data to extend understanding of how partici-
pants learn and use LMS environments. Despite the predictive promises of LA,
there are ethical problems in judgments made about an individual learner based on
machine or human interpretation of machine-generated algorithmic data. This could
‘potentially limit a learner’ (Greller & Drachsler, 2012, p. 48; Lodge et al. 2017) in
terms of ‘confirming old-established prejudices of race, social class, gender, or
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other with statistical data, leading to restrictions being placed upon individual learn-
ers’. Some studies show the greater the engagement with peers in a learning com-
munity is what produces the strongest positive effect on learning and can better
predict more successful student outcomes (Macfadyen & Dawson, 2010), but learn-
ing can never be captured from solely digital environments. By monitoring clicks
and digital spaces, we miss the richness of other learning that happens beyond for-
malised digital learning environments to the infinite array of formal and informal
physical environments.

The diversity and complexity of learning, judgments made about learning impact
and what data is used will always mean that ‘the reliability of a LA-supported
learner profile and its usefulness to the learners will remain questionable’ (Greller
& Drachsler, 2012, p. 48). Basing judgments merely on numbers alone limits the
possibilities of interpreting learning in its distributed nature beyond just the digital
space alone (Long & Siemens, 2011). Further, as Buckingham Shum and Ferguson
(2012, p. 19) advocate, we ‘must engage fully with questions around the academic,
pedagogical and ethical integrity of the principles for defining such patterns and
recommender algorithms, and who is permitted to see them within the set of stake-
holders’. Learning is complex and so much more than simple models can capture.
And just as significantly, there are problems with assuming that a digital log in
pertains to a single student, for students may work on group activities under one log
in and so on; this is what Greller and Drachsler (2012, p. 49) refer to as ‘enmeshed
identities’.

Data itself is never generated free of theory, and no data can ever be objec-
tive — it ‘is always framed’ through a particular worldview (Kitchin, 2014a).
The issue with analytics is it can ‘present the illusion of automatically discover-
ing insights’ and removing human bias (Selwyn, 2015). Yet there are infinite
algorithms that can be used which are ‘imbued with particular values and con-
textualized within a particular scientific approach’ (Kitchin, 2014a, p. 5).
Different algorithms play different politics in that the methods used on the same
data set will result in different outcomes and ‘actionable intelligence’, and with
this come invisible biases and assumptions. Buckingham Shum and Ferguson
(2012, pp. 18—19) alert us to the politics at stake here: ‘who is defining the mea-
sures, to what ends, what is being measured, and who has access to what data?’.
Further, who has the evaluation skills and competencies to interpret complex
sets of data and patterns in our universities, and how can these be developed and
sustained? So how will our universities evolve algorithmic educational exper-
tise and training to build not only data analyses capacities but interpretative
capacities towards open, reflexive and transparent, multidisciplinary under-
standings of learning (Lodge et al. 2017)? Some universities have progressed
this significantly, such as the UK’s Open Universities New Media Institute
which started in 1995 to grow to 70 research staff in 2012, who are leading the
discipline of analytics (Buckingham Shum & Ferguson, 2012). Newly estab-
lished centres in Australia have drawn expert staff from there to establish the
Connected Intelligence Centre at the University of Technology Sydney, in
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Australia, which conducts transdisciplinary cutting-edge research on using data
analytics to improve student learning, but other universities await such centres.

Dimitri is troubled by the alert emails as he has contributed significantly in the f-2-f discus-
sions and had even set up a subject debating session, as well as a weekly exam study group.
Perplexed by the ongoing emails, he now finds the LMS space with its formulaic structure
a burden.

Meanwhile Diana has been telling her parents about how lucky she is to have her own per-
sonal university assistant, Sophia, and how it has motivated her to set up an online study
group given that she doesn’t have a lot of time to be on campus physically.

2.4.2 On Interpretation and Contextualisation

Interpretation of data analytics requires contextualisation and multidisciplinary
framing (Lodge et al. 2017) as data needs to be presented to stakeholders with
the capacity to be understandable with the view to ‘surprise’, ‘compel’ or
‘motivate change’ (Macfadyen & Dawson, 2012, p. 161). Hence the usefulness
of learning analytics’ data and its usability will depend on how it is presented
to various stakeholders and definitions of success. Exploring meaningful pat-
terns is one way through this, with explanations. However, patterns alone do
not convey much without an integration of social theory and deep contextual
knowledge (Selwyn, 2015). Data patterns can provide a starting point for addi-
tional analysis, along with other data sets. Another issue in data framing is the
comparative aspects of comparing a person with others in a subject or course
cohort by sheer algorithmic reduction — humans are ‘way more complex, con-
tingent and messy... to be reduced to formulae’ (Kitchin, 2014a). Overall,
there are limitations to quantitative analysis that ‘need to be complemented by
other approaches’ (Kitchin, 2014a, p. 9). A LA health barometer might be well
placed around ‘the quality of debate around what technology renders visible
and leaves invisible’ (Buckingham Shum & Ferguson, 2012, p. 19). So assum-
ing that we can get multiple and accessible LA data interpretations, how might
these be communicated, and how might a LA culture be adopted, for better or
for worse? Ultimately, any interpretations must be contextualised, but develop-
ing and communicating a LA culture becomes essential for LA to have any
traction.

Paulo wonders if his son or for that matter any of the other students have access to the data
to which he is privy and if it would make any difference to their grades. He wonders if they
have been consulted about what might be important for them to assist with their learning?

Diana wonders about how Sophia seems to know so much about her and how she seems to
provide just the right suggestion to her at the most opportune times. Diana likens it to ‘the
Goldilocks effect” — just right!



2 The Politics of Learning Analytics 29

2.4.3 On Communicating and Adopting a Learning Analytics
Culture

How LA analyses are presented should depend on the various stakeholders, and
within a learning institution will typically involve strategic, administrative and aca-
demic staff, as well as tutors, laboratory demonstrators and students. The aim is to
contrast perception versus actual behaviour (Greller & Drachsler, 2012) to provide
‘actionable intelligence’ towards desired actions on some level for some stake-
holder. To what extent is this achievable? An example of actionable intelligence is
the little-used large-scale LA intelligence in the strategic decision-making process
around the LMS (Macfadyen & Dawson, 2012). Audiences matter and need to be
engaged in how LA can be communicated effectively. Educators’ voices have been
considered in works by Corrin, Kennedy and Mulder (2013, p. 204) to explore lec-
turers’ needs, perceptions and disciplinary differences of LA’s potential to show that
there was a ‘considerable amount of skepticism and confusion over the utility of
learning analytics’ by lecturers and that the LA dashboard reports had a ‘discon-
nect’ aspect to them, and they also expressed ‘concerns about the level of skill and
time required to adequately engage with learning analytics in a useful way’. Whilst
there are various ways that data can be presented to students and staff, with com-
monly used dashboard traffic light adoptions (Arnold, 2010), the assumption is that
‘actionable intelligence’ is achievable and decipherable by students and for that
matter usable and understandable by lecturers. There is need for more promising
work on what would constitute accessible and meaningful information such as that
by Olmos and Corrin (2012) and the SNAPP visual developments by Dawson, Tan,
and McWilliam (2011).

Further, there are concerns with how LA may ‘disempower learners, making
them increasingly reliant on institutions providing them with continuous feedback,
rather than developing meta-cognitive and learning-to-learn skills and dispositions’
(Buckingham Shum & Ferguson, 2012, p. 19). Learners can also stress over endless
comparison with their peers (Long & Siemens, 2011, p. 36). In a study of learner
LMS experiences (Al-Mahmood, 2012), perceptions about the LMS platform cer-
tainly meant that students were aware of performing the good student online, or at
the other extreme loathed the online platform which curtailed the length of time
spent in its spaces.

Dimitri realizes that he could decide to post more often to the discussion forum and maybe
the email alerts telling him he has only logged in once would cease.

Diana has been wondering about other students and if they too have an individual digital
mentor/assistant assigned to them. She is reluctant to ask but assumes they do (but only
equity and at-risk students have had this feature assigned to them).

Hence we need to be careful and measured then with what we communicate and
how we communicate any LA. We need to be cognisant not to fall into using ‘eco-
nomically motivated data analyses’ and a ‘language of economics’ with LA audi-
ences (Baym, 2013, p. 14).
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For LA to be adopted by a university, there needs to be strategic vision of the
complex issues involved. The work by Lodge et al. (2017); Norris and Baer (2013);
Davenport, Harris, and Shapiro (2010); and Davenport, Harris, and Morison (2010)
all provide strategic organisational approaches and cycles for insightful consider-
ation. Above all, whatever the platforms chosen, whatever data chosen and whatever
the ways to interpret data and feedback cycles, there needs to be considerable invest-
ment by the organisation in creating, building, sustaining and evaluating a culture of
analytics (Corrin et al., 2013; Norris & Baer, 2013; Davenport, Harris, & Morison,
2010, Davenport, Harris, & Shapiro, 2010). Whilst the culture of LA adoption may
seem innocent enough, there are further matters of epistemological concerns to
consider.

By the final weeks of his subject, Dimitri is becoming more anxious as he now has a strong
sense of being under surveillance and is feeling harassed. He simply wants to plead, ‘please
let me be. I have enough study and work to do’.

Diana is progressing well and managing to stay up-to-date with everything given the
reminders and actionable intelligence provided by Sophia. She’s feeling confident about the
final semester exam given that she has achieved 50% of her marks already in assignments
and tests.

2.4.4 On Data Reduction and Knowledge Production

By deconstructing and simplifying learning into algorithms, and focusing on selec-
tive data, LA can easily fall into simplistic solutionism (Selwyn, 2015) and data
‘seductions’ (Kennedy, Corrin, & de Barbara, 2017) where learning becomes a
‘spectacle’ (Ball, 2016). Fanghanel (2012, p. 24) so pertinently asks, “To what
extent is this visualization (measuring and displaying of performance) informative?
.... What is actually happening in practice is erased from these public computa-
tions’. We need to therefore be measured when using LA that are solely based on
reductionist approaches as learning is far richer and messier and ‘a contestable pro-
cess’ (Selwyn, 2015, p. 75). Greller and Drachsler (2012, p. 52) also highlight the
limitations of merely considering LMS digital data given that ‘learning’ occurs ‘in
a lifelong and diverse ecosystem’, where ‘an exclusive data view on single elements
may provide a stimulus for reflection but not a sound basis for assessment’. Big
Data may provide some insights, but they are inevitably limited to specific types of
knowledge that deal mainly with quantification rather than measuring quality.
Hence LA will always need contextualisation relative to other information.

We will always still need to put theories and context back into numbers and pat-
terns to make sense of the world. Learning will always be more complex, and
knowledge production belies values and worldviews that will need to be made
explicit — ultimately LA is multidisciplinary (Lodge et al. 2017). For better or for
worse, perhaps a humbler claim of LA might be to be a ‘blunt indicator’ (Lodge &
Lewis, 2012) to be used with other information and indicators of student success. As
Booth (2012, Online) highlights, ‘the adoption of learning analytics ... must be
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informed not only by what can be measured but also by what cannot. There will be
limits in what learning analytics can do. .... not every aspect of learning can be
captured by the powerful tool that analytics promises to be. Sometimes learning is
ineffable!’. The best that we might aim for is to use ‘multiple methods for assessing
learning’ (Booth, 2012). Hence we need to consider broader ecologies of learning.

Dimitri has managed to submit all his subject assignments online and has worked very hard
on them and is hoping for a good mark.

Diana discovers that her other friends don’t have a Sophia mentor assigned to them, and she
feels very special to have had Sophia’s personalised guidance and direction.

2.5 Ecologies of Learning: Towards a Measured Learning
Analytics

At the heart of LA, students’ learning and engagement need to be considered in their
ecological richness which extends learning beyond mere digitised Big Data. By
focusing on only digital LA, we lose all the other connections and complexities of a
student’s learning assemblages nuanced in the physical and the immeasurable. This
ecological view might provide for a reflexivity where we are open and transparent
about how we come about analysing and understanding learning and the limits of
LA. Armed with relational and reflexive stances that highlight our politics, ethics
and values, we might then use an ‘ensemble approach’ to LA to ‘build multiple
solutions’ (Kitchin, 2014a, p. 2). Reflexivity means that we shake up the ‘uncritical
faith in numbers’ (Baym, 2013, online), adding ‘qualitative sensibilities and meth-
ods to help us see what numbers cannot’ (Baym, 2013, online). Only then might we
be able to be measured about the degree of trust we place in LA and algorithmic
education, for if we are not careful, we risk reducing ‘humanity to quantity’ (Ball,
2016, p. 1054).

Paulo knows how much effort his son has put in to getting to university and studying. He’s
saddened to see that despite all the work his son has put in, the LMS analytics highlight
Dimitri as an at-risk and borderline student.

2.6 Implications for Universities Adopting Learning
Analytics

This chapter has explored the power and politics of Big Data and LA to move it
beyond simple solutionism approaches so that universities can evolve rich and rigor-
ous dialogues, policies and processes with all of their stakeholders. If LA is to have
impact to do what it promises, then significant further research is required under-
pinned by robust ethical and legal frameworks that are based on codesign by all
stakeholders. For example, the Open Universities in the UK (Johnson et al., 2015)
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have used participatory design and implementation of their LA with a university-
wide engagement and awareness. Students are automatically opted in for analytics
but with the possibility of opting out. Their eight principles ‘ensure openness and
transparency around the data being collected and what is being done with it....
Learning analytics is seen as an ethical process with the student at the heart of it.
Learners are not wholly defined by the data the University has about them which can
never reflect the totality of the individual’s experience’ (Sclater, 2014, p. 55). The
timely work by Corrin et al. (2019) also provides an updated and important contribu-
tion by LA leaders. Whatever we evolve, student voices and participatory designs
have to be at the heart of how LA might progress, beyond vendor-produced products.
Students as active co-designers and engaged stakeholders (Ifenthaler & Schumacher,
2016) can provide vital insights and ways to deal with the power imbalances of being
acted on. Figure 2.1 encapsulates some of the vital steps in the codesign and mea-
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sured possibilities of LA. Let us open up and extend a measured LA then that is more
inclusive, transparent, negotiable and accountable for all stakeholders.

Dimitri has received 49% for his subject and is aghast. He had told his dad that he would be
bound to pass everything. After all, he had worked night and day on this one subject in
which he was enrolled and completed extensive reading research for the major assignment.
Deeply troubled he decides to go and see the lecturer in person on campus. As he makes the
trip across the other side of town, he rushes across amber lights and is hit by a speeding car,
despite using his cane for his vision impairment.

Diana knows Dimitri as he was in her online study group that she established. She is terribly
saddened to know this news. She wonders why he was not provided with a Sophia just like
she was, but it turns out he did not alert the university to his vision issue, as he was a highly
independent learner, and so was not picked up by the LMS system as an equity student.

What this chapter has sought to highlight is that there may well be value to a

well-executed and considered LA that is measured in its claims, open, inclusive,
transparent and reflexive, but that there are significant areas that need to be evolved.
Any LA adoption requires engagement across all stakeholders in rigorous discus-
sion to suit the requirements of each university. The considerations below raise
important questions for universities to provoke robust and deep discussion amongst

all

1.

10.
11.

12.

13.

14.

stakeholders:

What is your university’s vision and purpose of LA use? (This question should
be revisited frequently and cyclically by any institution.)
How does your university envision a successful LA adoption?

. At what cost is LA to your institution (e.g. platforms and programs, financial,

digital storage, expertise, impact, benefit, dangers, contingencies, etc.)?
How will your university implement LA at the macro, meso and micro levels?
Who will be responsible? How will you recruit for expertise?

. What is your university’s conceptualisation of learning to assist in how your LA

could look and what it would capture and what would constitute data?

How will your university incorporate qualitative data to the quantitative LA
analyses?

How will your university facilitate interpretive capacities and negotiated under-
standings of LA outputs for stakeholders to ensure meaningful analyses?

How will your university’s LA promote self-regulation and metacognitive
awareness for students and other stakeholders?

How will your university establish stakeholder buy-in?

How will your university include student voices, needs and permissions?

How will your university navigate guiding policies and ethical and legal frame-
works, locally and globally?

How will your university address data ownership and privacy laws and perma-
nency and longevity?

How will your university navigate educational LA data and analyses via out-
sourcing to commercial vendors versus internal to your educational custodians?
Who will be your data custodians?

How will your university ensure that your data analysts/scientist/educators are
also trained in and understand educational learning theories?
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15. How will your university ensure that practitioners of LA have a code of conduct
around data privacy?

16. How will your university establish opt-in or opt-out options for stakeholders?

17. How will your university build digital capacity around LA?

18. How will your university evolve digital literacies to include LA and its conse-
quences for educators and students and beyond? Who will teach and promote
this?

19. What stories and whose stories will be told via your LA and for whom and by
whom?

20. How will your university select data visualisation and interpretations of LA
dashboards?

21. How will your university ensure your duty of care for all?

22. How will your university critically evaluate your LA adoption, its value, benefit
and sustainability?

23. How will your university ensure an ethics of carefulness in your institution, and
what would that look like for your institution? What does your responsible and
responsive LA look like?

In conclusion, whilst LA is a rapidly evolving field that more recently is showing
more nuanced use in adaptive personalised e-learning development, for example
(and this too could be argued is problematic in what it enforces upon learners and
prevents them from exploring, e.g. serendipitous learning), we need humbler claims
that incorporate the ethics of the data, and we need richer data to inform/transgress/
challenge algorithmic reductions and their power in the age of algorithmic educa-
tion. We need to consider whose narratives get told through LA and all the other
learning narratives that don’t get told (or seen) to move beyond singular, simplistic,
reductionist accounts that LA falls into that we might empower learner agency to
create agendas where our students use LA on their own terms and in their own
ways — openly, knowingly and judiciously — to see LA as merely one glimpse of a
quantified digital self, amongst much richer ecological selves. As Prinsloo (2017
online) captures it so potently, we need a ‘responsible learning analytics’ that ‘is
found in the nexus between their stories and ours. We cannot afford to ignore the
fact that it is their data, their aspirations, their learning journeys and that our data
collection, analysis and use may not tell the whole story’ — so let’s be measured.

A few months later, as Dimitri recovers, he receives an email from his lecturer, alerting him
to an error in the LMS involving a typo by his tutor and that his grade is in fact 94% and not
49%. This was instigated as a follow-up by his dad Paulo who was puzzled by his son’s
mark as he knew how hard he had studied. Sometimes it really is useful to be privy to cer-
tain information!

At the end of the year, both Diana and Dimitri are delighted to be invited to be student
representative voices on the Learning Analytics Evaluation Committee that meets monthly
at their university.
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Chapter 3
A Framework to Support Interdisciplinary
Engagement with Learning Analytics

Check for
updates

Stephanie J. Blackmon and Robert L. Moore

3.1 Introduction

Learning analytics, first introduced circa 2011, has become an emerging field at
institutions around the world (Ferguson, Clow, Griffiths, & Brasher, 2019). The
emergence of learning analytics can be linked to the digitization of student records —
from activity within the learning management system (LMS) to efforts to identify
patterns for retention and enrollment management — and has only served to make
digital data an invaluable commodity for higher education institutions (Daniel,
2015; de Freitas et al., 2015; Prinsloo & Slade, 2018). Thus, it is no surprise that the
value of data has increased for higher education and has become an essential com-
ponent in efforts to improve student recruitment and retention as well as identify
students who need additional support in their educational pursuits (Asif, Merceron,
Ali, & Haider, 2017; de Freitas et al., 2015). The role of data can be looked at from
either the administrative or the instructional side (Picciano, 2012; Shum, 2012). A
term frequently used, big data, has been defined by Picciano (2012) as encompass-
ing both the information and systems used to store the digital data as well as the
specific transactions found within this data. Yang (2013) further explains that while
data may be in the term “big data,” the term itself is referring more to how the data
is being used and the technologies used to process these data points. While there is
still debate about the most effective and ethical way to make use of this student data,
there is no dispute that the role of data is an important conversation within institu-
tions of higher education. The need to determine who has access to data, what the
data should be used for, and what role students should have in the decision-making
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process around their data are all important considerations for higher education insti-
tutions. Thus, we focus our chapter on a discussion of the role this analytics data can
play in fostering an interdisciplinary approach to student support.

3.1.1 What We Mean by Interdisciplinary

In Rhoten and Pfirman’s (2007) article on women in interdisciplinary science, they
combine several works to develop their working definition of interdisciplinary as
“the integration or synthesis of two or more disparate disciplines, bodies of knowl-
edge, or modes of thinking to produce a meaning, explanation, or product that is
more extensive and powerful than its constituent parts” (p. 58). For the purposes of
our chapter, we will employ Rhoten and Pfirman’s (2007) definition of interdisci-
plinary. Not only can learning analytics be used across disparate disciplines, but
also in disparate ways. It is our assertion that leveraging benefits and mitigating
challenges of learning analytics can best be done when institutions adopt a collab-
orative approach to the implementation of analytics broadly: “integrate” the per-
spectives, “bodies of knowledge, or modes of thinking” of various disciplines and
departments across the institution in order to achieve a more inclusive application of
analytics for the overall benefit of students. Therefore, when we refer to interdisci-
plinarity throughout this chapter, we do so with the aforementioned assertion
in mind.

3.1.2 Big Data and Learning Analytics

Big data is the driving force of learning. analytics. Learning analytics describes the
process of not only collecting these data points but also analyzing and utilizing the
data to inform decisions to improve and support student learning and success in
educational contexts (Corrin et al., 2019; Ferguson et al., 2019). This type of distil-
lation of the various data points into individualized student outcomes and impacts is
one reason that learning analytics is an emerging field of study (de Freitas et al.,
2015). Scheffel, Tsai, GaSevi¢, and Drachsler (2019) point out that despite the
increased conversations regarding the use of learning analytics in higher education,
institutions are in the early stages of truly understanding how to make use of this
student data. Learning analytics does not always need to be about remediation or
rescuing students. One of the unique features, and attractions of, learning analytics
is that there is tremendous flexibility in how it can be used. The challenge, however,
is determining what should be used and how it should be used.

Shum (2012) identifies three levels — macro, meso, and micro — for understand-
ing how learning analytics is used within higher education institutions. The overall
view of learning analytics would be considered the macro-level. It is at this level
that institutions would leverage the data to establish cross-institutional data points.



3 A Framework to Support Interdisciplinary Engagement with Learning Analytics 41

An example might be a university system looking at graduation rates in a specific
major to ensure student success. Another example at the macro-level would be using
data to identify patterns in student behaviors across their entire educational experi-
ence, which can be used to impart the insights necessary to provide remediation to
students who are experiencing academic challenges (Daniel, 2015). The next level
would be the meso-level. At this level, the data is looked at within the institution or
a program. A common example here would be enrollment management plans
(Voithofer & Ham, 2018). These are plans that look at past patterns of student
enrollment in specific courses, and this data is used to develop predictive models
that determine how resources are allocated at the program or department level. The
third and final level is the micro-level. At this level, the data is being directly deliv-
ered to the students and instructors, often in the form of a dashboard, report, or tool
(Shum, 2012). An example for teachers could be a log report from a learning man-
agement system (LMS) that tracks what specific course pages or resources are being
used by the students. For students, they may have a dashboard that tracks their
progress in a specific course or their overall program of study. These dashboards
and reports allow students to get more real-time feedback and have more control
over their own learning paths (Pardo & Siemens, 2014; Roberts, Howell, Seaman,
& Gibson, 2016).

While learning analytics has applications across a number of areas, we focus our
attention on higher education institutions. As technology has become more and
more integrated into business operations at universities, we are seeing a marked
increase in the amount of student data that is being collected (and potentially avail-
able for analysis) (Asif et al., 2017; Daniel, 2015; Picciano, 2012; Roberts et al.,
2016). One of the primary ways that student data is being collected is using learning
management systems, such as Blackboard, Sakai, and Moodle. These LMSs offer
new ways to capture the activities and learning behaviors of students, such as track-
ing which resources were accessed and how long students stayed within certain
content areas (Moore, 2019).

Just as the use of learning analytics varies between instructors, so too does the
use of the LMS. For some instructors, the LMS is simply used to distribute the syl-
labus, and for other instructors, the LMS is used to manage student interactions in
the course from the submission of assignments to discussion forum activities to the
calculation of final grades (Moore, 2016). But even when a learning management
system offers the potential of rich student data, access to the information may be on
an opt-in basis at the university level, leaving lecturers/instructors who may want
access to that information with little to no recourse if their institutions do not opt in
for learning analytics data. For institutions that do opt in to access learning analytics
data, the use of that data may be very individualized from course to course and miss
important opportunities to connect data across courses for students’ overall success.

This chapter will provide concrete areas as a framework to support the interdis-
ciplinary application of learning analytics data, with considerations related to access
and implications of learning analytics use.
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3.2 Learning Analytics in Higher Education

The following section discusses the use of learning analytics in higher education
administration and in higher education classrooms, and the subsequent section will
combine these two areas in order to present an interdisciplinary approach to learn-
ing analytics.

3.2.1 Organizational Drivers

Analytics use in higher education administration is often discussed in terms of big
data that encompasses classroom data as well as data from campus card access and
students’ usernames for other online services a campus may provide (Aguilar, 2018;
Long & Siemens, 2011; Shorfuzzaman, Hossain, Nazir, Muhammad, & Alamri,
2019; Wintrup, 2017). The term “big data” has become one of the educational buzz-
words that encapsulates many meanings. For the purposes of this chapter, we will
use the definition of big data that looks at the technologies that are used to process
and analyze the voluminous amount of data collected and stored by institutions of
higher education (Daniel, 2015; Picciano, 2012; Yang, 2013). Using the level defini-
tions from Shum (2012), the administrative level would be using macro- or meso-
level types of data. Common examples of micro-level approaches include the
development of predictive tools and models that allow for tracking students and
imposing early interventions for students who are struggling (Daniel, 2015). Several
researchers have pointed out that learning analytics is often used for information on
students’ progress and overall retention (Bronnimann, West, Huijser, & Heath,
2018; de Freitas et al., 2015; Gray & Perkins, 2019; Villano, Harrison, Lynch, &
Chen, 2018). For example, Lonn, McKay, and Teasley (2017) discussed a university-
wide analytics initiative at the University of Michigan. Several learning analytics
projects were developed as a result of the initiative, and even though there are no
specific details available about whether or not learning analytics played a role in
overall administrative development, the initial vision of a campus-wide analytics
approach was possible as a result of high-level administrative support. Wintrup
(2017) used a macro-level approach to address various aspects of learning analytics
integration in higher education, specifically in the United Kingdom. The United
Kingdom has suggested a “new national framework that enables the assessment and
comparison of teaching quality across higher education (HE) institutions,” and one
of the three measures they will use is “students’ progression and retention” (Wintrup,
2017, p. 87). Administratively, Wintrup noted the importance of students having an
overall understanding of what will be observed, and how it will be used, and options
for participation (or non-participation) in these observations, as well as understand-
ing how surveilling and labeling students can impact their experiences (p. 99).
Administrators’ (technology staff, department directors, etc.) involvement can
influence the way institutions use learning analytics across various areas of a univer-
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sity, but their lack of involvement can influence learning analytics as well. For
example, in Klein, Lester, Rangwala, and Johri's (2019) study on learning analytics
in higher education, they found that the absence of messaging from upper-level
administration on the use of learning analytics around the university proved to be a
barrier for instructors and advisors. Like the Lonn et al. (2017) work, the Klein et al.
study focused on a decentralized higher education institution. However, the univer-
sity Klein et al. discussed did not have centralized messaging or opportunities
related to learning analytics. The frustration those study participants noted is con-
sistent with Macfadyen and Dawson’s (2012) findings related to learning analytics
and learning management systems. Although the administrators for the institution
they studied were involved in initiating the conversation about learning analytics
and the university’s LMS, the findings were not incorporated into the institution’s
strategic plan (Macfadyen & Dawson, 2012), which could also be viewed as a bar-
rier for the use of learning analytics because others across the institution might get
the impression that learning analytics is not a priority for the university.

3.2.2 Classroom-Level Use of Learning Analytics

Learning management systems (LMSs) sometimes provide myriad ways for instruc-
tors to access learning analytics for instructional purposes. This data can be used to
both deliver and evaluate instruction. Learning analytics can be used for both
modalities of instruction — whether asynchronous/synchronous online or face-to-
face (Martin & Ndoye, 2016). For example, Juhanak, Zounek, and Rohlikova (2019)
conducted a study on the use of analytics for examining students’ patterns when
taking quizzes. Learning analytics, more specifically social network analysis, made
it possible for Xie, Yu, and Bradshaw (2014) to explore students’ participation pat-
terns in an online course when they were assigned the role of moderator. Similarly,
Kim, Yoon, Jo, and Branch (2018) investigated learning analytics as it related to
self-regulated learning in asynchronous online courses. Learning analytics allowed
instructors to explore elements such as the content that students accessed as well as
the amount of time spent on content (Kim et al., 2018). Iglesias-Pradas, Ruiz-de-
Azcarate, and Agudo-Peregrina (2015) used learning analytics to understand gradu-
ate students’ competencies related to teamwork and commitment in an online
program.

Learning analytics also makes it possible to support students’ self-regulated
learning by offering student dashboards (Roberts et al., 2016). A unique character-
istic of a student dashboard is that it can potentially leverage data at all three levels —
from providing information to students on how they compare to other students
within a university system (macro), to how they are performing across their home
institution (meso), to how they are performing within a specific course (micro)
(Shum, 2012). At the meso level, like the micro level, the student data that is being
used is typically captured through the learning management system interactions.
The LMS has the ability to not only organize and deliver the course content, but also
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track and monitor student interaction and behavior patterns (Moore, 2019). There
are thousands of different datapoints being collected within the LMS, and dash-
boards are a visually effective way to display that data. More importantly a dash-
board allows for the data to be displayed in a way that can be informative and
helpful, not only for students but also for instructors and administrators. As Pardo
and Siemens (2014) discuss, these dashboards can give students a real-time analysis
of their progress and allow them to take control over their own learning. Since the
dashboard is working in real-time, it can also provide on-demand feedback and
progress. For instance, a student can visually tell how much of a specific unit mod-
ule they have completed, what is remaining to be completed and potentially receive
automated feedback on assignments. An example of the use of student dashboards
at the micro and meso levels can be found in the Course Signals study conducted at
Purdue University (Arnold & Pistilli, 2012). The Course Signals tool was deployed
as an early notification system that would allow an instructor to not only flag a stu-
dent who might be experiencing academic challenges, but also contact them to offer
assistance or remediation. Through the use of this tool, students reported that it was
useful and helped them be successful at Purdue, while the instructors felt that it
empowered students to improve their academic performance (Arnold & Pistilli,
2012). While this tool was being specifically delivered and used at the micro and
meso level, it could feed up to the macro level and give Purdue useful information
to employ for overall evaluation and allocation of resources.

In many studies, learning analytics created opportunities to explore components
of courses that may not have been accessible previously. However, there are very
few works that address the use of learning analytics across a student’s overall expe-
rience at an institution.

3.3 An Interdisciplinary Approach

The focus on interdisciplinary connections of learning analytics data lends itself,
primarily, to undergraduate students. However, using an interdisciplinary approach
for learning analytics can also benefit graduate students enrolled in dual degree
programs, professional development or continuing education students, and graduate
students who take courses outside of their programs or can encourage more coop-
eration within various programs because, as we noted earlier in this chapter, incor-
porating various disciplines, departments, and perspectives can be beneficial in
analytics application. We offer three key areas as a framework to foster this type of
approach: awareness, access, and resources (Fig. 3.1). Each of these areas can assist
institutions with developing an interdisciplinary approach to learning analytics for
students’ overall success.



3 A Framework to Support Interdisciplinary Engagement with Learning Analytics 45

Fig. 3.1 Awareness,
access, & resources
framework

Awareness Resources

3.3.1 Awareness — What Is Being Collected and Why

Awareness of the data collection process involved in analytics brings in the role of
the subjects of the data collection efforts — students. One challenge is that the pace
at which the area of learning analytics is evolving is faster than the pace at which
ethical considerations are deployed to protect the collection and subsequent use of
the data (Roberts et al., 2016; Slade & Prinsloo, 2013; Swenson, 2014). The first
issue is that decisions are often being made about data collection without any input
from students (Roberts et al., 2016). This is not to say that the institutions have ill
intent; instead, they may not have considered how to incorporate student voices into
the decision-making process. Not involving students may be a missed opportunity,
as students can offer a unique perspective and address potential administrative
“blind spots” (Moore, 2019). Also, students have their own ideas about what infor-
mation they want to share and how it can be used (see, for example, Ifenthaler &
Schumacher, 2016), so their input is crucial to the conversations regarding learning
analytics and how or if they participate in these data collection processes. Perhaps
one of the key components of the interdisciplinary application of learning analytics
data is helping students understand how to access, use, and interpret the data.
Students need to know what data is being collected, how administrators and instruc-
tors can use the data, and what safeguards exist for protecting their data (Cumbley
& Church, 2013; Rubel & Jones, 2016). Including students in their own learning
analytics conversations gives them the opportunity to view their progress across
courses and disciplines. Furthermore, informing students about using learning ana-
Iytics helps them become more prepared to use this type of data in their respective
careers and is one integral step in helping curtail the concern about an overarching
analytics narrative. For example, Scholes (2016) discusses the example of “at-risk”
or “risky” students (p. 940-941). She points out that “interventions” for these stu-
dents “could include restriction on the number of courses studied...extra phone
calls to encourage engagement,” and the like (Scholes, 2016, p. 940). Scholes goes
on to say that these methods may work well for some students, but may not work
well for others; the grouping of students in this way, through the use of analytics,
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can result in students’ harm — perpetuating inequities, demeaning students, etc.
These should be areas of alarm for institutions broadly. Including and informing
students about analytics use and processes is a crucial component of an interdisci-
plinary approach. If students are concerned about the narrative the data perpetuates,
then they have an opportunity to understand that this is happening and get guidance
on how to address any issues they may have with what those analytics narratives
present. Institutions must understand that students may have concerns about the
sharing of data across units; however, a benefit to eliciting various perspectives
through an interdisciplinary approach means that students can get support in areas
that may not have been visible initially. Analytics collection processes should
explicitly state who can access students’ analytics profiles and who cannot. For
example, students will need to know that these all-inclusive analytics profiles will
not be available to just anyone, and institutions should reiterate the information
protections in a number of areas of the university. Instructors, administrators, and
other university staff will need this information as well in order to understand what
they can and cannot do related to students’ analytics data.

3.3.2 Access — Who Can Get to the Data

Once the university community is aware of the data being collected and the reasons
for collecting it, the next area of focus is who gets access to the data. One of the
major challenges related to an interdisciplinary approach to learning analytics, and
sometimes learning analytics in general, is access. For example, Klein et al. (2019)
noted that in certain contexts, even when learning analytics is used at a university,
some areas of that university may have funding to pay for access to analytics data
that other areas of the university cannot afford, as it is not uncommon for LMS
providers to offer paid options for access to various tools and features. Furthermore,
in contexts where funding for analytics access may not be an issue, there is still the
challenge of who has permission to access data — an issue that Klein et al. (2019)
bring up when discussing academic advisors’ permission (or lack thereof) to access
analytics data when advising, and one that Shum and Ferguson (2012) note when
mentioning the possibility that “analytics could disempower learners” (p.19). Such
disparities are not new, but if an institution believes that the overall use of data ana-
lytics is beneficial for students, despite various concerns, then applying the data in
such different ways means that some students get more benefits than other students.
The lines for access are drawn between students in areas on a campus that have
robust analytics access and students in areas that do not have such access. By coor-
dinating efforts with the university-level information technology office or an
on-campus teaching and learning center, universities can keep track of the various
learning analytics tools in use across the institution. This does not mean that units
will have to forgo making decisions about analytics that are unique to their areas of
the university. However, this practice does mean that there should be institutional
messaging as well as an institutional understanding of what analytics data is being
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accessed and how it is being applied. Again, the interdisciplinary approach is
designed to integrate the multiple perspectives and experiences of units in order to
use that collective knowledge and input for the inclusive application of analytics.
Since these enterprise-level offices are often the ones that make decisions about
learning management systems, and LMSs are the key point of entry for access to
learning analytics tools, it could prove more efficient to have those offices track how
various departments and units use campus-wide learning analytics tools. Offices can
begin by surveying each unit or department on the campus to get an idea of current
learning analytics tools and continue conducting the survey periodically, as learning
analytics tools change frequently. Different areas may see their access to analytics
as proprietary (see Klein et al., 2019), so they may be reluctant to share information
across areas. Therefore, a focus on interdisciplinarity coupled with centralized mes-
saging and information gathering could remove some of the ambiguity around how
the tools will be used and who has access to them; the information will become part
of a university initiative to focus on improving all students’ learning and experiences.

3.3.3 Resources — Where Is the Data Stored

Building on the access area, we next focus on the resources, specifically where the
data is being stored. Once people are aware of the data being collected and know
who has access to this data, they will need to know where this data is stored, not
only for retrieval purposes but also to understand the ethical implications involved
with data storage (on-site or off-site locations, possibly third-party terms related to
privacy, length of time locations hold/have access to data, etc.). The aforementioned
extant literature indicates that many analytics efforts are siloed — either in individual
areas of a university or in individual classrooms. While this silo approach may be
useful for developing security and access protocols, it limits potential information
sharing and collaborative opportunities. The individualized approach to learning
analytics can hamper interdisciplinary efforts, and that issue can be exacerbated by
lack of analytics resources. One example occurs with undergraduates. A student
may be taking courses across multiple instructors or departments within the univer-
sity. If one department has one set of data resources and another has a different
system in place, it can prove difficult for the institution (or even the instructors) to
track that student’s progress and make it difficult to identify students who may be in
need of additional support. The colloquial term for this is a student who has “fallen
between the cracks”; those cracks are the siloed resources. Some LMSs, for exam-
ple, may not automatically provide learning analytics dashboards, and even when
they do, some instructors may be unclear about how to best access and implement
the analytics dashboard data. Once institutions develop a centralized analytics effort
through IT or a teaching and learning center, as suggested in access area of this
chapter, they can create an online space, internal or external, explaining what ana-
lytics features and resources are offered at their institution or through their current
LMS. They could also discuss what third parties like LMS organizations and soft-
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ware providers can access and how long they have access to this data. The site itself
would function as a resource for learning analytics support around the university.

This area of the framework is particularly important because it does not assume
that all instructors will know how to access and apply learning analytics data. The
site could also contain tutorials showing the steps for retrieving analytics data
through the LMS, as well as information on how the data can be used by instructors.
The site should also take an opportunity to address any privacy concerns instructors
may have, and this section of the page should be developed in conjunction with the
institution’s legal team to ensure that the measures and information are in alignment
with current higher education legal practices. Furthermore, the site should address
how the university plans to use information on how instructors apply analytics data
in courses. For example, some instructors, depending on their position with the
university (tenure track, tenured, adjunct or casual instructors, etc.), may be con-
cerned about the role their use of learning analytics will play in their overall evalu-
ations. This step creates an opportunity for leveraging shared governance, as
institutions with representation from various groups can include those groups in the
development of the policies. Even when institutions do not have formalized groups,
they can send surveys to instructors, as a needs assessment of sorts, in order to gain
their input on how the use of learning analytics impacts them. These surveys could
be delivered individually or from units around the university. For example, depart-
ments or units can gather information from the instructors in their areas and share
that information with IT or the teaching and learning center. Universities should
also be clear about who will use analytics data: these will be the people and units
that require additional training and support related to the collection and use of learn-
ing analytics information. One major challenge to the implementation of this pro-
cess, however, is time. The aforementioned tutorials take time to complete, which
adds more work to schedules that, in most cases, are already full. However, if uni-
versities are going to use analytics, then that comes with the responsibility for the
ethical, inclusive collection and use of that data. If institutions want to use analytics
data, then they must provide designated time for instructors, students, and adminis-
trators who use the data to get the appropriate training, and these opportunities must
be incorporated into existing structures, not add another item to an already lengthy
list. There are a number of policies, laws, and codes that govern how universities
can (and cannot) use information. The potential litigation involved in violating cer-
tain policies can result in much lengthier, more expensive processes than working
with units to develop designated, incorporated times for data analytics training. In
order to truly leverage learning analytics for interdisciplinary purposes, all levels of
administrators, instructors, and students must feel included, respected, and pro-
tected in the process.
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3.4 Future Directions

Each area listed provides a foundation for an interdisciplinary approach to applying
learning analytics. Administrators, instructors, and students can work together to
understand what information can be accessed, how it will be accessed, and how it
will be connected to create an overall profile that administrators, instructors, and
students can use to better understand students’ learning and higher education expe-
riences across courses and activities. With current and future uses of learning ana-
Iytics data, it will be important for institutions to take any concerns about information
sharing and privacy seriously because if users feel that their concerns are dismissed,
then they may be reluctant to use learning analytics tools. Another key component
to the overall implementation of an interdisciplinary approach, now and in the
future, is having clear guidelines about who can access data. For example, in the
Klein et al. (2019) text, advisors were concerned about their lack of access to learn-
ing analytics data. This is why the access area of the framework is so important. As
the Lonn et al. (2017) text showed, there is a benefit to campuses taking a more
centralized approach to learning analytics. Addressing issues related to who can
access the data and for what purposes is integral to the successful application of an
interdisciplinary approach to learning analytics. However, universities will have to
be very clear about how they will use this centralized data so that instructors, admin-
istrators, and others can know what (if anything) the centralized data will mean for
tenure, promotion, job security, and other areas.

Addressing analytics adoption with a framework that supports interdisciplinarity
could also provide an overall benefit of helping students develop technologically. If
there are students who still do not understand the power of a digital imprint, and the
narratives analytics create are a form of digital imprint, then analytics discussions
can bring these issues to the fore, along with larger discussions about the ethics of
these panoptic practices. If universities want to create more technologically savvy
and responsible students, then helping students understand their own on-campus
digital imprints via learning analytics is one of the many ways to work toward that
goal. Although the discussion of analytics is not a substitute for larger discussions
about digital literacy, it is one of many entry points for that conversation. Institutions
can include this information as a part of orientation for any online or face-to-face
students who are new to the university. The information can also be reiterated in
courses, particularly courses designed to teach students about study skills and other
aspects of the university. Having an all-inclusive approach to data, and introducing
this to students early on, can be crucial to their success at an institution and can help
them explore areas where they think they need more support or where they would
like to improve. Because the interdisciplinary information will be combined in a
university profile, students can access this information across their various courses,
as well as have a say in how this information is used.
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3.5 Conclusion

In this chapter, we began with an overview of learning analytics and the use of big
data in institutions of higher education. We next provided a discussion of the ways
that data can be used both at the administrative level and in the classroom. Using
this as the background, we offered three key areas as a framework that institutions
should use to develop an interdisciplinary approach to learning analytics. Big data
and learning analytics can be leveraged together to improve student outcomes
within higher education institutions (Moore, 2019). This synergy can be found with
the development of prediction models for retention (de Freitas et al., 2015) and with
course-level data providing individualized student feedback and scaffolding (Arnold
& Pistilli, 2012). Through the three areas of awareness, access, and resources, we
hope to provide information that will be useful to higher education institutions as
they consider how to build the infrastructure for their learning analytics apparatus.
The potential impacts and benefits for students have been identified, but it is up to
institutions to determine what their specific needs and goals are and how they can
develop a sustainable and institution-specific system. At the heart of these discus-
sions are more comprehensive connections between administrators, instructors,
advisors, and students. Figuring out ways to incorporate students in the decision-
making process can only help to make the system more responsive and effective
toward the overall goal of improving student success within the institution.
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Chapter 4

The Framework of Learning Analytics
for Prevention, Intervention,

and Postvention in E-Learning
Environments

Muhittin Sahin and Halil Yurdugiil

4.1 Introduction

Learning and teaching processes are dynamic. The dynamism in these processes has
recently become prominent, especially with instructional technologies. The most
recent definition of instructional technologies by AECT highlights the following
aspects: (a) facilitating learning, (b) improving learner performance, and (c) making
scientific contribution in the field of learning and instructional technologies
(Januszewski & Molenda, 2013). In this regard, learning analytics has emerged as a
young field of study based on data-oriented approaches in e-learning environments
to facilitate learning and to improve learning performance. Because learning analyt-
ics focuses on improving environments by addressing educational difficulties
(Ferguson, 2012) and provides powerful tools to improve learner performance and
to enhance learning efficiency (Dyckhoff, Zielke, Biiltmann, Chatti, & Schroeder,
2012). Learning analytics is defined as collecting, analyzing, measuring, and report-
ing the data regarding learners and learning processes to understand and improve
processes in learning environments (Siemens & Gasevic, 2012). Tracing back to the
history of learning analytics, they were first introduced to the literature through
Course Signals by Purdue University (Arnold & Pistilli, 2012) and have been widely
discussed in the recent years. Intervention studies based on learning analytics can be
divided into report-based analytics and automated. The Course Signal study is also
an example of report-based learning analytics. Automated intervention systems
require machine learning. Intelligent tutoring systems (ITS), intervention engines,
and adaptive engines are examples of automated intervention systems.
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Learning analytics (mentioned as analytics in the report) was presented in the
time-to-adoption horizon of 1 year or less in the 2019 Horizon Report prepared by
the New Media Consortium (Alexander et al., 2019). The initial studies on learning
analytics were limited to the presentation of learner performance with the use of
dashboards and did not benefit from psycho-educational theories. In the later years,
learning analytics went beyond being merely dashboards and was considered as a
system that can intervene with learners (Arnold & Pistilli, 2012; McKay, Miller, &
Tritz, 2012; Sahin & Yurdugiil, 2019; Tlili, Essalmi, Jemni, Chang, & Kinshuk,
2018). Notably, the studies on learning analytics have various purposes such as: (a)
to predict learner performance, (b) to increase reflection and awareness, (c) to iden-
tify inappropriate learner behaviors/patterns, (d) to make an estimation, (e) to pro-
vide feedbacks, (f) to make an adaptation, g) to make an intervention, and (h) to
conduct monitoring and analysis (Chatti, Dyckhoff, Schroeder, & Thiis, 2013;
Verbert, Manouselis, Drachsler, & Duval, 2012). This study reviews the studies
regarding intervention. Accordingly, it first presents the theoretical definition of the
concept of intervention and its contribution to learning analytics.

Intervention is defined as a planned modification of the environment made for
the purpose of altering behavior in a pre-specified way (Tilly III & Flugum, 1995).
In this regard, Feedback Intervention Theory (FIT), which was developed in the
1900s to provide information to improve learning performance, is notable in the
relevant literature (Kluger & DeNisi, 1996). Narciss, Korndle, Reimann, and Miiller
(2004) report that feedback is an important factor to support learning in computer-
based learning environments. Learners are presented with different feedbacks such
as tips, analogies, and explanations, useful strategic information for the learning
tasks they are assigned to (Narciss & Huth, 2002). Intervention is a broad concept
that incorporates not only feedback, but also feed-forwards and feed-ups. In other
words, it can be said that every feedback is an intervention, but not every interven-
tion is feedback.

Educators and interventionists rely on learner outcomes as an empirical indicator
for intervention (Riley-Tillman & Burns, 2011). In traditional approaches, learner
outcomes are considered as the end-of-term success and attendance of students, etc.
Thus, it was possible to determine whether the intervention made was useful or not.
However, instructional technologies and online learning environments as a product
of these technologies allow for recording interaction data (log data) and revealing
significant patterns in these data through educational data mining. Analyzing the
data gathered from learners in educational environments and their interaction with
information technologies is a promising approach to understand learning process
(GasSevi¢, Dawson, & Siemens, 2015). The behavioral models of learners on prog-
ress, efforts made, and time management can be better understood and explored by
analyzing their interactions in online learning environments (Li, Flanagan, Konomi,
& Ogata, 2018). With a better understanding of learning processes based on the
data, it is possible to make more appropriate interventions.

Despite various advantages offered by online learning environments, the big
problem of e-learning in terms of time and cost spent is learner dropouts (Jun,
2005). Therefore, instructors in higher education are critically in need of new tools
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and strategies that will allow them to quickly identify at-risk students (Macfadyen
& Dawson, 2010). Interventions with learning analytics aim to improve the undesir-
able situations in the learning process, such as high dropout rates of learners (Wong
& Li, 2019). Yet, it is obvious that the concept of intervention alone does not cor-
respond to all of these activities. In the relevant literature, the activities carried out
before an incident are called prevention whereas the activities aimed at reducing the
effects of an incident after it happens are called postvention. The studies on learning
analytics also include the concepts of prevention, intervention, and postvention.
Thus, this study designs and proposes the framework of learning analytics for pre-
vention, intervention, and postvention. It, further, explains the differences between
these three concepts and discusses them by transferring them from psychology to
e-learning environments.

Accordingly, this study first looks into theoretical information on the concepts of
prevention, intervention, and postvention and goes through their applications in
e-learning environments and the results. It, then, presents the proposed framework.
The proposed framework is developed based on the studies on learning analytics,
early warning systems, dropout, intervention, prevention, and postvention. The
framework also builds on the metrics and graphs, which are used as interaction data
in these studies, and the results of these studies.

4.1.1 Prevention

Prevention is divided into three basic categorizations by Caplan (1964) as (i) pri-
mary prevention, (i) secondary prevention, and (iii) tertiary prevention. However,
these concepts are today named as prevention, intervention, and postvention
(Leenaars & Wenckstern, 1998).

Romano and Hage (2000) argue that prevention seeks to (a) stop a problem
behavior from ever occurring, (b) delay the onset of a problem behavior, (c) reduce
the impact of problem behavior, and (d) strengthen knowledge, attitudes, and behav-
iors that promote emotional, physical, and social well-being. As the definition sug-
gests, prevention refers to the activities performed or measures taken prior to an
incident. Its target group is divided into three: (a) no-risk group, (b) at-risk group,
and (c) group with early symptoms of the problem (Gordon Jr, 1983). Although
prevention has been mostly studied in the fields of community health, psychology,
medicine, child, and family development, studies on prevention have been recently
available in the field of education (Merrell, 2010). Prevention enables individuals to
make their own choice by granting them more control over themselves through
informing them (Mittelmark, 2003).

In the literature, prevention is considered as a process that can be carried out with
early intervention (Walker & Shinn, 2002). Early warning systems in the studies on
online learning environments are an example of this. Studies on prevention are also
significant in identifying the students at risk of dropout and in designing necessary
activities to prevent them from dropping out (Heppen & Therriault, 2008). It is
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particularly noted that there is a risk of dropout in e-learning environments (Lara,
Lizcano, Martinez, Pazos, & Riera, 2014; Park & Choi, 2009; Willging & Johnson,
2009). The proposed framework also provides insight into the components that can
be integrated into online learning environments in the context of prevention to pre-
vent students from dropping out.

Early warning systems (EWSs) use historical and formative educational data to
identify students who might be at risk of academic failure, often doing so in near
real time (Lonn, Aguilar, & Teasley, 2015). EWSs seek to predict at-risk students
and to help teachers develop strategies to prevent it (Campbell, DeBlois, & Oblinger,
2007). In addition to the studies in online learning environments, numerous schools
have studied EWSs to identify the students who will drop out and to take the neces-
sary measures. Some of the examples of these studies are the studies by Heppen and
Therriault (2008), and Beck and Davidson (2001), as well as the study performed
with data mining methods by Dekker, Pechenizkiy, and Vleeshouwers (2009). This
study considers systems developed for online learning environments. Prevention
applications involve taking steps to eliminate sources of risk (MacNeil & Topping,
2007). Prevention can be described as measures/activities taken or performed for
at-risk individuals. Therefore, it can be argued that prevention and early warning
systems serve a similar purpose.

Studies aimed at identifying at-risk students in e-learning environments are
available (Hu, Lo, & Shih, 2014; Levy, 2007; Lonn et al., 2015; Macfadyen &
Dawson, 2010; Park & Choi, 2009; Tabaa & Medouri, 2013; Willging & Johnson,
2009). Variables have varying effects on learner engagement in e-learning environ-
ments. Among these variables, learner satisfaction is proved to be one of the most
effective factors on engagement (Levy, 2007; Park & Choi, 2009). Further, success-
ful learners have a high interaction with e-learning environments and engagement
(Macfadyen & Dawson, 2010; Willging & Johnson, 2009). Willging and Johnson
(2009) report that students leave the program for the following reasons: personal,
job-related, program-related, and technology-related reasons. Besides, Nkhoma
et al. (2019) reveal that (a) time-management, (b) problems in understanding learn-
ing materials, and (c) problems in evaluation have an impact on students’ decisions
to drop out. Thus, a clear understanding of the factors that contribute to dropout in
e-learning courses can help course designers and instructors to improve and support
courses in these initiatives (Levy, 2007). This is why this study looks into studies on
dropout, and the framework developed in this study incorporates prevention compo-
nents to overcome the difficulties faced by learners.

4.1.2 Intervention

Intervention is defined as the practice of preventing learners from failing academi-
cally by monitoring their improvement and offering additional instructions or sup-
port to meet their needs (Wong & Li, 2019). The intervention seeks to enhance
student achievement and improve their learning experiences (Pardo & Dawson,
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2016). With the support of learning analytics, interventions usually aim to improve
undesirable situations, such as student dropout rates or failing scores, and to improve
undesirable situations reported by data in the learning process (Wong & Li, 2019).
Intervention studies based on learning analytics can be divided into two groups. The
former encompasses interventions by the adaptive engine, which makes interven-
tions to the system; the latter includes interventions by intervention engine, which
involves interventions to the individual. The systems discussed in this study are
intervention engine systems, which make interventions to the individual.

The signalization study conducted at Purdue University can be given as an exam-
ple of the studies on intervention in the literature. In their study, Arnold and Pistilli
(2012) sent students individual e-mails about their performance, employed learning
analytics on the data collected on the learning management system and the demo-
graphic information of the students, and presented their performance through the
visual indicator of the traffic signal. Their findings show that learners hold positive
views on the proposed system. Learners also find the visual indicator of the traffic
signal and e-mails to be positively effective in changing their behavior. Another
study based on learning analytics is the study by Sahin (2018), who designs an
intervention engine and includes different types of interventions. The developed
engine system incorporates the components designed for instructional, supportive,
and motivational interventions to the learning environment, as suggested by Geller
(2005). The study concludes that students find the system useful and have a posi-
tive view.

Wong and Li (2019) examine the intervention studies carried out using learning
analytics in the years 2011-2018 and list their purposes as follows: (a) to enhance
learner success, (b) to offer individualized feedback to learners, (c) to increase
learner engagement, (d) to help learners in academic decision-making, (e) to
increase the levels of self-awareness/self-reflection/self-regulation among learners,
(f) to enhance the effectiveness of the process where learners monitor their learning
process, (g) to support academic advisors for immediate decision-making, and h) to
promote cooperative learning. The intervention studies performed based on learning
analytics indicate: (a) improved learner performance, (b) increased level of partici-
pation among learners, (c) increased effectiveness of learning and teaching, (d)
positive views among learners, and (e) promoted learning performance (Arnold &
Pistilli, 2012; Chen, 2011; Klein et al., 2019; Sahin, 2018; Wong & Li, 2019).

4.1.3 Postvention

Postvention is defined as appropriate and helpful acts that come after a dire event
(Shneidman, 1972; As cited in Campbell, Cataldie, McIntosh, & Millet, 2004).
Andriessen (2009) argues that postvention is those activities developed by, with, or
for suicide survivors, in order to facilitate recovery after suicide and to prevent
adverse outcomes including suicidal behavior. It also refers to acts intended to
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minimize the likelihood of a person who committed suicide or other persons com-
mitting suicide (King, 1999).

As can be seen from these definitions and the relevant studies in the literature,
this concept is widely used in the field of psychology and for suicide cases; yet,
there is no consensus regarding the concept. This study introduces the concept of
postvention as the activities conducted for learners in online learning environments.
Accordingly, postvention is defined as activities and regulations that can be made
for learners with undesirable behaviors such as dropping out from e-learning envi-
ronments and failing in courses, etc.

4.1.4 Differences Between Prevention, Intervention, and
Postvention

This section seeks to point out the difference between prevention, intervention, and
postvention, which are discussed in this study. First of all, the purpose of all these
interventions (prevention, intervention, and postvention) is to produce a difference
between the initial and post-intervention performance levels (Gresham, 2005).
Prevention indicates the activities before an incident; intervention refers to those
during the incident, and postvention includes those after the incident (Leenaars &
Wenckstern, 1998). More precisely, prevention covers the activities aimed at pre-
venting the onset of behavior before it happens. Intervention is the activities per-
formed while the behavior is occurring, and postvention refers to the activities
aimed at reducing the effects of the behavior after its onset or eliminating its nega-
tive effects. Figure 4.1 presents this process.

As seen in Fig. 4.1, prevention is practiced before an undesirable behavior or
while the signs of an undesirable behavior manifest; intervention is implemented
during the undesirable behavior and postvention in the activities after the undesir-
able behavior occurs. It is possible to further elaborate on this definition by using a
situation that may happen in online learning environments as an example. One of
the undesirable situations in online learning environments is dropouts. Dropout is

Toward a Desirable Behavior

Fig. 4.1 Prevention, intervention, and postvention as a process
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defined as students that voluntarily withdraw from e-learning courses (Levy, 2007).
To avoid this, prevention strategies should be employed to allow for interaction
between the system and the learner before the signs of dropping out manifest them-
selves. When the signs of dropping out become evident, intervention strategies
should be used to prevent the learner from dropping out. If the learner drops out
against all these measures, postvention strategies are required to reduce the negative
effects of the situation or to prevent it from happening again in the next online
course. This study adapts the concepts of prevention, intervention, and postvention,
which are psycho-educational constructs, to online learning environments based on
learning analytics. Learning analytics improves final learning and teaching effi-
ciency (Elias, 2011). This adaptation will potentially help to increase the efficiency
and effectiveness of learning environments and to reduce the frequency of undesir-
able behaviors in these environments.

4.2 Proposed Framework

To develop the proposed framework, this study first presents the risk factors that
may arise in online learning environments, that is, undesirable behaviors in these
environments. Then, it explains the potential reasons for these behaviors and dis-
cusses what can be done in the context of prevention, intervention, and postvention.
Studies report certain undesirable behaviors in online learning environments, includ-
ing dropout, avoidance of learning activities, locus of control, procrastination, lack
of learning strategies (Elvers, Polzella, & Graetz, 2003; Levy, 2007; Li et al., 2018;
Michinov, Brunot, Le Bohec, & Juhel, 2011; Nkhoma et al., 2019; Wolters, Pintrich,
& Karabenick, 2005). The framework proposed by this study elaborates on these
undesirable behaviors reported in the literature and describes the potential reasons
for these behaviors as well as risky behaviors. Following the description of undesir-
able behaviors, the paper explores prevention, intervention, and postvention strate-
gies. Table 4.1 shows the strategies that can be used in relation to these concepts.

Table 4.1 Prevention, intervention, and postvention strategies

Prevention strategies Intervention strategies Postvention strategies
Identifying and eliminating risk Increasing awareness Communicating with peers
factors Reflection Encouraging someone to use
Early warning systems Encouraging interaction | different learning sources
Informing learners Enabling someone to set | Prompting someone to consult
Collaboration between learners personal goals experts

Designing alternative learning Prompting someone to Strategy training

materials interact with his/her peers

Guiding learners/assisting them in | Instant feedback

making decisions Allowing for comparison

Well-designed interface (creating

an appropriate learning

environment)
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Table 4.1 indicates different strategies that can be used for learners in the context
of prevention, intervention, and postvention. Further, it is possible to employ some
strategies in the context of prevention, intervention, and postvention. Besides, pre-
vention, intervention, and postvention will support the self-regulation learning
(SRL) skills of learners; this study reviews the SRL strategies too. There are differ-
ent strategies in the literature such as goal setting, planning, monitoring, reflection,
formative evaluation, summative evaluation, and time management (Schunk &
Ertmer, 2000; Weinstein, 1994). The framework is developed based on the concepts
that are identified by analyzing undesirable behaviors in online learning environ-
ments and the strategies that can be useful in these environments. Table 4.2 provides
information on the framework.

Table 4.2 demonstrates the undesirable situations that may occur in online learn-
ing environments; the potential reasons for these situations; risky behaviors; and
possible prevention, intervention, and postvention strategies. Below is the detailed
information on the concepts in Table 4.2 under the relevant headings.

4.2.1 Dropout

Results of Levy’s (2007) study suggest that in agreement with prior research, stu-
dents’ satisfaction from e-learning is a major factor in students’ decision to com-
plete or drop from such courses. Moreover, in contrast to prior correspondence
courses and earlier types of e-learning courses, academic locus of control was not
found to play a major role in predicting dropouts from the e-learning courses.
Moreover, variables such as learner characteristics (age, gender, education), exter-
nal factors (family issues, managerial support, financial problems), and internal fac-
tors (instructional design, assignment level, activity level, lack of motivation,
academic integration, satisfaction) affect the students’ decision to drop out (Park &
Choi, 2009; Willging & Johnson, 2009).
Learners who are at risk of dropping out:

e May not interact with the system after logging to the system
* May interact with the system at first, but quit interacting with it later on
* May interact with the system at a low level with very long intervals

Determining whether students are at risk of dropping out and employing early
warning systems can be included in the scope of prevention. Similarly, integrating
different learning materials to online learning environments and allowing learners
to choose between these materials can be considered as prevention activities. As for
intervention, informing learners during the process about the fact that they will fail
if they do not interact and presenting them learning dashboards that show their daily
performance and in-group performance for comparison are some examples of activ-
ities for intervention. Prompting learners to communicate with the group and pre-
senting them with the patterns of successful learners (so that they can see what
successful learners did to succeed) can be included in the scope of postvention.
Moreover, prompting learners to interact with the instructor is an example of post-
vention activities.
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4.2.2 Avoidance of Learning Activities

Avoidance of learning activities is addressed in two main aspects. The first aspect is
the lack of interaction with the system; the second aspect is the failure to complete
learning tasks. Learner interactions in online learning environments fall under dif-
ferent themes as learner-learner, learner-instructor, learner-content, and learner-
assessment (Sahin, Keskin, Ozgiir, & Yurdugiil, 2017). Lack of interaction with the
system includes the failure of learners to interact with the content, assessment, and
discussion platforms. It also includes interacting with an interaction theme but fail-
ing to interact with another theme. For instance, a learner may interact with the
content in an online learning environment but avoid interacting with the discussion
platform in this environment. The failure to complete learning tasks refers to the
failure to fulfill the assignments given to learners.

Integrating alternative learning materials to the system and guiding them in their
decision-making process are some examples of prevention activities for the learners
who avoid learning activities. As for intervention, learners can be individually
informed about their weekly interaction performance to increase their awareness. It
is believed that weekly performance graphs can enable learners to recognize their
own performance and to do the necessary planning. Also, with the presentation of
learner interactions based on interaction themes, learners can learn about their lev-
els of interaction with themes and see with which theme they should interact more.
Lastly, in relation to postvention, learners can be prompted to communicate with
other learners and the instructor.

4.2.3 Failing Learning Performance

Failing learning performance can be discussed in two different ways: short-term and
long-term failing learning performance. Short-term performances cover the results
from quizzes at the end of each course unit. Encouraging learners to study the sub-
jects they are weak at and informing them based on their results are some examples
of prevention activities. Learners can be encouraged to study the subjects they are
weak at through topic contingent feedback and also to use alternative learning mate-
rials on the same subject. Informing can be performed using textual feedbacks as
well as the visual indicator of traffic signals. Studies demonstrate that learners hold
positive views toward the feedbacks with the indicator of traffic signals (Arnold &
Pistilli, 2012; Sahin & Yurdugiil, 2019). As for intervention, the individual perfor-
mances of learners can be compared with the group and learners can track where
they are compared to the group. Furthermore, weekly performance graphs can
enable learners to recognize their own performance. Also, predicting student suc-
cess based on learner performance and interaction with the system helps learners
make self-assessment and plan their learning. Besides, presenting learners with
their weekly learning patterns in sequential analyzes allows them to identify their
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learning paths and to do the planning. Various postvention strategies can be
employed for failing learning performance. One of them is to prompt learners to
interact with the group and the instructor, which is also used in other cases.
Conducting strategy training, showing successful learners’ learning patterns, and
encouraging learners to refer to different sources are some of these postvention
strategies. Strategy training can be particularly offered to the learners who interact
with the system at a high level and fulfill learning task but are not successful.

4.2.4 Locus of Control

Locus of control refers to a general expectation of the link between personal char-
acteristics and the results of experiences (Lefcourt, 1991). There are two forms of
locus of control: external and internal (Ajzen, 2002). The individuals with an inter-
nal locus of control associate their experiences with the behaviors that depend on
their own responsibilities whereas those with an external locus of the control link
these experiences to external factors, which are beyond their own control, such as
luck, chance, fate, and coincidence (Rotter, 1975). The individuals with an internal
locus of control strive to take the opportunities around them to achieve their goals,
to attach more importance to their own achievement, and are prone to develop their
own skills and ask more questions (Rotter, 1966; As cited in Loosemore &
Lam, 2004).

Prompting learners to communicate with their peers is an example of prevention
activities for the locus of control. As for intervention, informing learners with an
internal locus of control of their performance, comparing learners with an external
locus of control with the group, and encouraging them to learn in discussion envi-
ronments are examples of practices. As a postvention activity, the system can be
redesigned to prompt learners to interact with other learners and the instructor.

4.2.5 Academic Procrastination

Procrastination is defined as unnecessarily delaying a task that needs to be done or
waiting until the last minute to do it (Knaus, 1998). Some of the possible reasons for
procrastination are evaluation anxiety, difficulty in making decisions, lack of asser-
tion, fear of the consequences of success, perceived aversiveness of the task, and
competency (Solomon & Rothblum, 1984). Academic procrastination refers to put-
ting academic tasks off to the last minute (Solomon & Rothblum, 1984). This study
focuses on academic procrastination.

To deal with academic procrastination, different short-term and long-term notifi-
cations can be sent to learners. As for prevention, reminder e-mails or texts can be
sent to learners before the deadlines for any learning task or quiz. Thus, learners are
encouraged to complete learning tasks or quizzes. The long-term procrastination
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includes the situation where learners do not interact with the system for a certain
time. To overcome this, reminder e-mails or texts can be sent to motivate learners as
an intervention practice to ensure the interaction of the learners with the system.
Also, learners can be presented with the group performance for the task as an inter-
vention practice. As for postvention, if learners did not fulfill a learning task,
encouraging notifications can be sent to learners to remind them to perform the next
learning task. The system can be designed to send these notifications through
e-mails or texts. Further, comparison graphs can be integrated into the system to
enable the learners who fulfill and do not fulfill a learning task to track their status
and to see where they are at compared to the group.

4.3 Conclusion and Discussion

Online learners are responsible for managing themselves and initiating, planning,
and conducting their own work (Li et al., 2018). The learners who are successful in
online learning environments have the following characteristics: (a) regularly
accessing to lecture notes, (b) carefully reviewing the course content, (c) complet-
ing assignments on time, (d) making self-assessment about their learning, (e) asking
questions when they need help, and (f) being active in communicating with others
(You, 2016). Thus, online learning environments may be disadvantageous to learn-
ers who do not/are not able to take responsibility for their own learning (Demir,
Yasar, Sert, & Yurdugiil, 2014). Yet, learning analytics has so much to offer to
researchers to overcome such a disadvantage (Sahin, 2018). Learning analytics aims
to optimize learning environments by focusing on educational challenges (Ferguson,
2012). Learning analytics contributes: (a) dashboard design (display the interaction
data of the learners to them and to make awareness and reflection), (b) instructional
design, (c) intervention engine (intervene to the individual) and adaptive engine
(intervene to the system), (d) learning design, (e) learning experience design, and (f)
content design. The initial studies on learning analytics were limited to the presenta-
tion of learner performance with the use of dashboards. It is thought that framework-
based designs will come into prominence in the future research.

This study aims to develop a framework for prevention, intervention, and post-
vention for online learning environments based on learning analytics. To that end,
this study explores the undesirable situations in online learning environments, and
discusses and offers suggestions on what can be done in the context of prevention,
intervention, and postvention. It is possible to identify the students who are at risk
of dropping out and to make the necessary interventions through learning analytics
(Xing & Du, 2019). Therefore, the proposed framework will potentially help to
transfer the concepts of prevention, intervention, and postvention, which are psycho-
educational constructs, to online learning environments based on learning analytics
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and benefit other researchers in the field. Looking at the future research directions
of learning analytics, the following topics come into prominence: (a) acceptance of
learning analytics and implementations, (b) early warning system and personalized
learning, (c) ethics and data privacy, (d) learning design, (e) learning experience
design, and (f) dashboard design (Bakharia et al., 2016; Ifenthaler, 2017; Mah, Yau,
& Ifenthaler, 2019; Mangaroska & Giannakos, 2018; Siemens, 2013; Sahin &
Yurdugiil, 2020). In this context, it is thought that the framework put forward within
the scope of this research will make important contributions for learning designers,
learning experience designers, and instruction designers. Learning design is a meth-
odology that enables tutorials and designers to make better decisions using appro-
priate resources and technologies for learning activities and intervention designs
(Conole, 2012). Learning experience design includes support and guidance to learn-
ers in their learning experience rather than instructors and designers. The proposed
framework is intended to provide tutorials and designers with tips on interventions,
contents, and learning activities that should be included in the online learning envi-
ronments. In addition, it is thought that this framework can lead to more effective
learning designs.

The proposed framework particularly focuses on identifying the learners who are
at risk or who show the signs of undesirable behaviors and offers possible measures
taken for these learners for prevention. These measures include informing learners
by providing them various feedbacks, identifying the learners who are at risk
through early warning systems, and sending reminder notifications. Intervention
activities can be carried out when undesirable behaviors manifest themselves, and
these activities mostly include components such as dashboards. In this regard, the
framework proposes numerous graphs to enable learners to compare themselves
with the group and to allow for self-monitoring, self-awareness, and self-reflection.
Postvention activities revolve around the activities that can be carried out after the
onset of undesirable situations in an online learning environment. The framework
contains different strategies such as prompting learners to interact with the instruc-
tor and other learners, strategy training, and encouraging them to use alternative
sources.

A review of the prevention, intervention, and postvention components that are
proposed in this study shows that these are closely related to the SRL development
of learners. SRL is viewed as proactive processes that students use to acquire aca-
demic skills, such as setting goals, selecting and deploying strategies, and self-
monitoring one’s effectiveness (Zimmerman, 2008). Self-regulation is described as
cyclical since feedback from the previous performance is integrated to make adjust-
ments to current objectives (Zimmerman, 2000). In this regard, the proposed frame-
work will potentially contribute to the SRL skills of learners. To fully recognize its
contribution, it is necessary to integrate this framework into online learning envi-
ronments and test it with real users. The next step of this study is to integrate the
developed framework into a learning management system (LMS).



66 M. Sahin and H. Yurdugiil

References

Ajzen, 1. (2002). Perceived behavioral control, self-efficacy, locus of control, and the theory of
planned behavior. Journal of Applied Social Psychology, 32(4), 665—683.

Alexander, B., Ashford-Rowe, K., Barajas-Murph, N., Dobbin, G., Knott, J., McCormack, M.,
Pomerantz, J., Seilhamer, R., & Weber, N. (2019). EDUCAUSE Horizon report 2019 higher
education edition, 3—41. Retrieved from

Andriessen, K. (2009). Can postvention be prevention? Crisis, 30(1), 43-47.

Arnold, K. E., & Pistilli, M. D. (2012, April). Course signals at Purdue: Using learning analytics
to increase student success. In Proceedings of the 2nd international conference on learning
analytics and knowledge (pp. 267-270). ACM.

Bakharia, A., Corrin, L., de Barba, P., Kennedy, G., Gasevi¢, D., Mulder, R., et al. (2016). A con-
ceptual framework linking learning design with learning analytics. In Proceedings of the sixth
international conference on learning analytics & knowledge (pp. 329-338).

Beck, H. P., & Davidson, W. D. (2001). Establishing an early warning system: Predicting low
grades in college students from survey of academic orientations scores. Research in Higher
Education, 42(6), 709-723.

Campbell, F. R., Cataldie, L., Mclntosh, J., & Millet, K. (2004). An active postvention program.
Crisis, 25(1), 30-32.

Campbell, J. P, DeBlois, P. B., & Oblinger, D. G. (2007). Academic analytics: A new tool for a
new era. Educause Review, 42(4), 40.

Caplan, G. (1964). Principles of preventive psychiatry. Oxford, UK: Basic Books.

Chatti, M. A., Dyckhoff, A. L., Schroeder, U., & Thiis, H. (2013). A reference model for learning
analytics. International Journal of Technology Enhanced Learning, 4(5-6), 318-331.

Chen, L. H. (2011). Enhancement of student learning performance using personalized diagnosis
and remedial learning system. Computers & Education, 56(1), 289-299.

Conole, G. (2012). Designing for learning in an open world (Vol. 4). Springer Science & Business
Media. Springer-Verlag New York.

Dekker, G. W., Pechenizkiy, M., & Vleeshouwers, J. M. (2009). Predicting students drop out: A
case study. International Working Group on Educational Data Mining.

Demir, O., Yasar, S., Sert, G., & Yurdugiil, H. (2014). Examination of the relationship between
students’ attitudes towards computer and self-directed learning with technology. Education &
Science, 39(176), 257-266.

Dyckhoff, A. L., Zielke, D., Biiltmann, M., Chatti, M. A., & Schroeder, U. (2012). Design and
implementation of a learning analytics toolkit for teachers. Educational Technology & Society,
15(3), 58-76p.

Elias, T. (2011). Learning analytics: definitions, process and potential. Retrieved from http://learn-
inganalytics.net/LearningAnalyticsDefinitionsProcessesPotential.pdf

Elvers, G. C., Polzella, D. J., & Graetz, K. (2003). Procrastination in online courses: Performance
and attitudinal differences. Teaching of Psychology, 30(2), 159-162.

Ferguson, R. (2012). Learning analytics: Drivers, developments and challenges. International
Journal of Technology Enhanced Learning, 4(5-6), 304-317.

Gasevi¢, D., Dawson, S., & Siemens, G. (2015). Let’s not forget: Learning analytics are about
learning. TechTrends, 59(1), 64-71.

Geller, E. S. (2005). Behavior-based safety and occupational risk management. Behavior
Modification, 29(3), 539-561.

Gordon Jr., R. S. (1983). An operational classification of disease prevention. Public Health
Reports, 98(2), 107-109.

Gresham, F. M. (2005). Response to intervention: An alternative means of identifying students as
emotionally disturbed. Education and Treatment of Children, 28(4), 328-344.

Heppen, J. B., & Therriault, S. B. (2008). Developing early warning systems to identify potential
high school dropouts. Issue Brief. National High School Center.

https://www.learntechlib.org/p/208644/.


http://learninganalytics.net/LearningAnalyticsDefinitionsProcessesPotential.pdf
http://learninganalytics.net/LearningAnalyticsDefinitionsProcessesPotential.pdf
https://www.learntechlib.org/p/208644/

4 The Framework of Learning Analytics for Prevention, Intervention... 67

Hu, Y., Lo, C., & Shih, S. (2014). Developing early warning systems to predict students’ online
learning performance. Computers in Human Behavior, 36, 469-478.

Ifenthaler, D. (2017). Learning analytics design. In The Sciences of Learning and Instructional
Design (pp. 202-211). Routledge. New York.

Januszewski, A., & Molenda, M. (Eds.). (2013). Educational technology: A definition with com-
mentary. Routledge. New York and London.

Jun, J. (2005). Understanding dropout of adult learners in e-learning (Doctoral dissertation, uga).
Seoul National University of Education. Seoul, Korea.

King, K. A. (1999). High school suicide postvention: Recommendations for an effective program.
American Journal of Health Studies, 15(4), 217-222.

Klein, C., Lester, J., Nguyen, T., Justen, A., Rangwala, H., & Johri, A. (2019). Student sensemak-
ing of learning analytics dashboard interventions in higher education. Journal of Educational
Technology Systems, 48(1), 138—154.

Kluger, A. N., & DeNisi, A. (1996). The effects of feedback interventions on performance: A his-
torical review, a meta-analysis, and a preliminary feedback intervention theory. Pyschological
Bulletin, 119(2), 254-284.

Knaus, W. 1. (1998). Do it now! Break the procrastination habit (2nd ed.). New York: Wiley.

Lara, J. A., Lizcano, D., Martinez, M. A., Pazos, J., & Riera, T. (2014). A system for knowledge
discovery in e-learning environments within the European Higher Education Area—application
to student data from Open University of Madrid, UDIMA. Computers & Education, 72,23-36.

Leenaars, A. A., & Wenckstern, S. (1998). Principles of postvention: Applications to suicide and
trauma in schools. Death Studies, 22(4), 357-391.

Lefcourt, H. M. (1991). Locus of control. Academic Press. New York.

Levy, Y. (2007). Comparing dropouts and persistence in e-learning courses. Computers &
Education, 48(2), 185-204.

Li, H., Flanagan, B., Konomi, S. I., & Ogata, H. (2018). Measuring behaviors and identifying
indicators of self-regulation in computer-assisted language learning courses. Research and
Practice in Technology Enhanced Learning, 13(1), 19.

Lonn, S., Aguilar, S. J., & Teasley, S. D. (2015). Investigating student motivation in the context
of a learning analytics intervention during a summer bridge program. Computers in Human
Behavior, 47, 90-97.

Loosemore, M., & Lam, A. S. Y. (2004). The locus of control: A determinant of opportunistic
behaviour in construction health and safety. Construction Management and Economics, 22(4),
385-394.

Macfadyen, L. P., & Dawson, S. (2010). Mining LMS data to develop an “early warning system”
for educators: A proof of concept. Computers & Education, 54(2), 588-599.

MacNeil, W., & Topping, K. (2007). Crisis management in schools: Evidence based. The Journal
of Educational Enquiry, 7(2), 1-20.

Mah, D. K., Yau, J. Y. K., & Ifenthaler, D. (2019). Epilogue: Future directions on learning analytics
to enhance study success. In Utilizing learning analytics to support study success (pp. 313—
321). Cham, Switzerland: Springer.

Mangaroska, K., & Giannakos, M. N. (2018). Learning analytics for learning design: A system-
atic literature review of analytics-driven design to enhance learning. /IEEE Transactions on
Learning Technologies, 12, 596.

McKay, T., Miller, K., & Tritz, J. (2012). What to do with actionable intelligence: E 2 Coach as an
intervention engine. In Proceedings of the 2nd international conference on learning analytics
and knowledge (pp. 88-91). ACM.

Merrell, K. W. (2010). Linking prevention science and social and emotional learning: The Oregon
Resiliency Project. Psychology in the Schools, 47(1), 55-70.

Michinov, N., Brunot, S., Le Bohec, O., & Juhel, J. (2011). Procrastination, participation, and per-
formance in online learning environments. Computers in Education, 56(1), 243-252.

Mittelmark, M. B. (2003). Five strategies for workforce development for mental health promotion.
Promotion & Education, 10(1), 20-22.



68 M. Sahin and H. Yurdugiil

Narciss, S., & Huth, K. (2002). How to design informative tutoring feedback for multimedia learn-
ing. In H. M. Niegemann, D. Leutner, & R. Briinken (Eds.), Instructional design for multime-
dia learning. Waxmann. Miinster.

Narciss, S., Korndle, H., Reimann, G., & Miiller, C. (2004). Feedback-seeking and feedback
efficiency in web-based learning—how do they relate to task and learner characteristics. In
Instructional design for effective and enjoyable computer-supported learning. Proceedings of
the first joint meeting of the EARLI SIGs instructional design and learning and instruction with
computers (pp. 377-388).

Nkhoma, C., Dang-Pham, D., Hoang, A. P., Nkhoma, M., Le-Hoai, T., & Thomas, S. (2019).
Learning analytics techniques and visualisation with textual data for determining causes of
academic failure. Behaviour & Information Technology, 39(1), 1-16.

Pardo, A., & Dawson, S. (2016). Learning analytics. In P. Reimann (Ed.), Measuring and visual-
izing learning in the information-rich classroom (pp. 41-55). Abingdon, UK: Routledge.

Park, J. H., & Choi, H. J. (2009). Factors influencing adult learners’ decision to drop out or persist
in online learning. Journal of Educational Technology & Society, 12(4), 207-217.

Riley-Tillman, T. C., & Burns, M. K. (2011). Evaluating educational interventions: Single-case
design for measuring response to intervention. Guilford Press. New York.

Romano, J. L., & Hage, S. M. (2000). Prevention and counseling psychology: Revitalizing com-
mitments for the 21st century. The Counseling Psychologist, 28(6), 733-763.

Rotter, J. B. (1966). Generalized expectancies for internal versus external control of reinforcement.
Psychological Monographs: General and Applied, 80(1), 600-609.

Rotter, J. B. (1975). Some problems and misconceptions related to the construct of internal versus
external control of reinforcement. Journal of Consulting and Clinical Psychology, 43(1), 56.

Sahin, M. (2018). Design and development of the intervention engine based on learning analytics
for E-learning environments. (Doctoral dissertation), Hacettepe University, Ankara.

Sahin, M., Keskin, S., Ozgiir, A., & Yurdugiil, H. (2017). Determination of interaction profiles
based on learner characteristics in e-learning environment. Educational Technology Theory
and Practice, 7(2), 172—-192.

Sahin, M., & Yurdugiil, H. (2019). An intervention engine design and development based on learn-
ing analytics: The intelligent intervention system (InS). Smart Learning Environments, 6(1),
18.

Schunk, D. H., & Ertmer, P. A. (2000). Self-regulation and academic learning: Self-efficacy
enhancing interventions. In Handbook of self-regulation (pp. 631-649). New York.

Sahin, M., & Yurdugiil, H. (2020). Educational Data Mining and Learning Analytics: Past, Present
and Future. Bartin University Journal of Faculty of Education, 9(1), 121-131.

Shneidman, E. (1972). Foreward. In A.C. Cain (Ed.), Survivors of suicide (pp. ix—xi). Springfield,
IL: Charles C. Thomas.

Siemens, G. (2013). Learning analytics: The emergence of a discipline. American Behavioral
Scientist, 57(10), 1380-1400.

Siemens, G., & Gasevic, D. (2012). Guest editorial - learning and knowledge analytics. Educational
Technology & Society, 15(3), 1-2.

Solomon, L. J., & Rothblum, E. D. (1984). Academic procrastination: Frequency and cognitive-
behavioral correlates. Journal of Counseling Psychology, 31(4), 503.

Tabaa, Y., & Medouri, A. (2013). LASyM: A learning analytics system for MOOC:s. International
Journal of Advanced Computer Science and Applications (IJACSA), 4(5), 113-119.

Tilly III, W. D., & Flugum, K. R. (1995). Best practices in ensuring quality interventions. In Best
Practices in school psychology—III, 485-500. Washington, DC: National Association of School
Psychologists.

Tlili, A., Essalmi, F., Jemni, M., Chang, M., & Kinshuk. (2018). iMoodle: An intelligent Moodle
based on learning analytics. In Intelligent tutoring systems (Vol. 2018, pp. 476-479).

Verbert, K., Manouselis, N., Drachsler, H., & Duval, E. (2012). Dataset-driven research to support
learning and knowledge analytics. Educational Technology & Society, 15(3), 133-148.



4 The Framework of Learning Analytics for Prevention, Intervention... 69

Walker, H. M., & Shinn, M. R. (2002). Structuring school-based interventions to achieve integrated
primary, secondary, and tertiary prevention goals for safe and effective schools. Interventions
for academic and behavior problems II: Preventive and remedial approaches, 1-25.

Weinstein, C. E. (1994). Strategic learning/strategic teaching: Flip sides of a coin. Student motiva-
tion, cognition, and learning: Essays in honor of Wilbert J. McKeachie, pp. 257-273.

Willging, P. A., & Johnson, S. D. (2009). Factors that influence students’ decision to dropout of
online courses. Journal of Asynchronous Learning Networks, 13(3), 115-127.

Wolters, C. A., Pintrich, P. R., & Karabenick, S. A. (2005). Assessing academic self-regulated
learning. In What do children need to flourish? (pp. 251-270). Boston: Springer.

Wong, B. T. M., & Li, K. C. (2019). A review of learning analytics intervention in higher education
(2011-2018). Journal of Computers in Education, 7(1), 1-22.

Xing, W., & Du, D. (2019). Dropout prediction in MOOCs: Using deep learning for personalized
intervention. Journal of Educational Computing Research, 57(3), 547-570.

You, J. W. (2016). Identifying significant indicators using LMS data to predict course achievement
in online learning. The Internet and Higher Education, 29, 23-30.

Zimmerman, B. J. (2000). Attaining self-regulation: A social cognitive perspective. In Handbook
of self-regulation (pp. 13-39). Academic Press. New York.

Zimmerman, B. J. (2008). Investigating self-regulation and motivation: Historical background,
methodological developments, and future prospects. American Educational Research Journal,
45(1), 166-183.



®

Check for
updates

Chapter 5
The LAVA Model: Learning Analytics
Meets Visual Analytics
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5.1 Introduction

Despite the great enthusiasm currently surrounding the field of learning analytics
(LA), we are still lacking evidence that LA has any obvious impact on learning
(Ferguson & Clow, 2017; Gasevi¢, Dawson, & Siemens, 2015). This hinders the
acceptance and adoption of LA at scale in schools, universities, and workplaces.
Along with technical research questions, there are more crucial pedagogical and
methodological problem areas related to the design, deployment, and evaluation of
LA. These include the lack of attention to the LA cycle; limited attention to validity,
reliability, and generalizability; limited attention to ethics; and little evaluation of
commercially available tools (Ferguson & Clow, 2017). But, the most important
reason is that most LA solutions are not adopted by the end users because they are
not well aligned with user needs. The solution — which has been lacking in the LA
community until now — is to follow a human-centered LA (HCLA) approach that
emphasizes the human factors in LA and truly meets user needs. Having the human
in the loop is the key to increase value and drive forward the acceptance and adop-
tion of LA (Chatti & Muslim, 2019).

Following a human in the loop approach, visual analytics (VA) — a data science
research field that has lately been growing very rapidly — can play a significant role
to support the acceptance of LA. VA refers to analytical reasoning facilitated by
interactive visual interfaces and aims at making data and information processing
transparent. It integrates the analytic capabilities of the computer and the abilities of
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the human analyst, thus allowing novel discoveries and empowering individuals to
take control of the analytical process (Thomas & Cook, 2005; Keim, Mansmann,
Schneidewind, & Ziegler, 20006).

Visualization has been widely considered as a crucial step in the LA process, and
a variety of dashboards and indicators were proposed in the LA literature (Bakharia
& Dawson, 2011; Bodily et al., 2018; Gasevi¢ et al., 2015; Jovanovic et al., 2008;
Leony, Pardo, de la Fuente Valentin, de Castro, & Kloos, 2012; Verbert et al., 2013,
2014). These dashboards, although they employ some visualizations for represent-
ing data, are predominantly static and, in general, afford very little interaction.
Ritsos and Roberts (2014) point out that VA can transform LA to go beyond mere
analysis (confirmatory analysis) to gaining various insights from the data (explor-
atory analysis) with the aim of meeting the objectives of self-assessment, perfor-
mance determination, awareness, and adaptation. However, the application of VA is
still under-investigated in current LA research and practice.

The main focus of this work is to explore how blending LA and VA can achieve
an effective HCLA approach and improve the acceptance of LA. To get at this, we
present and discuss the Learning Analytics and Visual Analytics (LAVA) model as a
conceptual framework through which VA can be seamlessly integrated into the LA
process. As a proof of concept, we apply the LAVA model in the Open Learning
Analytics Platform (OpenLAP) that collects learning activities data from multiple
sources and allows different stakeholders of LA to dynamically generate custom
indicators that meet their needs. Furthermore, we evaluate OpenLAP in terms of
usefulness and usability based on the technology acceptance model (TAM).

5.2 Human-Centered Learning Analytics

Learning analytics (LA) focuses on the development of methods for analyzing and
detecting patterns within this data and leverages those methods to support the learn-
ing experience. Chatti, Dyckhoff, Schroeder, & Thiis, (2012, 2014) propose a refer-
ence model for LA that provides a systematic overview on LA and fosters a common
understanding of the key components of the LA ecosystem, based on four dimen-
sions of the LA reference model, namely:

* What? What kind of data does the system gather, manage, and use for the
analysis?

*  Why? Why does the system analyze the collected data?

* Who? Who is targeted by the analysis?

* How? How does the system perform the analysis of the collected data?

In the ideal case, LA is a cyclical movement from data to analysis to action to
learning (Chatti et al., 2014; Clow, 2012). LA is an iterative process generally car-
ried out in six major stages, namely, learning activities, data collection, data stor-
age and processing, analysis, visualization, and action (see Fig. 5.1). These steps
are iterated, with each cycle yielding more effective learning activities.
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Fig. 5.1 The learning analytics process (Chatti & Muslim, 2019)

User involvement in all stages of the LA process is the key to a wider acceptance
and adoption of LA. It is vital to engage the various LA stakeholders (learners,
teachers, institutions, researchers, developers, etc.) in the LA process. Especially,
the learner should play an active role in the LA process, if LA tools are to serve the
intended objective of improving learning (Chatti & Muslim, 2019). This is at the
heart of HCLA. But how can an HCLA approach be implemented in practice?
Visual analytics can help to face this challenge.

5.3 Visual Analytics

Computers have enormous storage capacity and computational power to support
automated data analysis processes. By visualizing data, some patterns emerge
which might not be noticeable in the raw form. Humans, on the other hand, have
creativity, flexibility, background knowledge, sense of intuition, and the skills that
help to extract meaningful insights from data. Interaction is the glue that binds ana-
Iytics and visualization with the human analysts (Endert et al., 2014). Visual analyt-
ics (VA), a highly interdisciplinary research field, combines automated analysis
techniques with human-interactive visualizations derived from a large amount of
data, for effective understanding, reasoning, and decision-making (Keim,
Mansmann, Stoffel, & Ziegler, 2009). The concept of VA can be better understood
based on the sense-making loop for visual analytics, shown in Fig. 5.2. A
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Fig. 5.2 The sense-making loop for visual analytics. (Adapted from Keim et al., 2008)

visualization is presented to the user based on the initial analysis of the dataset. The
process then enters a loop, where the user drives the analysis process to draw new
insights and accumulate knowledge through exploration. The user can interact with
the visual representations to get a better understanding of the data through the dif-
ferent possible views or to eventually confirm hypotheses generated from previous
iterations of analysis and interactions (Keim et al., 2008).

5.4 The LAVA Model

The main aim of LA is to turn educational data into insights, decisions, and actions
in order to improve learning and teaching. However, in current LA implementa-
tions, human stakeholders are not actively involved in the LA process with its six
stages, namely, learning activities, data collection, data storage and processing,
analysis, visualization, and action. In order to achieve HCLA, there is a crucial need
to involve humans throughout the whole LA process. This is where VA comes into
play. Following a human in the loop approach, VA brings humans in the data analyt-
ics process to turn data into value. This paper proposes the Learning Analytics and
Visual Analytics (LAVA) model, which incorporates VA into LA and enables stake-
holders to control the LA process, making it human-centered through exploratory
data analysis and visualization, as depicted in Fig. 5.3.

The LAVA model has been created by interweaving the reference model and the
process of LA with the sense-making loop for VA. In this model, the four dimen-
sions of LA (What?, Why?, Who?, How?) are revisited with VA concepts in the
picture. The process of LA essentially remains the same, but it is enhanced by incor-
porating the human perspective in the Who? dimension and exploration in the How?
dimension. In the following, we discuss the eight stages of the LAVA model.
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Fig. 5.3 The LAVA model — having the human in the loop

» Learning Activities: The LAVA model starts with concrete learning activities that
can occur in different learning environments and generate a large amount of
educational data.

e Data Collection: Collecting educational data is the foundation of the LAVA
model. Today we have broad access to high-volume data from a variety of
sources. The data can come from multiple, fragmented, often heterogeneous,
formal, as well as informal learning channels. It can also come in different for-
mats, distributed across space, time, and media.

* Data Storage and Pre-processing: The collected data needs to be systematically
stored and processed to prepare data for further analysis.

e Analysis: After the data is collected and pre-processed, an initial analysis is per-
formed before presenting any results to the users.

» Visualization: The analysis results are presented as indicators to the users in the
form of visualizations that can help to understand and interpret the results as well
as to infer conclusions from the data, which can improve the learning process.
These visualizations should be interactive in nature allowing users to better
understand the underlying data and analyze it further.

e Perception and Knowledge: Users play an important role in the LAVA model.
Instead of automated analysis, the users drive the entire analysis process, and
since every user is unique, there is no fixed path for this process. Users perceive
a visualization, based on their previously acquired knowledge, the tasks which
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need to be done, or the goal which is intended to be achieved. Different users
might draw different insights from the exact same visualization. These insights
may be completely new and augment the users’ knowledge base. Based on these
insights, the users can generate various hypotheses which require further explo-
ration or taking actions.

Exploration: The derived insights may not always be the end results. Users might
also come up with further questions. The process then enters a loop, where users
steer the analysis process to draw new insights through exploration, either by
directly interacting with the visualizations or by modifying different parameters
of the analysis. This process can go on for as long as required until the users find
answers to prove or disprove their hypotheses.

Action: Taking actions is the primary aim of the LAVA model. Based on the
gained knowledge, different actions, such as intervention, feedback, and recom-
mendation, may be performed with the aim of improving the learning activities.

5.5 The LAVA Model in Action

As

a proof of concept, we applied the LAVA model in the Open Learning Analytics

Platform (OpenLAP). OpenLAP is an ecosystem for Open Learning Analytics
(OLA). The primary aim of OpenLAP is to collect heterogeneous data from mul-
tiple sources and support end users in defining custom indicators that meet their
needs. An abstract architecture of OpenLAP is shown in Fig. 5.4. Based on the
LAVA model, the “Indicator Editor” which is a component in the “Indicator

En

< Monitoring Priva
Y i Analytics

X

m o= R4

{m
Analytics Objectives "':aﬁiliiﬁ?n"f ) *
=
J...

gine”” of OpenL AP provides non-technical end users an intuitive and exploratory

Data and Environments

m,] prfesiona Stakeholders
el Social o [ 7]
Er : .

Analytics Methods

Visualizer

Personalization Learner Modeling Indicator
Prediction Engine
Context Modeling
Assessment

Monitoring  Awareness and Analytics Modules Prediction and
and Analysis Reflection Intervention

Retecton ‘@ ;l

Storage

Tutoring and Assessment Personalization and

Mentoring and Feedback Recommendation Sdsptaticn

Fig. 5.4 The abstract architecture of OpenLAP. (Adapted from Chatti et al., 2017)
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user interface (UI) that gives them control in defining their own indicators in a
simple way. Following the Goal-Question-Indicator (GQI) approach proposed by
Muslim, Chatti, Mughal, and Schroeder (2017), the “Indicator Editor” supports
end users in a continuous LA process by setting appropriate analytics goal, formu-
lating LA question, and defining indicators to answer the question. For each indica-
tor, the user interacts with the “Indicator Editor” to explore the stored learning
activity data, apply various data filters, specify an analytics method to analyze the
data, and select an appropriate visualization technique to visualize the indicator.
After finalizing the indicators, they are saved, and the HTML and JavaScript-based
indicator request codes (IRC) are generated which can be embedded in any client
application to provide analytics in context (Chatti, Muslim, & Schroeder, 2017,
Muslim, Chatti, Mahapatra, & Schroeder, 2016; Muslim, Chatti, Bashir, Varela, &
Schroeder, 2018).

The “Indicator Editor” supports three different types of indicators, namely, basic,
composite, and multi-level analysis. The conceptual flow of each indicator type is
shown in Fig. 5.5. The basic indicator is a simple indicator type that is precisely
mapped to the GQI approach. The user generates a new indicator by defining a
dataset, applying various filters, selecting an analytics method for analysis, and
specifying the visualization technique to render the indicator. Using this type, sim-
ple statistical indicators can be easily generated, such as “activities of discussion
forum per week” and “distribution of points in assignments.” The composite indica-
tor type allows the user to combine multiple basic indicators to form a composite
indicator. Using this type, indicators like “my assignment points compared to an
average of my peers” and “my learning resources views compared to the average of
others” can be generated. The main condition for this type is that all the basic indi-
cators to be combined should apply the same analytics method, whereas the dataset
and filters can be different. The analysis results from each basic indicator are com-
bined to provide a cumulative analyzed data which is rendered using the specified

Basic Indicator Composite Indicator Multi-Level Analysis Indicator
Dataset ﬂ Dataset - - - Dataset
Filters Filters E‘ E‘ E‘ Filters E‘ E‘

S § T — -
Analysis A Analysis Al Al - A First Analysis  ( A* A2 A
e § 33 — 44
Visualiztion Combine [ ] Merge LT T T

Visualization Second Analysis A

Visualization

Fig. 5.5 Indicator types supported in the OpenLAP Indicator Editor
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visualization technique. The multi-level analysis indicator type is used to generate
complex indicators beyond simple statistical ones. These include indicators based
on social network analysis or data mining methods, such as “cluster of students
based on their learning resources views and average assignment points” and “pre-
dict students’ success rate” Similar to the composite indicator type, the multi-level
analysis indicator allows the user to define multiple basic indicators to define the
first-level analysis. However, the user does not have to apply the same analytics
methods for the basic indicators. Then, the user has to specify an attribute common
in all the basic indicators based on which the analyzed data is merged and passed on
to the second-level analysis. Finally, the result of the second-level analysis is ren-
dered using the selected visualization technique. Concrete examples of composite
indicators and multi-level analysis indicators are discussed in Sect. 5.7.3. In the
following, we discuss the implementation of the “Indicator Editor” in terms of the
phases of the LAVA model.

5.5.1 Learning Activities

Learners generate a tremendous amount of interaction data while performing vari-
ous activities in different learning environments. These activities include reading,
writing, accessing and uploading learning material, taking tests, watching videos,
and collaborating in wikis and discussion forums. Learners and teachers can use the
“Indicator Editor” to get actionable insights from this interaction data.

5.5.2 Data Collection

OpenLAP provides mechanisms to collect interaction data from different learning
environments. For each source, a data collection component (collector) needs to be
developed. It can either be an integrated component in a source that gathers data and
pushes it to OpenLAP or an intermediate component (adapter) that receives data
from a source and transforms it into a required data format before sending it to
OpenLAP.

5.5.3 Data Storage and Pre-processing

OpenLAP processes the heterogeneous data coming from different sources and
stores it in the data model called Learning Context Data Model (LCDM) proposed by
Thiis, Chatti, Greven, and Schroeder (2014). LCDM represents a user-centric, modu-
lar, and easy to understand data model that holds additional semantic information
about the context in which a learning activity has happened (Lukarov et al., 2014).
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The data storage mechanism in OpenL AP is flexible and can easily be modified to
make OpenLAP work with other data models, such as xAPI and IMS Caliper
(Muslim et al., 2016, 2017).

5.5.4 Analysis

OpenLAP adopts a modular and extensible architecture that allows the easy integra-
tion of new analytics methods, ranging from basic statistical methods to more
advanced methods like clustering, classification, and social network analysis
(Muslim et al., 2018).

5.5.5 Visualization

OpenLAP allows easy integration of new visualization techniques due to its modu-
lar and extensible architecture (Muslim et al., 2018). Currently, different visualiza-
tion types are available in OpenLAP based on the “Google charts” and “C3.js”
visualization libraries, such as bar, pie, line, box plot, and scatterplot. The “Indicator
Editor” allows users to try out different visualizations during the indicator genera-
tion process and select the appropriate visualization according to their needs.
Figure 5.6 shows sample visualization generated with the “Indicator Editor.”

5.5.6 Perception and Knowledge

Selecting appropriate visualizations in the “Indicator Editor” can effectively help
users find patterns and get actionable insights into the data. Users perceive a visual-
ization based on their previously acquired knowledge. Based on the visualization,
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Fig. 5.6 Sample visualizations generated with the OpenLAP Indicator Editor
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users can generate various hypotheses. The process then enters a loop, where the
users drive the analysis process to accumulate new knowledge through exploration
in order to prove or disprove their hypotheses. Newly drawn insights can add to the
knowledge of the users.

5.5.7 Exploration

The “Indicator Editor” in OpenLAP is an interactive conversational component that
enables users to control the indicator generation process, according to their needs.
Following the GQI approach, the “Indicator Editor” allows end users to generate
indicators by setting analytics goal, formulating questions, and defining indicators
to answer these questions. The “Indicator Editor” supports users in exploring, ana-
lyzing, and visualizing the data through dynamic interactions, including filtering the
data used for the indicator, selecting the analytics methods and visualization tech-
niques, and changing the parameters of the data analysis algorithms. In the follow-
ing, we present in detail the different sections of the “Indicator Editor” using an
example of an instructor who wants to monitor the activities of her students in a
specific course.

5.5.71 Goal

The first step in the indicator generation process is to select an appropriate LA goal,
such as assessment, intervention, monitoring, prediction, or recommendation, as
shown in Fig. 5.7. A predefined list of LA goals and their descriptions is provided
to the users to help them in selecting an appropriate goal. However, if the provided
list does not contain the required LA goal, the user has an option to request a new
one, which will be reviewed by OpenL AP administrators and then added to the list.
In our example of the instructor who wants to monitor the activities of her students,
the “Monitoring” is selected as an appropriate LA goal.

Goal

Monitoring " @ @

Assessment
ntervention

Prediction
Recommendation

Fig. 5.7 The Goal section in the OpenLAP Indicator Editor
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5.5.7.2 Question

After selecting an appropriate LA goal, the next step in the indicator generation
process is to formulate a suitable LA question. Afterward, multiple indicators can
be associated with the LA question either by loading an existing indicator generated
by another user and modifying its parameters or defining a new basic, composite, or
multi-level analysis indicator, as discussed in the next section. While a question
might be asked in an abstract manner, an indicator is a concrete calculator with a
corresponding visualization to answer the question. In our example, the instructor
entered “How active are students in my class?”” as the LA question and defined a set
of four indicators to answer this question, namely, “Students weekly learning
resources access,” “Students assignment points overview,” “Most viewed learning
materials,” and “Correlation of assignment points and learning resources views,” as
shown in Fig. 5.8. She can then view, delete, or select any associated indicator for
editing again. Finally, she can visualize the question and the associated indicators in
a dashboard format and save them to get the indicator request code (IRC) for the
whole question as well as for each individual indicator, as shown in Fig. 5.9. The
IRC is composed of HTML and JavaScript code which can be embedded in any cli-
ent application that allows web content (e.g., dashboards, web pages).

5.5.7.3 Indicator

Three different indicator types, namely, basic indicator, composite indicator, and
multi-level analysis indicator can be associated with an LA question.

Basic Indicator

In our example, the instructor associated her question with two basic indicators
“Students weekly learning resources access” and “Students assignment points over-
view,” which are shown in blue (see Fig. 5.8). The process of defining a basic indi-
cator consists of four main parts, namely, dataset, filters, analysis, and
visualization.

Question
How active are students in my class?
Associated Indicators o 9 o
Students weekly learning resources access X Students assignment points overviews X
Most viewed learning materials X C g d L g x

Fig. 5.8 The Question section in the OpenLLAP Indicator Editor
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Fig. 5.9 The Visualize Question section in the OpenLLAP Indicator Editor containing Indicator
Request Code (IRC)

* Dataset: This part of the “Indicator Editor” allows the user to define the param-
eters for the indicator dataset. These include the list of data sources (e.g., Moodle,
edX), platform types (e.g., web, mobile), performed actions (e.g., add, view,
update, delete, post), and the category of objects on which the action is per-
formed (e.g., wiki, discussion forum, assignments, learning materials).
Figure 5.10 shows the dataset part of the “Indicator Editor” where the required
parameters have been selected for the “students weekly learning resources
access” indicator.

* Filters: This part allows the user to refine the selected dataset by applying vari-
ous filters. Three different types of filters can be applied to the dataset, namely,
“Attribute,” “Time,” and “User.” These filters are grouped under two tabs, as
shown in Fig. 5.11. The “Attribute” filters are applied to the additional semantic
information stored related to each category. For example, for “Learning
Materials” category, attributes like “Name,” “File Extension,” and “Size (in
Bytes)” are available, whereas for “Assignments” category, possible available
attributes are “Title,” “Total Marks,” and “Due Date.” When multiple categories
are selected, only the attributes common to all the selected categories are pro-
vided. The user can search for the possible values of the selected attribute and
select one or more values. All the applied attribute filters are shown at the top,
from where they can easily be removed. The “Time / User” tab is split into the
“Time” and “User” sections. The “Time” filter section provides the possibility to
specify the start and/or end date for which the dataset should be considered. In
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Fig. 5.10 The Dataset part in the OpenLAP Indicator Editor to define a Basic Indicator
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Fig. 5.11 The Filters part in the OpenLAP Indicator Editor to define a Basic Indicator

the “User” section, due to the privacy concerns, the user only has the option to
use the anonymized data of everyone, use own data only, or use the anonymized
data of everyone excluding own data.

e Analysis: After defining the dataset and applying the required filters, the user can
specify which analytics method should be used to perform the analysis on the
filtered dataset. The additional parameters required by the analytics methods are
shown to the user with the default values pre-selected. The final step is to define
the mappings between the filtered dataset and the selected analytics method by
specifying which column of the dataset should be used for which input of the
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Fig. 5.12 The Analysis part in the OpenLAP Indicator Editor to define a Basic Indicator

selected analytics method. The mapping is performed by selecting an analytics
method input as well as the dataset column that needs to be mapped to the
selected input and clicking the “Add” button. The mapped analytics method
inputs are removed from the selection and added to the list of mapped inputs. The
red-colored analytics method inputs are required, and the green ones are optional.
For the “students weekly learning resources access” example indicator, the
instructor selected the analytics method “Count items per week,” as shown in
Fig. 5.12. This analytics method requires three inputs, namely, “Items to count,”
“User,” and “Timestamp.” The “(Text)” part attached to each input indicates that
the specific input can only accept the data columns that are of “(Text)” type. The
“Timestamp” input has already been mapped to the “Timestamp” data column,
and it is no longer available in the analytics method inputs list.

e Visualization: The final step in the indicator generation process is to define the
visualization of the indicator. In this part, the user selects an appropriate visual-
ization library and visualization type for the indicator. Figure 5.13 shows the
“Stacked Area Chart” visualization type of the “C3/D3.js” visualization library,
which is used for the “students weekly learning resources access” example indi-
cator. Similar to the analytics method part, the user defines the mapping between
the outputs of the analytics method and the inputs of the selected visualization
type. After defining all the parameters, the indicator can be previewed. The user
can further explore by changing the dataset, applying different filters, and
updating the specified mappings to come up with the indicator that fits her needs.
Finally, the indicator can be associated with the LA question.
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Fig. 5.13 The Visualization part in the OpenLAP Indicator Editor to define a Basic Indicator

Composite Indicator

A composite indicator can be generated by combining two or more basic indicators
already associated with the LA question. The main condition for the composite
indicator is that all the basic indicators to be combined should apply the same ana-
lytics method. For the example LA question “How active are students in my class?”,
the instructor defined a composite indicator called “Most viewed learning materi-
als” using the “Number of students” and “Total Views” basic indicators, as shown
in Fig. 5.14. Based on the analytics method of the first selected basic indicator, the
UI notifies the user which basic indicators can be combined by highlighting them
with green and disabling the others. In the example, the two basic indicators apply
the analytics method “Count N most occurring items.” The “Number of students”
indicator counts the top 10 learning materials which are viewed by the highest num-
ber of students, and the “Total View” indicator counts the top 10 most viewed
learning materials. After selecting the required indicators to combine, the user
selects an appropriate visualization library and visualization type to preview the
indicator. Finally, the composite indicator is associated with the LA question and
shown in yellow (see Fig. 5.8).
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Fig. 5.14 The Composite Indicator section in the OpenLAP Indicator Editor

Multi-level Analysis Indicator

The multi-level analysis indicator consists of three parts, namely, first-level analy-
sis, second-level analysis, and visualization. Figure 5.15 shows the UI for the first-
level analysis part where the instructor selected two basic indicators, namely,
“Views” and “Points” to create a multi-level analysis indicator “Correlation of
assignment points and learning resources views.” Next, the analyzed datasets from
the basic indicators are merged by selecting a common attribute and passed on to the
second-level analysis to identify clusters of students based on their assignment
points and learning material views. The second-level analysis and the visualization
parts are similar to the analysis and the visualization parts of the basic indicator.
Finally, the multi-level analysis indicator is associated with the LA question and
shown in red (see Fig. 5.8).
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Fig. 5.15 The Multi-level Analysis Indicator section in the OpenLAP Indicator Editor

5.5.8 Action

The aim of the “Indicator Editor” is to help users turn data into decisions and actions
(e.g., intervention, feedback, recommendation) by creating custom indicators, fol-
lowing the GQI approach. Since users are steering the indicator generation process,
the insights drawn from these indicators will fit their needs and thus lead to useful
actions. This is at the heart of LAVA model.

5.6 Evaluation

A thorough evaluation of the indicator generation process was conducted based on
the technology acceptance model (TAM) to assess the user acceptance of the
OpenLAP “Indicator Editor.” Based on TAM, the two most important factors that
influence the user’s decision to use the system are perceived usefulness (PU) and
perceived ease of use (PEOU) (Davis, Bagozzi, & Warshaw, 1989). Therefore, the
“Indicator Editor” is evaluated in terms of usefulness and usability.
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5.6.1 Method

We employed various techniques to perform a quantitative and qualitative evalua-
tion of the “Indicator Editor” in terms of usefulness and usability (Dix, Finlay,
Abowd, & Beale, 2003). The cognitive walkthrough evaluation approach was used
with the participants who were experts in the field of data analytics and LA, and the
think aloud method was used with the students (Nielsen, 1994). The participants
were asked to use the “Indicator Editor” and generate a set of different indicators.
Moreover, a custom questionnaire was also filled out by the participants at the end
of the interview sessions, which contained questions related to the overall useful-
ness of the “Indicator Editor” and its usability based on the System Usability Scale
(SUS) (Brooke, 1996). These questions were also discussed with the participants in
the interview sessions.

5.6.1.1 Setting

OpenL AP was seamlessly integrated as a third-party system in the university LMS
and made available to the participants of three courses. Four hundred and fourteen
students and twelve teachers volunteered to take part in the study. After a month of
using the system, the participants were requested to take part in semi-structured
interview sessions for the purpose of collecting detailed facts, opinions, and cri-
tiques about different aspects of using the “Indicator Editor.” Each interview session
lasted 30—60 minutes depending on the pace at which the participant performed the
tasks and the amount of provided feedback. The audio, video, and screen recording
for each interview session were captured. The data collected from each session was
analyzed to improve the design of the questions for the next interview sessions.
After all the sessions were finished, the next step was to clean, organize, and exam-
ine the results and draw conclusions. Thus, the audio recording of each interview
was carefully transcribed. Additional information was extracted from the videos as
well as from the screen recordings and embedded in the text. Afterward, the data
from all the interview sessions were coded based on the coding process proposed by
Corbin and Strauss (1990), combined, and analyzed to generate understanding and
derive patterns.

5.6.1.2 Participants

The participants who volunteered for the semi-structured interview sessions
included 34 students and 5 teachers. The students were enrolled in either a bachelor
(70%) or a master (30%) degree program in computer science. About 28% of the
participants told that they were not familiar with data analytics concepts, and about
51% were not familiar with LA concepts. About 54% and 36% of the participants
mentioned that they were aware of the concepts of data analytics and LA,
respectively.
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5.6.2 Usefulness

The questionnaire contained the following questions to gauge the overall usefulness
of the “Indicator Editor’:

e Do you think that by using the “Indicator Editor” you can now generate the
required indicators to support your learning/teaching activities?

e Do you think that the “Indicator Editor” is a useful tool to improve your teach-
ing/learning experience?

e Do you think that the “Indicator Editor” provides the interaction possibilities that
you expect from it?

e Are you satisfied with the level of interactivity to support indicator customiza-
tion provided by the “Indicator Editor”?

Around 79% of the participants thought that they will be able to generate indi-
cators that can support their learning/teaching activities, as shown in Fig. 5.16. All
the teachers said that the “Indicator Editor” provides enough possibilities to gen-
erate the required indicators. One teacher further added that this is dependent on
the quality and the amount of data available in OpenLAP. Most of the students
also agreed that they can easily define the required indicators. However, they
might need some time to try out different options and learn the system to be able
to generate advanced indicators. Eighty-seven percent of the participants agreed
that the “Indicator Editor” has the potential to be a useful analytics tool to improve
their teaching/learning experience. One student said that “normally just the teach-
ers have this information via the evaluations and now I am on this side and I can
evaluate myself.” In response to the question of the “Indicator Editor” providing
the expected interaction possibilities, 78% of the participants replied positively.
Around 76% of the participants agreed that the level of interactivity has a positive
effect on the indicator customization. Some participants stated that the explora-
tion options provided in the “Indicator Editor” would lead to customized indica-
tors that meet their needs. However, some of the participants suggested to design
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two separate modes of the UI, one with detailed customization possibilities for
technical users and another one with just simple options for non-technical ones.

The interview sessions focused on the usefulness of the GQI approach in the
“Indicator Editor.” In general, the GQI approach was perceived as an intuitive way
to structure the process of defining custom indicators. Some participants mentioned
that the effect of selecting a specific LA goal on the overall indicator generation
process was not clear. However, after explaining that as future work we are planning
to extend the “Indicator Editor” with a feature that provides recommendations of
questions and indicators based on the selected goal, almost everyone agreed on the
importance of specifying a goal at the beginning of the indicator generation process.
Some participants did not understand the relationship between the question and
indicators. For example, a student said that “the goal is abstract that I understood ...
that was logical to me ... I was not sure how a question is different from an indica-
tor.”” As an improvement, some participants suggested to provide sample questions
and related indicators in the “Indicator Editor.”

5.6.3 Usability

The usability of the “Indicator Editor” is calculated using the System Usability
Scale (SUS), which is a simple ten-item attitude Likert scale giving a global view of
subjective assessments of usability (Brooke 1996). Based on the results of the cus-
tom questionnaire, the SUS score of the “Indicator Editor” is calculated to be
approximately 61. The results of the overall usability evaluation are shown in
Fig. 5.17. Seventy-four percent of the participants agreed that they would use the
“Indicator Editor” frequently, e.g., at the beginning of a semester when the courses
start, to set up their personal dashboards with the required indicators or when they
might need an indicator which is not already available in the indicator catalog.
However, there is relatively less agreement related to the ease of use of the system.
According to the participants, this is mainly due to the unfamiliarity with the indica-
tor generation process, the mapping steps, and the usage of some terms which might
not be easy to understand by non-technical users, e.g., columns, mapping, and attri-
butes. Some participants suggested again to have beginner and advanced modes of
the UL In terms of learnability, some participants stated that the system requires
some effort and time to understand and start working with it and requested to pro-
vide video tutorials of different possible scenarios in the system.

The interview sessions revealed that defining mappings in the analysis and visu-
alization parts of the indicator generation process (see Sect. 5.7.3) was the most
complex task. For example, a student said that “this (mapping) is cool but I think it’s
really hard to do this on your own ... especially for beginners.” In order to improve
the usability of the mapping steps, participants suggested to include automated
mappings, e.g., “if I have ‘“Timestamp (Numeric)’ as input and have the same col-
umn name then it’s the obvious mapping ... so at least it should be automatic and
then if required I can change it” and “if you select something ‘Text’ based then you
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don’t see ‘Numeric’ values in the other list ....” Participants also suggested to pro-
vide examples of the expected inputs/outputs, e.g., “I would prefer to directly add
... maybe in curly brackets after dataset column name, one or two examples ... like
‘Source (Text) {edX, Moodle}’ ... then it would be clear.”

5.7 Conclusion

In this paper, we argued that adopting a human-centered learning analytics (HCLA)
approach is vital to improve the acceptance and adoption of learning analytics. We
proposed the Learning Analytics and Visual Analytics (LAVA) model as a possible
implementation of the HCLA approach that, by having the human in the loop, has
the potential to improve the acceptance of learning analytics. As a proof of concept,
we applied the LAVA model in the Open Learning Analytics Platform (OpenLAP)
to support learners and teachers in defining custom indicators that meet their needs.
We conducted a mixed-method evaluation of the user acceptance of the OpenLAP
“Indicator Editor” based on the technology acceptance model (TAM). The evalua-
tion results showed that following a LAVA model-based approach has the potential
to push forward the acceptance and adoption of learning analytics.
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Chapter 6

See You at the Intersection: Bringing
Together Different Approaches to Uncover
Deeper Analytics Insights

David Paul Fulcher, Margaret Wallace, and Maarten de Laat

6.1 Introduction

With an increased focus towards digital learning in higher education comes the
proliferation of data generated by teachers and students in their day-to-day educa-
tional practice. More attention is being paid to the different ways in which this data
can be used to support the goals of the student, the teacher and the institution.
Learning analytics seeks to make this a reality through information and analysis in
the context of key teaching and learning processes that result in decisions and
actions to improve student outcomes. The educational drivers for learning analytics
involve enriched student learning experiences. The economic drivers for learning
analytics involve introducing efficiency and cost-effectiveness into education. These
different framings create tensions when attempting to realize the potential of educa-
tion to “help people to live well in a world worth living in” (Kemmis, 2014, p.21).
In this chapter we describe the current practices at an Australian university six years
into the implementation of learning analytics that covers both top-down and bot-
tom-up aspects to try and maximize uptake by different stakeholders. Heath and
Leinonen (2016) have already offered empirical insight into the implementation of
learning analytics at this site. This chapter extends on this to explore the adoption of
learning analytics that has unfolded since and so offer a useful source of ideas about
ways of implementing institutional approaches to learning analytics along with a
discussion of implications for future practice.

In their review of the various models informing adoption of large-scale learning
analytics initiatives, Colvin, Dawson, Wade, and Gasevi¢ (2017) argue there are
three broad focus areas: input models, process models and output models. Input
models focus on first establishing the necessary elements to facilitate implementation
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of learning analytics programs. Process models focus on the “how” of learning ana-
lytics implementation, describing sequential steps to put in place. Output models
focus on the outcomes associated with the implementation of learning analytics.
Input and process models can be linear and non-linear, recognizing the complex and
interrelated nature of learning analytics adoption. Output models tend to be linear
with universal outcomes assumed based on different levels of implementation matu-
rity. Common elements across these different models identified by Colvin et al.
include: strategy, leadership, staff and institutional capacity, technological readiness
and organizational culture. These models are often conceptual in nature and created
out of data collected mostly from learning analytics specialists. To address this
Colvin et al. (2015) set out to understand learning analytics implementation as
enacted practice across the Australian higher education sector. The results of this
study showed nuanced relationships between the various conceptions of learning
analytics and its implementation. While some of the important features identified
were consistent with the conceptual models, other important elements identified by
the study were institutional context and the conception of learning analytics at the
particular site. The study by Klein, Lester, Rangwala, and Johri (2019) reached a
similar conclusion regarding institutional context, with the localized structures and
resources seen to impact the adoption of learning analytics tools at a large public
university in the United States. In terms of the way in which learning analytics is
conceived at the local site, Colvin et al. (2015) found two broad clusters of learning
analytics implementation. Either it was purely a tool focused on retaining students
or it was partly this as well as targeted towards drawing out and informing teaching
practice and student learning. Such nuance reflects the interplay of the different
economic and educational drivers for learning analytics. It seems that in order to get
large scale learning analytics initiatives off the ground student retention needs to be
a key factor, no matter what.

6.2 The Story So Far

This chapter focuses on the use of learning analytics at the University of Wollongong
(UOW). UOW is a regional university in eastern Australia with approximately
33,000 undergraduate and postgraduate students enrolled and approximately 2800
staff employed across five faculties and centralised services. UOW has a network of
four regional campuses and three metropolitan campuses in the greater Sydney area.
Beyond Australia UOW has campuses in the United Arab Emirates, Hong Kong and
a presence in China, Malaysia and Singapore. A strategy for the roll out of learning
analytics capabilities at the Australian campuses has been in place at UOW since
2013. To guard against the perception of learning analytics as a force outside an
individual’s control and as the sole factor influencing educational practice, a multi-
faceted approach has been taken to the use of learning analytics at UOW from an
early stage. It is the academic endeavor, rather than technology and data that has
driven learning analytics at UOW (Heath & Leinonen, 2016). Work has been
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undertaken under the executive sponsorship of the Deputy Vice-Chancellor
(Academic), with a governance structure established to provide guidance so that
ethics and privacy are treated, not just as problems to be overcome, but rather as
opportunities to refine and improve learning analytics tools & processes (Drachsler
& Greller, 2016; Sclater, 2016; Slade & Prinsloo, 2013).

Few frameworks for large-scale adoption of learning analytics seem to draw on
student perspectives (Colvin et al., 2017). At UOW a student survey was conducted
to find out about the types of functionality desired from learning analytics, perspec-
tives on privacy matters and preferences for interventions arising from learning ana-
lytics (Heath & Fulcher, 2017). The results informed both the strategy and
accompanying learning analytics data use policy at UOW. Feedback was provided
on the draft policy during consultation rounds with staff and students. The policy
was also influenced by literature emerging at the time on these matters (JISC, 2015;
Macfadyen, Dawson, Pardo, & Gasevic, 2014; Prinsloo & Slade, 2013). The policy
is primarily concerned with assisting UOW staff carry out learning analytics activi-
ties appropriately, effectively and responsibly. Guidelines for taking action from
learning analytics insights were also developed in conjunction with the policy to
provide a framework for integrating the process of interpreting and acting on learn-
ing analytics insights into the flow of existing learning, teaching and student sup-
port. UOW took the position that students could not opt out of learning analytics.
This was debated at length by the governance committees, but was ultimately based
on the university’s duty of care to do what it can to maximize the likelihood of stu-
dent success. In the interests of transparency, different communication channels
have been used to ensure students awareness of learning analytics use. The learning
analytics data use policy also states that students have the right to see their data used
in learning analytics activities and to correct any inaccuracies about themselves.

The learning analytics team have been positioned as part of the centralized teach-
ing and learning unit at UOW, which collaborates with staff and students to support
sustainable improvements in teaching practice and student learning. This type of
organizational structure for learning analytics meant budget and technology deci-
sions were made at an institutional level. This created a top-down environment in
which implementation of learning analytics tools were aligned with structures,
resources and leadership across the institution. The focus here has been on early
alert of students predicted to fail or withdraw from enrolled units. The learning
analytics team distribute a series of reports at key points in the academic semester
to coordinators of large first-year undergraduate units to help draw attention to pat-
terns that may not be readily apparent. Unit coordinators are academic staff with
specialist knowledge in the content area of the unit. They are responsible for the
design of the unit, the sequencing and content of classes, the design of assessment
tasks and the management of assessment marking and feedback. They have respon-
sibilities for the quality of the teaching and learning in that unit and are required to
monitor student performance and subject feedback to guide ongoing enhancement
and development of the subject. Coordinators of other units have been able to opt in
so that they can receive reports during semester for their units. Figure 6.1 below
outlines the uptake of learning analytics at UOW by unit coordinators since initial
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trials in 2014. By 2019, most undergraduate students (78%) at UOW were enrolled
in at least one unit receiving learning analytics support. At the same time, 34% of
postgraduate coursework students were in at least one unit with learning analytics
support. This reflects the focus of learning analytics at UOW on helping under-
graduates’ transition into university study.

6.2.1 Centralized Support

It is our experience that the academic issues learning analytics identifies for UOW
students and the interventions that stem from a student being identified on a learning
analytics report are often general to the student and are not specific to the unit in
which they are identified. In accordance with this, separate student support staff to
the unit coordinators perform proactive outreach early in the academic semester in
response to the insights generated by the learning analytics team. One of the ethical
issues related to analytics about students is the danger of reducing each person to an
individual metric (Ifenthaler & Schumacher, 2016; Roberts, Howell, Seaman, &
Gibson, 2016). The data only ever tells you limited information about each student.
What is important is that the purpose of the action taken with students who may be
encountering difficulties with getting their studies underway is to better understand
their particular situation and provide tailored support. Utilising separate student
support staff in the faculty has also helped to address a common complaint from
academic staff: the amount of time involved with making sense of the results and
knowing what action to take with students (Howell, Roberts, Seaman, & Gibson,
2018; Klein et al., 2019). Given the contextual knowledge academic staff often have
about the academic support needs for individual students they have still been
encouraged to take action where appropriate. This has been complemented by the
outreach performed by the central student support unit who have expertise in using
positive reinforcement to help influence student behaviour and ensure a baseline of
action has been taken with students who may be struggling.



6 See You at the Intersection: Bringing Together Different Approaches... 99
6.2.2 System Generated Reports

The indicators used to identify students who may be at risk of dropping out are
based on data warehouse infrastructure that brings together key components of the
teaching and learning ecosystem at UOW (Heath & Leinonen, 2016). This includes
data from the Learning Management System (LMS), library usage (aggregated),
peer assisted supplemental instruction sessions and the student information system.
While external software vendors have started offering similar functionality, the
internal data warehouse has been used at UOW to drive this work as it brought
together data missing from any single software component of the UOW learning
platform. Having dedicated resources familiar with the local conditions responsible
for the ongoing maintenance of the technical infrastructure used for learning analyt-
ics at UOW has ensured responsiveness to changes in the teaching and learning
environment. It has also meant increased transparency in the techniques used to
identify students who could benefit from additional assistance, which is another
ethical concern of learning analytics (Lawson, Beer, Rossi, Moore, & Fleming,
2016; Lester, Klein, Rangwala, & Johri, 2017; Roberts et al., 2016; Slade & Prinsloo,
2013). Following guidance from the learning analytics ethical use of data advisory
group, a deliberate effort was made to use indicators based on student behaviours
rather than inherent student characteristics such as race, gender and socioeconomic
background. Apart from yielding more accurate predictions about student outcomes,
it has also helped reduce bias in the analytics techniques. Just because a student has
a background not typically associated with higher education participation does not
automatically put them at risk of early withdrawal (Gasevi¢, Dawson, Rogers, &
Gasevic, 2016; Lawson et al., 2016). Figure 6.2 below is a sample of a report pro-
vided to unit coordinators at the end of week 3 (out of a 13-week academic semes-
ter). This point in the academic semester was chosen because a few weeks had gone
by to generate digital traces about student behaviour and it was still early enough for
students to withdraw from units without incurring financial consequences. Students
have been ranked on the report by the number of risk criteria they meet, the greater
the number of risks the higher the student appeared on the report. Trials are under-
way at UOW to extend the information provided in this report with predictive mod-
elling techniques, with a key challenge being to strike a balance between accuracy
and transparency so that it is clear why a student has been identified (Hill, Fulcher,
Sie, & de Laat, 2018).

The reports, such as the sample provided in Fig. 6.2, were designed with scal-
ability in mind. Regardless of the unit taught, the coordinator received a similar
looking report at the end of week 3 that displayed results specific to their student
cohort. The reports have been formatted with a cover page describing their purpose
and suggestions on how it can be used by the unit coordinator. An appendix has also
been included with definitions for the unit coordinator of each of the risk criteria
included in the report. These elements have served as nudges to assist unit coordina-
tors to make sense of the report results in combination with their contextual aware-
ness of the unit being taught to then decide what action to take (Dietz-Uhler &
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Fig. 6.2 Sample learning analytics report sent to unit coordinators early in semester

Hurn, 2013; GasSevi¢ et al., 2016; Gasevi¢, Dawson, & Siemens, 2015). By having
“analytics products” such as the standard reports produced by the learning analytics
team, a consistent experience has occurred for the recipients because the reports
look and feel similar. While this has yielded capabilities that have been extended
across UOW, it has limited the depth of potential insights generated from the data
available on the student learning experience in a particular context. This exposes
opportunities for further exploration to address bespoke information or information
displayed in ways that are novel or address issues unique to particular cohorts of
students. This is where the concept of “research sprints” have been implemented by
the learning analytics team at UOW to help answer grassroots questions individuals
have about their teaching and learning context.

6.3 Research Sprints

A common criticism of learning analytics is the mismatch between the analytics
available and the front-line teaching and learning context (Ali, Asadi, GaSevi¢,
Jovanovi¢, & Hatala, 2013; GaSevi¢ et al., 2016; Klein et al., 2019; Macfadyen &
Dawson, 2012). This is consistent with observations made during the implementa-
tion of systematised learning analytics reports at UOW. In response to this, the
learning analytics unit at UOW has developed an adapted version of the Research
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Fig. 6.3 Research sprint cycle. (Adapted from Rose (2016))

Sprint cycle (Rose, 2016). The Research Sprint process has aimed to uncover deeper
insights in the available data to help answer particular pedagogical questions. It
comprises six steps as outlined in Fig. 6.3:

1.

Intentional and selective recruiting: this means making potential stakeholders
(unit coordinators, instructional designers etc.) aware of the availability of a
short burst of data science expertise (via the centralized learning analytics unit)
and then selecting from a set of potential opportunities which align with and can
be accommodated by the unit’s staffing and resourcing;

. Identifying a set of questions and assumptions: this step requires some close

consultation with the stakeholder to refine and understand the problem they seek
to solve, the question they seek to answer and the types of data they consider
useful in providing insights;

. Data preparation and analysis: this step requires good institutional and technical

knowledge on the part of the data analyst so that they can advise on the type and
nature of the available data and its propensity to generate a useful response to the
query posed;

. Discussion of results: the stakeholder and data analyst must undertake this step

together. The data analyst can advise on the cleanliness and currency of the data,
and on the descriptive and inferential statistics used or the models generated to
help explain the results. Together with the stakeholder who draws on their more
in-depth and personal knowledge of the context from which the raw data was
taken there can be further refinements of the analysis and some ‘meaning mak-
ing’ can take place;

. Drawing conclusions: This step is an extension of the previous step, but it has a

focus on working out what can and cannot be said about what the data shows and
the level of confidence (and therefore trust and credibility) of those findings; and,

. Communication of results so that learnings can be applied to practice: this step

is highly reliant on the joint skills and effective collaboration of the data analyst
and stakeholder. Together they jointly decide which forms of communication
and methods of presentation (tables, graphs, dynamic or interactive displays,
narrative forms) best communicate the findings of the sprint, and to whom should
these findings be communicated.

The Research Sprint process requires an iterative approach so that the revelation

of information and patterns guides the next step in the data analysis, as indicated by
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the backward arrows from Step 4 to Step 2 in Fig. 6.3. The term ‘sprint” was used
because the agreement between the learning analytics team and the commissioning
unit has been a 2-week period. This has proven sufficient to find insights and short
enough to adapt to new ideas as data exploration has unfolded. Even when there
have been no insights, there have still been finished questions. This process has
provided structure as well as flexibility to explore data and pose challenging ques-
tions using a grassroots approach so that analytics are immediately relevant for each
particular context. Three examples of completed Research Sprints follow to show
the range of uses of Research Sprints; explaining the ideas underpinning these steps
and how they supported the sprint methodology. The examples also serve to high-
light how the conduct of the sprints provided something not available through the
routine system-generated reports described above, highly relevant to the requesting
stakeholder, but not necessarily of immediate significance beyond the requesting
unit. The first and second examples indicate the sorts of questions posed by aca-
demic units and the third, more detailed example, describes the response to a ques-
tion from a central non-teaching unit. The examples are:

1. The First Year Chemistry Curriculum.
2. The French Language Curriculum.
3. The Analysis of Coursework Student Course Progress.

6.3.1 The First Year Chemistry Curriculum

The First Year Chemistry teaching team were interested in finding out the influence
of Peer Assisted Study Sessions (PASS) on academic outcomes for students enrolled
in first-year chemistry units (CHEM 101 and CHEM 102) over the years 2015-2017.
Peer Assisted Study Sessions (PASS) are an academic support program of supple-
mental instruction using successful later year students to facilitate peer-learning
sessions in addition to the scheduled formal university classes (Dawson, van der
Meer, Skalicky, & Cowley, 2014). The PASS program is often attached to what
might be termed ‘high risk’ units. At UOW, the primary identification of ‘high risk’
is applied to those courses which have historically high rates of student failure or
early withdrawal.

The program integrates academic skills with course content in a series of peer-facilitated
sessions that are voluntarily attended by students enrolled in these courses (Dawson et al.,
2014, p. 610).

Each weekly PASS class is attended by a group of students enrolled in the target
unit and is facilitated by a PASS Leader. PASS leaders are generally academically
successful students with good interpersonal skills who recently successfully com-
pleted the unit. The PASS leader is responsible for facilitating,

discussion around course content and related study skills, and for preparing learning activi-
ties such as worksheets, group work, problem-solving exercises, or mock exams for their
students’ (Dawson et al., 2014, p. 610).
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The involvement of the First Year Chemistry team in a range of initiatives to re-
develop the curriculum over the past several years, along with their sophisticated
understanding of higher education pedagogy and the role of PASS, made this team
ideal for their intentional and selective recruitment (Step 1 of the Research Sprint
Process) to a Research Sprint. While the system-generated learning analytics prod-
ucts described in the first part of this chapter draw entirely on information applica-
ble to all units (student attributes and student academic outcomes), this analysis
differs from those because it used data only applicable to certain units. This involved
data integration from a separate system that collected information on student par-
ticipation in PASS. Therefore, an important part of Step 3 of this Research Sprint
was the data preparation and analysis to ensure that the type of information that
could inform the analysis was available and stored in a format that made it suitable
for analysis.

Because Faculties resource aspects of the PASS programs for units within their
disciplines, it is in their interests to evaluate the impact of such supports for stu-
dents. In this analysis, only students who participated in both of the first-year chem-
istry units under consideration (CHEM101 and CHEM102) were included. These
units were offered in consecutive academic semesters and it was student perfor-
mance in the second of the two units that was the outcome considered (so at the end
of each student’s first academic year in Chemistry). Interestingly, a range of vari-
ables other than PASS attendance (such as the composite mark for CHEM101,
online learning site access in the first semester, student age, markers of past and
current academic aptitude) accounted for 74% of the variance in student marks for
their second academic semester chemistry unit (CHEM102) final composite mark.
There was a small, but significant effect associated with PASS attendance in second
semester. This effect amounted to an increase of about 0.1 in the final composite
mark for each week of PASS attended, that is, 10 weeks of PASS attendance was
associated with an increase by one (1) in the final composite mark (a mark out of
100) for CHEM102. The analysts recognise that it cannot be said that these correla-
tions were indicative of causation, especially because it is well recognised that
PASS attendance may be a marker of other forms of engagement that are the true
‘causative’ factors. The conduct of this Research Sprint set the scene for the
Research Sprint on the French Language Curriculum, which had undergone re-
design with the aim of managing the risks that might be realised with, amongst other
things, the reduction of access to PASS for French language students.

6.3.2 The French Language Curriculum

In 2018, the learning analytics team carried out a Research Sprint in collaboration
with the French Language teaching team. There were cost pressures surrounding
this context, including fewer teaching hours and the prospect of less Faculty finan-
cial support for supplemental instruction (PASS). This informed changes to the cur-
riculum for the French major within the Bachelor of Arts, which involved students
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undertaking regular oral assessment hurdle tasks (through the LMS, Moodle). A
hurdle assessment task is one which must be completed to a specified standard
before the student can progress to the next learning activity or next assessment task.
They function as a type of formative feedback and are helpful in enabling students
to experience success through the iterative and sequential development of areas of
skill. The course teaching team were interested in finding out more about online
student activity. The curiosity of this teaching team and their openness to ‘finding
out’ (even if that meant that their hopes were not realised), made this team another
good candidate for Step 1 (the intentional and selective recruitment) of the Research
Sprint process. The teaching team were particularly interested in finding out whether
students interacted with each other as intended by the educational design of the
units. A further question related to whether there was any relationship between
online peer interactions and student academic performance. The teaching team’s
capacity to explain both the rationale for their inquires as well as the complex edu-
cational design of the core French language units greatly assisted in the identifica-
tion of a set of questions and assumptions (Step 2 of the Research Sprint Process).

The principal source of formative feedback (using an online tool, Poodle) for
these assessment tasks was peer feedback. The system was arranged so that first
year students (those enrolled in 100-level units) received their feedback from sec-
ond year and third year students (those enrolled in 200 and 300-level units), and
those in second year (200-level students) received their feedback from students in
their final year (300-level students). The analysis provided by this Research Sprint
offered a range of useful information about student online interaction generally. Of
particular interest was the connection between the number of online post counts
(keeping in mind that students were posting online as a form of learning activity in
units they were enrolled in and for students at 200- and 300-1evel, they were provid-
ing feedback to students in earlier year cohort’s classes). Results of the Research
Sprint showed those students who attained high marks in their French unit tended to
have a broad range of audio post counts (from small to large counts). Those with
low marks (including those with a fail grade) tended, almost exclusively, to have a
pattern of low interaction. More generally, almost all students with a high number
of online activity hours had good final marks, whereas all students who failed
(achieved less than 50/100 as their final composite result) had a low number of
activity hours. The French Language teaching team took this information to be
indicative of the success of the peer-facilitated formative feedback approach and
saw benefits of this approach both for those students giving peer feedback, as well
as those receiving peer feedback.

In terms of the Research Sprint process, to undertake the appropriate data analy-
sis outlined in Step 3 required access to an additional source of data beyond the data
warehouse accessed for much of the routine learning analytics work. The source of
this additional data included aspects of the LMS not already integrated into the data
warehouse where students had uploaded their digital recordings of their own oral
assessment tasks and (for 200-level and 300-level students) their peer feedback on
those recordings using Poodle. Responding to this Research Sprint necessitated a
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new approach in order to gain access to the relevant data sources and turn that infor-
mation into a form useful for analysis. The iterative nature of the Research Sprint
process also came into play here with several cycles between question, data analysis
and discussion of results. This Research Sprint is an example of analysis under-
taken, based, at least partially, on the same data sets used to create the system-
generated reports mentioned above; but designed to address questions that could not
be answered by the standard system-generated reports.

6.3.3 The Analysis of Student Course Progress

The Course Progress Policy at UOW aims to support students to achieve success in
their studies and to complete their qualification within a reasonable timeframe and
without incurring unnecessary tuition fee debt. The Policy sets out the requirements
for achieving satisfactory course progress (achieving passing grades in over 50% of
the credit points in which the student is enrolled in each academic semester) and the
processes for informing students of, and referring them to, intervention strategies to
assist in the achievement of satisfactory course progress. While these are specific
requirements of the Australian National Code of Practice for Providers of Education
and Training to Overseas Students 2018, they are good practices to apply to the
institution’s support of all students.

The 2014 review of the Course Progress Policy resulted in some significant
changes to the policy which, it was hoped, would have a positive impact on a stu-
dent’s ability to progress through a course of study. In early 2018 a Research Sprint
conducted by the learning analytics team at the request of the Chair of the
Coursework Exclusion Appeals Committee analysed the progression of the cohort
of students who first enrolled in an award course at UOW in 2014. This was the first
cohort to which the revised policy provisions applied. The aim of this Research
Sprint was to gain insight into the effect of the Course Progress policy on student
progress (and whether it was effective in achieving its objectives). The Research
Sprint also served to inform the 2018 review of the UOW Course Progress Policy as
well as the ongoing development of strategies to support students affected by the
Course Progress Rules.

In terms of Step 3 of the Research Sprint process (data preparation and analysis)
this Research Sprint was interesting because the same infrastructure used for the
other two Research Sprints was used for a different purpose. Having the data ware-
house infrastructure in place for a number of years meant historical data was
available for a deeper analysis of student trajectories. Here, each student’s pathway
through their course was considered up to the point at which they either: (1) changed
to a course at a different level (postgrad/undergrad), (2) completed their course or
(3) their most recent enrolment status update. The Research Sprint found that out-
comes worsen at each successive stage of the course status pathway, with comple-
tion rates roughly halved for students who did not achieve passing grades in over
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50% of enrolled credit points compared to those who did. Completion rates halved
again for students who did not achieve passing grades in over 50% of enrolled credit
points in consecutive semesters.

The outcome of the First Year Chemistry Research Sprint demonstrated small
effects of ‘interventions’ such as PASS. The French Language Curriculum Research
Sprint demonstrated that the online peer interactions of students were taking place in
the way anticipated and that there was a relationship between poor academic out-
comes and low levels of online interaction. Each of these findings, while complex to
analyse, were easy to interpret. For the Course Progress Research Sprint, Step 4 (dis-
cussion of the results) and Step 5 (drawing conclusions) required intense and close
interaction between the data analyst and the key stakeholder. Underlying this were the
procedures used to implement the Course Progress Policy (especially in relation to the
changes in student course status from ‘active’, to ‘referral’, to ‘restricted’ and
‘excluded’). The meaning of the data was not immediately obvious. Ultimately, the
Chair of the UOW Coursework Exclusion Appeal Committee was pleasantly sur-
prised to find just how effectively the Course Progress Policy was working to assist
students to return to a course status of ‘active’ and to eventually successfully complete
their studies. Although failure to meet course progress requirements was indicative of
a higher risk of student non-completion, the vast majority of students whose course
status changed to ‘referral’ because of a lack of course progress in one academic
semester, were eventually returned to the course status of ‘active’ and graduation. The
evidence of this Research Sprint was used in tandem with the work of the Course
Exclusion Appeal Committee to confirm effective implementation of Course Progress
Policy. By supporting all students to successfully complete their studies in a timely
way the University can help reduce the financial impact of higher education study for
individual students and enhance their learning experience.

Step 6 (communication of results so that learnings can be applied to practice) of
the Research Sprint process was important for this sprint because the range of stake-
holders to the policy and to the process of managing students’ course progress was
very diverse and they had a broad range of knowledge backgrounds and purposes.
The provision of the data analysis in the form of a range of tables, and graphs
enabled users of this information to quickly and easily interpret the meaning of the
analysis, the conclusions reached and the implications for action. Since this report
was produced aspects of it have been provided to the committee responsible for the
review of the Course Progress Policy, the central unit responsible for implementing
the procedures arising from the policy and the team leader of the central student
support advisers.

6.4 Conclusion

Top-down aspects of learning analytics at UOW have generated scalable and sus-
tainable practices. The governance structure has had oversight across the university,
a data use policy has been put in place to help protect staff and students and the
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technical infrastructure has utilised a data warehouse that has catered for key aspects
of the UOW learning platform. Frontline Research Sprints have helped address
questions within particular teaching and learning contexts that learning analytics
can help answer but are not addressed by the standard reports generated for unit
coordinators in the top-down approach. The future direction for learning analytics
at UOW will likely involve bringing these two different aspects closer together.
Questions covered in Research Sprints will be used to develop and test new proto-
types without the risk and resourcing implications of a full implementation. The
intention here is to extend the learning analytics capabilities provided in the top-
down approach with functionality shown to be useful for a number of academic
staff. Key to this will be a collaborative design process with academic staff to better
understand their needs related to learning analytics so that problems can be re-
framed, many ideas created and a hands-on approach adopted in prototyping and
testing new learning analytics capabilities (Plattner, Meinel, & Leifer, 2010; Retna,
2016). Such an approach is consistent with findings from recent studies that rein-
force the need for a greater emphasis on the human utilisation of learning analytics
over the technical design aspects (Howell et al., 2018; Klein et al., 2019; Leitner,
Ebner, & Ebner, 2019). The classroom, in its broadest sense, is where the majority
of student retention opportunities lie and learning analytics is but one tool used in a
variety of teaching and learning practices. This also rings true when casting the net
wider than student retention and considering how learning analytics is best inte-
grated into classroom practice to support innovations of any kind. Teaching staff are
the gateway for this, so it is important we investigate and better understand their
needs and practices associated with learning analytics. With a future mandate and
resourcing to do so it would be possible to more systematically gather evidence
through stakeholder evaluation. As they stand, the examples described in this chap-
ter offer ideas about ways of implementing institutional learning analytics to com-
plement existing “top down” approaches that offer ways to integrate stakeholders
into the development process.

6.4.1 Future Directions

The growing use of data in other university aspects also poses implications for the
future direction of learning analytics at UOW. Up until relatively recently the learn-
ing analytics work undertaken at UOW operated with a dual governance structure.
As mentioned earlier, one governance committee focused on decision making and
management of learning analytics and a separate group focused on ethical
implications arising from secondary use of student data. Other initiatives at UOW
are emerging that represent a broader focus akin to ‘academic analytics’ (Siemens
& Long, 2011). The potential benefits for decisions informed by analysis of student
data traverse different levels of the university: student, teacher, faculty, institution
etc. (Ifenthaler, 2017). The number of insights to be derived from the available data
will likely always outweigh what can be reasonably resourced when there is con-
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stant pressure to “do more with less”. The rapid pace of technological change
requires each of these initiatives based on student data to be treated as a living eco-
system in order to effectively address ethical considerations and ensure responsible
use of data that protects all stakeholders: students, teachers, researchers, support
staff and administrators. In recognition of this, the governance of all analytics initia-
tives based on student data at UOW is undergoing the changes necessary to guide
future work.

Of relevance for a way forward at UOW is the approach taken at Open University
UK, whereby cross-functional teams are established for each faculty comprising
technical, pedagogical and stakeholder management expertise (Rienties, Cross,
Marsh, & Ullmann, 2017). Findings from recent studies point to shortages in find-
ing people with the diversity of practical data science skills as well as knowledge of
learning and teaching (Gasevi¢ et al., 2016; Ifenthaler, 2017; Rienties, Herodotou,
Olney, Schencks, & Boroowa, 2018). It is unlikely that all of these capabilities will
reside in any one individual. In recognition of this, decision making needs to be
approached in a collaborative way with a variety of expertise to develop evidence-
based solutions implemented in ways that meet student needs and facilitate their
success (Klein et al., 2019). This is consonant with broader trends in data science
whereby a range of diverse talents are required to ask smart questions and commu-
nicate insights and what they mean for practice (Berinato, 2019).

The experience at UOW is consistent with the finding of Colvin et al. (2015)
which suggests that the situated practice of learning analytics implementations gen-
erates future capacity. It is worth considering one perspective on how that works by
reflecting on Boud and Brew’s (2013) work on academic development where they
suggest that,

a conscious focus on academic practice qua practice can fundamentally shift one’s perspec-
tives on professional learning. It moves from the consideration of learning as something that
individuals do, to seeing learning as a social process occurring within the context of practice.
Viewing learning as a constructed and emergent phenomenon arising in and from academic
work positions academic development as a process of working with opportunities for learn-
ing created by work itself. Some aspects of this work foster, and others inhibit, learning, and
an important task for the academic developer is to work with academics to engage with help-
ful and unhelpful facets of work in relation to their learning (pp. 209 — 210).

The work reported on in this chapter casts the work, particularly, but not only the
Research Sprints, undertaken by the learning analytics team in close collaboration
with teaching and other staff, as an approach which ‘fosters’ learning by staff by
engaging one another in a social process within the context of their practice. In other
words, each of these Research Sprint projects was itself a form of peer learning
taking place in the situated practice of the stakeholders themselves, and therefore
enhancing the development of future capacity of both the learning analytics team
and the stakeholders with whom they collaborate. This builds trust in the practice of
learning analytics by making it relevant to academic practice (or university gover-
nance practice) itself. It is not clear whether the use of Research Sprints will be
sustainable and scalable, or whether the findings from such sprints are applicable
beyond the small specialist work group involved in each sprint. What is clear is that



6 See You at the Intersection: Bringing Together Different Approaches... 109

this type of endeavor connects with the ‘lived experience’ of teaching and other staff
and works to build trust in the practice of learning analytics. Building trust in the use
of ‘big data’ will in turn result in more consistent uptake of learning analytics tools.

At UOW, an initial focus on the near real time provision of reports through the
lens of retaining students resulted in system-generated reports scaled across the
institution. Other system-generated reports aimed at identifying overall patterns of
student engagement with learning opportunities in each unit have also supplemented
this. This gave stakeholders a certain understanding of the conceptualisation of
learning analytics at UOW, which in turn revealed constraints in the depth of insights
provided to teachers in the context of their practice. Research Sprints were formu-
lated in response to this observation as a way to uncover important questions about
student learning in particular settings; conduct customised analyses for these ques-
tions; and co-construct new knowledge claims that informed practice. This rein-
forces the importance of putting in place iterative processes that continually refine
the development and implementation of learning analytics. Future work aims to
bring the top-down and bottom-up elements closer together so that students and
teachers have more nuanced, contextualised and thus more trusted tools to enhance
educational practice.
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Chapter 7

“Trust the Process!”’: Implementing
Learning Analytics in Higher Education
Institutions

Steps Towards an Evolutionary Adoption of Data
Analytics

Armin Egetenmeier and Miriam Hommel

7.1 Introduction

The further development of higher education institutions (HEIs) based on data is
getting more and more important. Therefore, analytics in the educational context is
used in order to ensure, for example, the quality assurance in teaching or to improve
organizational efficiency. Especially the institutional quality management (QM)
uses analytics to provide the HEI administration as well as faculty and course facili-
tators with relevant information to meet regulatory requirements (cf. Heesen, 2005).
This information contains, for example, results from surveys or ratio analyses. The
results of the analyses are often summarized in reports and used as a basis for edu-
cational decision-making at the HEIs. Furthermore, lecture evaluations are carried
out at most HEIs and provide information for teachers in order to reflect and ensure
their teaching quality (Kauffeld & Zorn, 2019). That grants an insight into learner’s
experience and can be a starting point for the targeted improvement of lessons. This
shows that institutional, administrational, and teaching staff at many universities
uses data-based analytics already to gain insights into organizational or learning
processes. However, the focus is often limited on their individual objectives (e.g.,
administrative tasks) due to the various responsibilities and duties. Thus, research in
the single departments is shaped by a pragmatic approach on the tasks (cf. Ansmann
& Seyfried, 2018) and often remains in a particular course, group of stakeholders,
or learning environment.
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In recent years, new technologies resulted in more data being available in the
field of higher education (e.g., user data from learning management systems).
Furthermore, the demand on accountability, reporting, and the proof of effective-
ness increased. Both together offer new possibilities in terms of data analytics and
make them more essential (cf. Oblinger, 2012; Petersen, 2012), for example, in
order to gain insights into still unresolved questions in education like student suc-
cess or effective teaching methods. Thus, research fields like learning analytics
(LA) emerged. In contrast to the well-established data analytics mentioned above,
which are understood to mean the general investigation of data sets in order to draw
conclusions from the information, LA offers a more holistic approach and focuses
more on the learning environment, the individual students, and their learning pro-
cesses. The goal of LA is to support stakeholders (institutional and administrative
staff, educators, learners, and researchers) of different levels (from micro- to mega-
level) with valuable information (Greller & Drachsler, 2012; Ifenthaler, 2015;
Romero & Ventura, 2013) like real-time feedback, predictions, or information about
learning processes. In this way, LA can be a beneficial addition to existing data
analytics used at universities. However, despite the great potential LA offers, the
development of especially institution-wide (large-scale) implementations, which
can impact the educational sector, is slow. Research is mostly based on developing
LA applications in individual courses or for a specific task (small-scale). Therefore,
the adoption of LA in higher education, i.e., the strategic and systematic large-scale
introduction, and the question of how it can be guided are important topics.

This contribution describes the implementation of LA at Aalen University of
Applied Sciences (UAS) as a case study which encouraged an adoption process. It
starts with a literature review in Sect. 7.2 on current issues and challenges concerning
LA and its adoption. The present progress of the adoption process is discussed and a
closer look at the leadership approaches of LA adoption is given. Finally, models
developed to support the adoption of LA are presented. Section 7.3 introduces a well-
known LA adoption model originally developed for top-down approaches.
Afterwards, an adapted version of this model is proposed that shows potential to
guide the evolutionary bottom-up development process. Section 7.4 presents impor-
tant milestones of the adoption process at the Study Support Center (SSC) of Aalen
UAS. Three major development stages outline the evolution of an institution-wide
LA framework used at the SSC in detail. The development of the framework occurred
in a bottom-up approach, which is regarded in terms of the adapted model.
Furthermore, possible implications from this adapted model approach are discussed.
The contribution ends with a short summary of the experiences of the case study, an
outlook on still existing challenges of the process, and a conclusion (Sect. 7.5).

7.2 Adoption of Learning Analytics

In the early days of LA research, the predicted time-to-adopt of a “mainstream use”
of LA lay within a few years (Johnson, Smith, Willis, Levine, & Haywood, 2011).
This prediction was justified due to the compelling promises of the field (to be effec-
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tive), the emergence of (successful) applications in the context of LA (cf. Arnold &
Pistilli, 2012), and the increasing emphasis to demonstrate student success (Brown,
2011). Summing up, Siemens (2012, p. 7) stated in 2012 that in theory “LA has
potential to dramatically impact the existing models of education and to generate
new insights into what works and what does not work in teaching and learning.”
However, in 2019 Dawson, Joksimovic, Poquet, and Siemens (2019, p. 454) come
to the conclusion that in practice “LA research has not yet reached its potential,
[but] it is advancing and is on the right path to fulfil its stated promise of generating
sector wide transformations.”

The growing interest in LA leads to the development of LA implementations
around the world. Wong (2017) presents several case studies of LA applications and
implementations sorted by the intended goals (e.g., support decision-making, give
feedback, or provide assistance to students). These examples are for the most part
located in educational institutions in the United States, Australia, Canada, and the
United Kingdom (Sclater, Peasgood, & Mullan, 2016). Although these case studies
show the success and potential of LA systems, the state of adoption even in those
countries is mostly in a nascent stage (Tsai & Gasevié, 2017). This shows that inter-
est in implementing and using LA is given, but only in a few cases it is a major
priority (Arroway, Morgan, O’Keefe, & Yanosky, 2016). One reason that the adop-
tion of LA at HEIs has slowed down after the emerging and promising start
(Papamitsiou & Economides, 2014) is due to arising concerns and issues (Drachsler
& Greller, 2016). In order to encourage the adoption of LA by addressing common
problems in this field, nationwide education initiatives were founded like SOLAR!,
LACE?, or SHEILA?®. The foundation of these initiatives helped to promote the
exchange of results and common issues and, thus, raise the awareness of LA at
HEIs. In addition, organizations like EDUCAUSE?, JISC (cf. Sclater et al., 2016),
or SURFnet (cf. Baas et al., 2015) are also dealing with questions around LA and
spread their results to increase the knowledge in this field.

7.2.1 Issues and Challenges of LA Adoption

The introduction and use of LA reveals some challenges that need to be overcome
in order to adopt it successfully. These challenges either lie in the research area of
LA itself or relate to the adoption process. Both are part of this subsection. The chal-
lenges within the research field of LA are mentioned because they also show rele-
vance to LA adoption but not discussed further, as this has already been done
extensively in the literature. However, issues related to the adoption process are
discussed in more detail.

'SoLAR: Society for Learning Analytics Research (https://www.solaresearch.org)

2LACE: Learning Analytics Community Exchange (http://www.laceproject.eu)

3SHEILA: Supporting Higher Education to Integrate Learning Analytics (https://sheilaproject.eu)
*EDUCAUSE: https://www.educause.edu
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An overview on issues within the field of LA itself can be found, for example, in
(Avella, Kebritchi, Nunn, & Kanai, 2016). Data collection and analysis; legal, ethi-
cal, and privacy concerns; or connections to pedagogy are some of the mentioned
ones. Prinsloo, Slade, and Khalil (2018) discuss factors and issues affecting the
implementation of LA with respect to the different stakeholder levels. Balancing
these impacting elements may lead to a situation where LA gets “stuck in the mid-
dle,” which may hinder the further development of an LA implementation on a
small scale.

Due to the lack of maturity of the field, concerns about the usefulness and the
impact arise (Greller & Drachsler, 2012). Although there are numerous LA imple-
mentations (Sclater et al., 2016; Wong, 2017), evidences of impact, e.g., to student
success are rare (Ifenthaler, Mah, & Yau, 2019). Therefore, a shortage of studies
empirically validating the impact exists (Tsai & GaSevi¢, 2017). In a literature
review by Dawson et al. (2019), the authors investigated the impact of LA according
to five dimensions (study focus, data types, purpose, institutional setting, and scale
of research and implementation). They identified a limited impact on practice, the-
ory, and frameworks due to the focus of LA research in small-scale experimental
studies or individual courses. Currently, LA “remains mired within a phase of
exploratory analyzes” (Dawson et al., 2019, p. 452), but in future impact research
should be standard on LA implementations.

In addition to the challenges within the research field of LA, the adoption process
itself can be challenging. Concerning this process, Tsai, Moreno-Marcos, Tammets,
Kollom, & Gasevi¢, (2018) identified the most frequent issues as demand on
resources, challenges on privacy and ethics, as well as stakeholder engagement.
These three main issues are discussed in the following.

The availability of resources includes financial investments, the technological
requirements (e.g., infrastructure to access the data), and the required staff capacity
and expertise. Especially the first two are antecedent affordances needed to start an
implementation of LA and the adoption process at a university. However, a shortage
of sufficient training for the staff should also be avoided to reach the full potential
of LA (Tsai & Gasevié, 2017). But since LA is more an interest than a need at HEIs
(Arroway et al., 2016), a lack of investment in resources is not excluded.

Ethical, privacy, and legal concerns are relevant issues for LA since the emer-
gence of the field (Drachsler & Greller, 2016). Thus, the need to think ethically has
been a subject of research for many years (cf. Slade & Tait, 2019; Willis, Slade, &
Prinsloo, 2016). Due to a low level of transparency, students as a main group of
stakeholders remain worried about the surveillance possible by some data analytics
systems (Slade, Prinsloo, & Khalil, 2019). This includes data collection, the variety
of purposes to use data, and the implications of the analysis. All these concerns may
lead to a lack of trust in the system or in the acceptance of the results, which may
hamper impact and can cause failure. As trust is a key component of a solid analyt-
ics program (Petersen, 2012), Drachsler & Greller (2016, p.89) summarized these
items in “an eight-point checklist named DELICATE that can be applied by
researchers, policy makers and institutional managers to facilitate a trusted imple-
mentation of Learning Analytics.”
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The stakeholders and their engagement are also crucial for the adoption process
and the success of LA. Thus, understanding the stakeholders, their needs and con-
cerns, is fundamental to implement data analytics successfully (Campbell &
Oblinger, 2007). This involves, for example, the development of pedagogical inter-
ventions (Wise, 2014), pedagogy-based approaches to analytics (Tsai & GaSevic,
2017), or the preparation and design of the results so that the respective stakeholder
group can easily understand them (Clow, 2012).

While every university initiating an LA adoption process provides at least neces-
sary resources and clarifies important privacy issues, the stakeholder engagement
still remains critical. To exploit the full potential of an LA system, each group of
stakeholders should be involved in order to avoid a focus on a single group and to
reach an equal engagement. Especially institutional leaders should be included,
since they promote further development of the university and can therefore more
easily stimulate (necessary) changes within the institution. In this way they can even
help to develop and deploy an LA tailored policy (Tsai & GaSevié, 2017). Tsai et al.
(2018) generally propose to implement such a specific LA policy in order to address
the challenges and to conduct the adoption process in a structured way. Consequently,
involving the institutional leaders can be crucial for a successful adoption of LA at
a larger scale.

7.2.2 Leadership of LA Adoption

The provision and usage of single small-scale LA implementations at an institution
are often not enough to achieve an institution-wide adoption. As mentioned above,
developing an institutional LA policy can support the adoption process, e.g., by
formalizing the intended changes or by maintaining the essential communication
within the stakeholders (Tsai & Gasevié, 2017). For the development of such a
policy, the institutional leadership plays an important role. In order to frame the LA
adoption in complex leadership theory, Dawson et al. (2018) conducted an inter-
view study at Australian universities. As a result, two classes of leadership
approaches (top-down and bottom-up) were identified among the institutions. Both
approaches have a unique set of characteristics.

The top-down approach for adoption follows an “instrumental approach,” in
which the implementation of LA is often regarded as a technical solution. Assigning
LA to an administrative level promotes progress in terms of an establishment of
infrastructure but may ignore the building of staff capacity. Thus, awareness and
uptake among the involved persons can be difficult to achieve. Communication,
support (Tsai & GasSevi¢, 2017), and understanding the concerns of each stake-
holder group (Campbell & Oblinger, 2007) are essential elements for this approach.

The bottom-up approach cultivates the adoption with “emergent innovators” and
small-scale projects. This more practice-oriented approach focuses on the holistic
concept of LA to improve teaching and learning within the learning environment.
Many examples of small-scale LA implementations fulfill a specific task within the
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institution successfully (cf. Wong, 2017), but these case studies often lack a concept
to scale up among the HEI. Thus, the adoption process starting with these innova-
tive projects can be undirected, and a realization of change in HEI administration
can be difficult. Building a common cause among the stakeholders can stimulate the
adoption process.

Based on the kind of leadership approach, the strategy of the university to adopt
LA should be chosen accordingly, since each class of approach has to focus on spe-
cific aspects and deal with different issues. Therefore, knowing if a top-down or a
bottom-up approach is used at the HEI can promote an appropriate adoption process.

But even if the leadership approach is clear, the development of a policy needs
assistance. Therefore, models were developed for LA adoption, formulating imple-
mentation strategies that can support the deployment of an institutional policy,
counteract upcoming issues, and thus promote the adoption on a large scale. Such
models are presented in the following.

7.2.3 Models of LA Adoption

The implementation or adoption of any data analytics system (especially LA sys-
tems) in a university is a comprehensive task, because “institutions are stable sys-
tems, resistant to change” (Ferguson et al., 2014, p. 120). Furthermore, they build a
complex structure as “loosely coupled systems” (Weick, 1976). Due to the com-
plexity of the HEIs, an “ad hoc” or a disconnected (analytics) project has often
limited impact or will eventually fail (Dawson et al., 2018). Therefore, a thoughtful
approach on adoption is crucial to be successful and sustainable. As a result, several
authors developed models of LA adoption in order to overcome common issues and
concerns and to provide the HEIs with a guide to the adoption process.

Colvin, Dawson, Wade, and Gasevi¢ (2017) classified the literature of LA adop-
tion models into three primary groups: input, output, and process models. All of
these model types reveal insight into specific factors that induce the dissemination
of LA. Common elements in almost all models include “technological readiness,
leadership, organizational culture, staff and institutional capacity for learning
analytics, and learning analytics strategy” (Colvin et al., 2017, p. 285). These ele-
ments summarize the main aspects of a successful LA adoption.

Concerning the model types, input models support institutions at the beginning
of the adoption process with a focus on antecedent affordances and requirements
influencing the adoption process. These models help to indicate critical dimensions
that need to be considered (Greller & Drachsler, 2012) or to identify deficient areas
hampering the development and deployment of LA, e.g., with the Learning Analytics
Readiness Instrument (Arnold, Lonn, & Pistilli, 2014). After a promising imple-
mentation of an LA system in the first place, the overall adoption is often ongoing.
One problem of input models is that advances of the systems may be missed because
the focus is on starting conditions.
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Output models describe the progression of LA deployment in an organization
over time. This involves a description of the maturity stages of LA deployment.
Siemens, Dawson, and Lynch (2013) outlined five stages in their Learning Analytics
Sophistication Model, beginning from simple awareness (by reporting to a small
group of stakeholders) and advancing to a transformation in the organization and
the educational sector. Describing the maturity stage of a system offers a reference
point to work on the next steps but may fail to provide deeper insight into overcom-
ing obstacles or limiting factors to progress.

Finally, process models try to map a sequence of processes (in form of opera-
tional tasks) to adopt data analytics. Focusing on the way of implementing LA pro-
vides organizations with iterative, step-by-step approaches to deploy LA on a large
scale. In contrast to input and output models, process models focus more on further
development and can serve as a practical guide for adopting LA at HEIs. The step-
wise approach seems particularly suitable for large-scale adoption. Therefore, in the
following the focus is on process models.

As an example for an elaborated process model coping typical obstacles like the
diversity of stakeholders and the complexity of HEIs, the RAPID Outcome Mapping
Approach (ROMA) (Ferguson et al., 2014; Macfadyen, Dawson, Pardo, & Gasevi¢,
2014) is mentioned here. Originally, the ROMA model was designed to support
policy and strategy processes in complex contexts (Young & Mendizabal, 2009).
Ferguson et al. (2014) adapted it lightly for the context of LA. In the following, the
term ROMA model always refers to this adapted model.

Several case studies underpin the successful deployment of LA reached with the
ROMA model (Ferguson et al., 2014). But although the model is proposed as an
iterative approach, the presented case studies show primarily only the first iteration.
Especially, encountered obstacles and resulting developments — handled by the
institutions — are not mentioned in detail.

Based on the ROMA model combined with results from an institutional survey at
several European universities, the project team SHEILA developed a policy frame-
work (Tsai et al., 2018) as a first output of their ongoing research. The so-called
SHEILA framework includes a list of actions, challenges, and policy advices
aligned to the ROMA model dimensions to promote the adoption. Furthermore, the
framework could be used to evaluate the readiness of HEIs for LA. In several case
studies, Tsai et al. (2018) analyzed the adoption approach using the framework with
universities located across Europe. As a result, a set of reflective questions was for-
mulated based on the local actions and challenges as policy prompts for institutions.

Regarding the leadership of LA adoption, top-down and bottom-up approaches
are distinguished (cf. Sect. 7.2.2). The ROMA model and the SHEILA framework
support mainly an institutional fop-down adoption process for which they are
undoubtedly suitable. However, developments in LA are also often driven by emerg-
ing innovators. Nevertheless, there is no further discussion in literature if the models
are also suitable as a basis for a bottom-up approach. Therefore, the following sec-
tion deals with this question and explains how the ROMA model can be adapted for
this purpose.
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7.3 Adapted Roma Model for Bottom-Up Adoption

At many HEIs, the introduction of LA starts within small-scale projects focusing on
individual courses. The (further) development of these small LA projects within the
university is initially difficult to estimate because innovations cannot be forced.
Furthermore, if developments are only driven by innovators, they can be uncoordi-
nated, and especially stakeholders at higher institutional levels may receive too little
information about them. Therefore, there is no reason for these decision-makers to
expand the projects and scale them up to the institution or university. This lack of a
strategic concept (cf. Sect. 7.2.2) to scale up such projects can in turn be a reason
why small-scale LA implementations frequently do not result in institution-wide
adoptions. If the decision for an institution-wide (large-scale) adoption starting
from a small project is made consciously, a process model can help to address this
in a structured manner. Therefore, the following describes how the ROMA model
can be adapted to be suitable for a bottom-up adoption of LA.

The ROMA model consists of a seven-step iterative cycle, which can guide the
systematic institutional implementation of LA. The following list contains the seven
steps together with questions that need to be answered for using the model (Ferguson
etal., 2014, p. 128):

1. Define a clear set of overarching policy objectives: What are the objectives of
LA? What changes should be achieved?

2. Map the context: Which given framework conditions exist? Which are conducive

and where are barriers?

. Identify the key stakeholders: Who should benefit?

4. Identify learning analytics purposes: What are the needs of the stakeholders?
What are the purposes?

5. Develop a strategy: What needs to be done in order to meet the desired
outcomes?

6. Analyze capacity; develop human resources: Does the institution have the capac-
ity to implement the planned strategy? Do the respective individuals have the
necessary skills?

7. Develop a monitoring and learning system (evaluation): Are the original policy
objectives and vision still accurate and relevant in the light of the assessment of
context, purposes, and capacity? Were the desired changes achieved?

W

Although the ROMA model guides the adoption primarily on an institutional
level (top-down) rather than an upscaling implementation (bottom-up), it contains
all relevant dimensions of a bottom-up adoption process. Thus, a slight adaptation
focusing more on the stakeholders can help to use it for a bottom-up adoption of
LA. Concerning the order of the single processing steps, we therefore suggest for
the adapted (bottom-up) model to identify the key stakeholders (step 3) immediately
after defining the overarching objectives in order to highlight the (potential) impact
for the stakeholders. Subsequently, the learning analytics purposes can be identified
for them. Only then the context should be mapped, whereas it is important to clarify
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the given conditions, barriers, etc. with regard to the stakeholder group. In this way,
the context can be specified more precisely to the current situation. In summary, this
means that step 2 (“Map the context”) from the ROMA model described above is
pushed behind step 4 (“Identify learning analytics purposes”).

The iterative use of the model is of crucial importance here in order to exploit the
full potential of the LA system. Every iteration step provides evidence-based knowl-
edge centered on one additional group of stakeholders, which increases the stake-
holder engagement gradually. This stepwise transition of key findings through the
stakeholder levels can promote awareness and trust in the system. The following
section presents a case study of an evolutionary bottom-up adoption resulting in an
institution-wide LA framework.

7.4 Adoption of Learning Analytics at Aalen UAS

At Aalen UAS an institution-wide LA framework supporting different levels of
stakeholders has been installed in a bottom-up process starting from a small project
over the last few years. The architecture of the framework and the benefits for the
stakeholders are presented in detail in Hommel, Egetenmeier, and Maier, (2019).
The following Sects. 7.4.1, 7.4.2, and 7.4.3 describe the single processing steps
which were necessary for its installation. In addition, results of each major develop-
ment milestone are discussed. Section 7.4.4 sums up the bottom-up installation of
the framework regarding the adapted ROMA model for bottom-up adoption
described in Sect. 7.3 and mentions associated implications.

7.4.1 A Small Project as Starting Point

In order to improve quality in teaching and learning, the German Federal Ministry
of Education and Research has supported different educational projects like the
“AkaMikon” project (see Acknowledgments) at Aalen UAS. It started at the end of
2011 with the establishment of the Study Support Center (SSC) as a central unit.

The overall objective of the “AkaMikon” project is the reduction of study-
dropouts especially those caused by subject-related reasons. As many students drop
out during the first two or three semesters because of problems in mathematical
subjects (Heublein et al., 2017), the SSC developed measures to support students
during the study entry phase in improving their basic mathematical skills. These
measures are mathematical prep courses held before the beginning of the first
semester, lecture-accompanying tutorials during the first two semesters, as well as
measures to level the heterogeneity in the initial mathematical knowledge like a
mathematical online course (Nagengast, Hommel, & Loffler, 2013; Nagengast,
Hommel, Maier, Egetenmeier, & Loffler, 2017).



122 A. Egetenmeier and M. Hommel

In order to evaluate the effect of these measures, an accompanying scientific
research has started immediately at the beginning of the project. The aim of this
research was to gain insights into the development of students’ initial mathematical
knowledge and learning progress and, therefore, in the effectiveness of the mea-
sures. Based on the evaluation results, the measures should be adapted accordingly
in order to get more effective. Here, the SSC appears in a dual role. On the one hand,
it provides the analysis results; on the other hand, it uses them to adapt and further
develop its measures (as teachers) and to get insights into the learning process (as
researchers).

The basis of the scientific research is a comprehensive data collection described
in detail in Hommel, Egetenmeier, and Maier (2019). In each semester, the follow-
ing data are collected:

» Attendance data for the prep course and the lecture-accompanying tutorials

o Tests (pretest before the prep course, posttest after the prep course, follow-up test
4-6 weeks after the beginning of the lectures) querying mathematical founda-
tions that are covered by the prep course

* Self-assessments of the students on the topics of the prep course queried before
each test

* Sociodemographic data from the student information system (SIS), e.g., specific
exam results or type and grade of the university entrance qualification (UEQ)
allowing students to enter a UAS (cf. Diirrschnabel & Wurth, 2015), which rep-
resents the educational biography including different school types (cf. Eckhardt,
2017)

Using personal data is essential for the data analyses carried out for evaluating
the measures. This means that data protection issues are concerned. Therefore, a
data protection safeguarding is necessary, which was developed at the SSC with the
support of responsible institutions (Egetenmeier et al., 2016). For this purpose, vari-
ous questions had to be answered already in 2012, such as:

e Which analyses should be carried out?

e Why should they be carried out?

*  Which data are needed for this purpose?
* How are the data collected and stored?

* Who is allowed to access the data?

As the collection of personal data requires the written consent of the students, the
process resulted in a data privacy statement developed for the SSC (SSC DPS). Note
that only data of students having given their consent by signing the SSC DPS may
be stored and analyzed. Therefore, it is very important to convince as many students
as possible to sign the SSC DPS.

If a high transparency can be gained, the trust in the analyses and the willingness
to participate in the data collection grow. In order to avoid inference on individual
persons the data are therefore pseudonymized and analyzed only for aggregated
data sets. Furthermore, students need to have the possibility to opt out. This shows
that the data protection process of the SSC covers various items of the DELICATE
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checklist of Drachsler and Greller (2016) who also emphasize the importance of
trust into the process and system (cf. Sect. 7.2.1). With the data protection process
of the SSC, this trust of students can be significantly promoted.

First evaluation results showed a positive effect of the prep course (Nagengast
et al., 2013). However, they also revealed that the basic mathematical knowledge
could not be improved as sustainably as it would be desirable (Neumann, Heinze, &
Pigge, 2017). Consequently, the SSC measures were adapted in two ways in order
to improve their quality. On the one hand, the prep course was extended by one
week, in which the mathematical basics were repeated once again. On the other
hand, a mathematical online course was developed allowing students to repeat the
mathematical basics ubiquitously (Egetenmeier, Krieg, Hommel, Maier, & Loffler,
2018; Krieg, Egetenmeier, Maier, & Loffler, 2017). Of course, the impact of the
adaptions had to be evaluated again. This happened by continuing the existing anal-
yses as well as by long-term studies. Until this point the first milestone of the LA
framework of Aalen UAS has been reached. It is presented in Fig. 7.1.

7.4.2 Closing the Gap Between Teachers and Learners

After the implementation of the first basic LA framework (cf. Fig. 7.1), further anal-
yses were carried out. These analyses showed for learners and for teachers discrep-
ancies between their assumptions and reality (cf. Hommel, Egetenmeier, Maier, &
Loffler, 2019). Learners often have a wrong assumption about their mathematical
knowledge. This is especially evident when comparing test results with self-
assessments. This comparison shows that learners are convinced that they master
mathematical fundamentals much better than they actually do. Teachers on the other
hand assume that their students know the mathematical basics (cf. Neumann et al.,
2017) and that they use offered support measures. But in addition to the deficient
basic mathematical knowledge already mentioned above, analyses showed that vol-
untary support offers are rarely used in some study courses. Moreover, teachers are
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unaware of the heterogeneity of the group of students especially in educational
biographies. This is a crucial point since some mathematical topics are not taught
obligatory in certain school types (Diirrschnabel & Wurth, 2015).

These discrepancies lead to a gap between teachers and learners. Students have
difficulties to follow the lecture because the teacher requires basic mathematical
knowledge that the students lack. However, since students are unaware of their
mathematical deficits, they have no intention to improve their mathematical founda-
tions. In order to close this gap, the idea arose to reflect the actual situation to stu-
dents and teachers and make them aware of existing deficits or specific circumstances
of the group of students.

As different stakeholders have specific needs for their information, the types of
reports were chosen accordingly. For students feedback emails were selected in
order to provide them with information about their actual state of knowledge and
their learning progress. These emails are sent twice a semester. Besides the results
of the mathematical tests, the emails contain topics that are mastered only insuffi-
ciently and should therefore be repeated. In order to help students with this repeti-
tion, links to support offers are included. Thus, ideally, students are intended to
improve their mathematical knowledge on their own, for example, by using the
mathematical online course of the SSC.

Teachers should be made aware of the heterogeneity of their group of students to
cause an adjustment of their lectures to the concerns of their students. To facilitate
this adjustment, the teachers of mathematical basic lectures receive so-called study
course reports containing evaluations on the composition of the group of
first-semester students of their study course regarding their educational biography,
their initial mathematical knowledge, and their self-assessment as well as their
attendance in voluntary support measures. The results for the regarded study course
are compared to those for the entire university. The teachers receive the report twice
a semester. The first report is sent to them at the beginning of the semester, the sec-
ond one at the beginning of the following semester including the correlation between
the results of the exams and the participation in support measures.

Altogether, the intended changes of the actors should lead to a better understand-
ing of the students in the lecture and thus improve teaching quality. For a detailed
explanation of the content of the feedback emails and the study course reports, see
Hommel et al. (2019); Maier, Hommel, and Egetenmeier (2018); or Hommel et al.
(2019). The introduction of this feedback system leads to an extension of the initial
LA framework (Fig. 7.1). In this extended framework, teachers and learners were
added as stakeholders as shown in Fig. 7.2.

The individual feedback creates benefits for both added stakeholders. This
increases the willingness of participating in the process and the trust in the system
which is crucial concerning LA adoption (cf. Sect. 7.2.1). Among other things, the
increased number of students signing the SSC DPS reflects this improvement since
the introduction of the feedback emails. For teachers, the additional information
increases the willingness to support the data collection, for example, by providing
lecture time for writing the follow-up tests.
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Fig. 7.2 LA framework after the integration of the feedback system

Of course, the impact of the feedback instruments should also be validated quan-
titatively, which is another challenge of LA adoption (cf. Sect. 7.2.1). For the impact
of the emails, user data of the online course could be used to evaluate if students are
actually using the online course to repeat the topics listed in the email. However,
privacy issues concerning e-learning have not yet been clarified at Aalen UAS, so
personal data may not be used for this purpose. Quantifying the extent to which
teachers adapt their lectures based on the reports is also difficult. For teachers them-
selves the classical lecture evaluations (cf. Sect. 7.1) or study course reports of fol-
lowing semesters form a possibility for examination. Unfortunately, for privacy
reasons, the lecture evaluations may not be used for systematic analyses by the
SSC. However, some teachers admitted that the reports led to changes, such as the
introduction of admission exams.

7.4.3 Extension to Higher Levels

After positive feedback from the teachers on the study course reports, reporting
should also be extended to the faculty and course facilitators as well as to the insti-
tutional level. While the study course facilitators should receive the same reports as
the lecturers, aggregated reports should be generated for the faculties. However, it
turned out that the study courses of a faculty are sometimes very heterogeneous.
Therefore, it made more sense to send all reports of the individual study courses of
the faculty to those responsible, instead of summarizing them. On the one hand, this
makes it possible to compare single study courses of the faculty and adjust their
curricula individually. For example, students in one study course may need obliga-
tory measures rather than others. On the other hand, it also allows the observation
of the development and trends of individual study courses over several semesters.
This can also support the curriculum and learning design.
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Concerning the support of decision-makers of the institution in strategic plan-
ning, institution-wide analyses are helpful. Thus, in a next step, further analyses
were carried out examining not only individual courses but also institution-wide
relationships. For example, correlations between the UEQ type (cf. Eckhardt, 2017)
and the results in the tests of the SSC and those in the first math exam, respectively,
were examined (Nagengast et al., 2017). It was found that the initial mathematical
knowledge depends on the educational biographies. This was also confirmed when
looking at the correlations in a long-term study. Furthermore, the development of
the composition of the group of first-year students shows a decrease in the number
of students with educational biographies having better results in the mathematical
tests. This is a valuable information for further strategic planning.

Moreover, different characteristics of specific groups of students were further
investigated. For instance, attendance data or UEQs were compared for students
who passed the first math exam with those who failed (Hommel et al., 2019).
Besides, a long-term study of the follow-up test results for prep course participants
and non-participants visualized that the prep course has a positive effect, but this is
not enough in order to consolidate the knowledge as sustainably as desired (Maier
et al., 2019). Whether this is due to voluntary participation or the relatively short
prep course duration remains an open question.

The university administration receives the information gained in these analyses
in form of institution reports and presentations. As a result of all these analyses, the
university administration decided to continue developing and redesigning a package
of supporting measures to address the problem of unsatisfactory initial mathemati-
cal knowledge. This package is to be used throughout the university. Summing up,
this serves as one example how institution-wide analytics can support educational
decision-making.

Adding the faculty as well as the institutional level to the existing framework
results in the full LA framework in Fig. 7.3.

7.4.4 Summary of the Adoption Process

The case study described above shows the evolution from a small-scale implemen-
tation to an institution-wide LA framework at Aalen UAS. The focus of develop-
ment lays on the iterative integration of new stakeholders and supporting them
according to their specific needs by means of results from the data analysis. In this
way, the impact was increased with each iteration.

This evolutionary development process can be understood in terms of the adapted
ROMA model for bottom-up adoption described in Sect. 7.3. In contrast to other
case studies regarding the ROMA model (top-down) which carry out only one itera-
tion (cf. Ferguson et al., 2014), at Aalen UAS the adapted (bottom-up) model was
run through three times in order to develop the full LA framework in Fig. 7.3. The
individual steps of this adapted (bottom-up) model are essential parts of each evolu-
tion stage and can be identified in the case study. Table 7.1 summarizes them for
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Fig. 7.3 Current state of the LA framework at Aalen UAS (cf. Hommel et al., 2019)

each iteration (note the changed order of steps 2—4 compared to the top-down
ROMA model).

The case study shows clearly that the systematic iterative approach of the adapted
ROMA model is suitable for a large-scale bottom-up LA adoption. In theory, this
adapted model for bottom-up adoption can further expand the potential usage of
process models, so that small projects can be scaled up. In particular, the (theoreti-
cally founded) ROMA model can already serve as a practical guide for a bottom-up
adoption process if minor adjustments are made. This not only confirms the theo-
retical approach of the ROMA model but increases also its practical value.

The methodical approach of iterative process management offers the advantage
of further development based on the results of previous iteration steps. Taken
together with the addition of new stakeholder groups, transparency and trust can be
increased. Nevertheless, by focusing on each stakeholder group individually, tailor-
made developments are promoted. This leads to an increase in acceptance and fully
exploits the potential of LA for the stakeholders.

7.5 Outlook and Conclusion

The previous sections show how the adoption of LA in a higher education institu-
tion can be realized using a bottom-up approach and how the results of the data
analyses can support educational decision-making as well as the further develop-
ment of the HEIL. The adoption process starting from a small project and resulting in
an institution-wide LA framework was furthermore regarded in terms of the process
model ROMA. In order to focus more on the stakeholders and their needs, the origi-
nal ROMA model for LA adoption was adapted to be suitable for a bottom-up adop-
tion and three iterations were carried out.

Concerning the successful adoption of LA on a large scale, several main issues
were mentioned in Sect. 7.2.1. The following list summarizes the conditions that
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Table 7.1 Adoption process of LA at Aalen UAS with the adapted ROMA model

Iteration 1

Iteration 2

Iteration 3

Step (cf. Sect. 7.4.1) (cf. Sect. 7.4.2) (cf. Sect. 7.4.3)

1. Define Enhance SSC Increase awareness to Support educational
overarching measures for better | close the gap between decision-making
objectives support of students | teachers and learners

2%, Identify key SSC members as * Teachers of  Faculty and course
stakeholders | ¢ Teachers mathematical lectures facilitators

» Researchers * Students * Institutional leaders

3*. Identify LA e Get more insights | Provide teachers and * Provide faculty and

purposes into students’ learners with evidence- | university
initial based results from the administration with
mathematical evaluation to increase evidence-based results
knowledge and a their awareness to support educational
better concerning existing decision-making,
understanding of deficits or specific strategic planning, and
learning processes | circumstances curriculum design

» Evaluate

effectiveness of
support measure

4*. Map the * Installation of the | Evidence of deficits e Availability of study

context SSC as central and specific course specific and

unit circumstances available | institution-wide

 Specifications of from analyses of evidence-based results
the third-party iteration 1 * Problem: How can
funded project, ¢ Problem: How can stakeholders of higher
e.g., financial and | teachers and learners levels be reached and
human resources be made to change their | convinced?

e Requirements due | behavior?
to German
privacy policy

5. Develop a e Clarification of | * Definition of type and | ¢ Definition of type and

strategy data protection content of reports for the |  content of reports for
concerns different stakeholders the different
¢ Definition of data (feedback emails, study stakeholders
base and course reports) * Selection of the
evaluation » Selection of sending sending times
approach times * Consideration of
» Consideration of specific needs of the
specific needs of the stakeholders
stakeholders

6. Analyze * Definition of data | ¢ Development of ¢ Development of
capacity; acquisition (which | simple, easily simple, easily
develop data, when, how, understandable understandable
human participating visualizations of the visualizations of the
resources departments like results in order to avoid | results in order to avoid

IT or student
department)
Handling of big
amounts of data
Understanding
the structure of
data from the SIS

misinterpretations
Finding a suitable way
to provide information
Help stakeholders with
questions

misinterpretations
Finding a suitable way
to provide information
Help stakeholders with
questions

(continued)
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Table 7.1 (continued)
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Iteration 1

Iteration 2

Iteration 3

Step (cf. Sect. 7.4.1) (cf. Sect. 7.4.2) (cf. Sect. 7.4.3)

7.  Develop a » Adaption and e Increased number of  Further development of
monitoring extension of students signing the institution-wide
and learning support measures SSC DPS support measures
system of the SSC based | ¢ Lecture evaluations and | ¢ Curriculum adaption in
(evaluation) on the evaluation following reports offera | study courses

results
Evaluation of the
effects of these
changes, e.g.,
with long-term
studies

possibility for teachers
to evaluate adaptions

¢ Planned: Evaluation of
the impact of feedback
emails via user data of
the online course

* Introduction of
admission requirements

 Evaluation of the
effects of these changes
with following reports

and long-term studies

* Different order compared to the top-down ROMA model

have contributed to mastering them at Aalen UAS and, thus, being conducive to
success:

1.

Demand on resources (financial, human, technological): Financial and human
resources were available due to the small third-party funded project the process
started from.

. Privacy, ethical, and legal concerns: Data protection regulation could take place

right at the start realizing a high level of transparency by informing students in
detail and giving the possibility to opt out.

. Create trust into the system: Benefits could be delivered to more and more stake-

holders, increasing their trust into the process and their willingness to support
data collection.

. Engagement of stakeholders: The provision of information was adapted to the

needs of the stakeholders. Furthermore, stakeholders of all levels were inte-
grated. Especially the institutional leaders showed interest in the evaluations
already at a very early stage and promoted them. In this way, a common cause
was built among the stakeholders. Thus, the development was directed to the
goals of the university, which encouraged the adoption process.

. Evaluation of usefulness and impact: An evaluation of the effects of the changes

due to the data analytics is carried out within the accompanying research of the
SSC, e.g., with long-term studies.

Nevertheless, there are still several challenges requiring further work in the

future. Firstly, due to the changing in regulation, privacy and legal concerns are still
relevant. Unfortunately, in all analyses of the SSC, only data of those students hav-
ing signed the SSC DPS may be investigated. In order to achieve a systematic evalu-
ation of the data of all students, the evaluation statute of Aalen UAS was revised. In
addition, an evaluation statute for e-learning is in process, in order to allow the
evaluation of data collected in this way. This should offer the possibility for further
analytics and evaluations, e.g., of the impact of the feedback emails (cf. Sect. 7.4.2).
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Secondly, concerning the often missing pedagogical grounding of LA technolo-
gies (e.g., Tsai et al., 2018), the integration of pedagogical advice for the teachers is
regarded as an open challenge. In a first step, further integration of the existing
didactic advisory at the university into the data analytics is considered. Based on
these experiences, the development of a pedagogical guideline for teachers seems
reasonable. As a result, the culture of the university may be changed.

Finally, another challenge lies in the impact of and the trust in LA (cf. Sect.
7.2.1). Only when the results matter for all stakeholders, data analysis can achieve
its full potential. Since results from well-established data analytics processes are
often better accepted than newly introduced ones, putting the newly introduced ones
together with existing ones seems to be reasonable. As the evidence-oriented accom-
panying research of the SSC building the basis for the LA framework fulfills the
demands made on a quality management of the study entrance phase (Maier,
Hommel, & Egetenmeier, 2018), an integration into current, well-established QM
processes is possible. Therefore, an intensified exchange is ongoing to explore the
possibilities of integrating relevant results from the framework as a supplement to
the current standard QM processes.

From the experience gained in the case study, we draw the following conclusions
regarding a successful institution-wide adoption of LA. In general, it is difficult to
deploy a large-scale LA system one-to-one to another HEI since every institution
has a different context. Although the adoption of LA often shares common issues
(cf. Sect. 7.2.1), every institution has to resolve them at least partially on its own. An
LA adoption model can help here by providing a framework, which is then filled by
the respective institution. Using a bottom-up approach offers the opportunity to
involve stakeholders early in the process and to enhance their trust into the system
incrementally by generating benefits for them. This focus on benefits for each group
of stakeholders ensures the practical usage of the LA system and increases its
impact. The adapted ROMA model for bottom-up adoption presented in this contri-
bution can serve as guide for other HEIs to achieve this goal. Future research in
adoption of LA should focus on the transferability and the practical use of this
model. Among other things, it should be investigated if this bottom-up approach can
also be used successfully at other universities or if further adjustments are necessary.

All in all, implementing LA on a large scale is an elaborate process that requires
time and persuasiveness. The most important thing is to be patient, to be persistent,
and to trust the process.
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Chapter 8
Students’ Adoption of Learner Analytics

Carly Palmer Foster

8.1 Introduction

Learner analytics is defined as ‘the direct-to-student communication and visualisa-
tion of personalised insights derived from the educational data mining process for
the purpose of positively influencing learning behaviour’ (Foster & Francis, 2019,
p. 3). This differentiates it from other types of institution-facing analytics models
where the data are not directly available to students; examples of the latter include
predictive early warning systems to mitigate retention risks (Arnold & Pistilli, 2012;
Jayaprakash, Moody, Laurana, Regan, & Baron, 2014) and curriculum development
tools (Grant, 2012). In a learner analytics model, data are often communicated
directly to students through dashboards, reports and apps without intervention or
mediation by academic or support staff. Studies have evidenced that students do
have a general interest in analytics systems and seeing their data (Sun, Mhaidli,
Watel, Brooks, & Schaub, 2019) with results showing a positive correlation between
students’ propensity to share their data and their perceptions of its benefits (Ifenthaler
& Schumacher, 2015). Students are usually expected to derive their own narrative
and meaning from the data (Davis, Chen, Jivet, Hauff, & Houben, 2016). There are
two types of learner analytics (Wise, Zhao, & Hausknecht, 2014):

* Embedded learner analytics integrates data directly into the learning environ-
ment or learning activity to influence participation, engagement or achievement.
An example of embedded analytics is an eye-tracking study (Sharma, Davis, &
Coulthard, 2016) which used gaze-based alerts to improve students’ in-video
attention.
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e Extracted learner analytics provides students with data that is not directly embed-
ded within a specific learning activity but supports general participation in the
learning experience. It presents individualised learning data and summarises
engagement and achievement across a range of activities. An example of
extracted analytics is Learning Tracker (Davis et al., 2016) which allows stu-
dents to view and compare data on their engagement with online resources.

This chapter is concerned with extracted learner analytics, Connect Analytics,
and the factors influencing its adoption during a live research project at Northumbria
University in the United Kingdom. The predominant model of delivery is traditional
on-campus teaching supported by a modularised virtual learning environment
(VLE) and large on-campus library. Connect Analytics is a smartphone widget
which sits within an existing university platform called Connect. The add-in was
designed specifically for this project. It combines extracted analytics' with the func-
tionality to self-capture data.? Data are presented either numerically or graphically
across three screens: my modules, my course and my goals. When students log in,
this generates trace data.

Digital technologies and analytics are located within a changing sector looking
to harness technology to improve students’ experiences and outcomes (Francis,
Broughan, Foster, & Wilson, 2019). Learner analytics methods are generally
reported to be effective relative to improving students’ outcomes; for student-facing
models, improved student engagement is the most commonly desired outcome of
learner analytics (Foster & Francis, 2019). Studies often use historical data (e.g.
grades, historical engagement with resources) to motivate future engagement and
activities (see Aljohani & Davis, 2013; Brusilovsky, Hsiao, & Folajimi, 2011;
Charleer, Klerkx, Santos, & Duval, 2013; Davis et al., 2016; Kitto, Lupton, Davis,
& Waters, 2017; McNely, Gestwicki, Holden Hill, Parli-Horne, & Johnson, 2012;
Sharma et al., 2016; Wise et al., 2014). The Connected Learning Analytics (CLA)
toolkit (Kitto et al., 2017) is an example of analytics as a reflective aid whereby
students ‘explore data describing their past behaviour patterns and think about how
they could change to achieve a data trace that fits more closely with identified goals’
(Kitto et al., 2017, p. 166). The evaluation of CLA’s efficacy was inconclusive with
one of the three trials specifically reporting adoption issues. It was suggested that
this was due to a lack of alignment between analytics and assessment; the notion
that students may not want to mimic idealised ‘data traces’ in their behaviour was

! Analytics was available on students’ individual log-ins to the virtual learning environment by
module compared to the class average. Module grades compared to the class average were also
included. Automatically captured data from the virtual learning environment were updated every
night with the previous day’s activities. Grades data were updated when new grades had been vali-
dated on the student’s record.

2 Students may log the number of hours they have studied and measure this relative to their notional
workload or track the progress they feel they have made in a module as a percentage. Students can
also capture how difficult and stimulating they find each module and their progress relative to eight
predefined ‘personal goals’; ‘Money & Finance’, ‘Physical wellbeing’, ‘Employability’, ‘Mental
Well-being’, ‘Relationships’, ‘Fun & Social’, ‘Academia’ and ‘Living Space’. Self-captured data
update instantly.
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not challenged nor was there an analysis of whether there was a predisposition to
adopt based on the attributes of the students involved in the study. Considering
another tool, Coach2 (Brouwer, Bredeweg, Latour, Berg, & van der Huizen, 2016)
their study noted:

The hypothesis was that the DB enables learners to explore and reflect upon statistical rela-
tions between current study behaviour and future result, based on experiences of learners in
the past [...] it was expected that the DB provides an actionable tool for reflection. (Brouwer
etal., 2016, p. 366).

The study did not however attempt to understand what level of data literacy was
required to digest ‘statistical relations’, what types of students would be comfort-
able comparing their behaviour to others and what the dashboard should include to
be considered ‘actionable’ by students. In some cases, such as the Navi Badgeboard
(Charleer et al., 2013), learner analytics goes as far as to actively penalise students
for a lack of engagement by awarding negative badges for inactivity. It seems that
whilst the majority of empirical studies in this space acknowledge an educational
theory underpinning the change in students’ experiences, few articulate how these
theories are adapted to the specific context of learner analytics.

There is substantial evidence to support the assertion that digital behaviour can
be used to infer personality (Lambiotte & Kosinski, 2014) with studies finding rela-
tionships between personality and university students’ information literacy
(Aharony & Gur, 2019), use of mobile technology (Ehrenberg, Juckes, White, &
Walsh, 2008) and willingness to try out new technology (Nov & Ye, 2008). Moreover,
there are studies which find that students’ intentions to use technology for learning
is influenced by the intersection between their personality and their learning style
(Balakrishnan & Lay, 2016). These are almost non-existent considerations in the
literature which evaluate the effectiveness of learner analytics. Most studies start
with an existing theory of change and assess impact within that frame of reference
rather than starting with the student and their thoughts, values, motivations and
behaviours regarding personalised data and its presentation. Often, ‘self-regulated
learning’ is a theory underpinning learner analytics design without an understand-
ing of how or why students’ access to or engagement with analytics supports any
change in behaviour. Studies have gone as far as to deploy advanced statistical
methods on population sizes of over 10,000 MOOC learners to quantify the positive
impact of learner analytics on engagement and final grade (Davis et al., 2016).
There remains however an unsatiated appetite for more meaningful critique and
understanding if and how these results may be replicated in traditional higher edu-
cation settings.

Moreover, Prinsloo and Slade (2016) argue that students are not necessarily
aware of the data mining activities taking place in their learning environment nor
the controls in place and are unclear how it is of benefit to them. Unsurprisingly
then, as the operationalisation of analytical approaches develops, educational data
mining and, by extension, learner analytics are often scrutinised regarding data
ownership, value and control in platformised academies (Robertson, 2019). Left
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unaddressed, this may impact wider scale implementation by institutions and adop-
tion by students.

Establishing some core principles for learner analytics, adoption will provide
structure for future approaches by contributing insight into the underlying causal
relationship at play. This understanding is critical to progress; even if learner analyt-
ics tools are, as evidence suggests, effective in improving students’ attitudes and
behaviours, the consequential impact on transforming learning and attainment are
impossible to realise if tools cannot be systematically implemented, adopted or
maintained. The aim of this chapter is to investigate students’ predispositions to
data and analytics and offer insights on how they perceive its value relative to their
existing educational and digital experiences. The setting is a large UK university.
There are two guiding research questions:

RQ1: What do students expect from a learner analytics platform? How and why
does this influence adoption?

RQ2: With what purpose do students engage with a learner analytics platform? How
and why does this influence adoption?

8.2 Methodology

The research methodology deployed in this study was Critical Realist Grounded
Theory (Blunt, 2018; Hoddy, 2018; Oliver, 2012), a hybrid approach which accom-
modates mixed methods and acknowledges that at the outset of the research it was
not fully known if, when, why or how students would engage with the learner ana-
lytics platform or what factors would bring about the phenomena. Grounded Theory
(Glaser & Strauss, 1967), on the one hand, offers the opportunity to ‘address “why”
questions while preserving the complexity of social life’ (Charmaz, 2008, p. 397).
Critical Realism, on the other hand, highlights the importance of the senses, percep-
tion and causality within scientifically significant experience (Bhaskar, 1978).
Critical Realist Grounded Theory recognises a compromise for both the abductive
philosophy of critical realism and the inductive emphasis of grounded theory meth-
ods and allows for a distillation of emerging themes influencing adoption.
Consequently, this chapter offers results and discussion which seek to get as close
as possible to the reality of students’ adoption of analytics whilst acknowledging
that it will never be the actual experience of every or any individual wholly.

The predominant method of data collection was capturing student sentiment
through pre- and post-project surveys plus semi-structured focus groups and inter-
views. Some quantitative and statistical methods were used with respect to survey
data and trace data to aid a contextual understanding of the research environment.
As Eaves articulates, the process of grounded theory is ‘a recursive rather than lin-
ear one’ (Eaves, 2001, p. 657) and so it is important to at least convey the chronol-
ogy of data collection and analysis across the academic year 2018/19 (Fig. 8.1).



8 Students’ Adoption of Learner Analytics 141

Legend

All usiversity

Sarvey | Pilot courses

ged in data collectisn

Student focws groups 1 3

=

Student semi-structured
“Initial expectations of nterview 81 Stedest semi structured
amalytics™ a=15 interview 12
“tnitial expericnces of o=l
analytics™ “Ongoing experiences and
reflections™

Fig. 8.1 High-level overview of the research process

After each stage there was a period of theoretical sampling (Hodkinson, 2008) to
inform, design and refine the subsequent data collection activity. Sample sizes from
the first survey were large enough to utilise two-proportions Z-testing; where sam-
ple sizes were too small in the later survey, Barnard’s exact test was used in R soft-
ware. This is a critical realist, mixed methods approach which posits the value of all
data in the appropriate context. Small samples sizes coupled with the process of
theoretical sampling limit the extent to which the quantitative results of the second
survey may be considered categorically and in isolation; nevertheless these results
are offered to you here in a documented context with the hope that that they are
either replicated with greater ease or disproven with greater clarity. Ultimately the
analysis herein prescribes to the notion that there exists ‘a world where researchers
are free to treat “p = 0.051” and “p = 0.049” as not being categorically different’
(Wasserstein, Schirm, & Lazar, 2019) and asserts that this chapter presents only a
signpost in the journey towards learner analytics theory. A summary of each stage
follows.

The first survey sought a university-wide understanding of students’ expecta-
tions for using data about themselves within their learning environment. To maxi-
mise feedback and gain a high level of confidence in the results, the first survey was
sent to all students on campus (n = 21, 799). It had 1303 responses (6.0%) despite
17,164 students (78.7%) opening the email invitation to complete the survey and
1607 students (7.4%) clicking on the link to the survey. The majority of survey
respondents (n = 1051, 84.1%) were already users of the Connect platform; this
proportion of users to non-users is comparable with the general population for that
period in the academic calendar. Male students were significantly less likely to par-
ticipate in this survey (p = 0.00).

From both practical and operational perspectives, the live project was restricted
to certain programmes and cohorts to allow for ongoing development of the plat-
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form and limit the risk of technological failure. From an ethical perspective and
being cognisant of projects which had encountered negative effects of learner ana-
lytics (Beheshitha, Hatala, Gasevic, & Joksimovic, 2016), the project took an
informed consent approach meaning students had to sign up to access Connect
Analytics on their smartphone.® An invitation to sign up was sent to students enrolled
on specified courses as well as a group of student representatives (the total number
of invited students = 347). The semi-structured focus groups took place at the begin-
ning of a 15-week semester followed by individual interviews with users in the
middle and end of the semester. Participants were users with access to Connect
Analytics granted a week prior. Activities were transcribed and coded in the interim
weeks (see Fig. 8.1) and then thematically analysed. The end of project survey was
targeted to the eligible population for the pilot including non-users; it had a response
rate of 24% (n = 82) and tested the emerging themes, not just from the interviews
but the whole research journey. Sample sizes were small in this survey and so find-
ings are somewhat limited. The crux of the survey played back to students the per-
sonality traits which were, during focus groups and surveys, most frequently
hypothesized as being important factors influencing the adoption. This is at the
expense of using an existing recognized personality framework such as the ‘big
five’ (Goldberg, 1990). It also relies on students’ perceptions of their personality
and academic standing rather than a diagnostic or statistical assessment thereof.
These were conscious decisions made to preserve the recursion of the grounded
theory process, acknowledge the limitations of the researchers’ expertise in the field
of personality trait psychology and present a foundation upon which a variety of
disciplines may build.

Trace data was analysed based on the student ID, activity type and timestamps.
Students were grouped into user types based on their frequency of use and their
regularity of use. Frequency of use is a quartile-based position derived from the
product of a) discrete weeks of platform usage and b) the volume of activities.
Regularity of use was derived from the quartile position of the maximum count of
weeks that a student went without any usage.

8.3 Results

This section begins by summarising the findings of the university-wide survey
which investigated students’ propensity to use data about themselves and others as
well as the impact and benefits that they expected such an implementation would
have. Data are then presented from the live research project; results here include
quantitative counts of students who signed up to access Connect Analytics sup-
ported by qualitative data on their motivations and experiences.

3The project also had to comply with General Data Protection Regulations which are significant if
not somewhat ambiguous in the space of operational learning analytics.
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8.3.1 Implementation of a Learner Analytics Platform

The results show that 66% of students (n = 862 / 1303) agreed that ‘they use data
and information about themselves to make decisions’ but less than half said they
used data about other people (n =621/ 1303). Students in Computer and Information
Sciences (p = 0.01) were more likely to state that they used data and information
both types of data; the only group of students statistically less likely to do so were
those who chose not to disclose their demographic data (p = 0.01).

Students were asked, would it be useful if the university presented data and infor-
mation about their engagement with their studies? 84% of respondents said yes
(n =901 / 1069). Figure 8.2 shows that grades data was deemed to be the single
most useful piece of information.

Students of applied sciences were particularly more likely to want to see grade
data (p = 0.02) whereas a significant proportion of social work and education stu-
dents disagreed with this (p = 0.00). Accounting and finance students notably
favoured VLE login data (p = 0.00) but design students were unlikely to expect that
it would be useful to them (p = 0.01). Psychology, social work and education stu-
dents were significantly more interested in attendance data (p = 0.00) which was the
opposite of architecture and built environment students (p = 0.01). Students in
humanities favoured data on library activity (p = 0.01,) but not one of the 59 art
students surveyed said this data would be the most useful data to them.

Seventy-three percent of students wanted to compare their data to another data
point; the choice of the majority, when given multiple choices to select from the
most popular combination, was comparing to the class average and self-set or
university-set targets (n = 183/1069). Comparing their data to students in the top of
the class from either their current cohort or the cohorts from previous academic
years was unpopular and was more likely to be a preferred option for male students

Fig. 8.2 “Of the data or Campus Activity
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Table 8.1 The expected impact on the student experience of presenting data and information

Question % Agree Commentary

Access to data and 80% agree | Students in applied sciences were significantly more

information about my (753 agree; | likely (p = 0.00) to expect an impact on what they do

studies would impact 249 strongly | as a result of the data. None of the 51 design

what I do during my agree) respondents disagreed that the data would impact

university experience their actions (p = 0.04).

Access to data and 75% agree | Students in computer and information sciences and

information about my (682 agree; | design were significantly more likely to expect an

studies would impact 250 strongly | impact on what they know as a result of the data

what I know about my agree) (p = 0.02 and 0.03 respectively).

university experience

Access to data and 65% agree | Students in both applied sciences and Law were

information about my (654 agree; | significantly more likely to expect an impact on what

studies would impact 161 strongly | they think as a result of the data (p = 0.01 and 0.04

what I think about my agree) respectively).

university experience

Access to data and 64% agree | Students in computer and information sciences were

information about my (618 agree; | significantly more likely (p = 0.02) to expect an

studies would impact 179 strongly | impact on what they feel as a result of the data.

what I feel about my agree) Psychology students were the only subject group to

university experience significantly disagree (p = 0.02) with the idea that
data would impact how they feel.

(35% versus 27%, p = 0.00) and international students (44% versus 27%, p = 0.00).
Table 8.1 shows the results of questions which asked students whether their data
would influence what they do, know, think or feel whilst at university. Students were
significantly more likely (p = 0.00) to expect that data and information would impact
their actions rather than their emotions.

Some students anonymously, through the free text commentary, raised concerns
that data analytics may introduce an unhealthy nature of competition into their com-
munity; ‘It could cause anxiety for some students who are not as confident or aca-
demic. As I am studying nursing, which should be about working as a team and
supporting each other, rating people could discourage this thinking. It also encour-
ages people to judge themselves and others on their academic achievements alone’.
These sentiments were countered in equal measure with positive comments; ‘I
would like to see analytics of my library usage, with a rundown of the amount of
books I have used and the amount of journals I have accessed in order to see if there
was a correlation between the amount of time I spend in the library and my eventual
grades’.

8.3.2 Adoption of Connect Analytics in the Live Pilot

The invitation to sign up to the Connect Analytics widget was sent in the first teach-
ing week of the second semester. Twenty-two percentage (78 of 347) of eligible
students signed up using an online form in an email invitation from the programme
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leader over a period of 10 days. No students signed up after this point even though
the ability to join the project was open throughout the whole semester. The sign up
invitation was not effective as the sole method of capturing students’ propensity to
adopt the technology with students reporting that they did not pursue analytics
because ‘they did not receive the email’ or they ‘forgot about it’. This limits the
findings somewhat.

Of the 78 students who did sign up via the invitation, 22 took part in one of three
focus groups. When asked about their expectations for using analytics, many stu-
dents perceived its purpose as being intrinsically linked to academic support. This
was as a formative intervention based on historical performance:

I thought it would be if you haven’t performed well in your exams and how you can perform
better. So automatically we will get some emails or links to library skills sessions and it
would prompt you if you haven’t done good in this part of the exam last semester or so it
would say do this and you can improve on that. [Focus Group 1]

For others it was more future-focused with students’ expecting data summaries
and functionality to plan various scenarios; ‘I wanted to see where I am up to aca-
demically and what pass marks I need to get certain grades’ [Focus Group 2]. A
major appeal was that students expected it to integrate with and collate information
from multiple platforms to relieve the burden of navigating them separately; ‘the
thing that definitely drew me to this app was seeing the scores that I have up to now
because [the virtual learning environment] really isn’t conducive to having an over-
all idea of what your grade is up to this point’ [Focus Group 1]. It was expected that
analytics would extract data to track their experience. Some students wanted their
Wi-Fi usage and library access data presented as a proxy for their on-campus
engagement; others questioned whether it could link to apps they were using for
study such as Toggl, the time tracking and reporting application, and Forest, an
application designed to improve users’ focus on their physical surroundings by
encouraging smartphone hiatus.

In total, Connect Analytics was accessed 1121 times; 222 of these occasions
were just to view the analytics with no logging activity or ‘clicks’, e.g. data inter-
rogation recorded. Figure 8.3 shows that usage fluctuated over the semester. For
context focus groups took place in week 1 and interviews were conducted in weeks
8 and 14; whilst the intrusion of the data collection activities will certainly have
impacted the weekly login statistics, the chart shows that analytics engagement is
more active during teaching time.

Fifteen students engaged with part one of the interviews and thirteen went on to
engage with part two. Fifty-six percentage (n = 44 / 78) of students who signed up
to Connect Analytics engaged with the self-capture data functionality at least once.
Table 8.2 summarises individual student activity as per their frequency and regular-
ity of using the platform.

For brevity those students with no logging activity whatsoever are not included
in Table 8.2 but are discussed alongside sporadic users in (see 8.3.2.5). Table 8.3
shows that the most frequent users were studying business but were the least regular
in terms of their activity pattern. Design students appear to have above average fre-
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Fig. 8.3 Students logins to Connect Analytics by week of semester

quency of use however this was due to ‘Studentl5’ exhibiting excessive logging
behaviour (z = 5.3) compared to the rest of the group which inflated the results.
Removing Student15 from the cohort as an outlier shows that design students were
the least frequent users of the platform.

Individual students were grouped based on their frequency and regularity of
Connect Analytics activities. The typologies which emerged in the trace data pro-
vided a useful structure for triangulating and synthesising the focus group and inter-
view transcripts to highlight patterns and trends. They are discussed hereafter.

8.3.2.1 Somewhat Active but Irregular Users (N = 12)

These students mainly cited that their adoption of analytics was driven by a desire
to see their grades and track comparative academic progress. Several hypothesised
that engagement with and commitment to university would influence analytics
usage; ‘I think there could be a correlation, not between intelligence, but those who
do well by engaging with their material and those who engage with the app’
[Interviewee 2]. These students were disappointed that the grade average only
updated with summative module assessment marks; this caused them to use the app
less as the semester progressed stating that the grade information did not change
frequently enough for it to be useful. Capturing and tracking their own data was
generally deemed to be too subjective to be useful but they did try it; ‘it didn’t really
mean anything to me’ [Interviewee 5]. These students were not negative about ana-
Iytics or their irregular usage because they took an individualised perspective
towards its utility:
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Table 8.2 Users grouped by frequency and regularity of self-data capture

147

Student Frequency (z) Regularity (z) Type

Studentl -0.3 0.8 Somewhat active, irregular
Student2 0.4 -2.3 Active, regular

Student3 -0.2 -0.2 Somewhat active, irregular
Student4 —0.5 14 Sporadic

Student5 0.0 0.1 Active, irregular

Student6 -04 0.8 Somewhat active, irregular
Student7 -0.4 0.8 Somewhat active, irregular
Student8 -0.5 0.4 Sporadic

Student9 1.2 -19 Active, regular

Student10 1.3 -1.6 Active, regular

Student11 —0.1 0.4 Somewhat active, irregular
Student12 0.1 -0.2 Active, irregular

Student13 0.4 -0.2 Active, irregular
Student14 2.6 -0.6 Active, regular

Student15 53 -1.9 Active, regular

Student16 -0.2 0.4 Somewhat active, irregular
Student17 —0.1 -1.6 Somewhat active, regular
Student18 0.3 0.1 Active, irregular

Student19 0.7 0.1 Active, irregular
Student20 -0.5 0.1 Somewhat active, irregular
Student21 -0.2 -0.9 Somewhat active, regular
Student22 0.0 -0.9 Active, regular

Student23 -0.2 1.4 Sporadic

Student24 -0.3 -1.3 Somewhat active, regular
Student25 -0.5 1.1 Sporadic

Student26 —0.5 —0.2 Sporadic

Student27 -0.4 1.1 Sporadic

Student28 —-0.4 0.8 Somewhat active, irregular
Student29 -0.4 -0.6 Somewhat active, regular
Student30 —-0.4 14 Sporadic

Student31 -0.5 -0.6 Inactive, regular

Student32 -0.4 -0.6 Somewhat active, regular
Student33 -0.5 -1.3 Inactive, regular

Student34 -0.5 0.4 Sporadic

Student35 —-0.4 —0.2 Somewhat active, irregular
Student36 -0.1 -1.3 Somewhat active, regular
Student37 -0.5 0.4 Sporadic

Student38 -0.5 1.1 Sporadic

Student39 -0.5 1.1 Sporadic

Student40 -0.3 0.8 Somewhat active, irregular
Student4 1 -0.4 0.4 Somewhat active, irregular
Student42 -0.5 1.1 Sporadic

Student43 -0.3 1.4 Sporadic

Student44 -0.4 0.4 Somewhat active, irregular
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Table 8.3 Average and range frequency and regularity of use by subject

Subject Frequency average | Frequency range | Regularity average | Regularity range
Business 0.2 1.2 -0.7 0.8
Other 0.0 0.4 -0.5 14
Design 0.1 5.3 0.2 1.4
Sport -0.3 0.7 0.1 1.4
Computer science | 0.0 2.6 0.1 1.1

We spent about ten hours in the library because we left an essay until the last minute [...]
that’s personally not something I even thought about logging because it didn’t feel like time
well spent. It just seemed like a last-minute rush and that’s not something I want to log. It’s
not ten hours that I'm proud of [Interviewee 4].

This group also challenged the usefulness of automatically captured data without
local context. Saying of comparative data on VLE logins: ‘It makes no difference
because for some classes the lecture slides are online. It makes sense that the data
isn’t the same and so it wouldn’t really help me do anything’ [Focus Group 2].
Design students did not see VLE data as being a metric for their success: ‘once
we’ve downloaded the thing we need, we don’t need to use it again, with everything
being more sketch-booky’ [Interviewee 7]. This student went on to elaborate on the
library loans feature; ‘I’m not bothered about data on my library books. Sometimes
it just depends on how many I can carry not how many I want to read’.

8.3.2.2 Active and Regular Users (N = 6)

When asked what they hoped to achieve from the platform, these students focussed
on two areas: improving organisation and quickly accessing high-level grade infor-
mation. ‘I use this app to create a balanced academic life across all modules. It has
allowed me to be confident in the organisation of my time. Especially in the exam
window’ [Interviewee 13]. Students in Group 2 also acknowledged that self-
capturing data was subjective but their overriding focus on planning rather than
benchmarking meant this positively translated to their needs. These students
believed that simplifying and centralising their data was a bonus and that it had an
aspect of fun about it.

This just takes all the information and puts it all in one place. It makes it really easy to flick
through, look at it and plan. I find the other stuff fun. How many books you have on loan,
how many times you’ve logged in to the VLE aren’t really useful per se. They don’t really
motivate you because they don’t really log your progress or anything but they’re just really
fun to check out [Interviewee 5].

Speaking of the goals section, this student also commented: ‘It’s very subjective
as it’s just 1-10 and nobody really knows what you would call a 1 and what you’d
call a 10. But that’s the fun in it’. These students were the biggest users of other
types of apps for studying. Three of the six cited previous experience in designing
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and coding apps, and all had a clear understanding of how data could be structured
and personalised to specific settings:
One student might log 100 hours for this part, 100 hours for the other part. For somebody
else in design it might sketchbook phases. So we might already know that we want around

100 pages, so they might say that, ‘I don’t care if it’s 25 research pages, or 25 development
pages, I just want 50 pages.” [Interviewee 10]

8.3.2.3 Somewhat Active and Regular Users (N = 6)

These students placed less initial emphasis on the organisation and management of
their study habits and behaviours. They differ from Group 1 in their perception of
the other non-grade data. Instead of disengaging with the platform when they
realised that grades did not update regularly, they switched to using self-captured
data with the consensus that it was fun and ‘some data is better than no data’
[Interviewee 3]. This meant their usage persisted consistently but not in the manner
they originally intended. The subjectivity of self-captured data was actively man-
aged through self-reflection: ‘I like logging progress. I've adjusted the way I look at
it’ [Interviewee 11]. These students were ambitious and keen to use multiple meth-
ods and tools to achieve their goals; commonly this included daily pen-and-paper to
do lists to visualise their plans. Most students admitted that, despite its advantages,
analytics complemented but did not replace their handwritten task lists fearing that
digital task lists would overcomplicate the process and become less bespoke to them
by standardising rules and categories.

8.3.2.4 Active but Irregular Users (N = 5)

These five users had a distinct and differentiating focus: self-tracking in the goals
section. The high volume of activity for this group is mainly due to the level of data
points created when interacting with the eight different goals and as such their activ-
ity counts are inflated compared to the other groups. Students who tracked their
goals typically did not engage with other sections of the app and had little interest
in the data of others. They used it only when they perceived their circumstances
required them to rather than habitually: ‘It is good to reflect on my goals. Although
I change a lot and am very much in flux I think where I want to be is pretty much
consistent, so I keep them there to stay on track’ [Interviewee 9].

8.3.2.5 Sporadics and Users with No Logging Activity (N = 49)

The only way to understand the usage behaviours of students with little or no trace
activity is through qualitative enquiry. However these students are typically harder
to engage; only a few students signed up for the focus groups and none attended the
interviews. Their non-adoption of specific elements of learner analytics is difficult
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to ascertain without further research. Those who did attend focus groups reported
that the self-tracking features did not integrate enough into their experiences to be
worthwhile: ‘the reason I’'m not using it is I feel it is very subjective. I could drag
that thing back and forth all I want but it doesn’t really mean anything’ [Sporadic
user in Focus Group 1]. Design students were notably positive about the concept of
logging their study hours to prove when they were in the studio; however, in reality,
this did not materialise for the majority. During the interviews some said they found
using their phones in the studio for any purpose ‘too distracting’ and were actively
avoiding it. Checking their data sporadically was useful for maintaining a feeling of
motivation, but they felt that comparative data, which had perceived risks to per-
sonal and community wellbeing, should be optional and customisable.

8.3.3 Students’ Feedback on Connect Analytics After the Live
Pilot

Of the 72 students who signed up to access Connect Analytics, 45.8% (n = 33) com-
pleted the end of project survey; of the 275 students who did not sign up to Connect
Analytics, 17.8% (n = 49) completed the survey. The completion of the post-project
survey was low amongst those who signed up but did not use the platform (n = 8).
These students thought it was ‘too crowded’ or said they ‘forgot about it’. One stu-
dent remarked in the free text field, ‘I was expecting personality type tests, advice
and mementos of when and what to do’, which corroborated sentiments from the
focus groups. Respondents who did not sign up to access Connect Analytics cited a
variety of reasons such as they did not notice or receive an email invitation, they
forgot to sign up or they did not want to use more of their phone’s memory. Only
one student cited privacy concerns as the reason for not signing up.

Tables 8.4 and 8.5 summarise the results of questions which sought to under-
stand whether students’ perception of their personality and relative academic per-
formance correlated with their adoption and use of Connect Analytics.

Students who felt ‘organised” were less likely to sign up citing that they did not
feel they needed to track themselves. Conversely there are directional data to sug-
gest that students who perceived themselves as being ‘forgetful’ were more likely
than not to sign up; this had no impact on their adoption of the platform over the
semester and may be due to small sample sizes. “This does however align with the
topic of ‘forgetfulness’ which emerged in the interviews; ‘reminders is the main
thing I thought that this app should do’ (somewhat active but irregular user,
Interviewee 4). Ongoing usage was significantly lower for students who perceived
themselves to be shy, and there is evidence to suggest that a perceived creativity
may also be an influencing factor although half of these students were designers.
Despite much discussion in both the focus groups and interviews about using data
to positively drive competition, no meaningful statistical relationship could be
quantified in terms of its influence on adoption.
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Table 8.4 Self-stated personality style versus initial platform adoption and ongoing usage
p p p

Self-stated Sign | Didn’t One- Two- Didn’t | One- 4
personality up sign up tailed | tailed Used | use tailed Two-tailed
Organised 4/33 14/49 0.04% 1 0.09 4/25 | 0/8 0.15 0.29
Forgetful 7/33 4/49 0.07- 0.10 6/25 | 1/8 0.33 0.58
Reliable 5/33 13/49 0.19 0.26 5/25 | 0/8 0.12 0.19
Consistent 7/33 6/49 0.19 0.34 7/25 | 0/8 0.12 0.12
Eratic 4/33 2/49 0.11 0.21 2/25 | 2/8 0.14 0.24
Engaged 8/33 8/49 0.25 0.46 6/25 | 2/8 0.50 1.00
Confident 9/33 10/49 0.33 0.57 7/25 | 2/8 0.50 0.90
Focused 5/33 11/49 0.33 0.57 5/25 | 0/8 0.12 0.19
Motivated 11/33 18/49 0.40 0.77 8/25 | 3/8 0.48 0.84
Collaborative 4/33 9/49 0.33 0.57 2/25 | 2/8 0.14 0.24
Shy 4/33 9/49 0.33 0.57 1725 | 3/8 0.02+ 0.02+
Creative 8/33 10/49 0.36 0.70 4/25 | 4/8 0.04+ 0.06 -
Competitive 7/33 9/49 0.40 0.77 7/25 | 0/8 0.12 0.12
Introverted 6/33 7/49 0.36 0.65 4/25 | 2/8 0.48 0.73
Balanced 3/33 7149 0.33 0.57 1725 | 2/8 0.06 0.07 -
Pessimistic 1/33 4/49 0.21 0.37 1725 | 078 0.48 0.73
Diligent 2/33 2/49 0.37 0.71 2/25 | 0/8 0.32 0.57
Stimulated 1/33 0/49 0.19 0.24 025 1/8 0.12 0.12

Significance code: *** p < 0.001, ** p < 0.01, *p < 0.05, p < 0.1
Barnard’s exact test

Table 8.5 Perceived academic performance versus initial platform adoption and ongoing usage

p p p p

Self-stated Sign | Didn’t One- Two- Didn’t | One- Two-
personality up sign up tailed | tailed | Used |use tailed | tailed
Top of the class 12/33 11/49  10.10 0.19 11725 1/8 0.12 0.13
Around average for | 19/33 37/49 1 0.07 0.09 13/25 | 6/8 0.15 0.29
my class

Below average for | 2/33 1/49  10.24 0.43 1/25 1/8 0.26 0.47
my class

Significance code: *** p < 0.001, ** p < 0.01, *p < 0.05, p < 0.1

No significant relationships were found between students’ perceptions of their
academic performance and their propensity to adopt analytics; however, students
who felt they were top of the class were more likely to use the grade average func-
tion (11/12 users) and cite their reasons for using analytics as being for comparative
academic reasons: ‘it’s motivation to be better than others’ and ‘it has allowed me
to have clear comparisons between my own work and others in my class’. This is in
contrast to the students who felt they were around or below average academically
who reported lower usage of grade functions (13/21, p = 0.03) and were more likely
to use the app to keep themselves on track for their modules.
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In order to explore the idea of ‘signposting and support’, students were asked
whether accessing analytics had led them to engage with academic staff or support
services. Only two students said that it had, both of which said it made them seek
the advice of their tutor on how to improve their grades.

8.4 Discussion: Understanding Students’ Adoption
of Learner Analytics

Two thirds of students reported in the first survey that they used data about them-
selves to make decisions. Students most likely expect data to affect their actions
rather than thoughts or feelings. The focus groups offered further insights that stu-
dents expected the analytics platform to triage issues and signpost to support ser-
vices. It was, on a basic level, expected to encourage positive study actions. Only
two students reported that they sought help from a tutor as a result of the data and
generally it was not the case that analytics had a direct widespread impact on stu-
dents engaging in new activities. Accessing analytics helped to inform the frequency
or focus of students’ existing activities. It is argued that analytics may only have the
reach to motivate new actions and behaviours for a small subgroup of regular and
confident adopters.

The first survey highlighted that grades were expected to be the most useful data-
set with qualitative analysis, later providing insight that this is both to evaluate
previous performance and plan future academic improvement. Students who per-
ceived themselves to be successful academically were more likely to use grades data
which suggests it is affirming rather than inspiring. VLE was also expected to be
useful and previous research suggests that the outcomes of MOOC and blended
learners can be improved by sharing online engagement data. However, in an on-
campus setting, VLE data seem less valuable; in reality the users of certain disci-
plines were less sure how to interpret it meaningfully and questioned its
appropriateness as a proxy for their learning style. This is an important finding as it
demonstrates how learner analytics, particularly extracted models, may increase
adoption by adapting to modes of teaching and learning styles.

The results suggest that the perceived usefulness of different datasets differ by
subject; good proxies for engagement are different for designers who may gauge a
successful day in terms of sketch book pages or time spent in the studio versus sub-
jects with a greater emphasis on essay progress or time spent in the library.
Furthermore, students of vocational subjects such as nursing, social work and edu-
cation were hesitant to engage with analytics around academic performance because
of the impact on community spirit. This does not necessarily mean that learner
analytics only has traction for certain subject areas only that students adopt and
respond to data differently based on their discipline. This may mean different data-
sets and comparator groups within an agile learner analytics model. Catering to the
personality differences and values which manifest in academic tribes presents chal-
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lenges for multidisciplinary institutions which want to offer a standard analytics
solution to all students.

By consolidating data from hard-to-navigate platforms, analytics can allow stu-
dents to locate themselves on their educational journey; for some this is relative to
their goals whereas others are keen to orientate themselves relative to peers. As such
data and analytics are merely stimuli within the students’ experience helping them
to reflect and react. Unexpectedly, as stimuli it was also found to be fun. Contrary
to the expectations reported in the university-wide survey, adopting learner analyt-
ics leads many users to think and feel differently; this is an interesting juxtaposition
of expectations and actual experiences. Those who accessed Connect Analytics
often discussed how it made them feel in terms of their motivation, sense of control
and performance; debating implications that comparative data could have on emo-
tions was particularly prevalent. Although it was popular for students to want a
second dataset with which to compare, it was found that male students and interna-
tional students had the greatest appetite for comparing their data to top of the class.

The cadence of data updates was also found to influence adoption based on stu-
dents’ appetite for new information. More granular data such as module component
marks which are often available earlier in the semester may have increased adoption
amongst users in this study but may also have hindered it by making the platform
‘busy’. It is important to recognise that students do not all engage with analytics
regularly and consistently. A minority of students will habitually engage with ana-
lytics but the majority will naturally fluctuate. These peaks and troughs are in line
with their changing perceptions and goals, their teaching schedules and the key
points in the academic calendar such as exams. A deeper understanding of these
factors will help to encourage a positive model of engagement rather than penalis-
ing students for their lack of use. There is no reason to believe that periods of inac-
tivity mean analytics has failed to be adopted; even sporadic users engage at points
they feel are appropriate and relevant for them.

One of the most definitive factors influencing students’ adoption of data and
analytics is its role in the organisation and management of study habits and behav-
iours; unlike embedded analytics, this is core to extracted analytics because the data
presented are not of any academic value but instead support study holistically.
Specifically, they support an existing and prevalent culture of tasklisting amongst
students and add detail and precision to their plans. Most students admitted that
analytics complimented but did not and was unlikely to ever replace their handwrit-
ten task lists. Conversely, there were students who wanted to use analytics but could
not organise themselves to do so.

Whilst it is encouraging for the field of learner analytics that the majority of
students in this study were open about the possibilities of using data analytics, the
self-selection of students to the surveys, focus groups and interviews may have
exaggerated this finding. Students who chose not to actively disclose their demo-
graphic data felt less certain that they would use analytics to make decisions. This
is a demonstration of the findings of Ifenthaler and Schumacher’s (2015) research
on student’s propensity to divulge personal data which correlates with their conser-
vative perception of the benefits of doing so (Ifenthaler & Schumacher, 2015).
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There will always be a subsection of the population for whom personalised data
raise concerns although these students generally represent a small percentage of the
community. There are opportunities for more open and transparent communication
around learner analytics including the opportunities articulated by students in this
research. These may alleviate apprehension and positively promote students as
active agents in learner analytics rather than as passive consumers of data.

Students’ adoption of learner analytics is found to be similar to that of other digi-
tal pedagogies such as game-based learning, in that it intersects with their expecta-
tions, level of interest and engagement (Eseryel, Law, Ifenthaler, Ge, & Miller,
2014). It is argued that students’ propensity to adopt analytics is influenced by their
existing relationship with data, their discipline, their perception of self and the con-
nections between these factors and the following four expected benefits:

1. Improved knowledge of academic standing (e.g. compared to personal goals or
class benchmark)

2. Better informed organization and study management

. In situ signposting to relevant support services

4. Curiosity and fun

(O8]

Learner analytics emerges as a vastly more personalised process than has previ-
ously been presented and so it follows that it has drawn the attention of literature on
capitalist higher education platforms which often criticise the deployment of analyt-
ics for personalised services. Hall (2016) argues that educational data platforms
facilitate a Foucauldian model of experience whereby students are microentrepre-
neurs; for learner analytics this implies a movement away from institutional and
faculty led initiatives towards the self-service and self-support model. This study
argues that data, extracted from one platform and presented in another, are capable
of impacting students’ behaviours and perceptions; the platform can facilitate and
empower students to impose their individualities and experiences on to data in a
way which becomes personalised and thus meaningful. It is therefore asserted that
to assume learner analytics could ever be a ubiquitous tool for self-regulation is an
oversimplification. Zimmermanm (1989) argues that self-regulation relies on stu-
dents’ strategies, perceptions of self and goals; undoubtedly there are elements of
that in learner analytics. This study finds that learner analytics supports and refines
but also disrupts and is disrupted by this process. Some students may positively
regulate their learning as a result of analytics, but there are personality types and
learning styles which do not orientate using data alone and so it is not generally
applicable. Students’ perceptions of self and others fluctuate throughout the semes-
ter; even personal goals are not constant. Students may change tactics, but their
overarching strategies are rarely moved by data.

Students should be supported to use learner analytics. Designated materials and
resources which introduce the process of extracted analytics may mitigate negative
consequences arising in isolation such as confusion over an engagement metric or
disappointment at a bad grade. The ability to tailor comparator sets and customise
data may alleviate anxiety; however, customisation may also lead to certain sub-
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groups ‘hiding’ from data. Allowing data to be hidden does not support students to
deal with situations or empower them to take agency in their academic develop-
ment; providing all data and encouraging them to cherry-pick may prove the best
balance.

In spite of the complexities at play in the adoption of learner analytics, there is a
lighter side to data and one which is underplayed in learner analytics literature to
date; most users enjoy consuming their data. Fun is particularly important for
learner analytics adoption because the lack of an intermediary to make sense of the
data has the risk of disengaging or demotivating students. That their engagement
with analytics can be classified as ‘a bit of fun’ acknowledges that there are equally
important non-quantifiable aspects of their experiences as students. It also helps
practitioners to better appreciate the relative value of extracted data within a far
broader context that varies for each individual student.

8.5 Conclusions

At the beginning of the academic year, data were gathered across a broad range of
subjects to understand students’ expectations of personalised data and analytics;
this was followed by a smaller study to observe those expectations in reality and
contextualize adoption. The research, although modest in scope and accepting of its
limitations, has been successful in gathering a wide variety of data which have
herein been presented as exploratory insights into students’ adoption and usage of
extracted data analytics in their learning environment. It has established that stu-
dents’ propensity to adopt analytics is influenced by their existing relationship with
data, their discipline, their perception of self and the connections between these
factors and the following four benefits: analytics for orientating oneself academi-
cally; analytics for improved organization and management; analytics for signpost-
ing to support; analytics for fun.

Students are overwhelmingly of the opinion that analytics should better link with
university resources to ensure that their data have purpose and therefore what can be
asserted is that extracted analytics has a burden to be interconnected with the sup-
port fabric of a university in the same way that embedded analytics should marry
with pedagogy. Whilst this is the initial articulation of the factors influencing learner
analytics adoption, the underlying theory for behavioural change as well as a deeper
understanding of students’ rejection of analytics requires further refinement. The
complexity of students’ engagement with analytics has implications for many fields
of research not just educational studies. From demographic and disciplinary differ-
ences to emerging styles derived from perceptions of self and data about self, it is
clear that extracted learner analytics has some way to go to reach a state of general
adoption and is unlikely to ever be ubiquitous. We must continue to engage with
students to understand the ways in which both their adoption and rejection of ana-
lytics may influence the growing industry of ‘edtech’.
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Chapter 9
Learning Analytics and the Measurement
of Learning Engagement

Dirk Tempelaar, Quan Nguyen, and Bart Rienties

9.1 Introduction

The topic of student engagement is of crucial importance because of its close con-
nection to self-regulated learning, the condition sine qua non for all learning, and
learning in technology-enhanced learning environments in specific (Ifenthaler,
Gibson, & Zheng, 2018a, 2018b). Nevertheless, beyond a general agreement on the
importance of the construct, engagement could be described as the holy grail of
learning, (Sinatra, Heddy, & Lombardi, 2015, p. 1), research literature demonstrates
a lack of agreement on how to operationalize learning engagement. Traditional edu-
cational research applies survey instruments to investigate the role that engagement
plays in the learning process. One of the instruments broadly validated in empirical
research is the motivation and engagement scale (MES), based on the ‘motivation
and engagement wheel’ framework (Martin, 2007). This instrument distinguishes
cognitive or motivational and behavioural or engagement facets, and within each
category, adaptive and maladaptive facets. Of more recent times is the data analyt-
ics—inspired research tradition of investigating traces in digital learning environ-
ments to operationalize learning engagement (see, e.g., Azevedo, 2015; Ifenthaler
etal., 2018a, 2018b). Some proponents of the data analytics tradition base the choice
for engagement measures generated by logs on a total denial of the validity of survey
type of data. However, more in general, one can observe that empirical studies in
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learning engagement are typically based on survey data, or log data, but nearly never
attempting to integrate both approaches (Christenson, Reschly, & Wylie, 2006).

The aim of this chapter is to provide such ‘multi-modal data’-based contribution
to the research of student engagement in learning. In this study, not only quantitative
aspects of engagement are investigated in terms of measured or self-reported inten-
sity of learning activities but also qualitative aspects of engagement. For example,
learners make conscious choices of what type of learning activity to engage, such as
using un-tutored and tutored problem-solving as well as worked examples (Aleven,
McLaren, & Koedinger, 2006; Aleven, McLaren, Roll, & Koedinger, 2004; Aleven,
Roll, McLaren, & Koedinger, 2016; McLaren, van Gog, Ganoe, Karabinos, &
Yaron, 2016). This line of research investigates learning behaviours and student’s
preferences for feedback formats in their learning. Traditionally, research on the use
of worked examples and other instructional formats of problem-solving took place
in the non-authentic settings of labs, along the lines of an experimental design with
the different instructional formats as different treatments, in search for differences
in efficiency and effectivity of learning. The introduction of learning analytics
(Ifenthaler, 2015; Ifenthaler, Yau, & Mah, 2019), and, more in general, the use of
technology-enhanced instruction, created new opportunities for the research of stu-
dents’ preferences for different formats of learning feedback. It made it possible to
move from the lab to authentic educational setting, to move from the experimental
design to observational settings, investigating individual differences in preferences
for feedback formats rather than the efficiency or effectivity of them. This develop-
ment led to a convergence of learning analytics-based studies in the use of feedback
by students, such as Ifenthaler (2012), and instructional design-based research, such
as Aleven et al. (2004, 2006, 2016) and McLaren et al. (2016). Our current study is
aligned with this development, adding an extra dimension to the research of stu-
dent’s preferences: the temporal dimension (Rienties, Cross, & Zdrahal, 2017). Our
study builds on previous research by the authors (Nguyen, Tempelaar, Rienties, &
Giesbers, 2016; Rienties, Tempelaar, Nguyen, & Littlejohn, 2019; Tempelaar,
Rienties, & Giesbers, 2015; Tempelaar, Rienties, Mittelmeier, & Nguyen, 2018;
Tempelaar, Rienties, & Nguyen, 2017; Tempelaar, Rienties, & Nguyen, 2018) that
focused on the issue of early prediction of drop-out or low performance.

9.2 This Study

The integration of the two approaches of operationalizing learning engagement, the
survey approach and the data analytics approach, is the primary goal of this empiri-
cal study. The integration of both approaches is enabled by the dispositional learn-
ing analytics context of the course we investigate. The instructional format is that of
blended or hybrid learning, which generates a rich set of log variables that are indi-
cators of learning engagement. Examples of such indicators are overall student
activity in the digital learning tool as measured by the number of attempts to solve
problems and time-on-task, next to more specific indicators as the number of worked
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examples studied and the number of hints called for or, very specific to this context,
the number of finished packages. Problems are offered to students in the format of
small sets of related problems, called a package. A finished package is when a stu-
dent studies all problems of such a set in one run. All of the measurements of these
indicators are dynamic in nature: they are measured in each of the eight sequential,
weekly learning cycles. The dispositional aspect of our research refers to the admin-
istration of several self-report surveys that measure learning dispositions of stu-
dents, both at the start of the course and during the course.

9.2.1 Context

This study takes place in a large-scale introduction course in mathematics and sta-
tistics for first-year students of a business administration and economics program in
the Netherlands. The educational system can best be described as ‘blended’” or
‘hybrid’. The most important component is face-to-face: problem-based learning
(PBL), in small groups (14 students), coached by expert tutors (in parallel tutor
groups). Participation in the tutor group meetings is required. The online component
of the blend is optional: the use of the two e-tutorial platforms SOWISO (https://
sowiso.nl/) and MyStatLab (MSL). This design is based on the philosophy of
student-centred education, in which the responsibility for making educational
choices lies primarily with the student. Since most of the learning takes place out-
side the classroom during self-study through the e-tutorials or other learning materi-
als, the class time is used to discuss how to solve advanced problems. The educational
format, therefore, has most of the characteristics of the flipped-classroom design in
common. The intensive use of the e-tutorials and achievement of good scores in the
e-tutorial practice modes is encouraged by giving performance bonus points in
quizzes that are taken every 2 weeks and consist of items drawn from the same item
pools that are used in the practice mode. This approach was chosen to encourage
students with limited prior knowledge to make intensive use of the e-tutorials.

In the use of the e-tutorials, three different learning phases can be distinguished.
In Phase 1, students prepare for the next tutorial session. Knowing that they will
face the discussion of ‘advanced’ maths problems in that tutorial session, students
are expected to prepare by self-study outside class, e.g., by studying the literature
together with some peers, or practising in the e-tutorials. Phase 1 was not formally
assessed, other than that such preparation allowed students to actively participate in
the discussion of the problem tasks in the tutorial session. Phase 2 was the prepara-
tion of the quiz session, one or 2 weeks after the respective tutorial. The three quiz-
zes were taken every 2 weeks in ‘controlled” computer labs and consisted of test
items that were drawn from the same item pools applied in the practising mode.
Although the assessment through quizzes was primarily for formative purposes,
students can score a bonus point in each quiz that is added to their written exam
score. Phase 3 consisted of the preparation of the final exam, at the end of the
course. The written exam was a multiple-choice test of 20 questions on mathematics,
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Table 9.1 The three learning phases: preparing the tutorial session as Phase 1 (light grey),
preparing the quiz session as Phase 2 (grey), and preparing the exam as Phase 3 (dark grey)

Week 1 Week 2 Week 3 Week 4 | Week 5 Week 6 | Week 7 Week 8
Topic Week 1 Phase 1 Phase2 | Phase2 | Phase3 | Phase3 | Phase3 | Phase3 | Phase3
Topic Week 2 Phase 1 Phase2 | Phase3 | Phase3 | Phase3 | Phase3 | Phase3
Topic Week 3 Phase 1 Phase 2 | Phase2 | Phase3 | Phase3 | Phase3
Topic Week 4 Phase 1 | Phase2 | Phase3 | Phase3 | Phase 3
Topic Week 5 Phase 1 | Phase2 | Phase2 | Phase3
Topic Week 6 Phase 1 | Phase2 | Phase 3
Topic Week 7 Phase 1 | Phase 3

as well as 20 questions on statistics. These questions could be practised using text-
book materials and e-tutorial modes. The final exam is mostly summative of nature
and has by far the largest share in the course score (86%). Students’ timing deci-
sions, therefore, are related to the amount of preparation in each of the three con-
secutive phases and are summarized in Table 9.1.

The subject of this study is the full cohort of students 2018/2019 (1072 students).
The diversity of the student population was large: only 21% of the student popula-
tion was educated in the Dutch secondary school system, compared to 79% edu-
cated in foreign systems, with 50 nationalities. A large part of the students had
European nationality, with only 4.0% of the students from outside Europe. Secondary
education systems in Europe differ widely, particularly in the fields of mathematics
and statistics. It is, therefore, crucial that this introductory module is flexible and
allows for individual learning paths. On average, students spend 27 hours connect
time in SOWISO and 32 hours in MSL, which is 30% to 40% of the 80 hours avail-
able to learn both subjects. Although students work in two e-tutorial platforms, this
analysis will focus on student activity in one of them, SOWISO, because of the
availability of fine-grained and time-stamped log data.

9.2.2 Instrument and Procedure

Both e-tutorial systems SOWISO and MSL follow a test-driven learning and prac-
tice approach. Each step in the learning process is initiated by a problem and stu-
dents are encouraged to (try to) solve each problem. If a student has not (fully)
mastered a problem, he or she can ask for hints to solve the problem step by step or
ask for a fully worked out example. Upon receipt of feedback, a new version of the
problem is loaded (parameter based) to enable the student to demonstrate his or her
newly acquired mastery. The alternative feedback strategies that students can choose
for are:

e Check: the unstructured problem-solving approach, which only provides correct-
ness feedback after solving a problem
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e Hint: the tutored problem-solving approach, with feedback and tips to help the
student with the different problem-solving steps

* Solution: the worked examples approach

* Theory: asking for a short explanation of the mathematical principle

Our study combines log data from the SOWISO e-tutorial with self-report data
that measure learning dispositions, and course performance data. Azevedo (2015)
distinguishes between log data of product type and process type, where click data is
part of the process data category. In this study, we will focus on process data only,
such as the clicks to initiate the learning support mentioned above of Check, Hint,
Solution and Theory, since those represent the engagement of students with learning
in the e-tutorial. SOWISO reporting options for log data are very broad, which
requires making selections from the data. All dynamic log data were assigned to the
three consecutive learning phases in line with the scheme depicted in Table 9.1, next
aggregated over time, to arrive at static, full course period accounts of log data. For
all three learning phases, six log variables were selected:

e #Attempts: the total number of attempts at individual exercises

* #Examples: the number of worked examples called

» #Hints: the number of hints called

e #Views: the number of theory pages in which a mathematical principle is
explained, called

e #Packages: the number of sets of related exercises that all correspond to one
mathematical principle a student finishes

e TimeOnTask: total time on task in problem-solving

Survey-based engagement indicators are taken from the MES-instrument,
derived from ‘Motivation and Engagement Wheel” framework by Martin (2007).
Martin breaks down learning cognitions and learning behaviours into four catego-
ries of adaptive versus maladaptive types and cognitive versus behavioural types.
The classification is based on the theory that thoughts and behaviours can either
enable learning and act as boosters or hinder learning by acting as mufflers and guz-
zlers. The instrument Motivation and Engagement Wheel (Martin, 2007) provides
an operationalization of the four higher-order factors into 11 lower-order factors.
Self-belief, Value of School, and Learning Focus shape the adaptive, cognitive fac-
tors, as cognitive boosters. Planning, Task Management, and Persistence shape the
behavioural boosters. The mufflers, maladaptive cognitive factors are Anxiety,
Failure Avoidance, and Uncertain Control, while Self-Sabotage and Disengagement
are the maladaptive, behavioural factors or guzzlers. Cognitive factors are best
interpreted as learning motivations, whereas the behavioural factors represent facets
of learning engagement. In this study, we apply student scores administered in the
first week of the course so that these survey-based engagement scores can be taken
as antecedents of the log-based engagement indicators.
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9.2.3 Data Analysis

Given the purpose of connecting the data analysis with student feedback and inter-
ventions, we opt for person-centred methods rather than variable-centred methods
in the data analysis phase. Person-centred methods result in profiles of students
demonstrating similar learning behaviours. These profiles are constructed by two-
step clustering. The subsequent step in the analysis is to investigate profile differ-
ences with regard to the antecedents of these profiles, the student learning
dispositions, and with regard to the consequences of these profiles, the learning
outcomes. Inputs for the clustering step are all learning engagement indicators of
log type: the number of Attempts, Examples, Hints, Views, and Packages plus
TimeOnTask to prepare the tutorial sessions, to prepare the quiz sessions, and to
prepare the final exam, in total 18 engagement indicators. As a next step in the
analysis, differences between profiles were investigated with ANOVA, and predic-
tion equations were estimated with hierarchical regression models. In the derivation
of these prediction models, special attention was given to the issue of collinearity,
also coined as multicollinearity. Collinearity arises when predictors in a regression
model are correlated, what is typically the case in many learning analytics applica-
tions, where prediction models are estimated with learning logs as predictor vari-
ables. As a result of collinearity, regression coefficients are not stable but can take
surprising values, with large standard errors. When collinearity is strong, a rule of
thumb being the variance inflation factor exceeding the value of five, the model
needs to be adapted, e.g., by eliminating one of the highly correlated predictor vari-
ables. Ethics approval for this study was achieved by the Ethical Review Committee
Inner City faculties (ERCIC) of the Maastricht University, as file
ERCIC_044_14_07_2017.

9.3 Results

9.3.1 Descriptive Statistics of Survey-Based Measures

Survey-based measures of engagement that follow the ‘Motivation and Engagement
Wheel’ framework are administered with a Likert 1...7 scale having the value four
as the neutral anchor. Descriptive statistics are provided in Table 9.2.

Mean scores of adaptive cognitions and behaviours are all beyond the neutral
score. Most scores are quite high, with the exception of Planning: students perceive
their proficiency in planning their study at a rather modest level. Maladaptive cogni-
tions score, with one exception, below the neutral score. That exception is Anxiety:
students express high levels of anxiety, relative to the other maladaptive constructs.

Standard deviations are low for variables with extreme scores, both in the high
end of the scale (the adaptive constructs) and the low end of the scale (Disengagement),
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Table 9.2 Descriptive statistics of engagement measures from the ‘Motivation and Engagement
Wheel’ framework

Variable Scale Mean | Standard deviation | Cronbach alpha
Self-belief Adaptive cognitions 5.98 0.74 0.78
Valuing school 6.03 0.63 0.64
Learning focus 6.34 0.60 0.74
Planning Adaptive behaviours 4.84 1.06 0.78
Task management 5.62 0.94 0.76
Persistence 5.58 0.79 0.77
Anxiety Maladaptive cognitions | 4.63 1.29 0.84
Failure avoidance 2.49 1.27 0.84
Uncertain control 3.42 1.17 0.80
Self-sabotage Maladaptive behaviours | 2.18 1.02 0.80
Disengagement 1.73 0.73 0.65

with higher standard deviations found in variables ending up in the middle of
the scale.

Reliability scores range from satisfactory to good, with two exceptions: those for
Valuing School and Disengagement are weaker.

9.3.2 Cluster-Based Learning Profiles

The cluster analysis results in four different learning profiles, similar to previous
research when applying cluster analysis to longitudinal log data (Rienties et al.,
2019). The temporal aspect of the log data contributes strongly to distinguishing the
four profiles, much stronger than the aspect of different instructional formats. That
is students of different profiles first and for all concentrate on different learning
phases. The labelling of the clusters we have opted for is based on these temporal
aspects of learning processes:

* Profile Inactive students: The 257 students in this cluster demonstrate low
engagement levels in the e-tutorial. These students ‘opt-out’ with regard to the
digital learning environment and prepare themselves in different ways, or not at
all. The few learning activities in the digital mode are mostly in the second learn-
ing phase, the preparation of the quizzes.

* Profile Exam preparation: This smallest cluster counting 69 students prepares in
both the second and third learning phases. As the next cluster, their preparations
in the digital mode are primarily assessment based.

* Profile Quiz preparation: The largest cluster with 468 students shares with the
previous profile that preparations are directed at assessments but differs in tim-
ing: they focus completely on learning in the second phase, preparing the quiz
sessions.
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Fig. 9.1 Number of Attempts, for each of the three learning phases, and all four learning profiles

 Profile Tutor session preparation: These 315 students are the ‘ideal’ students in a
PBL-based curriculum: they seriously prepare the tutorial sessions by learning
and practising in the e-tutorial and finish their preparations in the second learning
phase, rehearsing to prepare the quizzes. They seem not to need any further prep-
aration in the third learning phase.

Figure 9.1 describes the differences between these four learning profiles graphi-
cally by means of the distribution of the number of Attempts over the three learning
phases, for each cluster. Other engagement indicators, as #Examples or TimeOnTask,
generate very similar patterns, due to the collinearity of engagement indicators.

Figure 9.1 makes clear that most students postpone learning until after the tuto-
rial session. It is only the approach of an assessment, first the quiz and later the final
examination, that creates sufficient stimulus to do most of the learning for students
in the first three clusters. Most of their learning takes place in the second learning
phase and is finished in the third learning phase. The exception to this pattern of
postponing the learning process is found in the last cluster, labelled as the profile
directed at the preparation of the tutorial session. Most of their learning takes place
in the first phase, and learning is finished in the second phase, leaving little to study
in the preparation of the final examination.
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Fig. 9.2 Means of course performance indicators Quiz, Grade and Exam, standardized to the
grading range 1...10, for the four different cluster-based learning profiles

9.3.3 Learning Profiles and Course Performance

The relevance of engagement indicators and student profiles based on these engage-
ment indicators is in the relationship with course performance variables. Figure 9.2
provides an impression of that relationship. There is indeed a consistent relationship
between profiles, ordered from less to more adaptive learning behaviours, and
course performance, where all course performance variables are re-expressed as
school grades (1...10). Differences between profiles are even larger when perfor-
mance is expressed in a pass or fail, because the typical passing benchmark is at 5.5.
Effect sizes of profile differences calculated by ANOVA analyses are 18.7%, 9.5%,
and 4.0% for Quiz, Grade, and Exam, respectively.

All three ANOVA analyses are statistically significant with significance levels
below 0.001. Post-hoc analyses indicate that differences in mean quiz scores are
statistically significant for all four clusters, whereas statistical significant differ-
ences in grades and exam scores refer to the differences between the fourth cluster
of students with the profile of preparing the tutor session, and the three other
clusters.
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9.3.4 Bivariate Relationships Between Engagement Indicators
and Course Performance

Although the several engagement indicators are collinear, bivariate relationships
with course performance variables demonstrate characteristic differences in pat-
terns (see Fig. 9.3). All correlations in Fig. 9.3 equal to 0.1 or larger are statistically
significant at significance levels of 0.001; correlations of absolute size of 0.075 or
larger are statistically significant at significance levels of .0land correlations of
absolute size of 0.060 or larger are statistically significant at significance levels of
0.05. Taking the strict benchmark of the 0.001 significance level implies that cor-
relations in the first three panels are mostly significant, but not those in the last panel
of Fig. 9.3.

First: The timing plays a crucial role in those relationships. Engagement indicators
referring to learning in the first phase are all positive, indicating that higher levels
of engagement correspond on average with higher performance levels. However,
bivariate relationships referring to the second learning phase become negative, or
approximately zero, for performance categories Grade and Exam: only Quiz per-
formance is positively related to some of the engagement indicators. That trend
continues into the third learning phase: all bivariate correlations are negative and
small in size.

Second: Quiz performance is more positively related to performance indicators than
the other performance categories, and final Grade is more positively related to
performance indicators than Exam score for mathematics.

Third: Highest correlations are found for the engagement indicator of finished
Packages, much higher than the indicators based on the number of clicks (such
as problem-solving Attempts started, the number of Examples studied) or Time
on task.

All phases Learning phase 1 Learning phase 2 Learning phase 3
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02 ’;\: \\,f .
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Fig. 9.3 Correlations of engagement indicators #Attempts, #Examples, #Hints, #Views,
#Packages, and TimeOnTask with performance indicators Quiz, Grade, and Exam, for the full
course and separate learning phases
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9.3.5 Multivariate Relationships Between Engagement
Indicators and Course Performance

In the multivariate relationships explaining the two course performance measures
from the set of traced engagement indicators, we find strong collinearity caused by
#Attempts and #Examples being collinear. To diminish collinearity and arrive at
variance-inflation-factors below five for all predictor variables, #Examples is
removed from all hierarchical regression relationships. What remains is weak col-
linearity, visible from the negative signs of several of the regression coefficients,
knowing that most bivariate relationships between engagement indicators and
course performance variables are positive (as discussed in the previous section). See
Table 9.3 for the regressions predicting Exam score and Table 9.4 for the regressions
predicting Quiz score. In Table 9.3, the only predictor variable with a consistent
positive regression coefficient is the number of Packages finished by the student.
The higher the number of finished packages, the higher the expected exam scores.
The other main predictor is the number of Attempts, always with a negative beta.

Negative betas are caused by collinearity of #Attempts and #Packages and need
to be interpreted as: for a given number of finished packages, students who need
more attempts to finish those packages are expected to score less well in exam, on
average. A similar relationship regards the number of Views: students who use more
views to finish a certain number of packages are expected to score less well in the
exam, on average.

The pattern of Table 9.3 is repeated in Table 9.4. Again, the number of Packages
students finish is the dominant predictor in explaining Quiz score. Collinearity
amongst the five log-based engagement constructs (more Attempts go with more
time-on-task with more Hints and more Views and lead to more finished Packages)
together with the dominant role of #Packages variable makes the other engagement
variables become non-significant, or significant but with a negative beta: if you need
more Attempts to reach a certain level of #Packages, it decreases the expected
Quiz score.

Table 9.3 Hierarchical regression equations explaining Exam score from log-type engagement
indicators, for the full sample and each of the four cluster-based profiles: betas (standardized
regression coefficients) and explained variation

Profile Profile tutor
Regression betas | Full inactive Profile exam | Profile quiz session
exam score sample students preparation preparation preparation
#Attempts —0.537 5% | —0.582:%x:% —0.166 —0.5293 3% —0.462s%3%
#Hints —0.037 —-0.103 —0.007 —0.060 —0.043
#Views —0.109#x | 0.023 -0.014 —0.119sx —-0.110
#Packages 0.637ses3 | 0.71 553k 0.186 0.375%33x 0.27 4553
TimeOnTask —0.002 0.038 —-0.089 0.021 —-0.061
R? 0.126 0.099 0.025 0.163 0.195

Note: ssx: p < 0.001; #3: p < 0.01
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Table 9.4 Hierarchical regression equations explaining Quiz score from log-type engagement
indicators, for the full sample and each of the four cluster-based profiles: betas (standardized
regression coefficients) and explained variation

Profile Profile tutor
Regression betas | Full inactive Profile exam | Profile quiz session
quiz score sample students preparation preparation preparation
#Attempts —0.345553% | —0.335%%3% 0.090 —0.418s%:x —0.386s 3%
#Hints —-0.015 —0.048 -0.010 —-0.037 —-0.035
#Views —-0.027 0.006 0.006 —0.038 0.019
#Packages 0.768sx3% | 0.70 1k 0.376% 0.5365% 3 0.29953k3%
TimeOnTask 0.015 0.070 —0.001 0.057 —-0.095
R? 0.258 0.193 0.196 0.145 0.121

Note: #skx: p < 0.001; sx: p < 0.01

When we compare the two tables, we find that performance in the Quiz is better
predicted than performance in the Exam. Since quizzes are administered in the
e-tutorials and quiz questions are similar to problems students practice with, this is
no coincidence. However, there is an exception to this rule, what can be seen by
comparing columns in the two tables. That exception regards the profile of students
who focus on the first learning phase, preparing the tutorial sessions. In this profile,
engagement indicators predict exam performance better than they do for quiz per-
formance. The relationships in the profile of the student who focuses on exam prep-
aration may differ from the relationships in other profiles, but the evaluation is
slightly more difficult, due to the small sample size of this cluster.

In all clusters, both #Views and TimeOnTask are statistically insignificant in the
prediction of exam and quiz performance. In all cases, we investigated the change
in the prediction equations would the main predictor, #Packages, not be incorpo-
rated in the regression equations. Without reporting these outcomes, the pattern that
emerges is that #Attempts becomes the main predictor, with positive betas in the
several regressions, and that TimeOnTask is the secondary predictor with negative
betas. Giving rise to the interpretation that for a given number of attempts, students
who need more time-on-task to do these attempts are expected to score less well in
exam and quiz.

9.3.6 Bivariate Relationships Between Survey-Based
Engagement Scores and Log-Based Engagement
Indicator

As a last step in the analysis, the relationships between the main log-based engage-
ment indicator, #Packages, and the survey-based engagement scores were investi-
gated. We express these relationships again as bivariate correlations (see Fig. 9.4).
The first observation from Fig. 9.4 is the dominant role of learning engagement
factors: both the adaptive (Planning, Task Management, and Persistence) and mal-
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Fig. 9.4 Correlations of engagement indicator #Packages with motivation & engagement survey
scores, for the full course and separate learning phases

adaptive behaviours (Self-Sabotage and Disengagement) are all statistically signifi-
cant related to #Packages (all correlations larger than 0.10 in absolute size are
statistically significant at 0.001 significance level), whereas the motivational vari-
ables are not, with one exception: Anxiety.

The second observation is that the maladaptive cognitions are not maladaptive in
the sense that they are positively related to #Packages as a measure of learning
engagement. Failure avoidance, Uncertain control and especially Anxiety, although
acting as mufflers to learning in general, tend to increase learning activity in the
digital learning environment.

The third observation is that the pattern of correlations is very different for the
first learning phase and the second and third learning phases. In fact, measured
learning activity in second and third learning phases is unrelated to any of the
engagement and motivation scores (with the single exception of activity in the sec-
ond learning phase being marginally significantly related to Disengagement).

9.4 Findings and Discussion

From a methodological perspective, our main finding emphasized the issue hetero-
geneity in engagement measures, in many different respects. There are different
indicators of engagement and the story they tell tends to be different. In this study,
we collected several kinds of click data, next to time on task data and engagement
data rather unique to this study: the number of finished packages, or complete runs
through a problem set. One of the main findings of this study is that basic measures
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of engagement as clicks and time are dominated in predictive power by this more
complex measure of engagement. And in a multivariate context, these clicks and
time-related engagement indicators get a reversed interpretation: relative to the
number of packages finished by a student, taking more time, or making more
attempts, has a negative impact on expected performance levels. The lesson we
learned from this is that learning engagement does not have a unique and straight-
forward operationalization. Different contexts may demand different operational-
izations and require investigations to find out what suits best.

Another source of heterogeneity is the timing of learning efforts. Profiting from
the existence of three clearly demarcated learning phases, we demonstrated that the
interpretation and impact of learning engagement indicators differ per learning
phase. Learning activities undertaken in the first learning phase, that of preparing
the tutorial session, tend to have a much stronger positive effect on course perfor-
mance than learning activities undertaken in later phases. This finding has major
repercussions for learning feedback and interventions. If the measurement of learn-
ing engagement has the purpose to signal inactivity in order to intervene, the ques-
tion is if such intervention can ever be in time. In our context, the first moment to
find out if a student fell short in the preparation of the tutorial session is at the start
of the second learning phase. That in itself leaves the student ample time to catch up,
unless learning activities in phases two and three appear to be consistently less
effective than those in learning phase one. (Note: it is dangerous to extrapolate data
from this study, since the effectivity of learning in later phases may be impacted by
doing an intervention that is not in place when we collected the current data set).

Differentiating the timing of learning over these three learning phases appeared
being a crucial facet of the four learning profiles: different types of learners prepare
in different ways with different temporal patterns. Moreover, and of crucial impor-
tance in the context of this study, different engagement indicators are relevant to
these different profiles.

Profiles are predictive for course performance, with profiles of more and more
timely engagement achieving higher levels of performance. Largest effects are for
quiz scores, due to the circumstance that quiz questions are generated from the same
item pools students work with in the practice mode of the e-tutorials, and in line
with general findings that engagement better predicts low-level tests than high-level
tests (Sinatra et al., 2015). Highly engaged students who practised many problem
sets have a cognitive advantage over less well-prepared students. Remarkably, the
next highest effect size is found in the course grade, rather than the mathematics
exam score. The course grade is a weighted mean of quiz and exam scores of both
mathematics and statistics. Where engagement indicators summarizing learning
activities of mathematical content will represent both cognitive and behavioural
aspects, those same indicators will not signal the knowledge of statistical concepts.
The effect on course grade being stronger than the effect on exam score thus indi-
cates that the behavioural aspect is not limited to learning mathematics only but
extends to the learning of other topics.

Diversity by learning phases is not restricted to the consequences of learning in
different phases, as addressed above. Diversity also refers to the antecedents of



9 Learning Analytics and the Measurement of Learning Engagement 173

learning activity in the several learning phases. All of the engagement factors from
the motivation and engagement wheel framework are related to measured engage-
ment in phase one, all along expected directions: the booster behaviours are posi-
tively related to the number of finished packages; the guzzlers or maladaptive
behaviours are negatively related to the number of finished packages. However,
learning in phases two and three is, with one exception, unrelated to any of the dis-
positional measures of engagement.

Next to heterogeneity, another crucial concept in the analysis of engagement data
is collinearity. We found strong collinearity in our set of traced engagement scores
and corrected for that by leaving out one of the engagement variables from multi-
variate modelling. The resulting data is still containing weak collinearity, visible
from the differences between multivariate and bivariate relationships. In our con-
text, we find that the number of attempts and time on task are negatively related or
unrelated to performance indicators, rather than positively related.

From a theoretical perspective, our findings highlighted the relationship of
behavioural trace data with the antecedents of measured engagement: the engage-
ment dispositions. If the outcomes of predictive modelling suggest that some at-risk
students would profit from becoming more engaged, it is a poor intervention to tell
those students to spend more time-on-task, try more attempts or finish more pack-
ages. Such interventions are tackling the symptoms rather than the causes of low
engagement. The causes of low engagement might be found in the learning disposi-
tions students bring to class based on previous learning experiences. Examples of
learning dispositions associated with engagement as measured in the learning plat-
form are low levels of booster behaviours, such as Planning, Task Management and
Persistence, and high levels of guzzlers, the maladaptive behaviours as Self-
Sabotage and Disengagement. One can imagine designing learning interventions
that address these dispositions. But even if these interventions turn out to be produc-
tive in changing learning behaviours in the adaptive direction, they will not be very
helpful if, as in this study, learning dispositions have little effect on learning engage-
ment in later phases than phase one.

From a practical perspective, the ultimate aim of all learning analytics applica-
tions is intervention. We collect data in order to make predictions, e.g., about which
students are at risk and why. However, these predictions are not the aim in them-
selves. We make these predictions in order to intervene: provide learning feedback
to the student at risk, hoping that the student will be able to adapt the learning, or to
change the instructional context with the purpose to improve learning. But these
interventions cannot be any better than the quality of the prediction models they are
based on. Traditionally, many learning analytics applications apply the number of
clicks and/or time on task as measures of learning engagement to predict course
performance or risk of dropout. Clicks and time on task are easy to generate, and in
many digital learning environments still the only types of log data available, but
may not be the best predictors of course performance. It is only in a data-rich con-
text as provided in our context, or in Ifenthaler et al. (2018a, 2018b), that one can
sort out the relative importance of log-based engagement indicators and find out if
some may even have a reversed effect on performance indicators. Stimulating stu-
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dents to try more attempts or to spend more time on task would constitute an inferior
intervention when it is the number of finished packages rather than the number of
problems attempted being the main predictor of course performance (this study), or
when not time on task but the number of launched tasks is the dominant predictor
(Ifenthaler et al. studies).

However, even in the case of a rich set of traced engagement indicators, allowing
selecting the dominant predictors of course performance and estimating the multi-
variate relationships between course performance indicators and measured engage-
ment factors as their antecedents, as in this study or the Ifenthaler et al. studies,
there is no guarantee for arriving at adequate prediction models. The first issue at
stake is that of collinearity: rich sets of measured engagement indicators demon-
strate collinearity by default and very few empirical studies in the learning analytics
area investigate the presence of collinearity. Collinearity expresses itself in regres-
sion coefficients taking surprising values, both in sign and size, and in large stan-
dard errors of the coefficients. Since the choice of intervention is typically based on
what variables act as dominant predictors in course performance prediction equa-
tions, collinearity may be one cause of choosing a suboptimal format of interven-
tion. In order to prevent collinearity dimension reduction can be utilized or obtain
an interaction score from this variable or metrics.

The other obstacle to successful intervention investigated in this study has been
labelled as heterogeneity or diversity. Having access to time-stamped engagement
data in a learning context where three different learning phases can be distinguished,
we were able to investigate both the consequences of learning engagement, in terms
of course performance, and the antecedents of learning engagement, in terms of
learning dispositions from the motivation and engagement wheel framework. In
short, we concluded that learning engagement in the early phase of learning is pre-
dictive of course performance, but not learning that takes place in later phases. And
we concluded that learning in that first phase is related to engagement dispositions,
but not the learning in later phases. These conclusions have a major impact on the
perspectives of learning interventions based on learning analytics generated
feedback. Our early learning phase lasts for only 1 week; after that week, students
enter the second learning phase. But it takes time to find out that a student lacks
engagement in this first learning phase and to design an intervention in order to
stimulate the student to become more engaged. In our context, that intervention
would impact learning in the second phase, at the earliest, and learning in the third
learning phase. However, the relationships between engagement and performance
in later learning phases than the first one differ substantially and are in fact absent.
So if the intervention is not that powerful that it also changes the relationship
between engagement in later learning phases and course performance, there is little
perspective in pushing students to become more engaged learners.
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9.5 Conclusion

In conclusion, this study investigates how behavioural traces of engagement at three
different learning phases (i.e. before tutorial, before quiz, and before exams) aligned
with self-report measures and their impact on academic performance. Our findings
demonstrated strong effects of early engagement pattern on dispositional measures
of engagement as well as performances in formative and summative assessments.
The issue of temporal heterogeneity and collinearity in behavioural measurements
of engagement as well as its implications for learning analytics interventions were
discussed. Looking forward, we propose that learning analytics studies combining
measured engagement indicators of sufficient fine-grained type, such as time-
stamped log data, with survey-based disposition data, can have a great potential to
bring empirical research on student engagement to a next level. At the same time,
this suggests being a necessary but not a sufficient condition to design effective
educational interventions based on learning feedback generated by predictive
modelling.
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Chapter 10

Stakeholder Perspectives

(Staff and Students) on Institution-Wide
Use of Learning Analytics to Improve
Learning and Teaching Outcomes

Ann Luzeckyj, Deborah S. West, Bill K. Searle, Daniel P. Toohey,
Jessica J. Vanderlelie, and Kevin R. Bell

10.1 Introduction and Context

Over a period of 6 years (2014-2019), three separate but related projects were
undertaken to ascertain the perspectives of both staff and students regarding the col-
lection and use of learning related data, also referred to as learning analytics (West
et al., 2016, 2018; West, Luzeckyj, Searle, Toohey, & Price, 2018). Each of these
projects was driven by the fact that few previous studies had explored the views of
stakeholders regarding how and why they would, or would not, use learning analyt-
ics resources. The projects sought to determine the views of two key stakeholder
groups, those being staff and students. A key area we considered was linked to our
concerns about the appropriate use of data, its security and gaining informed con-
sent to use it. This chapter draws on work undertaken as part of these previous
projects and draws the findings together to provide a comparison of the two views.
This is an important and unique perspective as we were unable to find current litera-
ture addressing these points where both staff and student perspectives were sought
and compared.
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As part of these previous studies, several literature reviews were undertaken,
highlighting the lack of stakeholder input (West et al., 2019; West, Luzeckyj,
Toohey, & Searle, 2017). In reviewing the literature for this chapter, we discovered
that our previous work is complemented by few recent studies undertaken at scale
with university staff or students.

To date, literature has moved beyond discussions around reducing attrition and
development of small-scale localised activities to considering how to scale LA and
develop greater institutional capacity (Colvin et al., 2016; Dawson et al., 2018;
SHEILA Project, 2018; West et al., 2016); and regional or national capacity (Knox,
2017; Sclater, Peasgood, & Mullan, 2016; SHEILA Project, 2018; Siemens,
Dawson, & Lynch, 2013). Dyckhoff (2011) conducted a meta-analysis of case-
studies presented at an e-learning conference in Germany to identify teacher per-
ceptions of using LA to evaluate technology-enhanced learning and teaching
effectiveness. Two recent studies reflect on the importance of determining stake-
holder views to ascertain institutional readiness in relation to LA adoption
(Joksimovi¢, Kovanovi¢, & Dawson, 2019; West, 2019) while others argue for the
need to consider teaching contexts and approaches as part of LA adoption (Arthars
et al., 2019; Herodotou, Rienties, Verdin, & Boroowa, 2019; Lodge, Cooney
Horvath, & Linda, 2019; West, 2019). One study explores the perspectives of uni-
versity leaders and “presents and unpacks a leadership model for LA implementa-
tion to provide a more nuanced understanding of the factors impacting on
organisational uptake” (Dawson et al., 2018, p. 237).

The small number of papers examining staff and student perspectives do not
necessarily gather their insights into LA but discuss how it may be used in academic
contexts. For example, Bakharia et al. (2016) explored “the pedagogical concerns
and needs faced by teachers in their local contexts and how learning analytics may
usefully provide actionable evidence that allows them to respond to those concerns
or needs” (p. 330). Others considered how students responded to dashboards (Lim,
Dawson, Joksimovic, & Gasevi¢, 2019) or involved students in the design of dash-
boards (de Quincey, Briggs, Kyriacou, & Waller, 2019). Only a few studies have
actually asked students about the use of dashboards and their views on them
(Brooker, Corrin, Fisher, & Mirriahi, 2017; Schumacher & Ifenthaler, 2018;
Roberts, Chang & Gibson, 2017). According to an exploration of trends and issues
in student-facing learning analytics reporting systems conducted by Bodily and
Verbert (2017), dashboards are a common feature in learning analytics literature as
they inform users regarding what has occurred as well as the context. Dashboards
are therefore a key method for using data and translating it into usable forms for
both academic staff and students.

We only found one study which explored students’ actual perceptions in relation
to the collection and use of their data. This 2018 study surveyed entry-level students
studying through the open university in the UK with the intention of identifying “a
better understanding of students’ awareness of the collection, analysis and use of
their digital data in relation both to how deeply they use online services and media
and to their own practices of privacy self-management” (Slade, Prinsloo, & Khalil,
2019, p. 2). This study considered how individuals may think about the exchange of
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aspects of their privacy (as data is collected) for personal benefits. Slade et al. (2019)
determined that students are willing to entrust their data to others if they receive
personalised benefits; they wish to control how data is collected and used. The con-
texts in which data is collected and used make a difference to students, who can be
naive and/or inexperienced in collecting or interpreting data, so they need to trust
the service provider collecting their data.

10.2 Approach

Uniquely, this chapter draws on three studies undertaken with university staff and
students to reflect and compare the perceptions of both stakeholder groups. The first
project, funded by the Australian Government, involved surveying staff across 25
Australian institutions about their perceptions of LA (West et al., 2016). The second
project was funded and endorsed by the Australian Innovative Research Universities
(IRU) which is a network comprising ‘seven comprehensive universities committed
to inclusive excellence in teaching, learning and research in Australia’ (Innovative
Research Universities, 2019). This project involved conducting focus group work-
shops with staff from three of the IRU institutions (West, Luzeckyj, et al., 2018) and
aimed to gain further insight into teaching staff perspectives on the use of learning
analytics to enhance improvements in teaching practice and was based on the inter-
rogation of the survey responses from the previous study.

The IRU also funded and endorsed the third project, which considered learner-
facing analytics and analysed student perspectives (West et al., 2019). It broadly
aimed to gain insight into how students understood LA, their concerns in relation to
LA; the LA tools they believed would support them to succeed in their studies and
how these might best be implemented (what sort of policies, information and train-
ing students thought might be useful).

Survey data from the projects was processed using SPSS version 25 and Microsoft
Excel. Further details regarding the quantitative analysis are provided in the context
within the sections below. The focus groups were audio-recorded and then tran-
scribed with participants de-identified. A broad mix of views and insights into aca-
demic challenges and teaching approaches was garnered through this approach. The
focus groups enabled researchers to further explore areas where survey respondents
had indicated concerns or responses either broadly agreed or disagreed. They also
provided the opportunity to determine potential explanations for responses and
delve more deeply into areas of interest or complexity identified in the survey
results.

All focus group transcripts were read and coded by two of the researchers who
analysed them using thematic analysis (TA). TA is a qualitative research method
where data is explored to allow themes to emerge (Fereday & Muir-Cochrane,
2006). Braun and Clarke (2006) define themes as important elements in the data and
suggest themes demonstrate where “some level of patterned response or meaning
within the data set” occurs (p. 82).
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These staff and student projects differed in a number of ways. In the student
project, several activities, (focus groups and a survey followed by a second round of
focus group exploration) were brought together as one piece of student-related
research. The survey and interview questions across the two rounds of focus groups
and the survey included different questions.

This chapter focuses on reporting and comparing results from these three
Australian studies. It discusses the approach and results from the staff studies before
discussing the exploration into student perceptions. A comparison of findings from
cohorts is then undertaken before we identify recommendations and draw conclu-
sions. The comparison of these two important stakeholders provides unique insights
and allows roadblocks to be identified so they may be addressed. It also informs
institutional practice in LA development so it may move beyond smaller local
projects.

10.3 Staff Perspectives on LA

The first two projects explored academics’ attitudes to and experiences of LA, in
particular, their involvement with LA. The first project involved an online survey of
Australian academics. The second had several phases, which included a series of
focus groups and interviews.

The survey conducted during September and November 2014 involved a design
specific to this study and, as discussed in West et al. (2016), set out to explore a
broad set of research questions:

e In which LA-related activities have teaching staff been involved?

e In which retention applications of learning analytics are participants most
interested?

* How are institutions supporting learning analytics use amongst teaching staff?

The survey employed a purposive, snowball sampling strategy to recruit self-
selecting individuals. The invitation to participate in the survey was sent to staff in
at least 25 institutions with 401 individuals viewing the first question. Of those, 48
(12%) either answered no or only answered the demographic questions and were
excluded. Of the remaining 353 participants, 276 indicated they were directly
involved in teaching and were included in the study. These respondents were from
21 distinct institutions. Sixty-seven percentage of respondents reported a primary
work role of “teaching students”, with the balance in other teaching related roles
such as “learning support”, “academic development” and ‘“student support’”.
Seventy-one percentage of respondents were at lecturer or senior lecturer level, and
70% had been employed at their current institution for 5 or more years.

The survey included the following definition of LA: “the measurement, collec-
tion, analysis and reporting of data about learners and their contexts, for purposes of
understanding and optimising learning and the environments in which it occurs”,
and participants demonstrated a high level of interest in LA with 60% of the
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Table 10.1 Frequency distribution of involvement in selected learning analytics activities
(n=276)

% of respondents who indicated an interest

Learning activity (multiple responses allowed)
None of the listed below 40

Reading about LA for my own professional 37

development

Using LA to help with analysis and 37

decision-making

Advocating for the use of LA to colleagues 26

Attending conferences/presentations/training 21

specifically to learn about LA

Conducting formal research and/or publishing | 10
work on the topic of LA

Being part of the group that is leading LA at my | 9

institution
Delivering training on the use of LA 3
mDaily Weekly ®Fortnightly ®Monthly = < Monthly Never
180
150
120
90
60
0
Teaching  Program School Learning Students Colleaguesin  Central ~ Students Institutional
Staff or Course or Faculty  support (n=250) Communities L&T Group support Management
(n=253) Co-ordinator Management  staff of Practice Staff Staff (n=237)

(n=242) (n=243) (n=241) (n=243)  (n=240) (n=234)

Fig. 10.1 Frequency of learning analytics discussion with select groups of colleagues

respondents having been involved in LA in some way. Thirty-seven percentage of
respondents reported they had been reading about LA as part of their professional
development or using it to help with analysis and decision-making (Table 10.1).

Staff interest in LA is also demonstrated by how often the respondents discussed
LA with colleagues in a range of roles as shown in Fig. 10.1 where it can be seen
that discussions are held more often with teaching staff and program or course
coordinators.

The exploration of participants’ interest in the use of a range of LA applications
(Fig. 10.2) suggested their focus mainly related to identification of “at-risk” stu-
dents and how that could trigger or inform their response to those students. Other
applications that showed a high level of interest included the use of LA applications
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u A lot of interest A little interest ™ No Interest
Identification of at-risk students with a view to staff FE———
responding to address the risk
Teaching staff evaluating and improving their own
teaching practice
Students monitoring their own progress and
identifying actions they could take
Development of broad knowledge base about how
effective learning can occur
Program teams evaluating and improving their
program curriculum

Informing potential initiatives to promote student
retention (e.g. mentoring)

Informing design and layout of online learning sites
and environments

Identification of student success with a view to
providing an affirmation/reward type of response

Institutional management evaluating and improving
teaching practice across the institution

Assistance with decision making about student
admissions to the institution

S
S
g

200

Fig. 10.2 Participant levels of interest in selected potential applications of learning analytics

by teachers who wished to evaluate and improve their own teaching practices, and
how students could use LA to monitor their own progress and identify actions they
could take. In both scenarios the responses may either reflect a limited understand-
ing of the value of LA or the respondents’ specific interest in how to use it.

However, the perceptions of the teaching staff with regard to the institutional
capacity to support their use and interest in LA was rated as poor or very poor
(Fig. 10.3); in particular respondents were concerned about the universities’ provi-
sion of information on its use and its potential impacts.

Following reflection on the original survey data, a second study was undertaken.
This involved a series of focus groups, held at several of the IRU institutions. These
discussions further explored areas of interest raised in the surveys.

Each session lasted 90 minutes and was facilitated by the project team at the
institution. They were all structured in two parts with a predetermined set of ques-
tions and activities. A similar process was followed across each site to ensure a level
of consistency was achieved. In part one participants were asked to:

1. Individually record (on post-it notes) the LA (data related) questions they would
like answered or have insight into in relation to teaching/learning in their classes

2. Discuss their questions and ideas and consider the types of data that might be
required to answer those questions
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m Not Sure

Provision of information about how learning analytics
use will affect me

Provision of information about how learning analytics
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Fig. 10.3 Rating of institution at meeting participant needs and expectations in selected areas

Table 10.2 Categorised
comments collected on post-it
notes

% of total
Category comments
See or track students’ activities | 48
Demographics 18
Reflection on teaching 11
Students at risk of failing 8
Student dashboards 5
Course/program level 5
Support services 4
Ethical and operational issues 2
Total comments collected on | 128
post-it notes
Total participants 46

As shown in Table 10.2, the most common questions included on the “post-it”
note responses related to data allowing teachers to see or to track student activity.
Questions related to ethical or operational issues were the least common.

The types of questions participants indicated they would like answered relating
to students’ activities included students’ interactions with the LMS, for example,
how often and for what duration they logged in; the time spent on individual tasks;
and the use of particular learning resources.

The recorded discussions mirrored these themes but included additional detail;
for example, participants saw wishing to have a better idea of what students were
actually doing and how they were moving through their units as being of particular
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importance. Participants also discussed their interest in identifying how much time
students were spending on tasks and questioned LA’s capacity to realistically mea-
sure and reflect student engagement at any more than a very superficial level. Staff
comments also indicated they were interested in finding more sophisticated data
which provided insights into how students use the resources made available to them
and how they move through a topic and develop skills, for example:

I’d really like to be able to get my hands on what they’re doing, particularly for the second
lot of exercises where they’re starting to do the skill development, and just to measure
engagement to start with would be really good. (Participant in teaching staff focus group at
Institution 3)

It is interesting to note that at each of the institutions, questions concerning stu-
dent preparedness for higher education study (e.g. background, how prepared they
were for the unit, what kind of experience they had in relation to the discipline) were
raised, particularly with regard to levels of English and mathematics proficiency.
Very few questions were raised with regard to the teachers’ own learning and teach-
ing proficiency, learning and teaching practice, or the curriculum. This may be due
to teachers’ concerns regarding students’ lack of preparedness for university, or a
failure to appreciate LA can provide insights into how they may change their teach-
ing and curriculum practices.

Part two of the focus group research required the same participants to respond to
seven pre-determined LA reports/visualisations (hereafter referred to as reports) by:

1. Grading the potential usefulness of report(s) on a scale of 1 to 5

2. Describing the perceived value of report(s) and any enhancements the participant
would like to see included in them by writing comments on the reports

3. Discussing each report’s potential usefulness to the participant’s own teaching
contexts

The reports selected for this exercise were in use or about to be introduced by at
least one of the universities involved in the project. When presented to participants,
each report included the title and a short explanation of its function and purpose to
support focus group participants’ understanding. Table 10.3 provides each report’s
title and a brief description of it.

Participants’ perceptions of the usefulness of the reports varied according to sev-
eral factors, including the pedagogical approach, their role in relation to the purpose
of the report and broader institutional contexts. The relationship between the under-
lying data in the report and the pedagogical approach the teacher uses also influence
the perceptions of the usefulness of the reports. Participants suggested LA reports
needed to fit their pedagogical approach and be easy to use as well as time saving.

Staff used the opportunity of attending the focus group to highlight other con-
cerns they had about LA. Time pressure, in terms of the time needed to learn about
the reports and their uses, and time required to then engage with the data were raised
in a number of discussions, as this was perceived as adding to staff workload. These
concerns indicate two important considerations related to the development of
reports and LA more generally. Reports and other LA outputs need to be as simple
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Table 10.3 Report descriptions

Report Description
Early Automatically identifies students who may benefit from an early intervention
intervention strategy. The tool calculates a performance metric for each student which is the

clustering tool

average of the results obtained from three quizzes performed in the first

3 weeks of the year. An engagement metric is formed using the total number of
LMS clicks made in the unit over the same three-week period. The tool places
students into one of four clusters depending on their levels of performance and
engagement.

Personalised
learning
designer

Allows the setup of rules based on a series of trigger points to customise the
student experience as they work within the learning management system
(LMS). Some use cases include sending the student an email welcoming them
to the topic once they have posted to the Introduce yourself forum or providing
a student who does not do well in a certain quiz/assessment with additional
reading.

Active user
block

Allows students who have not logged in to a unit or participated in a specific
activity based on set parameters to be sent a message relating to the actions
they might be required to take. It is possible to view a report of the students
who have been contacted.

Unit at a
glance

Provides summary information about a unit, and comparative information
against a group of other units in the same school. The report can help analyse
how a unit is designed, how the unit compares to the average of others and how
the students in the unit are using and performing in the unit site compared to
the average of all students enrolled in the unit site.

Student at a

Provides summary information about a student compared to the other students

glance enrolled in the unit. This report can help identify how much the student is using
the unit site compared to their class.
Heat map Provides the teaching staff with a quick overview of which objects/activities

are being viewed/completed by the students; the darker the colour, the more
times the object has been accessed. The number of views and the number of
unique users are shown for each object.

Progress bar

Is used to view when a particular student last logged in to the LMS, and which
objects/activities have been viewed/completed. Each row represents one
student’s progress, and each of the coloured boxes an object or activity.

as possible, and they need to be easily accessible with a very clear purpose. It was
also clear that staff wanted to ensure LA reports present a clear value proposition for
the teacher in terms of either saving them time or assisting with something this is a
key part of their role.

10.4 Students’ Perspectives on LA

Given the success of the research with academic staff, a similar approach was taken
with students from six of the seven IRU institutions. Through this project we
explored students’ attitudes to and experiences of LA through a survey and focus
groups conducted at each member university. The aims of this work were to explore
students’ understandings of and opinions regarding:
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Table 10.4 Demographic distribution of respondents

% of respondents % IRU universities combined®

Gender Male 29 40

Female 70 60

Other 1 -
Origin Domestic 83 79

International 17 21
Level of study Undergraduate 76 78

Postgraduate 24 22
Study load Full-time 79 72

Part-time 20 28

“based on data from the last available national data (Department of Education and Training, 2017)

e Their understanding of data the university collects about them

e Their level of comfort concerning the use of data to help support their learning

e How useful they believe a range of LA-driven ‘interventions’ will be to their
learning experience

e Levels of concern regarding the data collected about them

e When they would like to be reminded about university data policies and
practice

This research was conducted during 2018 with the initial survey distributed via
email in Semester 1 to all undergraduate and postgraduate on-shore coursework
students in the six IRU universities who chose to participate (approximately 158,000
students). A total of 2017 valid responses were obtained from the survey (1% of
total university population) that makes this data set one of the largest of its kind
exploring student perceptions. The participant population was considered represen-
tative of the general university cohort in that survey respondents were more likely
to be domestic (83%), undergraduate (76%) students studying full-time (79%). It is
important to note however that a greater proportion of the respondents were female
(70% vs 60% of total university population (Table 10.4).

To explore student awareness of the range of data that the university collects
about them and their learning experiences, the survey provided a list of 23 different
options (see Table 10.5). Students were generally aware and accepting of the data
that their universities were collecting about their learning experiences. It was practi-
cally taken as a given that data was being collected relating to their engagement
with the learning management system (95% of respondents), and submissions
within the system including assignments (99%), quizzes (98%), grades (95%) and
participation on discussion boards (91%). Awareness of their university’s capacity
to collect more detailed data about behaviour within the LMS was less widespread;
85% aware that the university could track their participation in online lectures, tuto-
rial or web conferencing, 78% aware that access to Lecture Capture recordings was
collected and 75% aware that their access to video and audio learning materials was
recorded. Outside of the learning environment, students indicated a reduced aware-
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Table 10.5 Student awareness of data collected by the university and comfort level associated
with each data item

% of Level of comfort
Type of data collected respondents (/5)
Submission of assignments 99 4.25
Completion of quizzes 98 4.18
Use of text matching/originality software (e.g. Turnitin or |95 4.08
SafeAssign)
Grades from the subjects you have taken 95 3.85
‘When you accessed the LMS 95 4.10
Access to particular content in the LMS 93 3.99
Activity on discussion boards 91 3.91
Demographic information (e.g. age; gender; address) 90 3.47
Academic background (previous study, credit applications) | 90 3.68
Looking at your grades for assignments and quizzes 88 3.96
Participation in online lectures, tutorials or web 85 3.88
conferencing
How long you spend in the LMS 84 3.95
Accessing feedback from assignments 84 3.98
Access to library borrowing services 84 3.83
Wireless network device usage (University WiFi, 82 3.14
Eduroam, etc.)
Access to lecture capture recordings 78 3.86
Use of video and audio learning materials 75 3.84
Use of academic skills services 75 3.74
Access to library support workshops and training 74 3.80
University mobile app usage 66 3.06
Access to employment services 63 3.47
University social media groups 49 2.82
Location data from your mobile phone 37 2.27

ness of data that was collected by support services such as academic skills services
(75%), employment services 63% and library support workshops and training (74%).

Students’ general awareness of university data collection related to core learning
and student support; however, it also appeared to apply to monitoring of their wider
engagement with a university’s wireless network (82% of students assuming that
the university was monitoring usage). Significantly fewer students thought that
location data from mobile phones (37%), social media (49%) or university mobile
app usage (65%) was collected.

The survey also permitted the research team to explore the level of comfort that
students felt when considering each of the 23 potential data sources on a 5-point
Likert scale, with Very Comfortable scoring 5 and Very Uncomfortable scoring 1. A
summary variable, Comfort Level, was calculated as the mean score of the responses
(Table 10.5). In a pattern similar to that of awareness, students were most comfort-
able with the collection of data when it was directly related to the engagement in
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key learning systems with the highest comfort associated with access to the LMS
(4.10/5) and the use of video resources and audio learning materials the lowest at
3.84 and learning outputs (grades, assignments and quizzes, range 3.85-4.25/5).
They reported a lower level of comfort when data collection involved their submis-
sion of personal information (demographic and previous academic information,
range 3.68-3.47/5). However, the items where students reported the lowest levels of
comfort were those not directly related to learning and included location data from
their mobile phone (2.27/5), data about university social media groups (2.82/5) and
university mobile app usage (3.06/5). These data points may help analysts deter-
mine whether technical connectivity/access to networks, etc. is causing an issue,
identify areas for campus improvement and illustrate cultural or behavioural issues
around propensity to share and post in electronic environments. Some staff believe
this data can provide insights into student behaviour (attendance, focus in class,
etc.) that may help understand them better.

Conducting focus groups allowed further contextualization of the two main areas
identified as points of concern for students in the survey. These related to the degree
of comfort students felt about universities using various types of data to help sup-
port their learning and how the data was used by institutions. Students were particu-
larly concerned that demographic information may be utilised to categorise or
profile them. The following statements reflect these sentiments: “you’re putting
them in a category they might not want to be in” (FG 4); “that you’re specifically
identified as an accounting student from the [campus X] with an international back-
ground. So, you specially represent a certain group” (FG 2).

Students reflected a desire to understand the reasons why the university would be
interested in these kinds of information and were seeking confirmation of the rele-
vance of the data. Specifically, they questioned the collection of their location data,
the use of social media, wireless network devices and mobile apps. All of these
concepts aligned strongly with items that scored low on comfort. Students fre-
quently considered the collection of this information “creepy” (FG 4) and in par-
ticular associated this with “being watched” (FG 2).

To further explore the student perception of the usefulness of data, the survey
asked students to provide their perspectives of a number of practices (see Table 10.6).
Students were highly supportive of data collection that might potentially lead to the
provision of additional materials or services to support their learning. They were far
more comfortable about being contacted about their learning than other issues (such
as health or wellbeing) but preferred to be contacted by an academic staff member
that they knew. One participant from FG 2 explained why they thought the academic
was the best point of contact:

... you have the trust with the teacher, you go first, or your teacher first comes to you like
what’s going on. And if you do have mental health issues or you’re actually struggling with
understanding the subject, the teacher can guide you and same with here, with the lecturer.
Comes to that bond or that trust between you and your lecturers.

Students were less positive receiving information that compared their perfor-
mance and engagement with those of other students in the class (range 61-72%),
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Table 10.6 Degree of usefulness of specific practices (higher percentages illustrate more positive
responses)

% positive
Usefulness of practice in relation to learning experience responses

You are given information about additional materials (readings; resources) you |96
might like to access based on an assessment you have coming up

You can see your progression through subject material 96

You are given information about additional services at the university (e.g. 96
academic writing support; library) you might like to access based on an
assessment you have coming up

You are given information about additional materials (readings; resources) you |94
might like to access based on ANY grade received on an assignment/quiz

You are given information about additional services at the university (e.g. 94
academic writing support; library) that you might like to access based on ANY
grade received on an assignment/quiz

You are given information about additional materials (readings; resources) you |91
might like to access based on a LOW grade received on an assignment/quiz

You are given information about additional services at the university (e.g. 91
academic writing support; library) that you might like to access based on a LOW
grade received on an assignment/quiz.

You are given a projection of your likely final grade. 86

You are given information that suggests that you will need to change your study |84
behaviours in order to achieve a passing grade.

You are given information that suggests that you will need to change your study |82
behaviours in order to achieve a higher grade

You can see how much you are accessing the LMS 81
You can see your grades compared to others in class 72
How your access to the LMS compares to others in your class 61
The number of times you accessed the LMS compared to others in class 61

though they were more positive about data leading to a potential prediction of their
grades (86%), and indications of areas in which they could change their behaviour
to improve their grades (82%) or pass the subject (84%).

Reflecting holistically, students were concerned about the security of their data
and the relevance of such data to their study or experience. A clear majority (90%)
indicated concerns about third parties receiving their data. This finding is not sur-
prising in the context of broader public concerns with regard to data security. It is
also important to note that this question will have included substantial variation in
the scope of both potential information shared and end users, including that which
is required for the operation of third-party teaching arrangements and reporting to
government versus external organisations for which it is illegal for the university to
share student data. Interestingly, fewer than 50% of the respondents expressed con-
cern about options that involved their data being used by the university to tailor
student support or to improve learning and teaching or services (Table 10.7).

This increased desire for transparency, and consent to data collection was further
explored in the survey (see Table 10.8). Students clearly wish to be given the oppor-
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Table 10.7 How concerned respondents feel about how their data is managed and used (the higher
percentage indicates greater concern)

% concerned
responses
Third parties receiving your data 90
Your data being kept safe and secure within the university 69
Your data being used to trigger support services to contact you 63
Your data being used to trigger academic staff to contact you 63
Your data being used by the university for research 54
Your data being used to provide support to you 49
Your data being used by academics for research into learning and 49
teaching
Your data being used by academics to improve their teaching 44
Your data being used by the university to improve services 42
Your data being used by the university to improve learning materials 41
Table 10.8 Preferred timing % of
of notification of university Timing of notification responses

data policies and procedures When you first enrol at the university 23

At the beginning of each academic year |31
At the beginning of each semester 32

When you enrol in each subject 13

tunity to provide consent to access their data more often than on enrolment, with
more than 60% of respondents indicating that they would prefer to be notified either
annually or at the commencement of each semester.

The issue of compulsory or non-compulsory provision of dashboards was also
explored. Students were asked to indicate the options they would prefer if dashboards
were available. As shown in Fig. 10.4, only 23% of respondents agreed with the idea
of a compulsory dashboard to display their information, while the majority 73%
were not in favour of this. The response to options with the ability to either opt-out
of the dashboard (63%) or turn it on and off (79%) were viewed favourably indicat-
ing that participants clearly wanted a choice.

Students are generally in support of initiatives that have the potential to support
and provide feedback on their performance, particularly if there is perceived to be a
short-term or quick fix correction that might help them achieve their goals.

Where concern exists, it is manifest in what could be termed university (admin-
istrative) over-reach, where support either monitors or acts on data coming from
sources that students consider to be their own and distinct from dedicated academic
platforms.
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Fig. 10.4 Responses regarding dashboard availability

10.5 Comparing Responses from Staff
and Students — the ‘Standout’ Messages

The two projects bring insights from different points of view: that of the learner and
that of the university teacher around some key areas: 1. awareness and knowledge
of learning analytics; 2. concerns and 3. how data might be used to support learning.
This provides a unique opportunity to explore differences and commonalities from
two critical stakeholder perspectives which translate into practical actions for more
effective use of LA by Higher education institutions (HEIs). These include a need
to ensure appropriate governance of data collection through the development of
strategies and frameworks; improved services provided by IT and other departments
and teams who collect and manage data and the creation of timely, coherent train-
ing, delivery and communications strategies.

10.5.1 Awareness of Learning Analytics and Data Collection

The teacher survey included several questions which broadly translate to the con-
cept of awareness and knowledge of learning analytics. Specifically, teachers were
asked about the frequency of their involvement in discussions related to learning
analytics and with whom and their involvement in learning analytics—related activ-
ity. The scale used included daily, weekly, fortnightly, monthly, less than monthly
and never. In this construct awareness and knowledge would presumably be higher
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if engagement in either discussion or related activity was taking place on a regular
basis compared to never. As such, this can be seen to operate on a continuum from
broad awareness through to a high level of awareness.

Figure 10.1 (above) provides a summary of the key areas where teaching aca-
demics have engaged with others in LA discussion with at least some frequency (i.e.
more than never) and on a more regular basis (i.e. at least monthly). It shows teach-
ing staff are talking about LA with a range of stakeholders and indicates that at least
68% of the academics surveyed had at least some awareness of LA. More regular
engagement would suggest a higher level of awareness as is the case for 33% of
academics who were engaged in discussions with their teaching colleagues at least
monthly. It is also more likely the case that as the stakeholder group broadens, the
level of awareness is likely higher. For example, those engaged in LA communities
of practice (46%) are likely to have a high level of awareness and knowledge.

Teaching academics were also asked about their participation in LA activity and
to identify the type of activity undertaken. Table 10.9 provides a summary of
engagement where the frequency was indicated as more than never. Again, it could
be assumed that those who are using LA for analysis and decision making have a
higher level of awareness and knowledge of LA.

Focus groups with staff across universities indicated that they did not really
understand the term “LA” but had heard it used reasonably often within their insti-
tution and the sector. This is likely reflected in the relatively high level (68%) of
discussion taking place. However, taking such awareness to the level of application
was far less frequent (41%) and could be seen as a lower level of knowledge about
application. This suggests the need for a concerted effort to develop awareness of
LA with all academic staff across institutions to ensure LA is effectively leveraged
to support practice improvement.

While it is acknowledged that the two studies were some years apart, the student
survey included questions regarding the kinds of data students thought the univer-
sity was collecting about them (as presented in Table 10.5, above). Findings demon-
strate students have an appreciation that data related to core learning and support
activities is collected and that various systems are used to provide it. When this was
explored further via focus groups, students indicated that they did not really under-
stand the term “LA”, which coincides with what staff had said.

Clearly there was broad awareness amongst students about the type of data that
was being collected about them particularly related to assessment and general activ-

Table 10.9 Summary of frequency of activity undertaken to LA activities

Percent who engaged with some
Type of activity frequency
Reading about LA 42
Using LA for analysis and decision making 41
Advocating for the use of LA with colleagues 31
Attending LA conference(s) 25

Not mutually exclusive
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ity in the LMS. However, awareness of data collection dropped as data became less
obviously connected to the LMS and the online learning environment.

It is evident through both studies that there is general awareness of data collec-
tion but what data underpins learning analytics is less clear to either group.
Conversely learners and university teachers in both studies offered a different focus
on the use of learning analytics. Higher education institutions (HEI) therefore need
to more clearly articulate what data is collected, the purposes for which it is col-
lected and used as well as providing clear definitions of terms such as learning
analytics, so both learners and teachers are more aware of what terminology means
and how data is used.

10.5.2 How LA Might Be Used to Support Learning

As interest in LA has developed so too has academic interest in its application to
support learning and teaching. One area staff were interested in was determining
how much time students were spending on tasks; however, they questioned LA’s
capacity to realistically measure and reflect student engagement at anything more
than a very superficial level. Some also indicated concern regarding the inclusion or
evaluation of activities which do not take place in the LMS. As seen in Table 10.6
(above) students rated seeing how much they accessed the LMS reasonably highly
(81% positive responses) but not as highly as many other of the aspects we ques-
tioned. The concerns raised by staff are echoed in recent studies where researchers
attempted to address the issue of counting clicks to measure engagement by explor-
ing other means to assess or validate student online engagement. Fincham et al.
(2019, p. 501) used “robust empirical validation” to test a theoretical model of vari-
ous forms of engagement (academic, behavioural, cognitive and affective) to deter-
mine the potential for predicting learning outcomes. In a separate study Jovanovic,
Gasevi¢, Pardo, Dawson, and Whitelock-Wainwright (2019) involved students in
self-reporting activities related to cognitive load and self-efficacy. They integrated
trace data with academic performance and found there were associations between
the two. However, these studies are not at scale, they appear complex and time con-
suming and they are not carried out across institutional contexts.

From our survey of university teaching staff, and as seen in Fig. 10.2 (above)
academics indicated that the main areas of interest for using LA (where more than
50% of staff indicated interest) were most specifically related to:

 Identifying at-risk students with a view to staff responding to address the risk

e Teaching staff evaluating and improving their own teaching practice

e Students monitoring their own progress and identifying actions that they can take

e Development of the broad knowledge based about how effective learning can
occur

* Informing potential initiatives to promote student retention (e.g. mentoring, stu-
dent support)
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e Informing design and layout of online learning sites and environment.

These areas of activity suggest staff wish to see LA being applied to the improve-
ment of teaching practice and what they perceive they have control over rather than
the broader institutional concerns. It is important however to note that the findings
from this research identified a link between the institutional context and leadership
and the development and advancement in thinking about the use of LA.

Discussion in the student focus groups also reflected the importance of context
and leadership. Students indicated that they were unsure of how data was being used
or if it could be used to support their learning. However, with more discussion about
the context and potential applications, they started to identify how it could be useful
to them. The literature related to leadership in LA includes a paper by Dawson et al.
(2018) who suggest that as a result of different approaches to research and imple-
mentation in LA, coupled with the complexity of the field of education, there is a
need for leadership in LA to be both transformational and shared across the institu-
tion, though there was no discussion of including students in the mix of leaders.

In the survey, students were given a rang