Chapter 9 )
Renewing the Mainstream Theory e
of Field and Thermal Electron Emission

Richard G. Forbes

Abstract Mainstream field electron emission (FE) theory—the theory normally
used by FE experimentalists—employs a Sommerfeld-type free-electron model to
describe FE from a metal emitter with a smooth planar surface of very large extent.
This chapter reviews the present state of mainstream FE theory, noting aspects of the
history of FE and thermal electron emission theory. It sets out ways of improving the
theory’s presentation, with the ultimate aim of making it easier to reliably compare
theory and experiment. This includes distinguishing between (a) emission theory
and (b) device/system theory (which deals with field emitter behaviour in electrical
circuits), and between ideal and non-ideal device behaviours. The main focus is
the emission theory. Transmission regimes and emission current density regimes
are discussed. With FE, a method of classifying different FE equations is outlined.
With theories that assume tunnelling through a Schottky-Nordheim (SN) (“planar-
image-rounded”) barrier, a careful distinction is needed between the barrier form
correction factor v (“nu”) and the special mathematical function v (“vee”). This
function v is presented as dependent on the Gauss variable x. The pure mathematics
of v(x) is summarised, and reasons are given for preferring the use of x over the older
convention of using the Nordheim parameter y [=+./x]. It is shown how the mathe-
matics of v(x) is applied to wave-mechanical transmission theory for basic Laurent-
form barriers (which include the SN barrier). A brief overview of FE device/system
theory defines and discusses different auxiliary parameters currently in use, outlines
a preferred method for characterising ideal devices when using FN plots and notes
difficulties in characterising non-ideal devices. The chapter concludes by listing some
of the future tasks involved in upgrading FE science.
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9.1 General Introduction

Electron emission from solid surfaces has many practical applications. Theoretical
understanding of emission processes and of emitter characterisation helps electron
source development. Understandings of how emitters can be fabricated and main-
tained in operation, and of how they fail, and of related theory, are also needed, but
are not covered here.

In Chap. 8, Jensen has set out a detailed theory of field electron emission (FE)
and of the transition between FE and thermal electron emission (TE). The present
chapter’s main aims are to discuss the wider background of this theory, including
different conventions and terminology in use, and to discuss some issues relating to
the theory of current-voltage characteristics. The chapter is set in the general context
of FE textbooks/handbooks published in the last 30 years or so [1-14], and of recent
reviews relating to FE theory (e.g. [15-21]).

The author now separates emission theory and device/ system theory. The former
provides a formula for the local emission current density (ECD), as a function of local
work function, barrier field and temperature. Device/system theory converts this to a
relation between measured current /;, and measured voltage V. Particularly in FE
contexts, significant additional theory may be needed to accomplish this, and/or to
validly interpret measured /,,(Vy,) characteristics. Interpretation of FE ,,,(V,,) data
was recently discussed elsewhere [20, 21], and only a brief update is given here.
Detailed interpretation theory for thermionic emitters is not covered.

In modern emission theory, it makes no sense to discuss field and thermal effects
separately. This chapter presents an integrated approach, but at a more qualita-
tive level than Chap. 8, and has the following overall structure. Section 9.2 deals
with technical conventions; Sects. 9.3, 9.4, 9.5 and 9.6 deal with emission theory;
Sect. 9.7 deals briefly with device and systems theory as these affect FE behaviour;
and Sect. 9.8 with the interpretation of Fowler-Nordheim plots. Section 9.9 indicates
some future needs. Appendix 9.1 lists universal constants used in field emission, and
Appendix 9.2 lists data relating to the high-precision calculation of the FE special
mathematical functions.

9.2 Technical Conventions

FE literature uses various technical conventions. This section describes the main
alternatives, and aims to encourage a clearer formulation of FE theory. For reference,
Table 9.1 presents a list of the various acronyms and abbreviations used in this chapter.



9 Renewing the Mainstream Theory of Field ... 389

Table 9.1 Main acronyms and abbreviations used in Chap. 9

BT Barrier top L Local

BTE Barrier-top electron emission LAFE | Large-area field electron emitter
C Characteristic LF Low flyover

CFE Cold field electron emission m Measured

CHTE | Classical high-temperature emission | M Macroscopic

DT Deep tunnelling MG Murphy-Good

ECD Emission current density PE Potential energy

EPE Electron potential energy PPP Parallel planar plate

ET Exactly triangular QMTE | Quantum-mechanical TE

FE Field electron emission SI Systeme Internationale (of units)
FEF Field enhancement factor SN Schottky-Nordheim

FN Fowler-Nordheim SPME | Smooth-planar-metal-like-emitter
GB General barrier ST Shallow tunnelling

HF High flyover TE Thermal electron emission

1SQ International System of Quantities VCF Voltage conversion factor
JWKB | Jeftreys-Wentzel-Kramers-Brillouin | VCL Voltage conversion length

k Kernel XC Exchange-and-correlation

9.2.1 Equation Systems

In the 1970s, new International Standards defined a preferred system of quantities and
equations for scientific communication (particularly between theoretical physicists
and engineers) and a related unit system, the SI [22]. Since 2009 this system of quan-
tities and equations, which was derived from the old metre-kilogram-second-ampere
(mksa) system, and uses ¢, in Coulomb’s Law, has been called the International
System of Quantities (1SQ) [22, 23]. Where clarity requires below, ISQ quantities
are subscripted “ISQ”.

The ISQ superseded earlier systems, particularly the Gaussian centimetre-gram-
second (cgs) systems, and “atomic units” systems. The ISQ and SI are “master
systems” that can define quantities used in earlier systems and the dimensional-
ities of units used. Thus, Gaussian elementary positive charge is denoted by e
[= eISQ/(4nso)1/2] and would have the SI unit J'> m"?, and the magnitude of
Gaussian electrostatic field is denoted by F [= (4meg) 12F 1sq] and would have the
SI unit J'/2 m=32,

In the 1960s, FE papers often employed a hybrid convention that used a Gaussian
system for equations but an [SQ-like system to present experimental results (because
laboratory equipment was calibrated in volts—a unit that does not exist in Gaussian
systems). In experimental contexts, fields were often measured in “V/cm”, which
was a bastard unit created by taking one part (the “V”’) from the engineers’ system,
and other (the “cm”) from the physicists’ system.
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The main FE equations that differ between the two systems are those describing
(9.1) a Schottky-Nordheim (SN) tunnelling barrier of zero-field height H and (9.2)
the related Nordheim parameter y

MSN(z) = H — ersqFisz — eiso/16ne0z = H — esFyz — €] /4z, 9.1)

y = (eisoFiso/4meoH?)' > = (e]Fy/H*)'?. 9.2)

Here, z is the distance measured from the emitter’s electrical surface, and M3N(z)
is the electron motive energy for the SN barrier (see Sect. 9.3.3).

In papers, no subscripts were attached to symbols, and the same names and
symbols were often used for both Gaussian and ISQ-like quantities. This led to two
unhelpful ‘features’: context-dependent interpretations for the symbols ‘e’ and ‘F”,
often in the same paper and sometimes in the same equation, and sometimes a need
to convert a numerical value of Fisq to a numerical value of F, or vice versa, using a
‘hidden conversion factor’. Values for such factors were rarely if ever written down
in FE papers or FE textbooks, and were (and are) none too easy to find in general text-
books (though web search engines make conversions easier, nowadays). They were
known to FE research workers of that era, and constituted ‘secret knowledge’ some-
times needed to interpret FE literature of that era in quantitative detail. One of many
purposes of the 1970s changes was to abolish the need for ‘features’ like the above,
by defining a single preferred system based firmly on quantity calculus/algebra.

Most new FE literature now uses the ISQ, but most older FE textbooks (including
the reprinted seminal textbooks of Gomer [24] and Modinos [2]) and parts of some
more recent ones [6, 9] are written using this 1960s-style hybrid system, and some
FE material continues to be presented in this way. However, for most subjects in most
universities in the world, the ISQ has been used almost exclusively for teaching for
thirty years or more, and the knowledge needed to deal quantitatively with material
written using the old hybrid system is no longer part of the background of many
younger FE researchers. Thus, critical paper and textbook equations written using
the old system are, in a certain sense, written in a theoretical language often not fully
understood by many younger researchers.

The point is that it is now 40 years or more since the Governments of the world, via
their national standards bodies, agreed to introduce (what is now called) the ISQ as
a common language for the scientific communication of equation-based arguments.
Editors of modern journals have no obligation to accept for publication FE papers
that are written with equations in Gaussian or other obsolete equation systems, any
more than they would have an obligation to publish papers partly written in Latin
(the language of scientific communication of Newton’s day). I accept the reality that
obsolete conventions take a long time to fade away, but I strongly urge that all new FE
literature is published with all equations written using the ISQ, especially when the
publication is in English. Remaining discussion in this chapter uses the ISQ, except
where otherwise indicated.
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9.2.2 Other International Conventions About Equation Form

Two other parts of the international conventions about equations deserve mention.
First, equations need to be dimensionally consistent, valid in all relevant units, and
(except in the case of some formulae involving logarithms) to be ‘stand alone’ in
the sense they can be exactly interpreted without reference to statements in the
surrounding text. For example, the ISQ version of (9.2) is written correctly in any of
the forms in (9.3), but forms (9.4a) and (9.4b) are considered formally incorrect.

y = (ESF/4TL’80H2)1/2 = csFl/z/H

= (1.199985 eV V12 nim!/2y F1/2 /g =~ (3.794686 x 1077 eV V-2 m!/2yF1/2/ - (9.3)
y = 1.199985F'2/H, (9.4a)

y = 3.794686 x 107> F'/2/H. (9.4b)

Here, cg is the Schottky constant, as defined in Appendix 9.1 (also see Sect. 9.3.4).
This international convention is not always observed in current FE literature, but is
strongly recommended. Usually, the simplest procedure is to put into the equation a
symbol denoting a constant, and give its value separately, using appropriate units.

A second convention [25] is that, with the symbol In{x}, and related logarithmic
symbols, the curly brackets around x are allowed to mean ‘the numerical value of
X, when x is measured in specified units’. The specified units should be given in
the text or (with diagrams) in the axis label or the figure caption, except when the
discussion is valid in all relevant units. Alternatively, write In{x/(‘units of x’)}, but
this approach is often cumbersome.

9.2.3 The Meaning of the Symbol ‘e’

Present international conventions use the symbol ‘e’ (typeset italic) to denote the
elementary (positive) charge and the symbol ‘e’ (typeset upright) to denote the base
of natural logarithms. However, some publishers are not systematic about this in their
typesetting and may use italic ‘e’ to denote the base of natural logarithms. This can
cause confusion, particularly when authors do not define the meaning of their symbol
‘e’ and when the typesetting is changed (or not corrected) during publication.

In his Chap. 8, and elsewhere, Jensen has avoided this problem by using
‘q’ to denote the elementary charge, and other authors also use this convention.
The following is an unambiguous convention more consistent with the Interna-
tional Standard. Use ‘e’ to denote the elementary charge. Use ‘exp(x)’ to denote
exponents, rather than e* or ¢*, and use exp(1) rather than e or e, except when
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typesetting incompatible with the international conventions cannot conceivably be
misunderstood.

9.2.4 Conventions Concerning the Term ‘Field’

Inmost cases, the ‘field’ discussed in ordinary FE contexts is an electrostatic field. Itis
better to describe these fields as ‘electrostatic’ rather than ‘electric’, because the latter
term also includes the electric component of a travelling electromagnetic wave. Laser-
induced effects are of increasing interest in FE contexts (e.g. [26, 27]), but there are
unresolved fundamental issues (e.g. [28]) relating to whether the physical effects of an
electrostatic field are the same as those of an electromagnetic E-field, and whether an
electrostatic field is physically the low frequency limit of an electromagnetic E-field.
It is safer to assume that they may not be.

For clarity in what follows, I use the term ‘classical’ to label quantities that are
defined strictly in accordance with the conventions of classical electrostatics as used
in standard textbooks (e.g. [29, 30]). In a one-dimensional (z) situation, these imply
the following. If under the influence of a classical electrostatic field, a positive test
particle (with a vanishingly small charge) moves in the positive z-direction, then the
field is considered positive. In FE, electron emission is usually deemed to take place
in the positive z-direction. Hence, the classical electrostatic field EES applied to a
field electron emitter is negative in value, and so, of course, are the classical emission
current and current density. In FE literature, five different conventions are used to
deal with ‘fields’.

(1) In detailed discussions of electrostatics as it applies to field emitters (for
example, the electrostatic depolarization effects that occur in emitter arrays), it
usually clearest to stick firmly to classical electrostatic conventions, and (where
appropriate) insert modulus signs around the symbols for field and for currents
and related quantities.

However, it is more usual for FE papers (and other electron emission papers) to
use the so-called electron emission convention in which fields and electron currents
and current densities are treated as if they were positive. In FE, this convention about
fields comes in three variants.

(2) Most modern experimental FE papers use the symbol E to denote the absolute
magnitude of a classical electrostatic field that is actually negative. Since this
E is usually simply called the ‘field’, this can be a confusing convention for
non-experts. It can also be unhelpful in electrostatics contexts.

(3) An alternative uses the symbol F to denote the absolute magnitude of the clas-
sical electrostatic field. This convention goes back to at least the work of Dyke
and colleagues (e.g. [31]), and was used in Gomer’s influential textbook [24].
It was used widely in experimental FE literature in the period 1960-1990, and
is still used in much theoretical FE literature, because theoreticians often find
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it useful to have ‘E’ available to denote electron energy. Use of F to denote
positive electrostatic fields is much older; in particular, J.J. Thomson used F in
his paper [32] announcing the identification of the electron.

(4) A formal alternative—which, in practice, is usually equivalent to the convention
(3)—is to define a new field-like vector quantity F by

F = —E®, 9.5)

and to specify that the symbol F represents the signed magnitude of F. Obvi-
ously, in the context of electron emission theory, both F and F are positive
quantities.

(5) A fifth convention is to define a quantity F'* by the equation

F* = —eE®S, (9.6)

This quantity F* (usually F in the literature) is positive in the context of FE, and is
best defined—essentially following Stern et al. [33])—as the negative of the gradient
of the electrostatic component of the potential energy (PE) of a hypothetical classical
point electron. F* has the SI unit ‘newton’.

The quantity F* has no well recognised name in quantum mechanics. Jensen [14]
calls F* a ‘field’, but this name invites confusion with the ISQ quantities measured
in V/m. The least worst alternative might be to call F* the ‘classical electrostatic
force’ on the electron, though in reality F* is the force on a hypothetical classical
point electron, not the force on a real distributed wave-like electron that is taking
part in a tunnelling process. In Chap. 8, this quantity F* is denoted by the symbol
‘F” and is called ‘force’.

Merits of using F'* are that it is a positive quantity, and the same in both the Gaus-
sian system and the ISQ. Its use also has the typographical advantage of removing
the symbol for an elementary positive charge from various formulae. However, this
is also its main disadvantage. Any formula that in conventions (1)—(4) contains a
‘field’ measured in V/m (or dimensionally equivalent units), would need modifying
for the convention (5). Also, new versions of several universal constants used in FE
would need to be introduced: these new constants would have different dimensions
and units, though numerical values in FE customary units (see below) would not
change.

Classical electrostatic force was used to describe FE potential-energy barriers in
the 1929 Stern et al. paper [33], and (before that) in the middle part of the 1928 Fowler
and Nordheim paper [34] (the technical meaning of the symbol “F”’ changes twice
in the FN paper). If this were still the prevailing convention in FE, then probably
one would not seek to change it. However, the author’s view is that its widespread
readoption at this point in time would inevitably introduce unfamiliarity and further
confusion into an already confused subject, and would add to the difficulties of
explaining FE theory clearly. Also, there might be intellectual resistance from many
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experimentalists to the need to learn two slightly different sets of theoretical language
in order to read basic material relating to FE theory. I thus prefer conventions (3) and
(4) above, and use convention (3) in this chapter.

9.2.5 Field Emission Customary Units

In many situations, SI units are inconveniently large for discussing atomic-level
issues. Thus, field electron and ion emission traditionally use a set of atomic-level
units based on the eV as the unit of energy, the V/nm as the unit of electrostatic field
(though sometimes the V/pum is more convenient), the elementary (positive) charge
e as the size of the unit of charge (which, for technical reasons, has to be written as
1 eV V™), and the second (s) as the unit of time. This system has been called field
emission customary units, and is discussed in more detail in [35]. Its merit is that it
allows certain frequently needed basic FE calculations to be carried out quickly and
efficiently.

It needs stressing that this is a system of units only, not a distinct equation system,
and that (like SI units) it uses the ISQ as the underlying system of quantities and
equations. Further, since all units in the FE customary system are officially recognised
[22] for continued use alongside SI units, the system is entirely compatible with the
ISQ and SI.

It is usual to express certain universal constants, widely used in FE theory, in
these FE customary units. A listis given in Appendix 9.1. In this chapter, all relevant
universal constants are stated to a precision of seven significant figures. Values have—
in a few places where it is necessary—been updated to be consistent with the May
2019 changes in the SI system (see Wikipedia articles accessible via web search).

9.3 Emission Theory—General Issues

9.3.1 Smooth-Surface Conceptual Models

Except for carbon-nanotube emission theory and some other notable exceptions, e.g.
[18, 36-38], nearly all present FE theory is formulated using what are called here
smooth-surface conceptual models or “Sommerfeld conductor” models (see below).
In such models, the atomic structure is disregarded. The emitter is represented, in
a Sommerfeld-like way, as a region of space where the electron potential energy
(EPE) is constant at the ‘conduction-band-edge value’ E., with this region limited
by a ‘formal well boundary’. Outside the boundary, the EPE is modelled either as
rising abruptly to the local vacuum level E,, or as rising more slowly to this level,
as a result of exchange-and-correlation (XC) forces. These forces give rise to an
XC contribution to the EPE, with the contribution usually modelled as a classical
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image PE that cuts off at the point where it goes below E. (see Fig. 9.1a, for the
planar-surface case).

For simplicity, FE theory usually takes the local inner PE x [= E,.—E.], and
hence the local work function ¢ [= (Ey,c—EF), where Ef is the emitter Fermi level],
to be the same at all points on the well boundary. In fact, real emitters usually
have many small surface areas (or “patches”) with different local work functions,
and (even in the absence of any applied voltage) are surrounded by a system of
electrostatic fields called patch fields. With thermally induced emission, at very low
applied voltages, these patch fields can cause significant local space-charge effects
outside the emitter surface, well discussed in older review literature (e.g. [39]). In
FE theory, the patch field adds to the voltage-induced component of surface field
(and contributes to causing field inhomogeneities across the surface). However, for
simplicity, patch fields are usually disregarded in mainstream FE theory.

Inside the well, electrons are treated, in the usual Sommerfeld way [40-42],
as non-interacting electrons subject to the laws of quantum mechanics and statis-
tical mechanics, with the electron distribution assumed to be in thermodynamic
equilibrium and obedient to Fermi-Dirac statistics.

If the well boundary is assumed planar, and the well itself is assumed to be of
infinite width (or of very large extent), then this is the usual well known ‘Sommerfeld
free-electron model’. However, advanced FE theory needs to consider equivalent
models (without atomic structure) where the formal well boundary is curved and
quantum confinement effects determine the electron wave-functions inside the well.
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There seems to be no well recognised name for a model of this kind; I refer to it as
a Sommerfeld conductor.

When an electrostatic field is created outside the emitter, by applying a voltage
between it and a counter-electrode, the charge distribution induced at the emitter
surface (by the voltage) is usually modelled (in a Sommerfeld conductor model)
as confined to an infinitesimally thin surface layer. This surface layer defines the
emitter’s electrical surface within the framework of the model, and is taken as co-
located with the formal well boundary. The resulting EPE variation is illustrated in
Fig. 9.1b, for the Schottky-Nordheim barrier defined below. Note that the vertical
axis represents the electron’s forwards energy, i.e. the energy component associated
with the direction normal to the emitter surface, which is called here the forwards
direction. This name ‘forwards energy’ is an alternative name for what is more usually
called the ‘normal energy’, and is used because it seems more instructive.

The electron wave-functions are assumed to take an appropriate non-atomic form,
which will be a plane wave if the formal well boundary is planar or ‘nearly planar’.
These wave-functions are then used to evaluate values for the transmission probability
D for an electron approaching the emitter surface from the inside, as a function of
forwards energy and the local barrier field Fy . This field Fy is the local value of the
parameter F, as taken in the emitter’s electrical surface. For notational simplicity in
what follows, we omit the subscript ‘L’ from local-field values.

9.3.2 The Problems of Smooth-Surface Models

Smooth-surface conceptual models disregard the existence of atoms, disregard the
role of atom-level wave-functions in tunnelling theory and are not self-consistent
with respect to the location of induced surface charge. Their use in FE theory can be
described as smooth-planar-metal-like-emitter (SPME) methodology.

These physical assumptions are wildly unrealistic for real emitters, particularly
for carbon nanotubes. Hence, the predictions of SPME methodology about current
densities are not accurate. As discussed in Sect. 9.6.1, one can take this uncertainty
into account by putting into core FE equations a general-purpose pre-exponential
correction factor Apg of unknown functional dependence and unknown values. In the
context of the Murphy-Good zero-temperature FE equation (see below), my present
thinking [43] is that a smooth-surface model might do anything between under-
predicting by a factor of around 14 and over-predicting by a factor of around 200. In
other words, the relevant correction factor A3y has unknown functional dependence
but probably lies in the range of 0.005 < Agg < 14. At present, we do not know how
badly the models really behave, although one might speculate that over-prediction
by a factor of 10 is more plausible than either extreme.

The problems of developing accurate FE theory are intensively difficult, and quite
likely at the current boundaries of theoretical physics.! It seems likely that the exper-
imental determination of Agg would be relatively easier and quicker. However, this is

Prof. Marshall Stoneham (now deceased), a former President of the UK Institute of Physics,
thought that some of the most difficult unsolved problems in theoretical physics were in field
electron emission (private communication to the author, 2001).
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relative. The necessary experiments seem likely to be difficult, time-consuming and
expensive, and there seems no indication that funding bodies are currently inclined
to fund basic physics work of this kind (or that experimentalists are prepared to carry
it out).

Although sympathetic to the idea of advanced theoretical exploration, the author
does not see how real progress will be made by adding purely theoretical investigation
to purely theoretical investigation. Rather, I see the best route forwards as based on
developing a more scientific approach to the smooth-surface conceptual models, that
will enable them to be reliably tested against experiment, so that the actual size of
discrepancies can be established. I see the immediate need as ‘theoretical tidying up’
of these models, starting with the planar-surface models. Later, one can investigate
how to do reliable experiments, and seek support for this.

The main purpose of this chapter is to contribute to this “tidying up” of the planar-
surface models. Beyond this, there are important issues relating to methods for more
precise FE I,,(V,) data interpretation for real emitters that have the shape of a pointed
needle or a rounded post. This is an active topic of research (e.g., [14, 44, 45]), but
details are beyond the scope of this chapter.

9.3.3 Barrier Form, Electron Motive Energy and Barrier
Strength

The details of the barrier transmission theory depend on the barrier’s mathematical
form. This is best described via a quantity M(z), called the electron motive energy,
derived as follows: The Schrodinger equation is separated in Cartesian coordinates,
and the component relating to motion normal to the emitter surface is written

&+ (W@ - E) o = [k +M@]w. =0 9.7)

where z is the forwards direction, ¥, is the relevant wave-function component, kz
is the relevant kinetic-energy operator, U (z) is the total electron potential energy
(EPE) and E. is the forwards electron energy. U T(z) and E, (and also E., E, and
EFr) can be taken as all measured relative to any well defined energy reference level
(often the laboratory “Earth”). The symbol W is used to denote forwards energy
measured relative to the PE well base (i.e. W = E,—E,).

For an electron with forwards energy E,, the electron motive energy M(z) is then
defined by

M@ = U'2) —E, =[U(0) —EJ+[U"(2) — U (0)] = H+ AU"(2),
(9.8)
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where the zero-field barrier height H = x—W = UT(0)-E, (see Fig. 9.1b). AUT(z)
is defined by (9.8), and describes how the EPE varies outside the emitter surface,
relative to the local vacuum level.

The term ‘motive’ was used by Newton [46], and also in early discussions of
electron motion near conducting surfaces (e.g. [39, 47]), but the term ‘motive energy’
is used here in a slightly different and more specialised sense.

As is well known, different barrier forms are defined by selecting different mathe-
matical forms for AUT(z) and hence M(z). Those of most interest here are the planar
forms called the exactly triangular (ET) barrier [defined by (9.9)] and the Schottky-
Nordheim (SN) barrier [defined by (9.10)], but there is also current interest in forms
that represent the EPE variation outside emitters with quasi-spherical apexes. For the
ET and SN barriers, the motive-energy expressions are

MET(z) = H—eFz (z>0) (9.9)

MSN(z) = H — eFz — e*/16me0z (2 > z¢) (9.10)

where the cut-off distance z. is defined by the condition MSN(z.) = H-x =-W. To
the left of these regions of validity we have M(z) = H-y = -W (see Fig. 9.1).

9.3.4 Image Potential Energy and the Schottky Effect

This Section relates to the image PE term (—e*/16mepz) in (9.10). As is well
known, this describes the electrical PE of interaction between a classical point
electron and a perfectly conducting infinite planar conductor, and is a model for
quantum-mechanical exchange-and-correlation effects outside planar surfaces. The
complicated historical origin of this term seems less well known, and is recorded
here.

The idea of electrical images was introduced by W. Thomson (later Lord Kelvin) in
1847 [48], when discussing the reaction of an isolated conducting sphere to external
charges. Later [49 but (better) see p. 67 in 50], he showed that, if the sphere were
charged and both the sphere and an external point charge had the same sign, the
force on the external charge would change from repulsive to attractive as the external
charge is put closer to the sphere, i.e. (in modern terms) a PE barrier would exist.

In fact, the first person to use electrostatic potentials and electrostatic energies of
mutual interaction, when discussing image effects relating to spherical conductors,
was Maxwell [51]. These early treatments were algebraically complicated, and not
fully correct in the 1st edition of [51]; a clearer discussion was given later by Landau
et al. (see §3 in [30]).

Thomson [49 but (better) see p. 73 in 50] and Maxwell [51] also discussed image
effects outside an (infinite) planar surface, but their thinking was too heavily linked
to the spherical-conductor situation, and neither provided any formula useful to FE.
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Thus, the Gaussian planar image-PE formula for an electron (—e§/4x) is usually
attributed to Schottky [52], although in fact, his 1914 discussion was in terms of the
related positive potential due to the image charge. Schottky [52] also considered the
case where the Gaussian classical electrostatic potential A® (measured relative to
the local vacuum potential level) increases as A@s = bsz. He found the Gaussian
expression (eshs)"? for the height (above the vacuum potential level) of the minimum
in the effective potential for an electron.

Obviously, the modern interpretation is that the image force causes a reduction,
As, below the local vacuum electron-energy level, of the classical barrier for electron
emission. This is the Schottky effect and we can write (using the ISQ)

As = csF'? = (&3 /Aney)/?F'/? 9.11)

where cg is the Schottky constant [=1.199985 eV (V/nm)~ %, = 3.794686x 107> ¢V
(V/m)~12]. Schottky [52] gives, in his equation (6), the approximate numerical value
of this constant, but for ISQ fields in V/cm, rather than V/m.

In fact, there had been an earlier suggestion that (what we now call) the Schottky
effect could operate in electron emission. In his 1903 textbook (see p. 386 in [53]),
J.J. Thomson suggested qualitatively that anomalies in spark physics, observed by
Earhart [54] in 1901 for very small electrode gaps (less than 2 pm), might be
explained if the combination of electrostatic and image forces made it energetically
easier for electrons to leave the cathode. This proposal is clearly the Schottky effect
(ten years before Schottky), but we would probably now attribute these anomalies to
FE from nanoprotrusions, not observable in 1901, that had field enhancement factors
of around 10-15.

Schottky [52] also noted the possible effect of this barrier reduction on electron
emission, and then returned to the subject is his later (1923) paper [55], where he
gives a formula® for (what I call) the SN barrier reference field Fg. This is the field
that reduces to zero a SN barrier of zero-field height ¢ (i.e. the field that pulls the
top of this barrier down to the Fermi level). This formula would now be written

Fr = cg’¢? = (dmep/ed)p? = (0.6944615 Vinm) - (¢/eV)>. 9.12)

For a material with ¢ = 4.50 eV, Fr =~ 14.1 V/nm. Schottky [55] unsuccessfully
proposed this kind of strong barrier lowering as an explanation of FE.

9.3.5 Scaled Field as a Modelling Parameter

In modern FE theory, this field Fr can be used to formally define a modelling param-
eter f that I now prefer to call the scaled field (for an SN barrier of zero-field height

®), by

2Reference [55] contains a typographical error, in that the numerical value in his equation (5) should
be 6.97 x 10, as given correctly in Table 9.1 later in the paper. The modern value is slightly lower,
as can be shown from (9.12).
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f = F/Fr = ci¢™*F = (1439965 eV> V' nm) - ¢ °F. (9.13)

For a barrier of zero-field height H, a parameter f  is defined by a formula similar
to (9.13), but with ¢ replaced by H. As seen later, f and f play important roles in
modern FE theory. These parameters were previously called ‘scaled barrier fields’,
but the simpler name ‘scaled field’ now seems better. (In the literature, f is also called
‘dimensionless field’.)

Until recently, FE theory derivations used a modelling parameter y, called the
Nordheim parameter and related to f i by y = +./f n. These modelling parameters
enter FE theory in the following way. To evaluate the transmission probability for
a SN barrier, using semi-classical methodology, the roots of the equation MSN(z) =
0 are needed, where MSN(z) is given by (9.10). For a barrier of zero-field height H,
these are

= (H/2eF)[l +/1— (e3F/4n80H2)]. (9.14)

To simplify the mathematics, a modelling parameter is introduced to represent
the combination (e*F/4meoH?). In 1928, Nordheim [56] used a squared quantity,
the modern y?. (The original paper used the symbol x2.) We now know that this
combination is an expression for the scaled field f 7, and that—for reasons described
near the end of Sect. 9.6.3—f i would have been a better choice. In the author’s view,
there would be significant advantages in now making the difficult transition from the
use of y to use of fy, or (when H = ¢) to use of f—certainly when discussing
current-voltage characteristics.

9.3.6 Barrier Strength and the Barrier Form Correction
Factor

An important parameter derived from M(z) is the so-called barrier strength (also
called the ‘Gamow factor’ and the ‘JWKB factor’). Jensen denotes this by ‘6°, but
the present author prefers ‘G’. For tunnelling, G is defined by

G = 2xefM1/2(z)dz, 9.15)

where k. is a universal constant (see Appendix 9.1), and the integral is taken ‘across
the barrier’, i.e. over the range of z where M(z) > 0. The barrier strength G is
a mathematically evaluated parameter, with a well defined numerical value, that
relates to barrier transmission properties. Strong barriers (high-positive-G barriers)
are difficult for an electron to tunnel through.

For an exactly triangular (ET) barrier of zero-field height H (H > 0), it is readily
shown that
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Gt = bH?*JF, (9.16)

where b [= 4k./3e] is a universal constant often known as the second Fowler-
Nordheim constant (see Appendix 9.1). For a general barrier of arbitrary (but well-
behaved®) mathematical form (and with H > 0), the related barrier strength G is
derived via (9.15), and a barrier form correction factor vy(H,F) (‘nugy’) is then
defined via

GH,F) = vy(H,F)-G*"(H,F), 9.17)

where the functional dependences on H and F are here shown explicitly. There may
also be other functional dependencies, for example on the emitter apex radius.

For the SN barrier, the barrier form correction factor viN(H,F) is given by an
appropriate particular value (corresponding to barrier height H and local barrier field
F) of a special mathematical function denoted here by v(x). This function is now
known [57] to be a very special solution of the Gauss Hypergeometric Differential
Equation; the Gauss variable x is the independent variable in this equation. It can
be shown (see below) that the correction factor vﬁ,N(H ,F) is obtained by setting x =
fu,ie. vISL,N(H,F) = v(x =fg). Hence

GN(H,F) = v(fy) - bH>?JF. (9.18)

Note that the author now prefers to typeset ‘v’ upright, on the grounds that this
symbol represents a special mathematical function (like ‘sin’ or ‘Ai’). In Russian-
language literature, the notation ¥ (y) is often used, rather than v(f ), but the factor has
the same numerical value. The mathematics of v(x) is discussed further in Sect. 9.6.3.

9.3.7 ‘Thermal Electron’ Versus ‘Thermionic’

When discussing the theory of high-temperature (low-field) effects, the author prefers
the name ‘thermal electron emission’ rather than ‘thermionic emission’, for the
following reason. Immediately before the well known work [34] of Fowler and Nord-
heim (FN) in 1928, it was thought by some scientists (in particular, Millikan [58]) that
electron emission at high temperatures was the emission of a special type of electron
called a ‘thermion’ that, inside the metal, was in a special high-energy state. This
process was called ‘thermionic emission’, to distinguish it from the field-induced
emission of conduction electrons at low temperatures, as occurred in what was then
called ‘autoelectronic emission’. This was a kind of ‘two-band’ theory of metal elec-
tron behaviour. Possibly the most important scientific outcome of the FN 1928 paper
was the conclusion that ‘thermions’ in this sense did not exist, and that both thermally
induced and field-induced emission phenomena could be understood as the emission

3 A well-behaved barrier has no regions inside it where M(z) is negative.
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of ‘one kind of electron’ from a ‘single band’, under different conditions of field
and temperature. (Hence, an integrated ‘single-band’ theory covering both effects
could be created). Thus, the FN 1928 paper was one of the key papers that led to the
development of the modern single-band theory of metals. Since FN argued success-
fully that thermions did not exist, it seems scientifically anomalous to continue to
talk about ‘thermionic emission’ in FE theory papers. Whilst recognising that many
still use this term, particularly in practical applications, I prefer the name ‘thermal
electron emission’ (TE) in theoretical contexts.

Also, phenomena arising from the simultaneous application of field and temper-
ature are more commonly called ‘thermal-field’ than ‘thermionic-field’. This seems
another good reason for preferring ‘thermal’ over ‘thermionic’.

9.3.8 The Concept of ‘Wave-Mechanical Flyover’

‘Wave-mechanics’ is the old name for ‘quantum mechanics’. I prefer it when no
quantisation or inelastic phenomena affect barrier transmission, because the name is
a reminder of analogies between electron tunnelling and (what we now call) photon
tunnelling. Both are consequences of the classical mathematical behaviour of second-
order differential equations, where what is now called ‘tunnelling’ was once called
‘evanescent-wave coupling’.

It is well known that the transmission of electrons over barriers is affected by
wave-mechanical reflection effects, if the transmission is not too high above the
barrier. Some years ago, Forbes and Deane [35] suggested that ‘ballistic emission’
was not a good name, and that this wave-mechanical transmission process should be
called flyover. This term will be used in this chapter.

For reflection at a rectangular step of height-in-energy y, the transmission prob-
ability D(w) for an electron approaching with forwards energy yx +w (w > 0) is [35,
59]

12 _ ,,1/272
(xtw = —w } (9.19)

Dw) =1 |:(X +w)l/2 ol

If x is taken as 10 eV, then D(w) = 0.9 when w ~3.7 eV, which corresponds to a
temperature T = w/kg (where kg is the Boltzmann constant) around 40000 K. This
illustrates that all real technological thermal electron emitters are subject to wave-
mechanical reflection effects, as assumed by Fowler long ago [60]. For this reason,
the emission regime in which the devices discussed in the next section operate is
called here quantum-mechanical thermal electron emission (QMTE).
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9.3.9 The History of Thermal Electron Emission Theory

In this chapter, thermal electron emission (TE) is defined as the thermally induced
emission of electrons in circumstances where the vast majority of electrons escape
over the top of a barrier that may be lowered by the Schottky effect, and where very
few escape by tunnelling. This definition is used by most thermionic-emission exper-
imentalists. However, as discussed below, Murphy and Good [61] (and theoreticians
who follow their approach) use a different definition of the term ‘thermionic’.

In the QMTE regime, the local emission current density (ECD) Jgs is given by

Jrs = AeAroT exp[—{¢ — csF'/?}/kgT], (9.20)

where T is the local thermodynamic temperature of the emitter surface, ¢ is local
work function (NOT the Schottky-reduced barrier height), A is a universal constant
[60] called here the universal theoretical Richardson constant (see Appendix 9.1 ),
and Atg is a general-purpose pre-exponential correction factor due mainly (but not
exclusively) to wave-mechanical elastic reflection effects.

The author prefers to call this equation the quantum-mechanical Richardson-
Schottky (RS) equation, on the grounds that, although others contributed, and
although neither of these authors, in fact, devised the final forms of either the constant
Ago or the equation itself, these two played the biggest roles in generating the equa-
tion. The ‘Richardson-Schottky’ name was used by Murphy and Good [61]. One
often sees a version of this equation in which the factor Atg has been set equal to
unity and omitted. I call this reduced equation the classical Richardson-Schottky
equation.

Modern TE discussions are sometimes superficial about the origins of (9.20).
Thus, this chapter seems a good place to summarise its slightly complicated history.
Development took place in stages. I deal first with the zero-field equation.

Investigation of what are now known to be TE effects goes back well into the
eighteenth century, e.g. [62, 63] as noted in the books of Guthrie [64], Richardson
[65] and Reimann [66], although Edison [67] usually gets the credit for the first really
careful relevant experiments. However, little real progress could be made until after
Thomson [32] had identified what (following Stoney [68]) we now call the ‘electron’,
and until after vacuum technology had advanced sufficiently. Later experimental
developments are described in many books and review articles. References [39, 47,
65, 66, 69-71] cover the period up to about 1950 in some detail, and [72, 73] are
modern overviews.

Richardson always took the view that the electrons originated from inside the
metal emitters and in 1901 published a formula for emission current density (here J)
based on applying Maxwell-Boltzmann statistics to what he modelled as a classical
electron gas inside the metal [74]. Nowadays we would write his 1901 formula as

J = AT exp[—x /ksT] (9.21)
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where A; is a universal constant (not equal to Arp). Note this equation contains the
local inner PE yx, not a modern work-function-like parameter.

However, this basic idea that the electrons came from inside the metal (rather
than from gas molecules in the ‘vacuum’ space or adsorbed on the metal surface)
encountered significant resistance. This inhibited acceptance of Richardson’s ideas
(and also those of Einstein about the origin of photoelectrons). It was not until
1913 that Richardson was able to prove, experimentally and convincingly, that his
thermally emitted electrons must be coming from inside the metal [75], and that they
must be supplied by electrical conduction inside the metal.

In the meantime, because of various inconsistencies that arose, in that era, in
the physics of electron behaviour in metals (in particular, about the specific heat
of electrons), Richardson had become unhappy with treating electrons inside the
metal as a classical gas. Instead, he applied a thermodynamic argument [65, 76] to
an electron atmosphere outside the emitter that was taken to be in equilibrium with
the electrons inside, arguing that the external electron atmosphere better resembled
a classical gas. This yielded [65]

J = AsT?exp[—o/ksT] (9.22)

where A; is a universal constant very much less in value than Agg (in fact less than
ARro/20), and ¢y is, in effect, the ‘typical activation energy needed for escape, at low
temperatures’ (my term).

In 1923, by a broadly similar thermodynamic argument, but based in detail on
Nernst’s heat theorem, Dushman [77] revised the pre-exponential in (9.22) to be
equal to Age/2 (but also gave an alternative thermodynamic argument that made the
pre-exponential about 10% less than this).

In reality, Richardson’s work does not make the clear distinction that we can now
make (post Sommerfeld) between inner potential energy x and zero-temperature
work function ¢zt; nor does he make the clear modern distinction between gas kinetic
theory and thermodynamics. With the benefit of hindsight, and guided by the clearly
stated equations on p. 285 of [42], [ have: (a) interpreted Richardson’s parameter that
he defines [74] as ‘the work done by a corpuscle” in passing through the surface layer’
as the inner PE; and (b) interpreted his parameter that he defines [65] as ‘the change
in energy of the system which accompanies the transference of each electron from the
hot body to the surrounding enclosure’ as a work-function-like parameter. However,
even in the 1921 edition of his book, Richardson seems to regard the definitions as
equivalent, because he uses the same exponent in both his ‘">’ and ‘T?’ equations.
In contrast, Dushman [77] thinks of his parameter by (which is effectively the same
as Richardson’s ¢) as a ‘thermodynamic heat of vaporisation’, for the evaporation
of a single electron. This is clearly a work-function-like parameter.

Next, in 1928, Fowler [60], and almost simultaneously Sommerfeld himself [78],
made use of Sommerfeld’s new electron theory of metals [40], based on Fermi-Dirac
statistics, and of the idea of ‘electron spin’ (e.g. [79]), to make critical improvements.

4“Corpuscle’ was J.J. Thomson’s original term for what we now call the electron.
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Fowler suggested that (in the framework of a Richardson-Dushman-type thermody-
namic argument, and in the ideal case of no wave-mechanical reflection effects) the
pre-exponential should be Agg, He also clearly identifies ¢ in (9.22) with the modern
zero-temperature work function ¢y.

Fowler [60] also reinserted into the pre-exponential a factor (1-r), originally
introduced empirically by Richardson [65], where 7 is a coefficient that allows for
electron reflection at the surface. Fowler [60] interpreted this as a wave-mechanical
effect. Then, in 1929 [80], he replaced (1-r) by the mean transmission probability

D. The best modern discussion of reflection effects is probably still the 1984 book
by Modinos [2]. Later, it became clear that other effects, such as inelastic scattering
and non-thermodynamic-equilibrium conditions, could in principle influence the pre-
exponential; thus, I now prefer to use the general-purpose correction factor Atg.

However, note that some accounts of TE theory prefer to combine (ArgAgg) into
a single parameter A, called the ‘Richardson constant’, which is not a universal
constant. Notation and terminology in this area are somewhat variable, and potentially
confusing to non-experts. Also, note that in experiments there are effects that can
cause real or apparent temperature dependence in the exponent. These effects need
to be taken into account when interpreting experimental data, particularly Schottky
plots (e.g. see [39, 71]).

In summary, although the zero-field version of the classical RS-type equation
is variously called the ‘Richardson equation’, the ‘Richardson-Dushman equation’,
and the ‘Richardson-Laue-Dushman’ equation, the post-1920s form of it is really
due to Sommerfeld and to Fowler.

As shown above, the Schottky effect reduces the zero-field barrier height by As.
Hence, ¢ in the zero-field equation is replaced by (¢—As), and the Richardson-
Schottky-type equations emerge. The earliest explicit formulation of (a Gaussian
version of) (9.20) that I know of is in Compton and Langmuir’s 1930 review ([47],
see p. 149)—although, as already noted, J.J. Thomson seems to have been the first
(in 1903) to suggest this as a physical electron emission effect.

A further logical step occurred when Fowler and Nordheim [34] in effect suggested
that the best way of deriving TE theory would be to apply Sommerfeld-type metal
electron theory to the electron population inside the emitter, and thereby create a
unified theoretical approach that would describe both TE and FE. This approach was
implemented by Sommerfeld and Bethe in 1933 [41] (but with incorrect tunnelling
theory), and is discussed further below.

Later, Jensen and others showed that small temperature and field dependent
changes in the inner PE x mean that, in principle, emission equations should contain
a temperature and field dependent ‘effective work function’ rather than the true
zero-temperature, zero-field work function (see [81]), but this small effect is usually
neglected.

A possible mild cause of confusion is that the term ‘effective work function’ is also
used to describe the Schottky-effect-reduced barrier of height (above the Fermi level)
(¢—As), particularly in the TE and photo-cathode communities. A possible solution
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might involve the introduction of a new thermodynamic term, such as ‘classical (or
“canonical”) work of emission’, for this reduced barrier height.

9.4 Validity Regimes

9.4.1 Transmission Regimes and Emission Current Density
Regimes

In a smooth-surface model, the FN approach is implemented as follows. Each
travelling-electron wave-state in the well can be labelled with a set {Q} of quantum
numbers. Each state that involves motion towards a chosen part of the emitter surface
makes a contribution zq to the current density incident onto that part of the surface
from the inside, with the size of the contribution depending (inter alia) on the state’s
occupation probability. The probability that an incident electron escapes is given by
the transmission probability Dq for the state. Hence, the state makes a contribution
zgDq to the emission current density (ECD) J, and the ECD is found by summing
over all relevant states, thus

J = Zrelevant{Q} %QDe- ©.23)

As discussed below, it is easiest (in a Sommerfeld free-electron model) to carry
out this summation by a double integral over energy.

In practice, as shown below, the transmission probability is a function only of the
local barrier field (here denoted by F) and of forwards energy, and can be written
D(F,W), where W (as above) denotes forwards energy measured relative to the well
base. Hence, (9.23) can be converted to the single integration

J(F,T) = /jn(F, T,W)dW = /N(T, W) - D(F, W) dW, (9.24)

where j,(T,W) is the emitted normal energy distribution (e-NED), and N(T,W) is a
recently introduced parameter called the incident normal energy distribution (i-NED).
If the electron distribution can be treated as if in local thermodynamic equilibrium at
thermodynamic temperature 7, which is usually done, then a mathematically explicit
expression is easily obtained (below) for N(T, W).

There are other ways in which the double integration could be carried out, but
formula (9.24) is most convenient here. Note that the parameter N used here differs
slightly from the parameter ‘N’ used in older work and denoted here by N4, which
was called the ‘supply function’. The relationship is: N = eNyq. Thus, the new N,
like j,, has the units A m2eV L

In the thermodynamic equilibrium situation, if valid values could be obtained for
D across the whole range of W, then integral (9.24) could always be carried out
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numerically. However, ideally, one wants analytical formulae. Unfortunately, exact
analytical formulae can be obtained only under certain mathematical conditions,
which may vary with the barrier form, and are certainly different for the ET and SN
barriers. This gives rise to the idea of validity regimes. A transmission regime is a
region of { F,W} parameter space where a given formula for D(F,W) is ‘adequately
valid’, and an emission current density (ECD) regime (also called an emission regime)
isaregion of {F,T'} parameter space where (for given ¢) a given formula for the local
ECD J is ‘adequately valid’. There are close links between transmission regimes and
ECD regimes, but these are not straightforwardly one-to-one in all cases.

Because of the general difficulties with smooth-surface conceptual models,
‘adequately valid’ above really means ‘adequately self-consistent’ or ‘is an adequate
mathematical approximation’. However, a general weakness of electron emission
theory is that even with these reduced meanings of ‘adequately valid’, the criteria for
what one means by the term ‘adequately’, and the boundaries of the validity regimes
are not yet as well investigated and defined as they probably ought to be.

9.4.2 Regimes for the Exactly Triangular Barrier

Currently, the best defined illustration of validity regimes involves the transmis-
sion regimes for the ET barrier. Essentially, this is because Forbes and Deane [35]
managed to derive an exact general analytical formula for the transmission proba-
bility DFT for the ET barrier, and to show that this had three very different forms of
mathematical approximation in different parts of the transmission regime diagram
shown in Fig. 9.2. The nature of the mathematics means that the most sensible choice
is to plot w against F?3, where w is forwards energy measured relative to the top of
the triangular barrier (which in this case coincides with the local vacuum level). In
this special case, it is easy to draw the boundaries where the approximate solution
departs from the exact analytical solution by 10%. For this diagram, the inner PE x
has been taken as 15 eV.
The exact general formula for DET is

DT = 1/[} + inw(A* + B?) + {now ™' (A% + B?)] (9.25a)

where A and B are the values of the Airy functions Ai and Bi, and A’ and B’ the
values of their derivatives, at the PE step at z = 0 (see [32] for exact definitions), and
w is a dimensionless parameter given by

w=cF Pw? (9.25b)

where ¢, is auniversal constant (see Appendix 9.1), called here the triangular barrier
constant. Earlier, Jensen ([ 7], and references therein) had reached an equivalent result.

Expression (9.25) has approximations that, for w « 0, w ~ 0, w > 0, are very
different in their mathematical forms. This leads to three main transmission regimes,
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Fig. 9.2 Transmission regime diagram for the exactly triangular barrier (x = 15 eV, 10% error
boundaries). Acronym meanings are: BT = barrier top; DT = deep tunnelling; HF = high flyover;
LF = low flyover; ST = shallow tunnelling. The boundaries indicate a difference of 10% between
the working formula for transmission probability D and the exact formula. In the two shaded regions,
no simple working formula gets within 10% of the exact formula. Reprinted from [35, Fig. 5], with
the permission of the Royal Society of London

each characterised by a useful working formula for DET. The main regimes are deep
tunnelling (DT) (w < 0); barrier-top emission (BT) (w ~ 0); and high flyover (HF) (w
>> 0). For the w <« 0 and w >> 0 limits, the Airy functions and (9.25) have asymptotic
expansions that each generate a sequence of approximate formulae of successively
decreasing accuracy. The formulae used to define the transmission regimes are not
the limiting formulae; rather they are the ‘most useful working formulae’.

For the ET barrier, in the deep tunnelling (DT) regime, one can set the zero-field
barrier height H = —w, and the working formula is the well known FN result

Dt ~ P™exp[=G®T] = (4(HW)'"?/x) expl—bH* /], (9.26)
where b is the second FN constant, as before, and the FN tunnelling pre-factor P™
is given by {4(HW)"?/y }.

The barrier-top (BT) regime corresponds to Iwl small. This regime includes both
shallow tunnelling (ST) and low flyover (LF), and a good working formula is [35]

DEL & 112 4 cgF PWV2 e FHBW V2 — e W 2], (927)
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where cg, ¢ and ¢ are parameters, defined in [35], whose values are not of signifi-
cance here. For transmission at the barrier peak, the result obtained by setting w =
0, W = x, in (9.27) is exact, and is

DErw=0) = 1/[} +coF 1Py 12 4 cog FH13 47112, (9.28)

Clearly, this barrier-peak transmission probability is a function of field, but goes
to zero as the field goes to zero, as one would expect. It also goes to zero as F— oo,
which was not anticipated.

In the high flyover (HF) regime, a suitable working formula is

Awl/2W1/2 W2 _ 2 2
Dif ~ —————0> = 1— <—) (9.29)
(W1/2 1 w1722 W12 4 wl/2

This is also the standard result for transmission across a rectangular step of height
x = (W—w), as comparison with (9.19) shows. In the limit of very high flyover, where
w and W become large, formula (9.29) tends to unity, as physically expected, and
the regime limit is what one might reasonably call the classical high-temperature
emission (CHTE) sub-regime.

Figure 9.2 shows that there is an area of the transmission regime diagram (enclosed
within the DT regime) where none of the simple working formulae are adequately
valid. Obviously, the details of this diagram depend somewhat on the value used for
x and on the numerical criterion used to define ‘adequate validity’ (10% error, here).

Older literature tends to discuss transmission in terms of two regimes: either
tunnelling through the barrier or ballistic emission over it. What the above analysis
shows is that, as far as the mathematics of the ET barrier is concerned, it is better to
think in terms of three regimes rather than two (or possibly in terms of four rather
than two regimes, if the CHTE sub-regime is treated as separate for pedagogical
purposes). An important lesson is that, in the barrier-top regime, common theory
applies both to (shallow) tunnelling and (low) flyover, but the sign of w is different in
these two cases. In this BT regime, the value of the transmission probability increases
smoothly as w changes from negative to positive, as one might expect physically.
Another lesson from this diagram is that the BT regime is relatively narrow in its
regime of validity, and that the width-in-energy of the regime diminishes with field.

Since (9.25) is the transmission-probability formula derived by FN, and then used
by them to derive the original (zero-temperature) FE ECD equation, one can conclude
that this ECD equation will not be adequately valid outside the boundaries of the DT
regime. However, because the derivation of their ECD equation involves a Taylor
expansion of In{D[5}} about H = ¢, and then the neglect of terms higher than linear,
there will be additional mathematical constraints on the adequacy of the resulting
equation.

Because it is well known (or, at least, very firmly believed by nearly all FE
theoreticians) that the ET barrier is not a good model for real surface barriers [82],
finite-temperature versions of the original FN-type ECD equation have never been
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formally developed, as far as the author is aware. (If they have, then knowledge has
not survived.) However, it is known [83] that the temperature correction factor Ay [=
pr/sin(pt)] developed below for the SN barrier, in fact, applies to all well-behaved
barrier forms, and hence to the ET barrier (provided the parameter dg that appears in
pis defined appropriately). Hence, if one were to attempt to construct an ECD regime
diagram for a finite-temperature FN-type equation based on the ET barrier, then any
mathematical constraints on the adequate validity of the expression [(p)/sin(p)]
would also come into play when determining the boundaries of the relevant ECD
regime, in addition to those indicated earlier (if the constraints are in fact different
from those indicated earlier).

We can conclude that, in the framework of the ‘SPME methodology’ of using
a planar smooth-surface conceptual model, the theoretical physical and mathemat-
ical questions that affect the ‘adequate validity’ of a particular ECD formula are as
follows:

(1) Does a particular ‘starting formula’ for transmission probability D represent
correct wave-mechanical transmission theory, as understood in a wider physics
context? (This is not a significant problem for the ET barrier theory set out above,
as we believe that the derivation of (9.25) represents correct wave-matching
physics for a one-dimensional free-electron-metal model. However, for non-
free-electron band-structures, and/or for other forms of the barrier, the situation
is much more obscure.)

(2) Where relevant, has the starting formula for D been validly reduced to a simpler
expression?

(3) If this ‘simpler expression’ needs to be further mathematically manipulated
(e.g. by Taylor expansion), and some resulting terms are then neglected in order
to provide a ‘resulting expression’, then is this mathematical approximation
process adequately valid?

(4) If this ‘resulting expression’ then needs to be incorporated into an integral for
which an analytical solution is known, then are the conditions for validity of
the integration process adequately met? (In practice, questions (3) and (4) may
relate to the same issue.)

A conclusion from this is that the ‘failure analysis’ of FE equations (and other
electron emission equations) may be far from straightforward, and may deserve more
attention than it has so far received.

Also, note that there are subtle differences in status between the Forbes-Deane
transmission-regime diagram and the Murphy-Good ECD-regime diagram shown
below as Fig. 9.3. The former shows regimes where the related formula is adequately
valid as a description of the known correct physical analysis of the ET barrier model
(to within 10%, at all points on each boundary). The latter simply shows regimes
where certain mathematical approximations are considered adequately valid (with
an error of between 15 and 40%, depending on the position in the boundary [61]).
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Fig. 9.3 Emission current density regime diagram for the Schottky-Nordheim barrier, as presented
by Murphy and Good ([61Fig. 6]). See [61] for full discussion. Reprinted figure with permission
from E.L. Murphy, R.H. Good, Jr, Phys. Rev. 102, 1464 (1956). Copyright (1956) by the American
Physical Society

9.4.3 Regimes for the Schottky-Nordheim
Barrier—Qualitative Discussion

As just indicated, most FE theoreticians regard the Schottky-Nordheim barrier as the
best simple model for the FE barrier at the surface of a metal emitter of moderate to
large apex radius (say greater than 20 nm), for reasons recently set out in [82]. One
can apply to the SN barrier the preceding Section’s insights, but initially, this is done
only at a qualitative level. Mathematical details form part of Sect. 9.5.

Confounding problems are the existence of two alternative top-level approaches
and conflicting terminology. In this chapter I use ‘thermal-field (TF)’ as a general
term to describe situations where both field and temperature play a role, but not as a
term to describe any particular theoretical regime or sub-regime.

Although earlier discussions exist (e.g. [84]), the first ‘reasonably modern’ treat-
ment of TF effects is the 1956 paper of Murphy and Good (MG) [61]. The MG
treatment is the first substantial treatment after Burgess, Kroemer and Houston [85]
had found, in 1953, a significant mathematical error in Nordheim’s 1928 paper [56].
Unfortunately, the MG paper is heavily mathematical and written in a mixture of
Gaussian equations and atomic units, and is now next to incomprehensible to many
younger researchers. The Modinos textbook [2] has a simpler version of the MG treat-
ment, though still with Gaussian equations. ISQ versions of MG’s theory are given
in [86] for the zero-temperature limit, in [87] for finite temperatures, and (slightly
differently) in [10] and in [14].
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Murphy and Good identified two main ECD regimes, which they labelled the ‘field
emission’ and ‘thermionic’ regimes. Note that their definition of ‘thermionic’ does
not correspond to the operating regime of the practical devices that electron source
users call ‘thermionic emitters’, but also includes the devices now commercially
called ‘Schottky emitters’ (my ‘barrier-top emitters’). Jensen’s chapter, and also
the recent work of Kyritsakis and colleagues [88, 89], follow the MG two-regime
approach and create bridging theory.

MG also identified what they called an ‘intermediate’ regime, but this is of very
limited extent, and nowadays is not treated separately. MG’s ECD regime diagram,
showing all of their identified regimes, is reproduced as Fig. 9.3.

In the 1970s, Swanson and Bell [90] presented a more detailed classification of
regimes/sub-regimes, and associated formulae for ECDs and energy distributions,
although later [15, 91] they changed their nomenclature slightly.

The author’s current classification of SN-barrier ECD regimes is based partly on
the Swanson and Bell approach, partly on the findings of [35]. Nowadays, I identify
three main ECD regimes. Using my currently preferred terminology, these are as
follows:

(1) The field electron emission regime (also called the ‘cold field electron emission
(CFE)Y’, the ‘Fowler-Nordheim field electron emission (FNFE)’ regime, or just
the ‘field emission regime’). In this regime, most electrons escape by deep
tunnelling from electron states near the emitter Fermi level, and the local ECD is
given by aFE equation. In MG’s theory (which uses the simple-JWKB tunnelling
formalism) the relevant FE equation contains a temperature correction factor
Ar given here by the linked equations

Ar = p7/sin(pr), (9.30a)
p = kgT /83", (9.30b)
1/83N =[0G J0H)Flu=g = tr - 3b¢'/*/F (9.30¢)

where p is the ‘Swanson-Bell parameter p’ [90], BIS:N is a parameter I now call the
barrier-strength decay-width (or ‘G-decay-width’) for the SN barrier, taken at the
Fermi level, and tg—here called the G-decay-rate correction factor—is the value, at
H = ¢, of the correction factor (relative to the equivalent result for an ET barrier)
in the first-order term of a Taylor expansion of GSN(H,F) about H = ¢ (with field
F assumed constant.) The factor is given by tp = t;(x = f), where t;(x) is a special
mathematical function defined by (9.65b).
For numerics, it is convenient to write p in the form

p = G- (¢'’T/F) = (3bks/2) - (trd'/*T/F) (9.30d)
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C, =8.829607 x 107*eV~"2 K~ Vam™". (9.30e)

The ECD regime boundaries are in principle influenced by (amongst other factors)
the adequate validity of the derivation of A7. The Swanson and Bell view [90] was
that use of the MG expression for A7 is adequate in the range p < ~0.7.

The FE regime has a zero-temperature theoretical limit at which p = 0, Ar= 1.
The original 1928 FE equation was, of course, derived as a formula applying in this
limit. The high-T end of the FE regime has been called the “T-F emission regime’
(e.g. [90]), but this name has also been used in other contexts and is best avoided;
the author’s preferred name would be ‘hot FE’.

(2) The barrier-top electron emission (BTE) regime (also called, in the case of
the SN barrier, the ‘extended Schottky regime’ [15, 91], and before that the
‘transition regime’ [90]). In this regime, most electrons escape at a forwards
energy level that is close to the top of the SN barrier. Significant numbers
escape by tunnelling and significant numbers by wave-mechanical flyover. The
local ECD for the BTE regime is usually given by an equation similar to the QM
RS-type (9.20), but with the pre-factor A1g replaced by a pre-factor Agtg derived
by using the Kemble tunnelling formalism (see Sect. 9.5.2). The pre-factor Agtg
is given by the linked equations

ABTE X Ap = qTIZ/SiIl(qT[), (9.31a)
q = 8" /ksT, (9.31b)

1/85N = [(OGSN/0H)plln—p, = to- 3bH)?JF =ty - 3cg? F74 (9.310)

Here, q is the ‘Swanson-Bell parameter q’ [90], Hy, [= As = csF"?] is the zero-
field height of the transmission barrier experienced by an electron that crosses at the
forwards energy level of the top of the barrier, and 85N is the G-decay-width for the
SN barrier, taken for H = Hy,. The parameter t, is the G-decay-rate correction factor
for H = Hy, and is given (from the theory of complete elliptic integrals, see below)
asty = t;(x = 1) = (. /2)/4 = 1.110721.

For numerics, it is convenient to write ¢ in the form

q = C,F*T = [2/Btobey  ks)] T F/4, (9.31d)

C, =930.8282 K V*/* nm*/*. (9.31e)

This correction factor formula was first given by MG as part of their equation
(9.33) (they use the symbol d rather than g), but the method of derivation indicated
here is simpler, and open to generalisation.
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Schottky electron sources, that operate in this BTE regime, are discussed in [11]
and in Chap. 6, and in references therein.

On the high-¢ side, the original thinking of Swanson and Bell [90] was that this
formula would be adequately valid for g < ~ 0.7. However, simulations based on the
numerical solution of the Schrodinger equation suggest a lower limit of adequate
validity, maybe around g < ~ 0.4 or less [15, 91]. Precise reasons for this lower limit
of validity have not yet been established.

On the low-g side, it is clear that as g—0, then Ar — 1, and the ECD formula
then goes over into the classical RS-type equation, which describes the classical
high-temperature emission (CHTE) sub-regime, but not the main QMTE regime
(except as an approximation). More generally, the precise limits of validity of formula
(9.31a-9.31e) have not yet been clearly established.

(3) The third main regime is the quantum-mechanical thermal electron emission
(QMTE) regime, already discussed. In this regime, almost all electrons escape by
wave-mechanical flyover over the barrier, which may be lowered by the Schottky
effect, and encounter wave-mechanical reflection effects in the whole surface +
barrier potential structure. As already indicated, this has the CHTE sub-regime
as the very-high-temperature limit. Both the main regime and the sub-regime
in principle have ‘pure thermal emission limits’ as the field is reduced towards
zero, but (as already indicated) related practical current densities may be limited
by space-charge effects associated with patch fields.

Some general comments are now needed. Although the BTE and QMTE regimes
have ECD equations of the same general mathematical form, the factors Agtg and Atg
have different physical origins, and approximations for them have (or would have)
different detailed mathematical forms. This arises because Agrg relates to wave-
mechanical ‘tunnelling and reflection’ effects associated with the top part of the
SN barrier, but Atg relates primarily to wave-mechanical reflection effects primarily
associated with the sharp change in EPE gradient when the rising image PE (or,
more generally, the surface EPE) takes over from the constant EPE inside the well.
In reality, there may be interactions between these two effects, and these interactions
might lead to a modern model for the anomalous Schottky effect [71, see p. 33].
(This might be seen as an improved version of Guth and Mullin’s theory [84].) In
the longer term, one might hope to have an integrated theory of Atg and Agtg that
either separates into two or more regimes, or alternatively shows that the interactions
between the two different sources of reflection effect must always be taken into
account, certainly at low fields.

A different form of bridging theory is presented in Jensen’s chapter, which is
based on earlier work by himself and Cahay [92, 93], to which there have been
some recent improvements [94]. Jensen has developed formulae that (in effect) have
(9.30a-9.30e) and (9.31a-9.31¢) as the low-temperature and high-temperature limits,
and (for given ¢-value) have adequate validity in the region of { F,T } parameter space
outside the regimes of adequate validity for the expressions for Ay and Ap. Such a
formula is particularly useful in simulations when making an estimate of the total
emission current from a device where the field varies strongly across the surface
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and the temperature is high enough for the emission to be a mixture of field and
thermally induced emission. As with formula (9.30a-9.30e), Jensen’s formulae deal
only approximately with the QMTE regime.

A slightly different approach to the development of bridging theory has been taken
by Kyritsakis and colleagues, who have also extended the theory to cover charged,
earthed spherical emitters—provided that the emitter apex radius is not so small that
significant quantum confinement effects (e.g. [95, 96]) come in play. Readers are
referred to the relevant Kyritsakis papers for details [88, 89].

A further point about regimes is that, at extremely high fields, where the top of
the SN barrier is pulled down close to or below the emitter Fermi level, there are
(from the point of view of emission theory) one or more additional ECD regimes.
An expression 1/2st§’0 where zg is the Sommerfeld electron supply constant (see
below), and Ky is the zero-temperature Fermi energy, exists for the limiting ECD
in the hypothetical situation where all electrons approaching the surface escape. In
reality, most emitters would heat up, melt and/or explode long before this limit is
reached. These ‘explosive emission’ phenomena are covered briefly by Fursey [6]
and in more detail by Mesyats [3], in their textbooks, and (for carbon) by Fursey in
Chap. 11. They will not be discussed here. It further seems that sudden heating, even
in the absence of applied voltages, can also cause explosive phenomena [97].

9.5 Emission Theory—Mathematical Background

9.5.1 Relevant Elements of Statistical Mechanics

Free-Electron Theory and the Sommerfeld Electron Supply Constant

To implement the summation in (9.23), or the integral in (9.24), basic understanding is
needed of both free-electron statistical mechanics and wave-mechanical transmission
theory. The next three sections cover this. Many treatments of free-electron theory
still use the early 1930s starting point that the density of electron states in phase-space
is constant, and proceed via a three-dimensional integration with respect to velocity,
momentum or wave-number. In reality, there is an alternative starting point that is
simpler, exactly equivalent physically, better for discussion of emission phenomena,
and better for non-physicists. This is based directly on the use of energies, and is as
follows.

Consider a mathematical plane in space inside a Sommerfeld well of large extent,
and let the electron energies parallel and normal to the plane be E,, and E,,, with the
total energy being given by E; = E,, + E,,. In principle, E,, E, and the well base E.
can all be measured relative to any one energy reference level (e.g. the laboratory
‘Ground’), but it is simplest to initially treat £, and E; as measured relative to the
well base, and hence purely kinetic in nature. Any two of these three energies can be
used to create a formal energy-space (call the axes ‘1’ and ‘2). The supply density
Z(E1,E>) is defined as the current density crossing the mathematical plane in real
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space, per unit area of energy-space, near (E1,E»). The maximum supply density (for
the element) is achieved if all states in the relevant energy element are occupied with
probability 1. There is a general statistical mechanical result that, for a free-electron
model (of a metal), the maximum supply density is the same for all elements in all of
the three alternative energy-spaces that can be created, and is equal to the Sommerfeld
electron supply constant (or ‘Sommerfeld supply density’) zg given by

75 = dmeme/hy = 1.618311 x 10 Am~2eV~? (9.32a)

where hp is Planck’s constant and m, is the electron mass in free space. The presence
of this constant as part of the elementary RS-type equation [since Aro = z5(kgT)?] is
particularly clear in [42]. However, some authors prefer to write it in the alternative
form

75 = eme/21h (9.32b)

Let frp(E¢) be the Fermi-Dirac distribution function. It follows that, if states in
the relevant energy elements are occupied in accordance with Fermi-Dirac statistics,
then the contribution d?Z to the total current density Z crossing the plane, made by
states in the energy-space element concerned, can be written in any of the alternative
forms

d*Z = z5frpdEydE, = zsfindEndE, = z5frpdEydE,. (9.33)

This result is proved and discussed by the present author in [98], though I would
not claim to have done anything other than provide an alternative proof and a more
general statement of a result already known (e.g. §11.2 in [99]), and give a name to
the universal constant involved. The point is that (for a free-electron Sommerfeld-
type model) this is a proven statistical mechanical result that can be used as a
starting point for further development. It is not necessary to repeatedly reprove
some weaker specific version of it, starting from early 1930s formulations that many
experimentalists may not fully understand—which is what tends to happen at present.

Derivation of the Incident Normal Energy Distribution

To apply (9.33) to an emission problem, one identifies the ‘mathematical plane’ with
a planar or ‘nearly planar’ emitter surface, identifies d>Z as an element of incident
electron-current density approaching the surface from the inside, notes that all the
states in the element will have the same transmission probability D (which will be
a function only of barrier field and normal energy), and concludes that this element
makes a contribution d>J to the local emission current density J given by d*J =
D(F,E,)d*Z. The ECD J is then obtained by a double integral with respect to energy.
In principle, there are six ways of carrying this out, and different methods are best for
different purposes. For discussion of ECD regimes, the best method is to integrate
first over E,, then over E,. This is sometimes called ‘integrating via the NED’, where
NED stands for ‘normal energy distribution’.
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In the particular approach where E, is measured relative to the well base, it is
convenient to replace the symbol E;, with the symbol W, and to revert to using the
term ‘forwards energy’. (Jensen uses the alternative approach of replacing E;, by
the symbol ‘E’.) However, note that some older papers that use the symbol W for
normal/forwards energy (in particular, MG) use the local vacuum level as their energy
reference zero.

The double integral over E}, and W decomposes into the two single integrals

o0 o]

JF,T) = fjn(F, T, W)dw = fN(T, W)-DF, W) -dW (9.34)
0 0
N(T,W)=zs /fFD(W, E,) dE, (9.35)
0

where N is the incident normal energy distribution, as before. Equation (9.34) here is
(9.24) as stated earlier, and can be called the forwards energy integral. Substituting
an explicit expression for the Fermi-Dirac function into (9.35) yields

NW,T) = zs / {1+ exp[(W + E, — Wy)/keT1} ' dE,
0
= —zskpT[In{1 + exp[—(W + E, — Wp) /kgT1] "
= zskgT In{1 + exp[— (W — W) /kgT1}, (9.36)

where kg is the Boltzmann constant, and W denotes the Fermi level measured
relative to the well base at total energy E., i.e. Wg = Ep—E. (see Fig. 9.1).

When (W-Wp) is sufficiently greater than kg7, then the final exponent in (9.36)
becomes small, and the approximation In(l 4+ x) ~ x leads to the approximate
expression for the i-NED

NW,T) =~ N**(W,T) = zskgT exp[—(W — Wg) /kgT]. (9.37)

9.5.2 Elements of Barrier Transmission Theory

The Status of Barrier Transmission Theory

Surprisingly, despite enormous efforts over many years, barrier transmission theory is
still an underdeveloped branch of quantum mechanics, involving some very awkward
physics and mathematics that is still far from being completely understood in full
detail. The present situation (within the context of SPME methodology) is as follows:
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For the ET barrier, an exact analytical solution (covering both tunnelling and
flyover) is known for the free-electron metal case, as described above.

For the SN barrier, and for other field-influenced barriers relating to bulk emit-
ters with planar surfaces, no exact analytical solutions are known in terms of the
existing functions of mathematical physics, but approximate analytical solutions
based on semi-classical methods (also called ‘quasi-classical methods’) have—
until recently—been thought sufficient for nearly all technological purposes. These
include ‘JTWKB-like’ and ‘phase-integral’ methods, but only low-order forms of these
methods are currently in use. Higher-order phase-integral formulas are given in [100].
For non-planar emitters, especially emitters of small apex radius, new apparent diffi-
culties in developing semi-classical transmission theory have recently emerged [101],
and are still subject to research.

Certainly for planar emitters, good numerical methods in principle exist for deter-
mining FE transmission probabilities, by direct numerical solution of the Schrédinger
equation (e.g. [14, 102]) However, the most popular methodologies still rely on
semi-classical approaches, as described next.

The Main Semi-Classical Formalisms

For the transmission probability D, the most general semi-classical formalism
normally quoted in FE tunnelling contexts is the Froman and Froman formalism
[103, 104]

Pexp[—G] 1

D~ DFF = = )
1 4+ Pexp[—G] 14+ P~ lexplG]

(9.38)

where P is a parameter, called the transmission pre-factor, that is thought to be
of order unity in all normal circumstances. Though Mayer has made calculations
that show this, and has provided a formula [102] that fits the result of numerical
calculations, normal practice is still to use the Kemble formalism in which P is set
equal to unity and hence D is given by

-G 1
D~ Dy = —PI=CG1 . (9.39)
1 4+ exp[—G] 1 + exp[G]

This formula was first derived long ago by Kemble [105, 106], by a JWKB-
type method. It was rederived by Miller and Good [107] in a slightly different way
that some authors regard as technically not a JWKB-type method but an alternative
semi-classical method (see [108]).

In the case of deep tunnelling, where the barrier strength G is sufficiently large
(G>2.3, for 10% error), (9.38) reduces to the so-called Landau and Lifshitz formalism
[59, see (50.12)] :

D ~ Dy, = Pexp[—G] (9.40)
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and (9.39) reduces to the simple (or ‘first-order’) JWKB formalism
D~ DJWKB = GXp[—G] (941)

This form can also be obtained by straightforward JWKB-type derivation methods,
e.g. [59].

In all cases, for tunnelling through the SN barrier, the barrier strength GSN is given
by

GN = v(fy) - bH*?JF. (9.42)

In the situation where the barrier has just vanished, F = Fg, fg= 1, v(fg) = v(1)
=0, GN = 1, and—in the Kemble formalism, from (9.39)—it is found that D ~
0.5.

Barrier Strength for Transmission by Flyover above the Barrier

For the FE regime, simple (first-order) JWKB theory, as specified by (9.41), is suffi-
cient. But when considering the other main regimes it is necessary to have formulae
that give values of transmission probability D for wave-mechanical flyover over the
top of the barrier.

In these circumstances, the motive energy is everywhere negative, but the equation
M3N(z) = 0 does have mathematical solutions, although these are complex numbers,
as illustrated in Fig. 9.4. There is a pole at the origin, and two complex roots of
the form (H/2eF){1 £ i(fy—1)"?}, where i = +./(=1). Miller and Good [107],
and Murphy and Good [61], assume that an appropriate procedure to evaluate G in
these circumstances is to perform complex integration along the contour from the

Y (HI2eF){1 + i(f,—1)"2}
O]
ol |
¥=0 (Xj Path of X =—
integration
®
(HI2eF)Y{1 - i(f,—1)"2}
X=0

Fig.9.4 Toillustrate the procedure apparently used by Murphy and Good [61] to evaluate the barrier
strength integral for a SN barrier in the case of flyover. In the complex-distance space associated
with the z-direction, the expression MSN(z) = 0 has two complex zeros, and a pole at the origin.
The path of integration in complex space is indicated
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upper root to the lower root. The author has never seen a formal mathematical proof
that this procedure is strictly valid, but it looks plausible enough (certainly as an
approximation), at least for small values of (f z—1)"/2.

This integration again results in (9.42), but this now operates in the range f 5> 1.
Since v(x) is a special solution of the Gauss Hypergeometric Differential Equation
and is known to be well-behaved at x = 1, we can deduce that v(x) is well defined
over the range 0 < x < oo; hence, in principle, it is straightforward mathematically
to obtain values of v(x), and hence v(f), for the range 1 < f < co. In this range
the values of v(fy) and GSN are negative, and GSN diminishes from 0 towards —oo,
causing D to increase from 0.5 towards 1.

In practice, due to the pole at the origin, this procedure for obtaining an expression
for GSN becomes invalid if the two complex roots are too far separated. MG take
the validity condition to be y < /2, i.e. fg< 2. This defines a forwards energy
level W™ (¢,F) above which their theory for evaluating D becomes invalid, and they
recommend the physical approximation D = 1 for higher forwards energies. As far as
the author can establish, for the SN barrier, there are no valid, simple, semi-classical
mathematical methods available for evaluating D-values for W > W'm,

In practice, MG then make mathematical approximations in order to create
integrals that can be evaluated analytically, as discussed below (see [61] for details).

Evaluation of the Forwards Energy Integral

We now return to the evaluation of the forwards-energy integral (9.34). For each
of the two components N and D in the integral, there is a ‘full expression’ and an
‘approximated expression’. As shown in Table 9.2, in three of the resulting four
cases an analytical solution exists. The combinations of taking one ‘full” expression
and one ‘approximate expression’ lead to expressions for Ay and Ap, respectively,
as given by (9.30a-9.30e) and (9.31a-9.31e), both first derived (though not in these
modern forms) by MG. Both these expressions have regimes of validity in {F,T'}
parameter space, as partly shown in Fig. 9.3.

By contrast, the Jensen general thermal-field (GTF ) formalism, described in detail
in Chap. 8, is based on the integral that uses both ‘full’ expressions. The main aim
is to derive a ‘bridging formula’ that will have adequate validity (for a given ¢-
value) in the region of {F,T } parameter space outside the regimes of validity for the
expressions for Ay and Ap.

Table 9.2 Results of evaluating the forwards-energy integral, (9.34), using different levels of
approximation for the two terms in the integral

D-formula N-formula Analytical? Result Discussion
Approximate Approximate Yes Not normally used -
Approximate Full Yes AT Here (9.30a)
Full Approximate Yes AR Here (9.31a)
Full Full No Jensen’s GTF formula See Chap. 8
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9.6 Emission Theory

9.6.1 Field Electron Emission Equations

The next two Sections record further proposals for improving the presentation of
electron emission theory. FE literature contains many different equations asserted
to be ‘the Fowler-Nordheim equation’. In reality, this name applies to a very large
family of related approximate equations, which I now prefer to call field electron
emission (FE) equations. This Section first discusses how to classify them.

A FE equation (previously called a ‘Fowler-Nordheim-type (FN-type) equation’)
is any FE-related equation with the mathematical form

Y = CyxX?exp[—Bx/X] (9.43)

where X is any FE independent variable (usually a field, voltage or scaled field),
and Y is any FE dependent variable (usually a current or current density). By and
Cyx depend on the choices of X, Y and barrier form, and will often exhibit weak or
moderate functional dependencies on the chosen variables and sometimes on others
(e.g. apex radius).

The choices of X and Y determine the equation’s form. Core forms give the local
ECD J in terms of the local work function ¢ and local barrier field F' and/or scaled
field f. The simplest core form (which relates to the ET barrier) is the so-called
elementary FE equation

J = ap~'F*exp[—b¢*? /F], (9.44)

where a and b are the FN constants (see Appendix 9.1).
For an arbitrary but well-behaved general barrier (GB), with barrier form
correction factor vO8, (v = ‘nu’), one can define a kernel current density J® by

JB = ap™'F* exp[—vSBbp>/? /F] (9.45)

where the subscript ‘F* on vE® indicates that the correction factor applies to a barrier
of zero-field height ¢. A merit of defining this mathematical quantity JCP separately
is that, for given choices of barrier form and of ¢ and F, the value of JEB can be
calculated exactly; further, in the case of the SN barrier, reasonably accurate values
of J ﬁN can be deduced from a FN plot if the emission situation is orthodox (see [20,
109]). The same is expected to be true for the newly introduced Murphy-Good plot
[110].

The GB-model local ECD JSB is then formally related to the corresponding kernel
current density by
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JOB = 2GBjGB, (9.46)
where the pre-exponential correction factor A°® formally takes into account all
corrections other than those directly associated with the simple treatment of barrier
form. These corrections include the use of atomic-level wave-functions and non-free-
electron-like band-structure; better quantum mechanics of the transmission process;
more accurate summation over states; temperature effects on the electron-energy
distribution; field and temperature effects on the ‘apparent zero-field work function’;
and any factors currently unrecognised.

Equations (9.45) and (9.46) each contain a correction factor, and the complexity
level of a FN-type-equation core form can be classified by specifying these two
correction factors. For planar-surface emitter models, Table 9.3 shows the core forms
(involving F) of most interest, historically and currently. These are classified, first,
according to the assumed nature of the barrier, second (roughly) according to the
sophistication of the assumptions made about the pre-exponential correction factor.

It needs emphasising that this is not a complete list, even for planar surface models.
Further, in some ways, it is only an overview. For example, FE literature contains
about 20 different mathematical approximations for the special mathematical func-
tion v, and there are various treatments of different individual components that go
into the general-purpose pre-exponential correction factors.

Table 9.3 Names and complexity levels for field electron emission (FE) equations applying to
emitter models that assume a smooth planar surface or (with “GB” models only) an atomically flat
planar surface

Name of FE equation Date | References AgB—> Barrier form \)E’B—> Note
Elementary 1999 |[111] 1 ET 1 a
Original 1928 | [34] PN ET 1
Fowler-1936 1936 | [112] 4 ET 1

Extended elementary 2015 | [20] 2ET ET 1
Dyke-Dolan 1956 | [113] 1 SN VE
Murphy-Good (zero-T) 1956 | [61] t;z SN VE b
Murphy-Good (finite-T) | 1956 | [61] Ar-tg? | SN VE
Orthodox 2013 | [109] ASNO SN VE
Extended Murphy-Good | 2015 | [20] AN SN VR d
“Barrier-effects-only” 2013 | [114] 2880 GB v3B c
General 1999 | [111] 2SB GB vGB

2Earlier imprecise versions exist, but the first reasonably clear statement seems to be in 1999
bPreviously called the “Standard FN-type equation”

“The superscript “0” in column 4 indicates that the pre-factor is to be treated mathematically as
constant

dPreviously called the “New-standard FN-type equation”
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9.6.2 Scaled Form for the SN-Barrier Kernel Current Density

For the SN barrier, the kernel current density is
N = ag™ Fexpl—v(f) - b¢** /F], (9.47)

where f is the scaled field for a SN barrier of zero-field height ¢. On defining
work-function-related parameters 7(¢) and 6(¢) by

n(¢) = be>?/Fr = bcagp~"/? =9.836238 (eV/p)'/?, (9.48)

0(¢) = ap™'Fa = acg*¢® = (7.433979 x 10" A/m?)(¢/eV)?, (9.49)

the kernel current density JSN for the SN barrier can then be written exactly in scaled
form as

TN = 0f* exp[—v(f) - n/f]. (9.50)

Values of n(¢) and 6(¢) are shown in Table 2 in [109] for a range of work-function
values. For illustration, when ¢ = 4.50 eV, then 5 &~ 4.637 and 6 ~ 6.77x 10> A/m?.
For algebraic simplicity in what follows, the explicit dependencies on ¢ are not
shown.

Merits of the form (9.50) are that: (a) for a given ¢-value (and hence given -
value), only a single independent variable (f) appears in the right-hand side; and
(b) a good approximation for v(f) is known (see below). Hence, good approximate
values for JkSN are easy to obtain. Also, in some contexts, this scaled equation is easier
to use than non-scaled equations, particularly since (in orthodox emission situations)
f can also be treated as a scaled voltage.

By developing various different expansions for v(f), (9.50) can be written in
various different equation formats [21].

9.6.3 The Principal Field Emission Special Mathematical
Function v(x)

The Pure Mathematics of v(x)—Basic Formulae

As part of the tidy-up noted earlier, the author has advocated changes in the treatment
of the function ‘v’. One change is to make a clearer conceptual distinction between
(a) the pure mathematical aspects of the special mathematical function v(x), and (b)
its use in modelling barrier transmission. This subsection and the next four briefly
summarise the pure mathematics of v(x); the following subsections consider its use
in modelling. In line with this thinking, I now prefer to call v(x) the ‘principal
field emission special mathematical function’. The function v(f), where x has been
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replaced by the modelling variable f (‘the scaled field, for a barrier of height ¢ *), has
previously been called the ‘principal Schottky-Nordheim barrier function’. However,
the function v(x) is useful in the mathematical analysis of various tunnelling barriers
different from the SN barrier, in the contexts of both field electron and field ion
emission.

The function v(x) has many alternative/equivalent definitions, but the most funda-
mental is as a very special solution of the Gauss Hypergeometric Differential
Equation (HDE):

x(1 —x)d*W/dx* + { cg—(ag + bg + Dd*W/dx — agbgW = 0,  (9.51)

where W here is an abstract mathematical variable, and ag, bg and cg are constants.
Taking ag = -3/4, bg = —-1/4, cg = 0, reduces (9.51) to the defining equation
identified by Forbes and Deane [86], namely

x(1 —x)d*W/dx*> = (3/16) W. (9.52)

This is a special mathematical equation, like Airy’s and Bessel’s equations, but
much more obscure.

Note that, if one recasts this equation to use the variable y = +x
becomes

112 the equation

d*w aw 3
1—y)— —(1—y)— — SyW =0. 9.53
y( y)dy2 ( y)dy yed (9.53)
This form is more complicated than (9.52), and less obviously a special case of
the Gauss HDE.
The principal SN barrier function v(x) is a particular solution of (9.52) satisfying
the unusual boundary conditions (derived in [57]):

v(0) =1; lin%{dvldx — (3/16)Inx} = —(9/8)In2. (9.54)

An exact analytical solution to (9.52) is known [57], but is not given here because
it involves obscure mathematical functions usually known only to mathematicians.
This solution gives rise to the exact series expansion [57]

v =1- G2+ F)v— (Fm2— 35 ) - (F5 2 - ¢ ) +06h) +x1nx[% R L O(x3):|4

(9.55)

Recurrence formulae for determining higher-order terms are given in [57].

Note that this exact series expression contains no terms involving half-integral
powers of x. This result, and the obvious superiority of (9.52) over the mathemati-
cally equivalent (9.53), shows that the Gauss variable x (rather than the Nordheim
parameter y [=+./x]) is the natural mathematical variable to use. Also note that v(x)
is mathematically unusual, in that its series definition needs TWO infinite power
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series: this finding has been key to recent progress in FE theory, and will be key to
further progress in FE data interpretation.

In the present chapter, the symbol x is used to denote the mathematical argument
of v, whereas until recently I have used the symbol /’. The reason for the change is
as follows. Until recently, the usual definition of v used complete elliptic integrals,
as discussed below. In the theory of such integrals, one standard notation uses the
symbols k, k’, m and m’. The parameter [’ was seen as part of an extended group of
these parameters, related to m by I’ = [(1-m)/(1 4+ m)]>. With the discovery that,
mathematically, a more fundamental definition of v is as a particular solution of the
Gauss HDE, it makes better mathematical sense to use—as the argument of v—the
independent variable in the Gauss HDE (here x), and call it the ‘Gauss variable’.
This is just a symbol change. All formulae previously expressed using [’ are equally
valid when expressed using x. The new notation is also less cumbersome.

The Pure Mathematics of v(x)—The 2006 Approximate Formula
Before the exact series expression was known, a good simple approximation had
been found [115], namely

1
vix)~ 1 —x+ gx Inx. (9.56)

Over the range 0 < x < 1, where v(x) varies from 1 to 0, this expression has
absolute error everywhere less than 0.0024 and relative error everywhere less than
0.33% [86]. This performance is more than good enough for most technological
purposes. Mathematically, v(x) is defined and well-behaved over the whole range 0
< x < 00, but the accuracy of formula (9.56) deteriorates rapidly above x = 1, and it
should not be used above x = 4.

Formula (9.56) is not a truncated version of the exact series expansion, but was
designed independently to have exactly correct behaviour at x = 0 and x = 1, namely
v(0) = 1 and v(1) = 0. This could be achieved with any expression of the form
(1=x + gxInx). This form (involving an xInx term) was partly suggested by numerical
experiments using the computer algebra package MAPLE™, carried out with Dr.
J.H.B. Deane. However, the choice ¢ = 1/6 was made [115] using a spreadsheet
[116], and was the ‘best simple algebraic expression that gives good accuracy over
the range 0 < x < 1’. The author originally thought there might be some precise
underlying mathematical reason for the appearance of the simple factor (1/6), but we
now know there is not.

Exact formulae for v were first stated correctly by Burgess et al. [85] in 1953.
Their formulae involve complete elliptic integrals, and can be evaluated by computer
algebra to give very high-precision values. As shown in [86], slightly better fits to
these ‘exact’ values can be obtained by choosing a numerical value for g by means
of error minimization over the range 0 < x < 1. However, since there are at least
five different ways in which minimization can be carried out, all leading to slightly
different values of g, it seemed best to opt for algebraic simplicity. If needed, a more
accurate ‘high precision’ (numerical) formula for v(x) is given in Appendix 9.2.
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As already noted, there are about 20 different approximate formulae for v in FE
literature. When the whole range 0 < x < 1 is considered, formula (9.56) is the
‘best simple approximation’ amongst those tested [117]. Presumably, this is largely
because it is designed to be exactly correct at x = 0 and x = 1, and also mimics the
form of the exact series expression, by including an xInx term.

It is possible to get better accuracy over limited parts of the range 0 < x < 1
with formulae of similar complexity [117], but such formulae often behave poorly or
very poorly near x = 1. This makes them unsuitable for discussions of thermal-field
phenomena, because transmission by flyover corresponds to the range x > 1. By
contrast, formula (9.56) behaves quite well for forwards energy levels close above
the top of the barrier. It is designed to give v(1) correctly, but also performs well in
respect of the value of u(1), where u(x) = —dv/dx. From the mathematics of complete
elliptic integrals (see below), the exact value u**'(1) = 3n/8,/2 ~ 0.83304; from
(9.56), u®™(1) = (5/6) ~ 0.83333; that is, agreement at x = 1 is within about 0.035%.

Another way of looking at this is as follows. By equating the formulae for u**'(1)
and u®™(1), we obtain a new numerical approximation for 7, namely 1 ~ (20,/2)/9
~ 3.14270. The exact value, to 6 significant figures, is T &~ 3.14159. The error, again,
is about 0.035%.

The Pure Mathematics of v(x)—Definitions Using Complete Elliptic Integrals
The function v(x) has multiple alternative (equivalent) definitions, obtained from
each other by mathematical transformations. In particular, it has simple integral
definitions, and also definitions in terms of complete elliptic integrals. The complete
elliptic integral of the first kind (K) can itself be defined in alternative ways. In terms
of the elliptic modulus k, K is given by

/2
K =K[k] = / (1 —k*sin’6)"%2dp (9.57)
0

whereas in terms of the elliptic parameter m [=k*], K is given by the equivalent
formula

/2
K = K[m] = /(1 — msin?0)~1/2 do. (9.58)
0

A further complication has been that an older notation also used to exist, namely
K[k2], which left it unclear to the non-expert what symbols such as ‘K[0.4] really
meant (it means put k> = 0.4, not put k = 0.4). It seems to have been a misinterpre-
tation of this general kind that caused the error in the Nordheim (1928) paper [56]
that persisted in FE theory until 1953.

The author’s view has been (e.g. [116]) that use of the elliptic parameter m is less
error-prone than the use of the elliptic modulus k, and consequently I use (9.56) for



9 Renewing the Mainstream Theory of Field ... 427

K and the related definition for the complete elliptic integral of the second kind E:

/2
E=E[m] = / (1 —msin?0)"'/%2do (9.59)
0

The next complication is that the part of FE literature that is mathematically
correct provides three alternative (mathematically equivalent) choices for a formula
for v(x) in terms of complete elliptic integrals. The most useful of these (in the
updated notation used here) is considered to be the definition given by the linked
equations

vx) = (1+x"))Y2Em (0] — Klm (01}, (9.60a)

my(x) = (1 —x%)/( 4+ x7%). (9.60b)

This should be the most useful formula for computer algebra, although specific
packages may require E and K to be entered as functions of the elliptic modulus k(x)
= [m(x)]""?. Equation (9.60a) here corresponds to (16) in [61], (26a) in [116], and
(11) in [57]; m; here corresponds to m* in [116] but m in [57].

As shown in [57], a formula for dv/dx can be derived from (9.60a), namely

dv/dx = —(3/4)(1 4+ x*)"12K[m; (x)] 9.61)

For x = 1, m;(x = 1) = 0. From standard tables (e.g. [118]), K(m = 0) = n/2.
Hence, u(x = 1) = 31/84/2, where u(x) [=—dv/dx] is defined by (9.65a). This result
is used earlier and below.

In the original derivations, (9.60) was derived, by means of a Gauss/Landen trans-
formation, from a ‘less convenient’ standard result, namely (14) in [61] or (24b) in
[116]. In present notation, this ‘less convenient’ result would be written

vx) = 2721 4+ (1 = )2 2EIma ()] — {1 — (1 = x)'*K[ma(0)], (9.62a)

my(x) = 2(1 — )2 /{1 + (1 —x)'/?). (9.62b)

(The older derivations use a or « to denote (1—x)'2 [=(1—y2)1/ 21). MG considered
that both (9.60) and (9.62) were inconvenient for discussion of flyover; thus, they
provided a ‘more convenient’ third alternative formula, namely their (9.15). However,
our modern experience is that the computer algebra package MAPLE™ has no
problem in dealing with (9.60) when x > 1, and hence m; < 0, (and k; [=m}?]
imaginary).

The Pure Mathematics of v(x)—Integral Definitions
The function v(x) also has integral definitions, related to each other by mathemat-
ical transformations, and related to definitions in terms of K and E by formulae in
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mathematical handbooks. Possibly, the integral definition most useful for further
mathematical manipulations is

@
V(.X) — (3 X 2—3/2) / (a/Z_wIZ 1/2(0)/2 _ b/2)l/2 dCl)/, (9633.)
b!

where ', here, is a notional integration variable, and the limits of integration are
defined by

a={l4+10=-x)22 b ={1-1-x)/22 (9.63b)

This formula can be deduced using (19) in [116] and the definition of the second
FN constant b in Appendix 9.1. The integral in (9.63) is a standard form that can
be expressed in terms of complete elliptic integrals via a standard result in elliptic
integral handbooks (see [116]).

An alternative integral definition of v(x), which is closer to the form derived from
JWKB treatments of tunnelling, is obtained by writing «'= £/, which yields

;
v(x) = 3 x 277 / @ -8 E—g)'"Ede (9.64a)
)

=@’ =1+10-0"q¢d=@®)=1-01-x" (9.64b)

In all cases, primes have been added to the symbols only to distinguish them from
other uses of the symbols a, b, p, g and w in FE theory.

Formulae for the Set of Special Mathematical Functions

In addition to v(x), several other special mathematical functions are used in connec-
tion with the SN barrier. These all have formal definitions in terms of v(x) and
its derivative dv/dx, and approximate formulae for them can be found by applying
these definitions to formula (9.56). The definitions and (where useful) approximate
formulae are

u(x) = —dv/dx = %— élnx, (9.65a)
t1(x) = v(x) — 3x(dv/dx) ~ 1+ jx — fxlnx, (9.65b)
t(x) = vx)/(1 —x), (9.65¢)

s() = v(x) —x(dv/dx) ~ 1 — 1x, (9.65d)
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r(n,x) = exp[n-u@)] ~ exp[n{2 — +Inx}], (9.65¢)

w(x) = ds/dx™") = X (@v/de®) = 2{x*/(1— 0}V (9.65f)

The function r(n,x) was first given in [114], and is denoted there by 112 it replaces a
slightly different function denoted in [114] by r1999. The modern expression for t,(x)
was derived in [119]. The remaining functions are derived from related functions
given in [86]. (A typographical error in (5.1) in [86] has been corrected here.) It is
suggested that these mathematical functions should simply be called by names of
the type ‘the field emission special mathematical function u(x)’.

At x = 1, the exact values of these functions can be obtained from the theory
of complete elliptic integrals (see below). Relevant values are: u(1) = 31/(8,/2) =
0.8330406; t; (1) = 1t/(24/2) = 1.110721.

If more accurate values of these functions are needed for other x-values, then
formulae in Appendix 9.2 (derived from those in [86]), can be used. These have been
derived as numerically optimised fits to MAPLE™ evaluations of formulae (9.60)
and (9.61), and have a maximum absolute error of 8 x 1071, Sample MAPLE™
evaluations have been checked against independently programmed evaluations of
integral definitions of v(x), with agreement to 12 decimal places.

Use of v(x) in Modelling Transmission Across the Laurent-form Barrier
The mathematical function v(x) is useful in modelling transmission across, not only
the SN barrier, but also across barriers of similar mathematical form that appear in
the theories of semiconductor FE, electrostatic field ionisation, field desorption and
field evaporation. This section shows that this function is applicable to any barrier
with motive energy of the form M (z) = H — Cz — B/z, where H, C and B are
constants. The result can then be customised to the SN barrier.

A function of the form just stated seems not to have any well defined name, so
I refer to it as the basic Laurent-form barrier. In practice, it is more convenient to
write C in the form ‘eF”’, where e (as usual) is the elementary positive charge and F
is a parameter initially regarded as of general significance only. Thus, the barrier of
interest has motive energy

M(z) =H — eFz — B/z (9.66)

The zeros of M(z) = 0 are:
z= (H/ZeF){l +/1— 4eFB/H2]. (9.67)

By defining the barrier parameter i and a mathematical parameter o’ by

w=4eFB/H?, o =+(1—p)'?, (9.68)
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(9.67) can be written in the simplified form
7= (H/ZeF)(l + o/) (9.69)

From a generalisation of (9.15), noting the analogy with the relation 2«x, =
2(2me) "2/, the barrier strength G for an entity of mass m (which is not necessarily
an electron), for the basic Laurent-form barrier, can be written

(H/2eF)(1+a’)
G = (3e/2)[4(2m)"/?/eh] x / (H — eFz — B/z)'? dz. (9.70)

(H /2¢F)(1—a’)
The transformation z = (H/2eF )& yields

14+o’

G = Gy 3x27% / (—&2 428 — )27 12 g¢. (9.71a)
1—o'

where the symbol Gy, denotes the combination
Go.m = [(4/3)2m)"? en)(H?? | F). (9.71b)

Since the zeros of the expression (£2-2& + ) are £ = 14£(1-u)"? = 14a’, (9.71a)
can be rewritten as

I+o

G = G+ 3x 2% x [ 10 4a) =612 = (1 - )P,
1—a’
9.72)

Comparison with (9.64), taking p’ = (1-«’), ¢’ = (1 + «’) shows that (9.72)
involves one of the definitions of v(x), and hence can be written in the form

G = v(u) - Go . (9.73)

Hence, when p is defined by (9.68), then v(x = ) is the barrier form correction
factor for the basic Laurent-form barrier.

For the specific case of electron tunnelling through a Schottky-Nordheim barrier, F
resumes its role as the local barrier field, G, becomes the quantity GET used earlier,
and B = ¢%/167s,. Equation (9.68) then becomes a definition of the parameter fy,
or—in the case when H = ¢—the parameter f. Hence, the barrier form correction
factor for the SN barrier becomes given by v(x = fy) or (when H = ¢) v(x =f).

The Choice between Nordheim Parameter and Scaled Field
In the treatment above, the Nordheim parameter y does not appear. This is because 1
have chosen to define my barrier parameter (1) by (9.68), rather than as a parameter
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equal to /u. Either choice could be made to work mathematically, and in 1928
Nordheim took the opposite choice. However, there is no good mathematical reason
to stick to his choice, particularly since this choice seems to have been part of the
cause of the mathematical error made in his paper.

In the present treatment, it is probably better to leave u as the barrier parameter for
the basic Laurent-form barrier, and ask the alternative question: "When this theory is
applied to the SN barrier, is it better to set i = f (or f) or to set ;1 = y>?" Obviously,
the latter is the more familiar convention, but the author’s strong view is that use of
frm and f is in principle much the better convention. Arguments are as follows.

(1) For reasons noted earlier, the natural pure mathematical variable to use is the
Gauss variable x: the modelling equivalents of x are u, fz and f, rather than y.

(2) The concept of ‘scaled field’ is probably easier to understand and use than
the Nordheim parameter (which physically is ‘scaled reduction in SN-barrier
height’).

(3) The parameters f and f are proportional to the barrier field F, whereas y is
proportional to ,/F. This often makes f easier to use than y, particularly in the
context of an orthodoxy test [109].

(4) The symbols fy and f each have unique definitions, whereas, historically,
depending on the paper and context in which it appears, the symbol y may
mean \/x, \/fu or \/f.

(5) The concept of ‘scaled field’ is, in principle, more general than the Nord-
heim parameter concept, and can easily be extended physically (when suitably
modified in detail) to apply to real physical barriers. However, the parameter y
represents the scaled barrier height ONLY for a SN barrier.

In the author’s view, it would make for a simpler and clearer system if the use of
y were gradually phased out, and relevant formulas and tables using y were replaced
by formulas and tables using x or f.

In the present mixed system, a danger for non-experts is confusion between the
meanings of ‘v(f)’ and ‘v(y)’, as this is not a change in symbol but a change in
variable and (strictly) a change in mathematical function. To avoid confusion, when
substituting (say) f for x in the function v(x), I often write v(x = f). Also, again
to avoid confusion, the argument-free symbols vg and tp are sometimes used as
alternative notation in Murphy-Good FE equations, i.e. one writes: vg = v(x = f), tg

=t(x=/).

9.7 Device and System Theory Issues

Many issues covered in Sects. 9.7 and 9.8 have recently been discussed in detail else-
where [20, 21], and some are still topics of active research; hence, only an overview
is given here. For details, readers are referred to the cited papers.

For clarity in Sect. 9.7, the local barrier field and local ECD are denoted by F,
and Jy. In practice, interest is usually in their values at some point ‘C’ regarded
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as ‘characteristic’ of the emission. Values of barrier field and ECD at this point
are denoted by F¢ and J, respectively. In emission modelling (where it is usually
assumed that local work function is constant across the surface), it is usual to take
‘C’ at an emitter apex, where (except in special circumstances) the field is locally
highest.

9.7.1 Basic Auxiliary Parameters for Ideal FE
Devices/Systems

To apply emission theory to FE devices and systems, auxiliary parameters are needed
that relate F¢ and J¢ (or, more generally, F, and J1 ) to measured voltage (V,,) and
measured current (/,,). Real FE systems involve electrical measurement and control
circuits, of which the FE device forms part. Such systems may exhibit current-leakage
and voltage-loss effects. The usual assumption is that current-leakage effects, once
detected, can be eliminated by careful system design, but that voltage-loss effects
are intrinsic to many forms of FE device, and cannot easily be eliminated.

An ideal FE device/system is one where it is adequate to assume that no such
effects occur, and that no other distorting effects (such as, amongst others, field depen-
dent changes in geometry, current dependence in field enhancement factors, temper-
ature dependence in work function, or effects due to field emitted vacuum space-
charge) occur. In an ideal system, the I,(V,) relationship is determined completely
by the following factors: the total system geometry (including unchanging emitter
shape); unchanging emitter surface composition; and the emission process.

At this point in time (and probably for some years to come), in I,,(Vy,) data-
interpretation theory it will be simplest to consider only the behaviour of ideal FE
devices/systems. With real systems, it will be necessary to precede data analysis
by an orthodoxy test [109] that uses a FN plot or MG plot to check whether the
device/system is ideal.

For ideal FE devices/systems, a convenient theoretical approach uses two linked
equations, the first an expression for measured current /,, in terms of characteristic
field F¢ (or corresponding scaled field f¢), and the second an expression for F¢ (or
fc) in terms of measured voltage V,,. On omitting the superscript ‘GB’ used earlier,
the equation for local ECD is written

Ju = ALJkL. (9.74)

A formal integration is done over the whole emitting area and the result is written

I. = /JLdA = ApJc = Asicdie = Ardic- (9.75)
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Here A, is the so-called notional emission area, and As [= AcA,] is the formal
emission area (which will be substantially different in value from A, if Ac is
substantially different from unity).

The quantity extracted from the corresponding ‘ideal’ FN or MG plot is a formal
emission area Ay. Its type and value depend on what is assumed about the form of
the tunnelling barrier. With SPME methodology, the best simple assumption is a SN
barrier [82, 110]. Hence, for an ideal FE device/system, it is currently best to write

In = AN, (9.76)

where AN is the formal emission area for the SN barrier, and JSY is the characteristic
kernel current density for the SN barrier, as given by (9.45), with F = F¢ and f =
fc, (or as given by an equivalent scaled equation).

Equation (9.76), in its various formats that incorporate the correction factor A(S:N,
has been called [110] the Extended Murphy-Good equation. As indicated earlier, my
current thinking [43] is that this correction factor, which has unknown functional
dependencies and values, probably always lies within the range of 0.005 < )%N <
14. But quite possibly the lower limit is too pessimistic.

The relation between field F¢ and measured voltage V,, can be written in three
alternative forms, all of which are in use. The formulae are

Fc = ByVin = Vn/lc = Va/kcra. 9.77)

Here, Bv is the (characteristic) voltage-to-local-field conversion factor (VCF)
(also denoted by ‘B’ in older literature) (unit: nm~', or equivalent); ¢ ¢ is the (char-
acteristic) voltage conversion length (VCL) (unit: nm, or equivalent); 7, is the emitter
apex radius of curvature, and k¢ (dimensionless) is called a shape factor or a field
factor. The author now prefers the form involving the VCL ¢ ¢, although this is not
the usual literature choice.

The VCL ¢ is not a physical length (except in special cases). Rather, it is a
system-geometry characterization parameter that assesses how easy it is to ‘turn the
emitter on’. For example, if we consider that an apex barrier field of 2 V/nm is needed
to turn the emitter on, and ¢ ¢ = 10 nm, then turn-on occurs at V;, = 20 V.

For an ideal FE device/system, all these ‘auxiliary parameters’ are constants
(independent of field and voltage), and depend only on the (unchanging) total system
geometry, including emitter shape. The literature contains many electrostatic analyses
that lead to different formulae for the auxiliary parameters in (9.77), for different
assumptions about system geometry and emitter shape. For single tip field emitters
(STFEs), it is often thought that the 1956 sphere-on-orthogonal-cone (SOC) model
of Dyke et al. [31] is the best simple choice for a needle-shaped STFE, and that the
hemisphere-on-cylindrical-post (HCP) model (e.g. [120]) is the best simple choice
for a post-shaped STFE.
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9.7.2 Field Enhancement Factors

Additional auxiliary parameters, called field enhancement factors (FEFs) and denoted
here by the symbol y or y\, are used to describe the behaviour of single post-like
emitters and of large-area field electron emitters (LAFESs). In the literature, FEFs are
usually denoted by the symbol 8. Due to the possibility (and sometimes reality) of
confusion between this use and literature use of the symbol ‘8’ to denote a voltage
conversion factor, I prefer to use the basic symbol y.

A FEF can be defined at any emitter surface location, but interest is mainly in
some characteristic value, yyc, usually thought of as the value at the apex of a single
emitter or (with a LAFE) at the apex of a strongly emitting particular emitter, or at
some other ‘high point’.

Several different kinds of FEF are in use. These apply to slightly different
geometrical situations, but in all cases, the characteristic FEF can be related to the
characteristic VCL by an equation of the general form

yc = du/ic (9.78)

where dy is a macroscopic distance associated with the chosen mode of definition.
The most common variants are the ‘gap FEF’ (replace ‘M’ by ‘G’), where dg is the
length of the gap between characteristic location ‘C’ and the counter-electrode, and
the ‘plate FEF’ (replace ‘M’ by ‘P’) where the emitter stands on one of a pair of
well-separated parallel planar plates (PPP), separated by a distance dp.

For an ideal PPP system, the voltage Vp between the plates is equal to the measured
voltage V., so it follows that

Fc = Vn/ic = Vp/ic = Veypc/dp = yrckFp, 9.79)

where the ‘plate field” Fp is the mean field between the parallel plates. Thus, consis-
tency is demonstrated between relation (9.79) and the more common definition of
characteristic plate FEF ypc, namely ypc = Fc/Fp.

For an ideal PPP device/system, the plate FEF is independent of the measured
current and voltage. Provided that dp is many times the emitter height / (preferably
dp > 10 h), this plate FEF characterises the ‘sharpness’ of the emitter alone. However,
the value of a gap FEF may often depend on the whole system geometry.

Plate FEFs, gap FEFs and similar parameters are collectively called macroscopic
FEFs here (previously, this name was applied only to plate FEFs).

LAFEs typically consist of large or very large numbers of individual emitters
or emission sites, and are often modelled as arrays of upright posts, although this
is not appropriate for all LAFE geometries. In LAFE array models, electrostatic
interactions (often called ‘shielding’) occur between post-like emitters, and lead to
significant electrostatic depolarisation effects if the emitters are sufficiently close
together. There is now an extensive (and growing) literature on this topic, but details
are outside the scope of this chapter. Gateways to it are provided by [121-125].
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Note that, with resistive emitters, it is possible for current flow through the emitter
to reduce the field enhancement factor, and hence make the voltage conversion length
into a current-dependent parameter [ 126, 127]. The author is now of the view that this
may be a common cause of non-linearity in experimental Fowler-Nordheim plots.

9.7.3 Macroscopic Current Density and Area Efficiency

The macroscopic or ‘LAFE-average’ emission current density Jy is defined by
Im = In/Awm, (9.80)

where Ay is the macroscopic area (or “footprint”) of the device. From the general
version of (9.76), we have

Im = (At/Am)xc = opic. (9.81)

where of [= Ag/Am] is the formal area efficiency of the LAFE. It is also possible,
although less useful (due to the uncertainties in the value of A¢), to define a notional
area efficiency oy by

on = An/Am = (At/AcAm) = ag/Ac. (9.82)

Values of formal area efficiency can be extracted from experimental data, but—as
with formal emission area—the values extracted [using definition (9.81)] depend on
the choice of barrier form. As of now, when most 7,,(Vy,) data analysis is carried
out in the context of SPME methodology, the best simple choice is the SN barrier,
as already indicated.

The parameter oY is a measure of what fraction of the area of a LAFE is apparently
emitting electrons. Relatively few values for & have been reliably extracted, but
it is thought that values for these dimensionless parameters may vary widely from
material to material, and vary as between different LAFE processing regimes. Values
are not well known, but are thought to perhaps typically lie in the range 10~7 to 1074,
(See [128] for corresponding, but older, remarks about the possible value of «, )

Unfortunately, it has been relatively common practice in FE technological litera-
ture not to make a distinction between local current density Jy (or J¢) and macro-
scopic current density Jy, and to omit an area efficiency factor from published equa-
tions where it principle it ought to appear. This has given rise to situations where
there are undiscussed large apparent discrepancies between theory and experiment
in particular papers, and has apparently led some researchers to think that area infor-
mation cannot be extracted from FN plots, even for ideal FE devices/systems. These
issues have been considered elsewhere [20, 128, 129] but now require more careful
discussion and further research, including reexamination of existing published data.
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9.8 The Interpretation of Measured Current-Voltage Data

The commonest methodology of characterising FE materials and devices involves
measurement of current-voltage [I,,(Vy,)] characteristics, and then making some
form of Fowler-Nordheim (FN) plot (see [20]), although there has been a recent
suggestion that an alternative plot form—the so-called Murphy-Good (MG) plot—
would provide greater precision, particularly in extracting formal emission area AN
[110], and/or that multi-parameter numerical fitting methods could be used. This
section outlines the main points suggested in recent overviews [20, 21].

1.  Both FN and MG plots should be made using raw measured /,,(V,) data. It is
advisable to discontinue the widespread community practice of pre-converting
voltages to become (apparent) macroscopic fields, because the pre-conversion
equation often used can be defective when applied to real systems [130], and
this can lead to spurious results for characterization parameters [109].

2. Virtually all FE 7,,,(V,) data analysis is currently carried out within the frame-
work of SPME methodology. Exploration of how to carry out data analysis
within a ‘point-form emitter methodology’ that treats the emitter as needle-
shaped or post-shaped is long overdue and an active topic of research (e.g. [14,
44, 45]). However, the immediate practical need is to improve SPME method-
ology, in order to extract precisely defined parameters; the remainder of this
section discusses this.

3. To analyse either a FN plot or a MG plot, within SPME methodology, it should
be assumed that FE is adequately described by the Extended Murphy-Good FE
equation. Formulae given here relate to this case.

4.  Anorthodoxy test [20, 109] should always be applied to the plot before detailed
analysis; a form suitable for an MG plot is described in [131, 132].

5. For a FN plot that passes the orthodoxy test, the voltage conversion length
(VCL) ¢ can be extracted by using the formula

{¢c)™ = —SB /sibgp®?. (9.83)

where SgI‘\I is the slope of a straight line fitted to the FN plot, and s, is the fitting
value [20] of the slope correction function s(f). A related macroscopic FEF can
then be derived by using formula (9.78).

6. For a FN plot that passes the orthodoxy test, the formal emission area A?N can
be extracted by using the formula

(AN} = AZNRIE (SE)?, (9.84)
where ln{RE}\I} is the intercept made by the fitted straight line with the 1/V,, =
0 axis, and Als:ﬁ is the emission area extraction parameter for the SN barrier,

using a FN plot, given by

AN = 1/[(ab*¢*) (1is2)], (9.85)
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10.

11.

where 1y is the fitting value [21] of the intercept correction function r(7,f). For
¢ =4.50¢eV, AISJE has the approximate value of 6 nm?/A. A related formal area
efficiency {a?N} (for the SN barrier) can be derived as {ASN}X /Ay,
Equivalent formulae for the MG plot can be found in [110]. For ideal FE
devices/systems, the extracted values of AFN and and N are significantly more
precise when a MG plot is used.

Technological FE papers often use the elementary FE equation (see Table 9.3)
to extract information from the FN plot slope. As compared with a MG-type
equation, this omits the factor s; in (9.83), and causes an error of about 5%.
In practice, this equation is not used to extract emission area values, but if it
were then an error of order 100 would arise, resulting from the omission of the
factor (rtstz} in (9.85). The existence of this potential error is a strong argument
for using a Murphy-Good-type equation to interpret FE current-voltage data
(whether using a FN plot or a MG plot).

As noted above, when writing an equation for macroscopic current density Jyy,
technological FE papers often omit the factor o¢. This can lead to very large
apparent discrepancies between theory and experiment. A factor describing
area efficiency should always be included in equations for macroscopic current
density.

For experimental data that fail the orthodoxy test, it is possible to use the proce-
dure of phenomenological adjustment [20], to extract empirical values of ¢
and yvc that are more realistic than straightforward (but invalid) application
of formula (9.83) would yield. The problem of extracting valid estimates of
area-like characterization parameters for non-ideal devices/systems, when the
cause of non-ideality is unknown, is so complicated and messy that it almost
seems premature to attempt to do so.

There remains an urgent need for research into a comprehensive method of
analysing data from non-ideal devices/systems, but only limited progress has
been made. One route forwards is provided by the work of Bachmann et al.
[133].

9.9 Future Needs

Field electron emission has many applications in technology, and good basic theory
is needed in order to optimise both the interpretation of results and the prediction of
technology behaviour, particularly in contexts such as electrical breakdown. More
generally, FE has an enduring role within physics as one of the fundamental exemplars
of quantum-mechanical tunnelling, and its theory deserves to be described clearly,
correctly and in an integrated manner. As an exemplar of tunnelling, FE may have a
role in new fields such as quantum biology.
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This chapter has primarily been about the consolidation of FE theory and the inter-
pretation of ideal FE measured current-voltage data, both of these within the frame-
work of smooth-planar-metal-like-emitter methodology. This methodology is near-
universally used by experimentalists as a first-approximation approach to interpreting
FE current-voltage data, whatever the material used in experiments.

This chapter partially describes the first of several stages needed to put FE theory
onto a more scientific basis by making it easier to link theory and experiment. There
is already much relevant emission theory published, but future stages will need to
develop a methodology for interpreting measured current-voltage data that takes into
account: (a) the shape of emitters, as it affects the process of integration in (9.75);
(b) the effect of emitter shape and surface curvature on local transmission proba-
bility; (c) the influence on transmission probability of including atomic structure,
first for planar surfaces and then for curved surfaces; and (d), if it proves necessary,
any weaknesses that may be confirmed/discovered in present formulations of basic
quantum-mechanical transmission theory.

It would be helpful to extend/customise data-interpretation methodologies to deal
with the specific problems of semiconductors (such as surface states, band-bending
and field penetration), and to deal with any further specific problems related to carbon-
based materials, in particular carbon nanotubes. However, it may be better to delay
this until after the development of methodologies for interpreting data from point-
form emitters, since new transport mechanisms may need to be considered, such as
transport via surface states on the emitter shank. There is also the possibility that
emitters that are not bulk metals may be both ‘surface conductors’ and ‘surface-state
emitters’, as a result of the presence of active surface states, and thus ‘quasi-metallic’
in their behaviour.

It would be helpful to develop data-interpretation methodologies that apply to FE
devices/systems that are non-ideal for various specific reasons, and to develop (if
possible) some reliable method for identifying the precise reason for non-ideality.
Finally, it would probably be helpful to develop variants of all the above that apply
to thermal-field emission regimes. There would appear to be many years of work
ahead.

Appendix 9.1. Fundamental and Universal Constants Used
in Field Emission Theory

Table 9.4 presents values of the fundamental constants used in FE theory, both in SI
units and in the ‘field emission customary units’ in which they are often given. Both
sets of units are defined in the context of ISQ-based equations, and the normal rules
of quantity algebra apply to their values. These customary units take the electronvolt,
rather than the joule, as the unit of energy, and normally measure field in V/nm and
charge in units equal to the elementary positive charge. Their use greatly simplifies
basic calculations when energies are measured in eV and fields in V/nm, as is often
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Table 9.4 The May 2019 values of the electronvolt (eV) and fundamental constants used in
emission physics, given in SI units (either exactly or to 11 significant figures), and in field emission
customary units (to 7 significant figures). Asterisks indicate constants where (since May 2019) the
value in SI units is specified exactly

Name Symbol | SI units Atomic-level units based on eV
Numerical value | Units | Numerical value Units
Electronvolt* eV 1.602 176 6340 x |J 1 eV
10719
Elementary e 1.602 176 6340 x | C 1 AR
(positive) charge* 10-19
Elementary ny 1.660 539 0672 x | mol 1 Entity®
constant of amount 10~
of substance?®
Unified atomic my 1.660 539 6660 x | kg 1.036 427 x 1072 | eV nm 2 s?
mass constant 1072
Electron mass in | me 9.109383 7015 x |kg | 5.685630 x 1073* | eV nm~2 s
free space 1031
Vacuum electric £0 8.854 1878128 x |Fm™! [5.526349 x 1072 |eV V2 nm™!
permittivity 1012
g0 X 41 4meg | 1.112650 0554 x |Fm~! | 0.694 4615 eV V2 nm™!
10710
Planck’s constant® | hp 6.626 070 15 x Js 4135668 x 10715 | eV's
103
Planck’s constant | h 1.054 571 8176 x |Js 6.582 120 x 10716 | eV s
+ 27 10734
Boltzmann’s kg 1.380 649 x JK™! 8617333 x 107 |eVK™!
constant* 1072

4Name used here, not ‘official’. n; is equal to the reciprocal of the (exactly given) Avogadro constant

the case. The numerical values of the constants, measured in both sets of units,
are based on the values of the fundamental constants given in October 2019 on the
website of the US National Institute of Standards and Technology (NIST) (see http://
physics.nist.gov/constants). These values incorporate the SI system changes made
in May 2019.

Table 9.5 gives the values, in FE customary units, of many universal constants,
and combinations thereof, that are used in field emission theory. Where necessary,
the tabulated values take the May 2019 changes into account. The third column in
Table 9.5 is interesting, because it shows that several of the universal constants used
in field emission are related in a relatively simple way to the constants k. and zg,
which are very basic universal constants that appear centrally in the Schrédinger
equation and in statistical mechanics, respectively.
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Table 9.5 Some fundamental constants used in field emission and related theory. Values are given
in field emission customary units

Name Symbol | Derivation | Expression Numerical | Units
value
Coulomb law - - 4meg 0.6944 615 | eV V=2 nm~!
constant
Image potential B - e*/16meg 0.3599 911 | eV nm
energy constant
Sommerfeld zs - dmemelhs, 1.618 Am2evV—2
electron supply 311x10™
constant
Schrédinger Ke - (2me)2/h 5.123168 |eV~12 pm~!
equation constant
for electron®
JWKB constant | (ge) 2ice 2(2me) 2/ 1024 624 |eV—12 nm!
for electron®
Triangular barrier | c, (kele)® | @me)olen) 3 |1.723903 | eV~V2 (V/nm)~13
constant
First a zs(el2xe)? | e3/8thp 1.541434 |pAevV V2
Fowler-Nordheim
constant
Second b 4icol3e (4/3)2me) /e | 6.830 890 | eV—2 (V/nm)
Fowler-Nordheim
constant
- ab? 4z5/9 - 7.192 Anm 2 eV—2
493%1073
Universal Ago 25k dmemekg 1.201 Am 2K
theoretical 735% 10°
Richardson
constant
Schottky constant | cg - (€314meg) 2 1.199 985 |eV (V/nm)~12
3 eldmeg 1439965 |eVZ (V/nm)~!
s’ 4megle’ 0.694 4615 | eV=2 (V/nm)
acs_4 - 7.333 Am2Zev3
978x10'!
bcg - 9.836239 |eV!?
bell? - 7.482819 | eV (V/nm)¥*
- c, 3bkg/2 2(2me) 2kgleh | 8.829 eV~12 K= (V/nm)
607x10~*
- c, (2/3ty) x| (W/mml?) x 930.8202 | K (V/nm)~ 3
(belPkp) | (dmege)

2As introduced in the Fowler and Nordheim 1928 paper [34]

bPreviously denoted by g., but notation (2«.) is now preferred
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Appendix 9.2. High-Precision Formulae for v(x) and u(x)

This Appendix provides formulae for estimating high-precision values of the FE
special mathematical functions v(x) and u(x) [= —dv/dx] (and hence of all the FE
special mathematical functions). The parameter x is the Gauss variable. The two
functions are estimated by the following series, derived from those given in [86] by
replacing the symbol /” by the symbol x now preferred, and by slightly adjusting the
form of the resulting series for v(x) (without changing its numerical predictions)

4 4

vix) = (1 —x)(l + Zp,-x') +xlnx) g™ (9.86)
i=1 i=1
5 4

u@) Zu - (-0 ) sxl —Inx ) g (9.87)
i=0 i=0

Values of the constant coefficients p;, ¢;, s; and ¢; are shown in Table 9.6.

It can be seen that at the values x = 0, 1, formula (9.86) generates the correct
values v(0) = 1, v(1) = 0, and that at x = 1, formula (9.87) generates the correct
value u(l) = u; = 31/8./2.

Equation (9.86) mimics the form of the lower-order terms in the (infinite) exact
series expansion for v(x) [57], but the coefficients in Table 9.6 have been determined
by numerical fitting to exact expressions for v(x) and u(x) (in term of complete elliptic
integrals) evaluated by the computer algebra package MAPLE™. In the range 0 <
x < 1, v(x) takes values lying in the range 1 > v(x) > 0, and the maximum error
associated with formulae (9.86) and (9.87) is less than 8 x 10~'° [57]. In Murphy-
Good-type FE equations, these formulae are applied by setting x = fc.

Table 9.6 Numerical constants for use in connection with (9.86) and (9.87)

i Di qgi Si li
0 - - 0.0532499727 0.1875
1 0.032 705 304 46 0.187 499 344 1 0.024 222 259 59 0.035 155 558 74
2 0.009 157 798 739 | 0.017 506 369 47 | 0.015 122 059 58 0.019 127 526 80
3 0.002 644 272 807 | 0.005 527 069 444 | 0.007 550 739 834 0.011 522 840 09
4 0.000 089 871 738 | 0.001 023 904 180 |0.000 639 1728659 |0.003 624 569 427

11
5 - - —0.000 048 819 745 | —

89

u; = u(x = 1) = 37/8,/2 = 0.8330405509
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