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26. Electrical Engineering

Martin Poppe

Some of the most sophisticated systems are the
result of close cooperation between mechanical
and electrical engineers. This chapter aims to pro-
vide mechanical engineers with an introduction
to electrical engineering. It explains its basic laws
and components, and how they are used to create
electrical and electronic systems.

The fundamental laws of electrodynamics are
presented using terminology that is also common
to mechanical engineers. In this way, the reader
will, for example, understand why inductors are
made by winding wires around a core and why, in
different applications, completely different types
of capacitors and resistors are used.

This chapter not only explains how electrical
machines and generators work. It also shows how
strong machines may become intelligent strong
machines. For this purpose, it describes the func-
tioning of transistors and shows how electronic
networks can be analyzed. It also explains how
semiconductor devices are able to switch and steer
high tensions and large currents.

The chapter ends with a glance at one of the
most challenging fields common to electrical and
mechanical engineers: the storage of power.
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26.1 Fundamental Laws

Electrical engineering is the practical application of
the laws of electrodynamics for the design of ma-
chines and systems. And electrodynamics is that part
of physics that analyzes a single property of matter
named charge. In this section, the fundamental prop-

erties of charged objects are discussed. This includes
the formation of electric and magnetic fields by charges
as well as their influence on the motion of charges. In
this context, potentials, tensions, and currents are intro-
duced.
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26.1.1 Charge

Charge, denoted by the letter Q and measured in
coulombs (C), is a signed quantity, as it exists in both
positive (+) and negative (�) forms. If charges move
from one end of a wire to the other, the first end will
lose charge while the other end gains charge. The rate
of change is called the current

I D dQ

dt
(26.1)

and is measured in amperes (A) or coulombs per sec-
ond. In technical applications, the transport of charges
is done by elementary particles called electrons, named
after the Greek word for amber, as amber charges up
when being rubbed against wool. Electrons come in vast
numbers, each carrying the same negative amount of
charge called the elementary charge e.

e D 1:6021766�10�19 C : (26.2)

Hence, if there is a current of 1A from a plug to a lamp,
some 6:25�1018 electrons per second will move from
the lamp to the plug (electrons always move in the di-
rection opposite to the current due to their negative
charge). In the presence of such large numbers, rather
than looking at individual electrons, it is meaningful to
work with the density of charge per volume V

 D Q

V
D �eN

V
D �en ; (26.3)

where N is the number of electrons and n D N=V is the
density of electrons. It is know from experience that
the current at one end of a wire is always the same as
that at the other. In other words, no charge is ever lost.
This statement, usually called charge conservation, is
assumed to be a law of Nature.

Conservation of charge leads to a fundamental
equation of electrodynamics: the continuity equation.
This equation relates the loss of charge density in
a small volume to the current density through the
surface of this volume. It may be deduced from the fol-
lowing mathematical rearrangement: For any constant
and stationary volume V, one can write

dQ

dt
D 0

! d

dt

•
dV D

• �
@

@t
C r � .v/

�
dV D 0

! @

@t
C r � .v/ D 0 : (26.4)

The integrand must be zero because the integral equa-
tion is to be zero for an arbitrary volume. Mathemati-
cally, the vector v appearing in (26.4) is the speed of
the points at which the density is calculated. Physically,
this speed may be identified as the speed of the carriers
of charge.

The bottom line of (26.4) is the continuity equation.
It states that, for any infinitesimal volume, the rate of loss
of charge density �@=@t inside that volume equals the
divergence of the charge density multiplied by the speed
of the charges v . In plain terms, i.e., applied to a finite
volume: the loss of charge in a given volume equals the
current passing through its boundaries.

The product occurring in the continuity equation is
called the current density

J D v : (26.5)

Hence, the continuity equation is often written

@

@t
C r � J D 0 : (26.6)

This equation describes the effect of charge conservation
for very small volumes. The current density is a quantity
of great practical importance, as it connects the motion
of carriers of charge to the electric current I. The current
passing through an oriented area A is given by

I D
“

.v/ � dA D
“

J � dA : (26.7)

Integrals of the type used in (26.7) are called fluxes, be-
ing represented by the Greek letter ˚ . Mathematically
speaking, a current I is the flux of a current density J
through the oriented surface A. For a mathematician,
I D ˚J .

While the current density J is a vector, the current I
is not. Although it is said to have a direction, this simply
expresses whether the change of charge balance be-
tween the two faces of a plane is meant to increase from
left to right or from right to left. However, the quantity
current does not contain any information about the an-
gle between the electrons’ movements and the surface
they cross.

Application Example: The Speed of Electrons
in a Power Supply Cable

If a current passes along a wire, electrons move in a di-
rection perpendicular to its cross section A, as shown
in Fig. 26.1. In this case, the equation relating the cur-
rent and current density, (26.7), simplifies to I D vA D
�envA, where n is now the density of electrons. The
evaluation of this product becomes simple if the fol-
lowing geometrical relation is understood: the number
�N of electrons passing through the surface A per time
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Fig. 26.1 A power cable with cross section A. The vol-
ume V D A�x is filled with electrons in a time •t D �x=v ,
where v is the speed of the electrons (photo: © bennytrapp/
stock.adobe.com)

interval �t equals the number �N D n�V of electrons
in a volume�V D A�x D Av�t. Therefore,

I D �Q

�t
D �e�N

�t
D �envA :

Clearly, n differs from material to material. Aluminum,
for example has a chemical valence of 3 and a molar
volume of Vmol D 10:0 cm3=mol, so its electron density
is

n D 3
NA

Vmol
D 3

6:02�1023 mol�1

10:0.0:01m/3 mol�1

D 1:81�1029 m�3 ;

with NA being the Avogadro number. Assuming a cur-
rent of 100A traversing an aluminum wire with a cross
section of A D 1 cm2, the velocity of electrons turns out
to be surprisingly small:

v D I

enA

D 100A

.1:6�10�19 C/.1:81�1029 m�3/.10�4 m2/

� 3:5
mm

s
:

The scale of this speed is thus that of snails not chee-
tahs. And, with the exception of semiconductor devices,
this remains true for almost all products of electrical en-
gineering.

26.1.2 Forces and Fields

Charge would be a completely unknown quality of mat-
ter if it were not connected to a set of forces to which
carriers of charge (and nothing else) are susceptible.
The experimental proof of the presence of a charged
body is the presence of forces from other charged bod-
ies.

The question of how a charged particle knows or
feels the presence of another charged body leads to
a key concept of electromagnetism, viz. electromag-
netic fields. Forces between carriers of charges are,
roughly speaking, regarded as the result of a two-step
process: every charge modifies the space in its neigh-
borhood. And it it this very modification that makes any
other charge feel its presence. No carriers of charge ever
notice other charges directly; they only feel the modifi-
cation of the space.

The modification of space around a charged par-
ticle is called a field of force because the effect of
a force proves its existence. Electromagnetism defines
two fields. The field of the electric force E is usually
simply called the electric field. This field is generated by
every charged particle. If carriers of charge are moving,
i.e., if there is an electric current, a second field, the field
of the magnetic force B, is generated in addition to E.
For historical reasons, the field of the magnetic force is
often called the flux density. The origin of this term is an
analogywhichwas thought to be fundamental in the 19th
century.

The force due to the electric field is called the
Coulomb force, the force due to amagnetic field is called
the Lorentz force, and both together form the electro-
dynamic force. The term “electrodynamic force” (Ger-
man: elektrodynamische Kraft) was introduced by Ein-
stein [26.1] when he realized that a description of elec-
tromagnetism is valid in allmoving frames if, andonly if,
both the Coulomb force and Lorentz force are taken into
account. This is not to be confusedwith the electromotive
force, which is not a force but a highly misleading pseu-
dotechnical term that, for the sakeof consistency,will not
be used in this book. For a carrier of chargeQ traversing
these fields at a velocity v , one has

FC D QE Coulomb force ;

FL D Q.v �B/ Lorentz force ;

Fe D Q.ECv �B/ Electrodynamic force :

(26.8)

There is one fundamental difference between the
Coulomb force and the Lorentz force: the Coulomb
force can change the velocity of charge carriers and
thereby their kinetic energy. In contrast, the Lorentz
force always acts perpendicular to the direction of
motion, leaving the speed and thus kinetic energy un-
changed.

The generation of fields by charges is described by
a set of four differential equations, called Maxwell’s
equations [26.2],

div "0E D  ; divB D 0 ;

rotE D � @

@t
B ; rot.��1

0 B/ D JC @

@t
"0E : (26.9)
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In (26.9),  is the charge density, J is the current density,
"0 is the permittivity of free space, and �0 is the perme-
ability of free space. The linearity of these equations
guarantees the principle of linear superposition (linear
superposition may be used up to photon energies be-
low the rest energy of two electrons [26.3]) to apply
to charge densities, current densities, and the fields E
and B.

Equations (26.8) and (26.9) form the backbone of
what is known as classical electrodynamics. Its suc-
cessor, named quantum electrodynamics, is the most
stringently tested theory in the world [26.4, 5]

The set of equations (26.9) may also be ex-
pressed with the help of the nabla operator r D
.@=@x; @=@y; @=@z/ as follows

r � "0E D  ; r �B D 0 ;

r �E D � @

@t
B ; r � .��1

0 B/ D JC @

@t
"0E :

(26.10)

Figure 26.2 provides a pictorial interpretation of these
equations. Figure 26.2a,b defines the source structure
of the fields: while the electric field has sources, the
magnetic field does not. Figure 26.2c,d describes the ro-
tational structure. The electric field only has a rotational
component if changing magnetic fields are present.
The magnetic field is entirely rotational and may be
generated either by currents or by changing electric
fields.

The lines drawn in Fig. 26.2 are called field lines.
An electrical field line indicates the direction of the
force acting on a positively charged particle. The mean-
ing of the magnetic field line is more complicated as the
force on a charge is always perpendicular to the line.
Later in this chapter, it will be shown that a magnetic
dipole, like a compass needle, is subject to a torque
that tries to align the dipole with the magnetic field
lines.

26.1.3 Integral Formulation
of Field Generation

Maxwell’s equations may also be formulated in inte-
gral form. To do so, the following convention shall be
adopted: an integral over a closed path (around an area)
or around a finite volume shall be denoted by a

H
sym-

bol with a subscript indicating the path or surface. SoH
@V is an integral over the surface enclosing the volume
V, and

H
@A is a line integral along the enclosure of the

surface A.
Applying Gauss’s theorem [26.7] to the two equa-

tions describing the source structure of the electric field

E

E

Q
B

B

∂B∂t ∂E∂t
I

a) b)

c) d)

Fig. 26.2a–d Interpretation of Maxwell’s equations ac-
cording to [26.6]. (a) Charges are the sources of electric
fields. r �E D ="0. (b) The magnetic field has no sources
r �B D 0; it is a purely rotational field. (c) Rotational
electric fields are generated by changing magnetic fields
r �E D �@B=@t. (d) Magnetic fields are created by both
changing electric fields and moving charges (i.e., currents)
r �B D �0 � JC "0�0@E=@t

and the magnetic field yields

r � "0E D  !
I

@V

"0E � dA D Q ;

r �B D 0 !
I

@V

B � dA D 0 : (26.11)

Equations (26.11) are usually referred to as Gauss’s
laws for the electric and magnetic field. The most sur-
prising aspect of these equations is that they connect
the property of a volume ( is the density of charges
within the volume) to an integral that is taken at the sur-
face only. For the integrals in (26.11), the distribution of
charges within the volume enclosed by the surface @V is
completely irrelevant. Surface integrals of the type ap-
pearing in (26.11) are called fluxes of a vector field (here
E or B) through a surface A. The reason is their formal
similarity with physical fluxes such as water through the
cross section of a river, grains through a tube, or charges
through a wire as in (26.7).

Gauss’s law for the electric field is an up-to-date
version of a law found by Coulomb in 1784/1785. It
states that the force between two point-like carriers of
charges Q1 and Q2, situated at radii r1 and r2 as shown
in Fig. 26.3, is

F2 D �F1 D Q1Q2

4 "0
� r2 � r1

jr21j3 : (26.12)
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Q1

Q2
r1

r2

r21 = r2 – r1

Fig. 26.3 Setup for
the definition of the
Coulomb force: two
oppositely charged
balls with centers
placed at different
locations r1 and r2

being know as Coulomb’s law. Today, (26.12) is un-
derstood to be a consequence of Gauss’s law for the
electric field, together with the Coulomb force (see also
(26.8)). In (26.12), F2 is the force acting on the carrier
of Q2. If the two charges have opposite signs, they at-
tract each other; if not, the force is repelling. The force
decreases with the square of the distance between the
carriers of charge. The factor 1=.4 r221/ can be traced
back to Gauss’s law, as it is the inverse of the surface of
a sphere or radius r21.

If the forces on a positive charge are drawn as little
arrows, one finds that these line up like strings end-
ing on the charges. These lines are called field lines.
Figure 26.4 shows the lines between a positive and
a negative charge, and Fig. 26.5 the lines associated
with two positive charges.

The law of induction, also known as the law of
Faraday and Henry [26.8], is to some extent a conse-
quence of the rotational part of the electric field. It is
crucial for the functioning of a very wide range of elec-
trical devices, as engines, generators, transformers, and
solenoid antennas cannot operate without it:

Uind D
I

L

E � d` D � d

dt

Z

A

B � dA

D �d˚B

dt
: (26.13)

The translation of this formula into plain English is: for
a closed loop L of a conductor, placed in a magnetic
field B, the induced tension is given by the change of
the magnetic flux ˚B through any area A enclosed by
this loop.

One reason for this wide variety of applications is
the fact that the single formula (26.13) contains two
completely different effects, which emerge if the deriva-
tive of the flux is worked out in detail. The terms
remaining for the magnetic field are

d

dt

Z

A

B �dA D
Z �

@B
@t

� r � .v �B/
�
dA : (26.14)

+ –

Fig. 26.4 Field lines between a positive and a negative
charge

+ +

Fig. 26.5 Field lines associated with two positive charges

The mathematical origin of the velocity v is the con-
tribution of the change of area to the total derivative.
Its meaning is the speed of those points for which
the flux elements are calculated. The physical mean-
ing of (26.14) can be explored by translating the line
integral in (26.13) into a surface integral

H
@A E � d` DR

.r �E/dA. So, one may conclude by comparison

r �E D �@B
@t

C r � .v �B/ : (26.15)

The outer terms may be interpreted as new descriptions
of the Lorentz force:

F D Qv �B

! E D v �B

! r �E D r � .v �B/ : (26.16)

Equation (26.16) should, however, not be misunder-
stood as describing the appearance of an electric field.
It simply means that, for a charge carrier traversing
a magnetic field, there will be a force accelerating it
in a direction perpendicular to its velocity and perpen-
dicular to the magnetic field, and that the strength of
this force is just the same as for the Lorentz force. In
view of the theory of special relativity, this is more than
a coincidence. According to Einstein, which fraction
of an electromagnetic field is magnetic and which is
electric varies with velocity. A force attributed to a mag-
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netic field in one frame of reference may be entirely
attributed to an electric field in another frame.

A practical result of (26.16) is that all forces ap-
pearing in electrical generators with permanent magnets
can be calculated either using the Lorentz force on the
charge carriers or using (26.13). The results must be
identical.

The two terms on the left-hand side of (26.15) are
crucial for the functioning of transformers. An oscillat-
ing magnetic field can be used to generate a tension in
a closed conducting loop. These terms already appeared
as one of Maxwell’s equations in (26.10).

The fourth macroscopic law to be inspected is the
law of Ampère andMaxwell:

I

@A

.��1
0 B/ � d` D I C

Z
@."0E/
@t

dA : (26.17)

It describes the generation of a magnetic field B by both
a current I and a time-dependent electric field E, as
shown in Fig. 26.2. In (26.17), d` is a small element
of any line enclosing a current I, and dA is a small el-
ement of any surface that is completely encircled by
this line. Equation (26.17) can be identified with one of
the known differential equations by converting all terms
into surface integrals:

Z �r � .��1
0 B/


dA D

Z �
JC @."0E/

@t

�
dA :

(26.18)

Since this equation is to be valid for an arbitrary surface
A, the integrands must be identical

r � .��1
0 B/ D JC @."0E/

@t
; (26.19)

which is identical to the fourth equation in (26.10).
In the limit @."0E/=@t D 0, the above is often called

Ampère’s law. However, this naming convention may
easily lead to misinterpretations, as the law is only valid
in the absence of time-dependent electric fields, and
if a magnetic field varies with no current present, the
Ampère–Maxwell law requires the presence of a time-
dependent electric field. So, what is referred to as
Ampère’s law is actually only an approximation that ap-
plies to the static case.

Application Example: Whistling Capacitors
Gauss’s law for the electric field may be used to deter-
mine the forces between the electrodes of a capacitor.
If the material between the plates is compressible, the

d

A

y
z

x

Fig. 26.6 Two electrodes forming a capacitor. All the
electric field crosses the plane indicated between the elec-
trodes, mostly traversing the area between the electrodes

plates will change their separation at the same fre-
quency as the charging and discharging of the plates.
If this frequency is below 10 kHz, such vibration can be
heard, and the capacitor can thus be identified as being
of poor quality.

Figure 26.6 shows the principal setup of a capacitor.
It consists of two rather flat electrodes of area A, sepa-
rated by a distance d. If a chargeQ1 is placed on the top
electrode and a charge Q2 D �Q1 on the bottom, the
electric field will be concentrated almost entirely in the
region between the electrodes. For any surface enclos-
ing the top electrode, the only significant contribution
to the integral in Gauss’s law will be the plane shown in
gray in Fig. 26.6. The plane can be either close to one
of the electrodes, or in the middle. One gets

Q1 D
I

@V

"0E � dA � "0E �A D "0EzA ;

assuming an oriented area with A D .0;0;A/ and Ez D
�jEj because the top plate is positively charged. The
magnitude of the force F2 acting on the bottom plane is
then

F2 D Q2E D "0Q1Q2A D "0Q
2A .D �F1/ :

If the electrodes carry oppositely signed charges, they
will always attract each other, irrespective of which of
the two electrodes is positively charged. Consequently,
if the electrodes are charged with an alternating current
of a certain frequency, the frequency at which the elec-
trodes vibrate will be twice the frequency of the current.
Actually, something similar can be heard close to old
electrical locomotives. In that case, it is the oscillation
of the magnetic field of the transformers that results in
an audible mechanical frequency that is twice the fre-
quency of the locomotive’s power supply.
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Table 26.1 Correspondence between electrostatics and
gravitation

Electrostatics Gravitation
F D QE F D m.0; 0;�g/
Charge Mass
Field strength jEj Acceleration g
Potential V Height h
Tension U Difference in height �h

Electrostatics Gravitation
F D QE F D m.0; 0;�g/
Charge Mass
Field strength jEj Acceleration g
Potential V Height h
Tension U Difference in height �h

26.1.4 Potentials and Tensions

A charged particle in an electric field will gain potential
energy when moving against the force of the field and
loose potential energy when moving with the field. In
other words: work is to be done if a charged body is to
be moved along a path C through the field:

W D
Z

C

�F � ds D �Q
Z

C

E � ds .always/ : (26.20)

If the electric field is static, it is bound to have no ro-
tational component. Then, the dependence on the path
vanishes and the value of the integral

W D
bZ

a

�F � ds

D �Q

bZ

a

E � ds .static field/ (26.21)

depends only on the starting point a and end point
b. The minus sign in (26.21) indicates that energy is
gained if the movement is against the direction of force.

For a given field E, the work to be done only de-
pends on the chargeQ and the location of the two points
a and b. Therefore, in the presence of a static electric
field, one can assign a new property to each point in
space called the electric potential, denoted by V. If one
knows the potential at all points in space, one can easily
calculate the energy gained by moving from one point
to any other: it is the potential difference, multiplied
by the charge, or just V.b/�V.a/ D W=Q. The rela-
tion between E and V reveals a major practical use in
its differential form. The equation

E D �r �V .static field/ (26.22)

shows that, if the (nondirectional) potential is known at
every point in space, differentiation may be used to find
both the strength and direction of the electric field.

The electric potential is only defined up to a con-
stant, just as any indefinite integral. Physically, this
freedom of choice simple means that one is free to
choose an arbitrary starting point for the calculation of
a potential. This freedom is lost when the difference
of two potentials is calculated, as the constant of in-
tegration cancels out. The potential difference between
two points is such an important quantity that it is given
a name of its own, the tension

Uab D V.a/�V.b/

D �
bZ

a

E � ds .static field/ (26.23)

between two points.
The potential of a static electric field has a one-to-

one correspondence with the height in the gravitational
field of the Earth. Lines of equal potential correspond to
lines of equal altitude in maps of mountains, as shown
in Table 26.1.

As soon as the fields vary with time, the electric
and magnetic fields are bound to appear together. In this
case, it is helpful to define a magnetic potential A, from
which the magnetic field can be derived according to

B D r �A : (26.24)

The electric field can now be written as

E D �r �V C @A
@t

.always/ ; (26.25)

in a form that reveals the difference between electro-
statics and electrodynamics: The second term in (26.25)
accounts for the generation of a rotational electric field
according to the Faraday–Henry law. It vanishes in the
static case, leaving (26.22) only.

The major practical implication of (26.25) is that
the idea of a tension between two points has to be
dropped in the presence of varying magnetic fields. In
fact, the stronger the rotational component of the elec-
tric field, the more important the path between two
points becomes. Electric generators extensively use this
fact by inducing high tensions (colloquially voltages)
into wires that form a long path C in a time dependent
magnetic field.

The instruction to “please switch off all electronic
devices until the plane has reached its parking position”
may be understood as a consequence of (26.25), as the
functioning of electronic circuit boards relies on @A=@t
being negligible.
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26.2 Capacitors, Resistors, and Inductors

The functioning of the majority of basic circuit el-
ements relies on the interaction between matter and
electromagnetic fields. In this section, the influence of
matter on electromagnetic fields will be analyzed and
optimal geometries determined for resistors, capacitors,
and inductors. The behavior of these circuit elements
will be determined for direct-current (DC) and alter-
nating-current (AC) networks. Finally, deviations from
ideal circuit element properties are discussed.

26.2.1 Matter and Fields

Atoms and molecules consist of negatively charged
electrons and positively charged nuclei. Therefore, even
electrically neutral bodies will react to the presence of
electric and magnetic fields. Figure 26.7 shows how an
external field Efree applied to a neutral molecule will
lead to the appearance of a new field Ebound. Electrons
that may move long distances (those that are free to
leave molecular or atomic orbits) are held responsible
for Efree. In contrast, electrons and nuclei responsible
for Ebound cannot move further than distances of about
one nanometer, since they are bound to atoms. Both sets
of carriers of charge are well distinct. The criterion is
the value for the binding energy of electrons: those that
are tightly bound will not be able to leave their orbit,
while the others can. Usually, there is an energy gap be-
tween bound and free electrons. In mathematical terms,
the bound and free electrons form distinct, nonoverlap-
ping sets. Magnetization suggests a similar distinction
for free and bound currents. In combination with a key
characteristic of Maxwell’s equations, viz. the principle
of linear superposition, these distinctions form the basis
for a practically usable formulation of fields in matter.

The principle of linear superposition states that the
field resulting from two different sources may be cal-
culated as their vector sum. Figure 26.8 shows the
application of this principle to free and bound charges.

+–

Ebound

Efree = 0

Efree ≠ 0

Fig. 26.7 Sketch
of polarization: an
external field Efree

leads to a separation
of charges bound
within an atom or
molecule. These
charges produce
a field Ebound

The mathematical formulation is then

 D free C bound and E D Efree CEbound ;

J D Jfree C Jbound and B D Bfree CBbound :

(26.26)

Maxwell’s equations will hold for either subset, for ex-
ample

r � "0Efree D free ;

r � .��1
0 Bfree/ D Jfree C @

@t
"0Efree : (26.27)

Inserting (26.26) into (26.27) yields

r � "0.E�Ebound/ D free ;

r � Œ��1
0 .B�Bbound/� D Jfree C @

@t
"0Efree : (26.28)

Equations (26.28) are usually presented in a different
notation and are widely known as Maxwell’s equations
in matter in the form

r � ."0ECP/ D r �D D free ;

r � .��1
0 B�M/ D r �H D Jfree C @

@t
D : (26.29)

This formulation has historical roots. In the 19th cen-
tury, the entire world was assumed to be full of a strange
substance called ether (not referring to the gas C2H6O).
Electromagnetic waves would be transported by this
substance, and it was assumed that charges would
displace this substance. D’s full name was the displace-
ment current of the ether, while H (a little later) was
assumed to be a stimulation of the ether. The name
magnetic field for H is even older. It originates in sym-
metries which are now known to apply only to static

EEfree

Ebound

Bfree

Bbound B

a) b)

Fig. 26.8a,b In the presence of matter, the fields E and B
are calculated as the vector sum of two contributions (taken
from [26.6]) In (a), the case of an electrically anisotropic
material is shown, for (b), a ferromagnetic substance is as-
sumed
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Table 26.2 Physical interpretation of traditional field
quantities [26.6]

Traditional
symbol

Meaning Cause Cause symbol

H ��1
0 Bfree Free currents Jfree

D "0Efree Free charges free

M ��1
0 Bbound Bound currents Jbound

P �"0Ebound Bound charges bound

Traditional
symbol

Meaning Cause Cause symbol

H ��1
0 Bfree Free currents Jfree

D "0Efree Free charges free

M ��1
0 Bbound Bound currents Jbound

P �"0Ebound Bound charges bound

fields. Over the last 100years, the interpretation of H
and D has gradually developed from fields [26.9], via
not so fundamental fields [26.10] to contributions to the
fields B and E [26.6].

Comparing the last two sets of equations leads to
a physical interpretation of the traditional field quan-
tities. These are summarized in Table 26.2. This table
also explains why the equations found in the 19th cen-
tury are still valid: there is a one-to-one correspondence
between the quantities defined then and those which
result from the present understanding of atoms and
molecules.

For an understanding of electromagnetism in the
context of current technological developments, it is im-
portant to realize that, when manufacturing techniques
allow the creation of structures with the size of a single
atom,H;D;M, and P are no longer applicable. At such
distances, the distinction between free and bound elec-
trons becomes ambiguous. And if nuclear distances are
probed, the distinction becomes completely irrelevant
as the energies involved are much larger than atomic
binding energies.

In Fig. 26.8, the modification of Efree to give the
measurable E was achieved by adding field vectors
from bound charges. But there is also a very popular
alternative: the influence of matter may be formulated
as a mapping of the fields from free charges onto the
measurable ones. In the most general case, this mapping
will include a rotation, and an elongation or shortening.
It is written in the form

B D �rBfree ;

E D "�1
r Efree ; (26.30)

where �r is called the relative permeability and "r is
called the relative permittivity. In general, �r and "r
are tensors depending on the field strength. In most
cases, however, they are just numbers. A large value for
�r means a strengthening of the magnetic field, while
a large value for "r means a weakening of the electric
field by matter.

Equation (26.30) can be used to derive a simple rule
for the incorporation of matter into Maxwell’s equa-

tions:

always in matter

 ! free

J ! Jfree
."0E/ ! ."0"rE/

.��1
0 B/ ! Œ.�0�r/

�1B� : (26.31)

This substitution rule relates the measurable free
charges and currents to the measurable electromagnetic
fields. A consequent use of this rule allows a for-
mulation of the whole of classical electromagnetism
without ever mentioning the quantities H and D, as
done in [26.11]. When using (26.31) in integral equa-
tions, it is important to keep the quantities in brackets
together, as shown.

In the presence of matter, Gauss’s law for the elec-
tric field can now be written as

I

@V

"0"rE � dA D Q ; (26.32)

while the law of Ampère and Maxwell in (26.17) may
be written as

I

@A

�
��1
0 ��1

r B
� � d` D Ifree C

Z
@."0"rE/

@t
dA :

(26.33)

Gauss’s law for the magnetic field and the law of
Faraday and Henry remain unchanged in the presence
of matter.

Currents flow if electrons are moving. If this hap-
pens within matter, the electrons will randomly collide
with atoms, thus giving some of their kinetic energy to
the body they traverse and being slowed down at the
same time. In the case of the presence of an external
electric field, the electrons will be accelerated between
two collisions. It turns out that this ongoing sequence
of collisions and acceleration leads to an average veloc-
ity of the electrons v e that is proportional to the field
strength. Therefore, the current density J due to elec-
trons which have a density ne is proportional to the field
strength applied. The corresponding formula

J D �neev e D �E (26.34)

is know as Drude’s law [26.12]. The factor of propor-
tionality � is known as the specific conductance. Its
inverse  D 1=� is called the specific resistance; due
to the limited number of characters available, it is rep-
resented by the same letter as the charge density.
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Fig. 26.9 Specific resistance of various materials

Materials are classified as conductors (usually met-
als), semiconductors, or insulators, depending on their
specific resistance. Examples of classes of materials can
be found in Fig. 26.9.

26.2.2 Resistors

Sending a current through a resistor is a bit like pulling
a brake: the current becomes smaller the more resistors
there are, and the resistors themselves become warm if
current passes. The main use of resistors is to limit cur-
rents and to generate heat.

A resistor is called an ohmic resistor if the current
is proportional to the voltage applied. Such behavior is
a consequence of Drude’s law. This will be shown for
the example of a wire, as indicated in Fig. 26.10. An
electric field E applied to a wire of length L and cross
section A will provoke a current density J D �E. As the
tension between the two ends of the wire is U D jEjL,
one finds that the current

I D J �A D �
A

L
U (26.35)

is indeed proportional to the tensionU applied. The pro-
portionality factor is called the conductance G, and its
inverse has the name resistance

R D L

�A
D 1

G
: (26.36)

E

A

L

J

Fig. 26.10 A piece of conducting material of length L and
cross section A exposed to an electric field E will have
a current density J given by Drude’s law

Equation (26.35) can then be written as

U D RI or I D GU ; (26.37)

and in this form, it is known as Ohm’s law [26.13].
Ohm’s law is useful to describe circuit elements

with fixed geometry, such as resistors off the shelf. In
contrast, Drude’s law may be applied to complicated
geometries. Therefore, (26.34) is often referred to as the
differential form of Ohm’s law.

The resistance can be expressed in terms of the elec-
tron mobility �n D v=E, which relates the field strength
to the velocity v and density n of the electrons. The
equation

R D 1

AEn�n
(26.38)

shows very clearly that, the more electrons there are
and the faster they move, the better the conductance be-
comes.

Resistors come in a variety of shapes, materials, and
sizes. The size is determined by the heat produced: the
more heat is produced, the larger a resistor needs to be
in order to ensure that it will neither melt nor evapo-
rate. The heating power generated for a constant field E
parallel to the length L is, according to (26.20),

Pheat D dW

dt
D �dQ

dt
EL D �UI : (26.39)

The minus sign indicates that the heating power is gen-
erated. Clearly, this power must come from the circuit,
i.e.,

Pcircuit D UI ; (26.40)

which means that a resistor transforms electric energy
into heat energy. Unless otherwise mentioned, P is used
for Pcircuit.
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Table 26.3 Temperature coefficients for selected materi-
als [26.14]

Material Temperature coefficient ˛
(ıC�1)

Gold 0.0034
Copper, aluminum, lead 0.0039
Manganin 0.000002
Carbon (amorphous) �0.0005
Silicon � �0.075
Germanium � �0.048

Material Temperature coefficient ˛
(ıC�1)

Gold 0.0034
Copper, aluminum, lead 0.0039
Manganin 0.000002
Carbon (amorphous) �0.0005
Silicon � �0.075
Germanium � �0.048

This is a general rule: a positive value for the power
means that the circuit loses electrical energy to other
forms of energy (for example, in a resistor), whereas
a negative value indicates that the circuit gains energy
(for example, from a battery).

Using (26.40), it can be deduced that the power of
a resistor rises with both the square of the tension and
the current

P D Pcircuit D I2R D U2

R
: (26.41)

The material used depends on price as well as the re-
quired accuracy and temperature independence of the
resistance. For most conductors, the value of R in-
creases with temperature. This may be understood as
a consequence of the fact that the chance of an elec-
tron colliding with an atom increases as the atom moves
(vibrates) faster when the temperature � increases. For
most purposes, it is accurate enough to describe this ef-
fect in a linear manner, starting at room temperature:

R.�/ � R.25 ıC/ Œ1C ˛.� � 25 ıC/� : (26.42)

The factor ˛ is called the temperature coefficient. It de-
scribes how the resistance increases with temperature.

Table 26.3 shows that, over a range of�� D 100 ıC,
the resistance of a metal wire may increase by more
than one-third. It also shows that the conductivity of
semiconductors increases as the temperature does.

Carbon composite resistors are the most common
type, as they are quite robust and easy to manufacture.
Figure 26.11 shows a cross section. The value for the
resistance is determined by the fraction of carbon in the
mixture and by the geometry. The colored rings indicate
the value for R as well as the accuracy of this value.
Carbon composite resistors have a very small parasitic
inductance, thus making them ideally suited for high-
frequency applications. Their main drawback is a lack
of accuracy in the manufacturing process.

In contrast, thin-film resistorsmay be produced with
high precision, often better than ˙1%. They are pro-

Lead Lead

Amorphous carbon

Coating

Contacts

Fig. 26.11 Cross section through a carbon composite resis-
tor

Lead Lead

Coating

Contacts

Spiral of metal

Fig. 26.12 Cross section through a thin-film resistor

duced by depositing a thin layer of metal onto a noncon-
ducting substrate (Fig. 26.12). After deposition, a helix
is engraved into the film. This increases both the resis-
tance and parasitic inductance (see below).

For high-power, low-frequency applications, resis-
tors can be made by winding wires to form a helix.
These resistors are particularly suitable if low values
(< 100�) for the resistance are desired.

Some applications require resistors with a negative
temperature coefficient. These can be made from im-
pure semiconductor materials, as seen in Table 26.3.

26.2.3 Capacitors

Capacitors are used to store energy using an electric
field. This is achieved by charge separation. A capacitor
consists of two electrodes with a thin layer of a noncon-
ducting substance called a dielectric between them, as
shown in Fig. 26.6. A tension U between the two elec-
trodes having an overlap area A and which are separated
by a dielectric of thickness d with a relative permittivity
"r makes one of them acquire a charge

Q D "0"r
A

d
U : (26.43)

The other electrode will have the same amount of
charge, but with the opposite sign. This shows that an
entire capacitor separates charge, rather than storing it.
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The factors between U and Q in (26.43) are usually
combined into a single factor called the capacitance

C D Q

U
; (26.44)

which for the setup shown in Fig. 26.6 means C D
"0"rA=d. Computing the time derivative of (26.44)
yields

I D C
dU

dt
; (26.45)

which reveals a typical feature of capacitors in circuits:
the faster the tension changes, the more current will
flow through a capacitor, while direct currents are not
conducted at all.

The amount of energy stored can be calculated by
computing how much work is needed to charge a ca-
pacitor. The result is

W D 1

2
CU2 ; (26.46)

also demonstrating that the withstand voltage Umax of
a capacitor is an important factor with regard to the
maximum energy that can be stored. The electric field
and the dielectric material can be identified as the place
where the energy is stored. Comparing (26.46) with the
strength E D U=d of the electric field yields an energy
density of

w D W

V
D W

Ad
D "0"r

2
E2 ; (26.47)

which turns out to be a shorthand notation for two
energy contributions. For "r D 1, the entire energy is
stored in the field. For larger values, the elastic defor-
mation of the dielectric molecules uses up the additional
energy; for example, with "r D 3, the molecules contain
twice as much energy as the field itself.

Capacitors may be connected in series or in parallel.
In both cases, they can be treated as a single capacitor
having a capacitance Ctotal. For a series of two capaci-
tors with capacitances Cs1 and Cs2, one gets

1

Ctotal
D 1

Cs1
C 1

Cs2
.series/ ; (26.48)

while a connection of Cp1 and Cp2 in parallel gives

Ctotal D Cp1 CCp2 .parallel/ : (26.49)

The simplest form of a capacitor, the film capaci-
tor, is achieved by rolling up two metal foil electrodes
with a nonconducting substance placed in between. As

Cathode foil

Anode foil
Separator

Anodes

Cathode

Fig. 26.13 Schematic illustration of geometry of an elec-
trolytic capacitor

the film between the electrodes is often made of plastic,
these are also called plastic film capacitors, film dielec-
tric capacitors, or polymer film capacitors. Such dielec-
tric substances have relative permittivities ranging from
"r D 2:2 for polypropylene (PP) to "r D 3 for polyethy-
lene terephthalate (PET), i.e., polyester. In modern pro-
duction lines, a plastic foil is given a metal coating by
means of vacuumdeposition and thenwound up [26.15].
As both electrodes of such a capacitor form a helix, they
will also produce a rather large parasitic inductance. For
high-frequency applications, stacks of metal film layers
are preferred despite their higher production costs.

Substantially higher values for the capacitance may
be achieved by electrolytic capacitors. The price is
that these are unipolar, meaning that their cathode al-
ways needs to be connected to a potential that is lower
than that of the anode. If the anode and cathode of an
electrolytic capacitor are interchanged, the device may
explode and poisonous substances may be released.
Therefore, electrolytic capacitors have to be used in
a careful manner.

Figure 26.13 shows the geometry of an electrolytic
capacitor. Production details may be found in manufac-
turers’ information [26.15]. Such a capacitor is formed
by putting together a metal electrode, i.e., the anode,
with a conducting liquid (the electrolyte) that has the
property of forming a thin oxide layer on the surface
of the metal. This layer is used as the dielectric. As the
thickness of this layer is as little as a few atomic diame-
ters, the C values of electrolytic capacitors are substan-
tially larger than those of thin-film capacitors. They are,
however, not suitable for high-frequency applications.

The top end of capacitor energy densities is marked
by double-layer capacitors, branded as gold caps, super
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caps, or ultra caps. Their features are discussed in the
section on electrical energy storage.

26.2.4 Inductors

Inductors make use of the following relations between
magnetic fields and currents. Time-dependent currents
produce time-dependent magnetic fields. Also, time-
dependent magnetic fields produce rotational electric
fields in the wire conducting the current, thus actually
reducing the strength of the current that produces the
magnetic field. Therefore, in exact opposition to the be-
havior of capacitors, inductors conduct the better, the
less the current changes. An ideal inductor acts like
a short circuit in direct-current networks.

Inductors are made from helix-shaped wires that
may or may not be placed around a core. This almost
universal construction can be understood as ensuring
the optimal use of the Faraday–Henry law (26.13),
which states that the tension induced in a closed loop
wire is given by the rate of change of the magnetic
flux through the area spanned by this loop, and of the
Ampère–Maxwell law (26.17), which states that the
strength of the magnetic field along a field line is pro-
portional to the current enclosed by this line. Each extra
turn of a wire thus increases both the magnetic flux and
the tension for a given change of flux. Ten times more
turns will increase the effect by a factor 102 D 100. In-
troducing extra core material may be used to increase
the strength of the magnetic field even further.

The calculation of the magnetic fields from the cur-
rent for a given wire geometry is a difficult exercise and
hardly ever produces an exact result. In most cases, only
numerical tools give satisfactory results. It is, however,
known that, whatever the result, the induced tension
must be proportional to the rate of change of the current.
Therefore, all the factors that may be hard to determine
can be summarized in a single quantity called the in-
ductance L, and the equation

U D ˙L
dI

dt
(26.50)

is correct irrespective of the geometrical details and un-
certainties. In some parts of the literature, the induced
tension is referred to as the electromotive force. This
name will be omitted for the sake of consistent use of
the term “force.”

It may be irritating that, in the literature, (26.50) is
written as often with a C sign as with a � sign. How-
ever, this is merely convention: If both the current and
tension are given with respect to the same direction, the
C sign applies. Otherwise, as usually indicated by the
current arrow pointing in the opposite direction to the
tension arrow, the � sign applies.

The amount of energy stored in the magnetic field
of an inductor can be calculated from the energy that
is needed to increase the current from zero to a cer-
tain value I. Starting from the definition of power P D
dW=dt D IU, one gets

dW

dt
D IU D IL

dI

dt
! dW D LIdI

! W D 1

2
LI2 : (26.51)

The fact that jBj � I and W � I2 suggests that W �
jBj2, and in fact, a thorough analysis gives the result

w D W

V
D 1

2�0�r
B2 ; (26.52)

which not only seems natural but may also be severely
misunderstood. At first glance, it seems to suggest that
a large value of �r will lead to a reduction of the energy
density of an inductor. However, can it be that putting
iron into a coil will result in a reduction of the energy
density? Of course, this is not the case, as can be shown
as follows. In the presence of matter, the law of Ampère
and Maxwell, (26.17), reads

I

@A

.��1
0 ��1

r B/ � d` D I C
Z

@."0"rE/
@t

dA ; (26.53)

indicating that, for a given inductor cross section A and
in the absence of electric fields, j��1

r Bj � I. Hence,
doubling �r will increase B2 by a factor of 4 and con-
sequently increase the energy density of the magnetic
field according to (26.52) by a factor of 2. So, inspect-
ing all the factors together, one finds that the energy
density rises in proportion to �r.

As in the case of capacitors, networks of inductors
may be treated as single inductors; for example, two
inductors with inductances Ls1 and Ls2, placed in series,
behave like a single one with an inductance

Ls D Ls1 CLs2 .inductors in series/ : (26.54)

This may be understood as a consequence of the fact
that the current is the same through both while the ten-
sions add. Calculating the sum

U D U1 CU2 D Ls1
dI

dt
CLs2

dI

dt

D .Ls1 C Ls2/
dI

dt
(26.55)

shows the validity of (26.54).
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I

U Lp1 Lp2I1 I2

Fig. 26.14 Two
inductors placed in
parallel

If two coils are placed in parallel, they are both sub-
ject to the same tensionU while, as shown in Fig. 26.14,
their currents Ip1 and Ip2 add up to the total current I. If
one eliminates Ip1 from all the equations for the com-
mon tension, namely

U D Lp1
dI1
dt

D Lp2
dI2
dt

D Lp
d

dt
.I1 C I2/ ; (26.56)

one gets

1

Lp
D 1

Lp1
C 1

Lp2
.inductors parallel/ ; (26.57)

which also demonstrates that inductors and capacitors
add in a complementary manner: inductances add when
placed in series, whereas capacitances add when placed
in parallel.

When choosing an inductor for a certain applica-
tion, the diameter of the wire and the core material
matter. The larger the current, the thicker the wire has
to be for sufficient conductivity. At frequencies in or
beyond the MHz region, two further effects matter. The
skin effect describes the fact that the current is pushed
towards the wire’s surface, making its center useless for
charge transport. Therefore, at high frequencies, bun-
dles of insulated thin wires, called Litz wires, are used
instead of single thick wires. Meanwhile, the proximity
effect is observed if the conductivity of a wire is reduced
by the presence of a high-frequency current close by.
This effect can be counteracted by using special wiring
geometries, often far from being solenoidal.

The core material is then mainly determined by
the frequency of the application. At low frequencies
(60Hz, for example), iron cores are used to boost the
magnetic inductance L by a factor of 1000 or even
more. However, if a conduction material such as iron
is exposed to an oscillating magnetic field, so-called
eddy currents (or Foucault currents) are induced. The
Faraday–Henry law describes the formation of rota-
tional electric fields when magnetic fields oscillate. In
a conductor, these rotational fields will push the elec-
trons in the conductor to move along the field lines
by means of the Coulomb force. In this manner, eddy
currents are formed. Because the conductance of a ma-
terial such as iron is finite, these eddy currents will

b
a

Fig. 26.15 Toroidal inductor with inner radius a and outer
radius b. (Photo: © salita2010/stock.adobe.com)

produce heat: the larger the inductor’s current and
the larger the frequency, the more heat will be pro-
duced.

The appearance of eddy currents can be reduced or
even eliminated. If the iron core is laminated, i.e., if
the core is produced as a stack of thin layers of oxi-
dized iron, the currents cannot traverse the oxide layers.
In this manner, the eddy currents are limited geometri-
cally. However, for radio frequencies, this reduction is
no longer sufficient. Instead of iron, nonconductingma-
terials with large values of �r, i.e., ferrites, are used as
the core material. These are ceramic compound mate-
rials of oxidized metals such as Fe2O3 (hematite, rust)
and Fe3O4 (magnetite) or oxides including nickel or tin
in addition to iron. Because they are insulators, there
will be no eddy currents inside. At the high-frequency
end of the spectrum, small values for the inductance are
used and inductors do without cores.

Application Example: The Inductance
of a Toroidal Inductor

Toroidal inductors are of special interest, as such de-
vices may be (in fact, are) used to determine the values
of �r of core materials experimentally.

For simplicity, the core is assumed to have a square-
shaped cross section, as shown in Fig. 26.15. The
inductance follows from the magnetic flux, which fol-
lows from the magnetic field. Hence, the field must be
calculated first.

According to the law of Faraday and Henry, only
the magnetic field enclosed by the current loops will
contribute to the inductance (the field outside being
negligible, anyway). The magnetic field lines must form
circles with radii ranging from r D a to r D b and en-
closing N turns of wire carrying a current I. According



Electrical Engineering 26.2 Capacitors, Resistors, and Inductors 1181
Part

F
|26.2

to the Ampère–Maxwell law, the strength of the field is

B.r/ D �0NI

2 r
: (26.58)

The magnetic flux may then be calculated as

˚B D .b� a/

bZ

a

B.r/dr D .b� a/�0NI

2 
ln

�
b

a

�
:

(26.59)

Now, the tension due to the change of the current
can be computed. Every current loop adds a tension
Uind.1 turn/ D d˚B=dt, so that all the turns in series pro-
duce

Uind D N
.b� a/�0N

2 
ln

�
b

a

�
dI

dt
: (26.60)

Comparing this result with the definition of the induc-
tance shows that the factor preceding the time derivative
is the inductance L. If a core with �r is placed between
the windings, the inductance becomes

L D .b� a/�0�rN2

2 
ln
�
b

a

�
: (26.61)

Equation (26.61) paves the way towards a measurement
of �r. Its value for a given core material can be calcu-
lated as �r D L .with core/=L .without core/. Finally, if
the torus is narrow, i.e., if the diameter D D b� a � a,
then application of ln.1C x/ � x yields

L � �0�r
N2D2

2 a
; (26.62)

which also shows that, in this case, the shape of the in-
dividual turns no longer matters; indeed, the inductance
depends only on the areaD2 and the radius of the torus a.

26.2.5 Alternating-Current Behavior

For a tension oscillating according to u D OU sin.!t/,
one has (by convention, a small u and a small i indicate
sinusoidal forms of U.t/ and I.t/)

R W u D Ri ! i D 1

R
OU sin.!t/

! 'U � 'I D 0 ;

C W i D C
dU

dt
! i D !C OU cos.!t/

! 'U � 'I D �90ı ;

L W u D L
di

dt
! i D 1

!L
OUŒ� cos.!t/�

! 'U � 'I D 90ı : (26.63)
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Fig. 26.16 Instantaneous power of an ideal capacitor (top)
and an ideal inductor (bottom), compared with the instan-
taneous tension (middle)

So, ideally, this should be 'U �'I D ˙90ı or zero. Such
angles have surprising consequences for the time de-
velopment of the instantaneous power p.t/ D i.t/u.t/,
as shown in Fig. 26.16. On average, the power is zero,
meaning that there is a balanced flow of power in an out
of the elements. When p.t/ is positive, energy is taken
from the circuit and used to create fields; when it is neg-
ative, the fields give the energy back to the circuit. This
behavior is in maximal contrast to that of a resistor, for
which p.t/ is always positive, resulting in an average
power of hpi D 1=2 OUOI, which is turned into heat by the
resistor.

The calculations can be carried out in the most
straightforward manner if the AC behavior of the cir-
cuit elements is considered in the complex plane. The
reason is the simple behavior of the complex expo-
nential function under differentiation and integration.
Obviously, the three steps to take are:

� Transfer all equations into the complex plane, for
example OU sin.!tC'u/ ! OU ej'uej!t,� Solve the complex equations, maybe with a result
of the form OB ejˇej!t,� Extract the result by taking the imaginary part of
the complex result OB sin.!tCˇ/ D Im. OB ejˇej!t/.

A sinusoidal voltage is then represented as

u.t/ D OUej'uej!t D Uej!t ; (26.64)

where the complex amplitude U D OUej'u is the product
of all the factors that do not depend on time. Note that
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u D Im.u/ D OU sin.!tC'u/ and that complex quanti-
ties are indicated by being underlined.

The power of complex calculus is highlighted when
applied to the model (26.45) and (26.50) for capacitors
and inductors. By computing the derivatives

C W i D C
du

dt
! u D 1

j!C
i ;

L W u D L
di

dt
! u D j!Li ; (26.65)

one may deduce that, in the complex plane, inductors
and capacitors may be treated as complex resistors. And
as a formal add-on, due to ej =2 D j, (26.65) contain ex-
actly the same phase relations as (26.63).

This idea has been generalized by introducing
a complex resistance called the impedance Z and a com-
plex conductivity called the admittance, Y as follows:

Original ! Complex generalization

u D Ri ! u D Z i

i D Gu ! i D Y u : (26.66)

Sometimes, the real and imaginary parts are given sep-
arately

Z D RC jX ;

Y D GC jB : (26.67)

The factors for the imaginary parts are called the re-
actance X and susceptance B. According to (26.66),
Z D 1=Y , leading to the following relations:

R D G

G2 CB2
; X D �B

G2 CB2
;

G D R

R2 CX2
; B D �X

R2 CX2
: (26.68)

The power may also be generalized to suit the com-
plex plane. Recalling that the average power used by
a resistor is hPi D Rhi2i D ROIhsin2.!t/i D 1=2ROI2, the
following definitions for the apparent power S, the real
or average power P, and the reactive power Q have
proven to be useful:

Original ! Complex generalization

P D huii ! S D PC jQ

! P D Re.S/ D jSj cos.'U � 'I/

! Q D Im.S/ D jSj sin.'U �'I/ :

(26.69)

To make a long story short, P is exactly what is called
the power in mechanics, while Q is a measure of the
energy oscillation in an out of a circuit element.

0°

–90°

90°

δ

δ

R

C

L

φU – φI

Fig. 26.17 The
angle between
tension and current
in AC networks
for the three basic
circuit elements R,
L, and C. The
angular difference
ı from the ideal
values of ˙90ı is
called the loss angle

26.2.6 Parasitics

The behavior of real i.e., nonideal circuit elements is
a mixture of what it should be and deviations due to
parasitic elements. The finite conductivity of connect-
ing wires will force any element to retain a little bit of
resistor behavior, the helical shape of wound capacitors
will add some inductive behavior, and the closeness of
the wires in a coil will add a small capacitance to an
inductor.

In alternating-current networks, the effect of such
imperfections is most conveniently described by the
deviation of the angle between the current and ten-
sion. Any deviation from the angles given in (26.63)
can be interpreted as a result of imperfections or para-
sitic elements. The difference from the ideal values for
the angle is called the loss angle and appears as ı in
Fig. 26.17. Often, the dissipation factor D or the qual-
ity factor Q are given instead of ı. Because of

D D 1

Q
D tan ı ; (26.70)

all these terms stand for the same. The larger the quality
Q, the less the element behaves like a resistor.

Calculations based on this description of the AC be-
havior in the complex plane can help to understand why
D and ı are called the dissipation factor and loss an-
gle. The effect of the finite conductivity of the materials
used in a capacitor can be approximated by introduc-
ing a resistance RR in series with an ideal capacitor CR.
Then, the (real) capacitor’s impedance is the sum

Z D RR C 1

j!CR
.capacitor with ohmic parasite/

(26.71)

which may be represented by an addition of vectors
in the complex Z plane, as shown in Fig. 26.18. This
figure also demonstrates that the tangent of the loss an-
gle ı is the ratio between the resistance RR and the
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reactance XC.CR/. For an inductor, exactly the same
analysis may be carried out, yielding

Z D RRC j!L .inductance with ohmic parasitic/ ;

(26.72)

leading to a physical interpretation of the dissipation
factor D.

The dissipation factor is the ratio of the ohmic
power to the reactive power

D D P

Q
: (26.73)

It turns out that the definition in (26.73) remains cor-
rect even if other models of parasitic elements are used,
while (26.71) and (26.72) are tied to a single ohmic re-
sistor in series.

Finally, at the top end of the frequency spectrum,
parasitic capacitances dominate the admittance of in-
ductors, while parasitic inductances begin to dominate
the impedance of capacitors. In brief: capacitors be-
come inductors and vice versa.

RR CR

R

ϕ

XC

δ

Re(Z)

Z

Im(Z)

Fig. 26.18 Model of a real capacitor and a sketch of the
corresponding addition of its impedance contributions in
the complex plane, also indicating the meaning of the loss
angle ı

26.3 Semiconductor Devices

All key elements of modern electronics are made from
semiconductors. The features of most semiconductor
devices are based on the special properties of highly
purified monocrystalline silicon. Slices of these crys-
tals, called wafers, are usually contaminated at the
subthousandth level. This process is called doping.
Most semiconductor functions can be traced back to an
interaction of silicon areas with different doping mate-
rials and concentrations. In this section, the formation
of diodes and bipolar transistors is discussed. Then,
metal–oxide–semiconductor (MOS) devices are intro-
duced as core elements of digital networks. These may
be connected to electrical machines using power semi-
conductor devices.

26.3.1 Semiconductors

Semiconductors arematerials that behave almost like in-
sulators [26.16]. At 0K, all their electrons are tightly
connected, either to individual atoms or in binding or-
bitals. However, in contrast to an insulator, at room tem-
perature, a tiny fraction of the electrons in binding or-
bitals in a semiconductingmaterial are sufficiently ener-
getic to move over large distances within the crystal.

The quantum-mechanical interpretation of this be-
havior is sketched in Fig. 26.19. As two orbits of two
silicon atoms approach each other, new orbits are cre-

ated, one with a slightly increased electron energy and
another with a reduced energy. The latter will host both
electrons. The more atoms that take part in this new
orbit creation process, the more energy states will ap-
pear above and below the original energy level. It turns
out that these energy states form two energy bands, the
valence band and the conduction band, with a distinct
energy gap between them. Energy bands denote regions
of energy, where many energy states gather. While at
0K the valence band hosts all the electrons, the energy
gap to the conduction band is small enough for a tiny
fraction at the top end of the electron’s thermal energy
spectrum to reach into the conduction band. Conse-
quently, the number of conducting electrons increases
with temperature. The energy that is halfway between
the highest-energy state hosting electrons at 0K and the
lowest-energy empty state is called the Fermi energy.

Once an electron has reached the conduction band,
it may follow the electric fields, just like an electron in
a conductor. However, in a semiconductor, there is an
additional type of conductance: whenever an electron
jumps into the conductance band, it is missing from the
valence band. In other words, it leaves a binding orbital
with one electron too few. This deficit is called a hole,
and it behaves similar to a carrier of positive charge: un-
der the influence of an external field, the orbital may be
refilled by an electron from an adjacent orbital, follow-
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Fig. 26.19 Emergence of energy
bands from left to right: Two energy
states of electrons in silicon atoms
combine to form two new states
with slightly different energies. At
0K, both electrons are found in the
lower-energy orbit. The more atoms
and electrons are combined, the more
combined states result. These states
turn out to form energy bands

ing that field. The net effect is that the positive charge has
moved to the location where the refilling electron came
from. If this process is repeated many times, the set of
all refilling electrons moving in one direction have the
same effect as a single positive carrier of charge mov-
ing in the opposite direction. This process is called hole
conduction, and it is a unique feature of semiconductors.
Consequently, the resistance of a piece of semiconduc-
tor material with a cross section A is determined by the
concentrations n, p and mobilities �n, �p of negative
electrons (n) and positive holes (p). The equation

R D 1

Ae

1

p�p C n�n
(26.74)

reduces to the expression used for conductors in (26.38)
when p is set to zero.

Apart from silicon, germanium and mixed crystals
such as gallium arsenide may also be used as semicon-
ductor substrates. Their advantage is a better electron
mobility. However, for a single reason, silicon alone
accounts for more than 90% of semiconductor sales.
Oxidizing silicon gives quartz, one of the best insulators
known. And it is exactly this property that allows effi-
cient fabrication of metal–oxide–semiconductor (MOS)
transistors. In this way, all modern processors are not
only based on the properties of silicon itself, but also
on its ability to form a well-insulating oxide.

26.3.2 Doping, the Key to Top Performance

While the structure of silicon forms the backbone of
semiconductor devices, most electrons and holes re-
sponsible for the currents come from tiny impurities,
introduced via a process called doping. In fact, when
silicon is doped with a pentavalent substance such as
phosphorus, the density of mobile electrons is almost
identical to the density of doping atoms. For this rea-
son, these substances are called donors (as they donate
electrons). Meanwhile, if silicon is doped with a triva-
lent substance such as aluminum, the number of holes

is almost equal to the number of aluminum atoms.
These materials are called acceptors, as they accept
electrons from the valence band. According to (26.74),
the resistance can thus be adjusted by choosing the con-
centration of doping atoms.

The effect of doping is shown in Fig. 26.20. A pen-
tavalent atom replacing one silicon atom will place four
of its five outer electrons into the binding orbit, leav-
ing one electron that does not fit into the structure. It
turns out that the potential energy of this electron is
slightly lower than the lower limit of the conduction
band. Therefore, at room temperature, almost all the ex-
tra electrons will have sufficient thermal energy to be
housed by the conduction band. The energies of all the
pentavalent doping atoms together form a small band
just below the conduction band. A piece of silicon hav-
ing this extra band is called n-doped.

Holeswill emerge due to dopingwith a trivalent sub-
stance. As the electrons in the neighborhood of an alu-
minum atom are not as tightly bound as those of a sili-
con atom, this type of doping will produce a small band
of electron energies just above the valence band. Con-
sequently, at room temperature, this new band will be
almost completely filled with electrons from the valence
band, leaving one hole per doping atom. Figure 26.21
shows the energetic structure of doped silicon.
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Fig. 26.20 Two-dimensional sketch of doping effect. An
n-doped piece of silicon has some of its atoms replaced by
pentavalent atoms. These will contribute extra electrons. In
p-doped silicon, trivalent atoms mean that adjacent binding
orbitals are filled by only a single electron
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Fig. 26.21a,b Energy structure of n-doped silicon (a) and
p-doped silicon (b). At 0K, the donor electron band is full,
while the acceptor hole band is empty

Donor doping affects the concentration of holes as
well as the number of electrons. Their relation is given
by an equilibrium condition described by the law of
mass action, which will be derived next. In pure silicon,
the number of holes equals the number of electrons.
This density of electron–hole pairs is called the intrinsic
density ni. The number is tiny, but grows strongly with
temperature. The value of ni is the result of a dynamic
equilibrium that is reached when as many electron–
hole pairs are thermally created as are eliminated by
electrons dropping into holes. Now, if one doubles the
density of electrons n by doping, the chance of a hole
to be filled will double as well. So, the density of holes
p will be halved. Tripling n will reduce p by a factor of
there, and so on.

This reasoning can be generalized as follows: The
law of mas action states that the product of the density
of electrons and the density of holes equals the intrinsic
density squared

np D n2i : (26.75)

Due to this law, an increase of the density of charge
carriers of one type is always accompanied by a de-
crease of the density of the opposite type. Therefore,
the corresponding holes or electrons are also called ma-
jority carriers and minority carriers.

26.3.3 Diodes

Diodes, bipolar transistors, and thyristors use the spe-
cial properties that semiconductors acquire at the junc-
tions between p regions and n regions. An understand-
ing of the properties of this so-called p–n junction is
thus crucial to understand these devices.

A diode consists of a p region adjacent to an n
region, with both regions connected to the outside
world, separately. Figure 26.22 indicates what happens
if a p-doped region comes into contact with an n-doped
region. At room temperature, both electrons and holes
are in thermal motion. They move almost freely within
the silicon crystal. This randomly orientated movement
is called diffusion. If an electron happens to diffuse into
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Fig. 26.22 Charge density, electric field, and electric po-
tential near a p–n junction. In this example, the concen-
tration of donor electrons is three times as large as the
concentration of acceptor holes. The region with a nonzero
electric field is called the depletion region

the p region, it will all of a sudden be exposed to a large
number of holes to recombine with—and so it will. In
this manner, an extra negative charge will be placed in
the p region. This charge will also be missing from the n
region. Similarly, a hole crossing the p–n junction will
find many electrons to recombine with, thus placing
an extra positive charge in the n region. In this man-
ner, a region with locally bound positive charges will
form in the n region next to the junction, while a region
with negative charges will appear in the p region. As al-
most all freely moving charges close to the junction are
trapped, such regions are called depletion regions.

According to Gauss’s law, the locally bound charges
will produce an electric field. A more elaborate analysis
would show that the field produces a tension

UD D kT

e
ln
�
nAnD
n2i

�
(26.76)

between the regions. It is called the diffusion voltage.
The factor kT , known from thermodynamics, shows that
it is a result of thermal movement. The appearance of ni
and the doping densities nA and nD indicates that the
value of UD will result from a statistical equilibrium.

The equilibrium condition can be understood on the
basis of the forces on the charge carriers in the depletion
region. Figure 26.22 shows that, for electrons approach-
ing the p–n junction from the n region, the local charges
produce a potential barrier. The higher the tension, the
smaller the fraction of electrons whose thermal energy
suffices to cross the entire barrier.At the same time, holes
from the n region, i.e., the minority carriers, will find
themselves on a potential slide.All holes entering the de-
pletion region from the n-doped sidewill be dragged into
the p region. The complementary behavior will be found
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Fig. 26.23 Potential energy of an electron in doped sili-
con and adjacent metal. Energy conservation requires that
the potentials at both ends be identical. Depletion regions
(gray) and locally bound charges may occur at any of the
junctions, depending on the materials chosen

when analyzing the p side of the junction. Equilibrium is
reached when the potential barrier for the majority car-
riers is so high that the number of these that can cross
it equals the number of minority carriers moving in the
samedirection.Asmajority carriers outnumberminority
carriers by many orders of magnitude, one finds the fol-
lowing rule: depletion regions reflect majority carriers,
but they are transparent for minority carriers.

Finally, the value of UD can never be measured
directly. A voltmeter connected to a p–n junction (or
a diode) will show 0V. The reason is that the potential
barrier at the p–n junction is exactly compensated by the
potential jumps at the external connections of the sili-
con, i.e., the contact potentials. Figure 26.23 shows that
this compensation must be exact due to energy conser-
vation. An electron moving along a closed loop of metal
! p-silicon ! n-silicon ! metal may neither gain nor
lose energy.

If an external voltage U is applied to the p–n junc-
tion, the situation described in Fig. 26.23 may change
significantly. A positive voltage applied to the p re-
gion relative to the n region reduces the width w of
the depletion region. For an abrupt change of doping
concentrations, one can determine the width of the de-
pletion zone to be

w D
s�

nA C nD
nAnD

�
2"

e
.UD �U/ : (26.77)

At the same time, the height of the potential barrier
for majority carriers is reduced—with drastic conse-
quences: the number of majority carriers having enough
energy to cross the potential barrier increases exponen-
tially with the voltage applied. This is a consequence
of the fact that all thermodynamic distribution functions

wln(n)

x

ni

p
n

pminnmin

p region n region

Hole diffusionElectron diffusion

+ –

Fig. 26.24 Charge concentration in a forward-biased
diode. The dropping of the densities in the depletion region
is due to the electric field. The exponential decrease down
to the level of the minority carriers is a result of diffusion
and recombination

have an exponentially falling tail at the upper end of the
energy spectrum. Therefore, the current from majority
carriers diffusing into the depletion region, named the
diffusion current, increases exponentially with the volt-
age applied. The diode is then said to be forward biased.
Figure 26.24 shows the density of charge carriers near
the p–n junction for this case.

If the n region is given a higher potential than the
p region, the diode is said to be reverse biased. Then,
even fewer majority carriers cross the depletion region
than in the equilibrium state. Quite in contrast, the cur-
rent due to the minority carriers will remain constant,
as all of them will move down the potential slide, irre-
spective of its height. As the carriers follow the field,
this current is called the field current. The net effect is
a reverse-bias current which, for large voltages, tends
towards a constant value. This value is reached when
the current due to majority carriers is negligible.

All together, the current of a diode is approximately
given by the Shockley equation

I D IS
�
eU=UT � 1

�
; (26.78)

where the temperature voltage UT is a common ab-
breviation for UT D kT=e. IS is the current that should
be measured in reverse-bias connection. Figure 26.25
shows that this is an approximation that is only valid
for low voltages. If the diode is reverse biased, electron–
hole pair creation due to thermal movement and impu-
rities will dominate, while for large currents, the ohmic
resistance of the silicon reduces the current. For almost
all practical purposes though, the Shockley equation
suffices. In the context of digital networks or power
electronics, it is even sufficient to regard a diode as a de-
vice that conducts well aboveU � 0:6�0:7V and not at
all below this region.
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Fig. 26.25 The voltage–current characteristic of a diode,
given approximately by the Shockley equation. Deviations
are due to the creation of pairs in the depletion region and
the ohmic resistance of the silicon

As a result of the steep increase of the current with
voltage, the depletion zone around a p–n junction never
disappears completely. A vanishing of the depletion re-
gion would be equivalent to the formation of a short
circuit.

For certain semiconductor materials, efficient pair
creation from incoming light is the design goal. Pairs
produced in the depletion region will separate under the
influence of the electric field, thus contributing to the
field current. The number of pairs created is propor-
tional to the number of incoming photons. As shown
in Fig. 26.26, this can be used in either solar cells or
photodiodes. In the region where the product P D UI is
negative, the diode acts as an electric power generator.
In the reverse-biased region, it can be used as a light
detector. In light-emitting diodes (LEDs), this process
is reversed. Finally, there is a variety of types of diode
apart from those presented here.

26.3.4 Bipolar Transistors

Bipolar transistors are used when large currents must be
steered by small currents. They can be found wherever
amplification is needed. Figure 26.27 shows that a tran-
sistor is a device with two p–n junctions, corresponding
to two diodes connected back to back. Their terminals
are called the emitter (E, emitting electrons), base (B,
from fabrication history), and collector (C, collecting
electrons). Two features turn this structure into an am-
plifying device:

1. The doping concentrations obey n.emitter/ 
p.base/  n.collector/. The first  sign ensures
that, in forward-bias mode, most of the current
through this junction is carried by electrons. So,
when forward biased, the emitter emits electrons
and the base receives them. On the contrary,

Current (mA)
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–10
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Fig. 26.26 Current–voltage characteristic of a light-
sensitive diode. In the low-voltage forward-bias region, it
is used as a solar cell. In the reverse-bias region, it acts as
a photodiode
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Fig. 26.27a–c The npn bipolar transistor symbol (a), its
doping structure (b), and its geometry in planar technolo-
gies for integrated circuits (c). The arrow indicates the
position of the emitter

a forward-biased junction between the collector and
base will mainly have a hole-based current.

2. The p region in the middle (the base) is made so thin
that an electron coming from the emitter has little
chance to recombine before entering the depletion
zone between the base and collector. With electrons
being minority carriers in the base, whenever they
reach the p–n junction to the collector, the field in
the depletion zone will drag them into the collector,
thus forcing it to collect electrons.

The design of a transistor is optimized for a mode
of operation called forward active. This mode is char-
acterized by a forward-biased base–emitter junction but
a reverse-biased base–collector junction. In Fig. 26.28,
the tensions would then obey UBE � 0:6V and UCB >
�0:6V. A small current IB entering the base is physi-
cally equivalent to a certain number of electrons enter-
ing the base from the emitter. Holes play a minor role
here due to the concentration gradient. One would ex-
pect them to recombine in the base and thus close the
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Fig. 26.28a,b Schematic of a tran-
sistor and a resistor (a) and the
corresponding characteristics (b)

electrical circuit with the emitter. However, the special
geometry of a transistor prevents the electrons from do-
ing so. The base is so thin that most of the electrons will
enter the depletion zone adjacent to the collector. Only
one or a few percent of the current will make it to the
base terminal. With the percentage of electrons being
given by the geometry, the small fraction of the cur-
rent passing through the emitter terminal and coming
from the base terminal is also almost constant. In other
words, a small value for the base–emitter current IB de-
termines a much larger value for the collector–emitter
current IC. Colloquially, this phenomenon is called cur-
rent amplification, although current steering would be
more precise.

The behavior of a transistor is usually summa-
rized as shown in Fig. 26.28b. Starting with UBE and
moving clockwise, one finds the typical diode charac-
teristics between UBE and IB (with axes interchanged).
The top left quadrant shows the IB $ IC characteristics.
A constant current amplification would correspond to
a straight line there. The ratio Bf D IC=IB is called the
forward current amplification, while the slope of the
line, ˇf D �IC=�IB, is called the differential forward
current amplification. Finally, each value for the collec-
tor current depends on the collector emitter voltageUCE

as well as the base current IB. Figure 26.28 shows that,
for a fixed value of the base current, there is a separate
characteristic IC $ UCE. In this quadrant, a flat line cor-
responds to constant amplification. Figure 26.29 shows
that this is often a good approximation. The Ebers–Moll
model

IB D IB;S
�
eUBE=UT � 1

�� IB;Se
UBE=UT ;

IC D BFIB � BFIB;Se
UBE=UT ;

IE D IB C IC (26.79)

reproduces the measured currents quite well. It is the
first-choice starting point for the development of bipolar
circuits.

Fig. 26.29 Photo of a transistor tracer. Here, the collector
current is displayed as a function of the collector–emitter
tension. Each of the almost horizontal lines corresponds to
a fixed value of the base current IB

Nevertheless, as shown in Fig. 26.29, there is al-
ways a slight increase of the current with UCE. This
increase is due to the fact that, as the collector–base
tension increases, the depletion region adjacent to the
collector zone becomes broader and reaches further into
the base. As a result, the path along which electrons
may recombine becomes shorter. The collector current
increases relative to the base current. This phenomenon
is called the Early effect.

Apart from the active mode, there are three more
modes of operation. If both p–n junctions are for-
ward biased, the transistor is said to be in saturation.
This mode is characterized by almost constant voltages
UBE � �UCB � 0:6 : : : 0:7V and a current amplifica-
tion less than the value for Bf given in the transistor’s
datasheet. Designers try to avoid this mode whenever
speed is crucial. If both p–n junctions are reverse bi-
ased, no currents flow. The transistor is in the cut-off
mode. Finally, if the base–collector diode is forward bi-
ased while the other junction is not, the transistor is in
the reverse activemode. The amplification in this mode
may have values well below one. For digital electronics
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Fig. 26.30a,b Schematic symbol of (a) an NMOS transis-
tor and its doping profile cross section and (b) the same for
a PMOS transistor. The terminals are labeled B for body, S
for source, G for gate, and D for drain

based on bipolar transistors (such as the 7400 series),
a value close to zero is crucial for proper operation.

26.3.5 Metal–Oxide–Semiconductor
Transistors

Metal–oxide–semiconductor (MOS) transistors are the
workhorses of the digital world. They may be counted
by the millions inside computers, smart phones, etc.
for exactly one reason: reduced heat production. The
steering of a MOS transistor does not require any per-
manent current. And a certain type of transistor circuit
called CMOS (Fig. 26.33), once switched into a cer-
tain state, will keep it without further consumption of
current. Hence—and this is the important point—there
will be no further ohmic heat production. Modern pro-
cessors have heating power densities exceeding those of
electric cookers. So, a reduction of the heat production
is crucial for an increase of transistor densities. And due
to the finite value of the speed of light, a high density is
a requirement for high clock rates. Without MOS, there
would be no gigahertz processors.

MOS transistors come in two types with com-
plementary doping profiles, the n-channel (NMOS)
transistor and the p-channel (PMOS) transistor. Their
schematic symbols and cross sections through the sili-
con setup are shown in Fig. 26.30. AMOS transistor has
four terminals. The body insulates the two other doped
areas, the source and the drain, from each other and
from the rest of the chip. The insulation is the result of
a reverse-biased (or 0V) p–n junction forming a deple-
tion region. An up-to-date transistor geometry is shown
in Fig. 26.31. It minimizes the size of the p–n junctions
and thusminimizes the (useless) current due to minority
carriers.

The current through a MOS transistor is determined
by a voltage rather than a steering current. The voltage

SiO2

Gate

Body

DrainGate oxide

Source

Fig. 26.31 A modern MOS transistor called a 3-D transis-
tor by Intel [26.17]

is applied to a very thin layer of silicon dioxide. This
layer is situated below a piece of metal connected to the
gate terminal. It is called the gate oxide. If the potential
at the gate of an NMOS transistor is larger than the po-
tential of the body, the electric field through the oxide
pushes the majority carriers of the body, the holes, away
from the gate. A new depletion zone is thus created
below the gate oxide. Above a certain value of the volt-
age, viz. the threshold voltage UTh, the field is strong
enough to form of a thin conducting layer of minority
carriers (electrons) just below the gate oxide. This is
called the inversion layer. It is formed if an electron
loses more energy by moving to the gate oxide than
is needed to leave its place in the valence band. Now,
electrons are also the majority carriers of the adjacent
n-doped regions named the source and drain. So, the
emergence of this inversion layer leads to a conducting
channel between the two n-doped regions. And this is
what MOS transistors are about: the source and drain
terminals are either connected or not, depending on the
voltages involved. Technologically, there is no differ-
ence between the source and drain. Which of the two
n-doped regions is the source is entirely determined by
the tensions applied, The terminal with the lower po-
tential is the source of an NMOS transistor, while that
with the higher potential is the drain. Also, in some
circumstances, they may even swap roles. In any case,
the absolute value of the voltage between the gate and
source will alway be larger than or equal to the value
between the gate and drain. And, by definition, any cur-
rent through an NMOS transistor will always flow from
the drain to source. Therefore, the source is the source
of electrons while the drain is the drain of electrons.

If the gate–source voltage is larger than the thresh-
old voltage, and the gate–drain voltage is too, the
tension across the gate oxide will suffice to form an in-
version layer under the entire gate oxide. The transistor
is then said to be in the triode mode. In this mode, the
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Fig. 26.32 Drain current of an NMOS transistor as a func-
tion of the drain–source voltage for various fixed values of
the gate–source voltage UGS

current from the drain to source is determined by the
gate–source voltageUGS, the drain–source voltageUDS,
and a technological factor ˇN. The result

IDS D ˇN

�
.UGS �UTh;N/UDS � 1

2
U2

DS

�
(26.80)

shows that the current plotted as a function of UDS

will give a parabola with a positive maximum. So, this
formula accounts for the upper left part of the charac-
teristics shown in Fig. 26.32. Clearly, (26.80) cannot
account for the entire characteristic, as it predicts neg-
ative currents for large values of UDS, which is not the
case, as the discussion below suggests. For a givenUGS,
the drain current reaches its maximum atUGS�UTh;N D
UDS. At this point, UGD D UTh;N; in other words, the
maximal current is reached when the channel is about to
be cut off from the drain. IfUDS is increased any further,
the channel no longer reaches the drain. In this case, the
conditions leading to (26.80) are no longer met.

For larger values of UDS, the electrons reaching the
end of the channel find themselves in a similar situation
to those approaching the p–n junction of a bipolar tran-
sistor. They enter a depletion zone with a field dragging
them towards the drain. As a result, all electrons enter-
ing the channel from the source side eventually reach
the drain. Therefore, an incomplete channel goes along
with an approximately constant current for a given
value of UGS, and the value of the current is given by
the maximum that can be derived from (26.80).

IDS D ˇN

2
.UGS �UTh;N/

2 : (26.81)

The transistor is now said to be in the active mode, be-
having almost like a current source between the drain
and source terminals.

VoutVin

VDD Vout

VDD

Vin1 Vin2

Vin1

Vin2

a) b)

Fig. 26.33a,b Schematics of (a) a CMOS inverter and
(b) a CMOS NAND (D not and) gate

Along the line IDS D ˇNU2
DS=2, both (26.80) and

(26.81) give the same current. When crossing this line,
the mode changes from triode to active. In Fig. 26.32,
this is shown by a dashed line.

Equation (26.81) can only be an approximation. The
shorter the channel under the gate oxide becomes, the
stronger the lateral field within the channel becomes (d
gets smaller in E D U=d). Therefore, there is a slight
current increase. Usually, a linear model of this in-
crease, i.e.,

IDS D ˇN

2
.UGS �UTh;N/

2.1C�NUDS/ ; (26.82)

is sufficiently accurate. The phenomenological factor
�N is referred to as the channel length modulation.

Most digital electronic devices use a design tech-
nique in which there is one PMOS transistor comple-
menting every NMOS transistor and vice versa. The
result is called complementary MOS (CMOS). This is
the most effective design method as far as energy con-
sumption is concerned. Figure 26.33 shows the two
most basic gates of this type, an inverter and a NAND
gate. The key to understanding the way these gates work
is to realize that, for each pair of complementary tran-
sistors connected to the same input potential Vin, only
one is in a conducting mode. For Vin D 0, the PMOS
transistor will be conducting. When the input changes
from VDD to 0, the PMOS switches from cut-off via ac-
tive to triode mode while the NMOS is in a cut-off state.
If Vin D VDD, only the NMOS transistor conducts, and
Vout D 0. So, if the voltages are associated with logical
ones and zeros, the inverter will turn ones into zeros and
vice versa, as the following table shows:

Inverter: Vin D VDD ! Vout D 0 ;

Vin D 0 ! Vout D VDD :

The way the NAND gate works can be understood
on the basis that a connection is established if either



Electrical Engineering 26.3 Semiconductor Devices 1191
Part

F
|26.3

Vout

VDD

I I

E

Fig. 26.34 A PCI
Express receiver
(body connections
not shown). With
E D VDD, it is
enabled. When
the current I is
positive, the resistor
produces a potential
difference, which
is turned into
Vout � VDD by the
differential CMOS
amplifier; if I is
negative, Vout � 0

one of two parallel transistors conducts, or if both tran-
sistors in series conduct. The result

NAND gate: Vin1 Vin2 ! Vout

0 0 VDD

0 VDD VDD

VDD 0 VDD

VDD VDD 0

may be interpreted as Vout D not .Vin1 and Vin2/ D
Vin1 NAND Vin2.

Whereas originally MOS transistors were used for
digital circuits, the goal of integrating as many func-
tions as possible onto a single chip led to increasing
demand for analog CMOS circuits. An extensive dis-
cussion of these applications can be found in [26.18].

Application Example: A PCI Express Receiver
Peripheral Component Interconnect (PCI) Express is
a point-to-point interface based on current loops. It can
be found in almost any personal computer produced af-
ter 2010. A logical 1 is transmitted if the current flows
in one direction, while a 0 corresponds to a current in
the opposite direction. Figure 26.34 shows that, at the
receiver end, a resistor turns the current into a volt-
age difference. And that is precisely what the transistor
circuit can amplify well. Consider first the case of no
current through the resistor: for symmetry reasons, both
currents then have to be equal in both branches of
the transistor circuit. The top left PMOS transistor has

VDMOS

Power-MOS

Thyristors

IGBT

Fig. 26.35 Different types of power electronic devices

UGD D 0 due to its wiring. It is therefore in the active
mode, and so has to be the top right PMOS transistor,
as it has the same UUS and the same current as the other
one. Now assume that the current I in Fig. 26.34 reaches
a small positive value. Then, the left NMOS transistors
gets a larger UGS than the right one. The NMOS transis-
tor will therefore force the current in the left branch to
be larger than that in the right branch. At the same time,
the two PMOS transistors will keep the currents equal,
as long as the voltages in both branches are similar. Be-
cause of the almost flat ID versus UGD characteristic of
the PMOS transistors in the active mode (Fig. 26.32),
a tiny decrease of ID is necessarily accompanied by
a large decrease of UGD. But this is necessary, as the
NMOS transistor connected to ground forces the sum
of the currents through both branches to be constant.
As a consequence, a little bit more current through the
left branch will make Vout rise strongly. Consequently,
Vout � VDD for I > 0 and Vout � 0 for for I < 0. This cir-
cuit is particularly popular, because Vout is stable, even
if the surrounding is noisy.

26.3.6 Power Semiconductor Devices

Power semiconductor devices connect logical circuits
to electrical machines. In this way, they turn strong ma-
chines into intelligent strong machines. Electromobility
is unthinkable without power semiconductor devices.
Figure 26.35 shows that power semiconductor devices
are rather large. It may happen that an entire silicon
wafer is turned into a single power device, rather than
100 microprocessors. The most popular power com-
ponents are thyristors, vertically double-diffused MOS
(VDMOS) transistors, and insulated-gate bipolar tran-
sistors (IGBTs).

Thyristors behave like diodes that may be switched
on or off. Once switched off, they may withstand sev-
eral kV, whereas while being in the on state, they may
conduct currents of several kA. Once a thyristor is
in the on state, it will keep it until either the tension
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CathodeCathodea) b)
Fig. 26.36a,b Cross section through
a thyristor (a) and schematic sym-
bol (b)

approaches 0V or the gate gets a reversed polarity. Fig-
ure 26.36 shows a cross section through a thyristor. Its
four-layer npnp structure may be regarded as a series of
three diodes. Either the outer two diodes (D1 and D3)
are forward biased, or the one in the middle (D2) is.
One might therefore expect that a thyristor would never
conduct at all. However, the setup may be turned into
a switchable device by using the same techniques as
known from bipolar transistors: the uppermost n layer
is doped with a much higher concentration than the up-
per p layer. And because this p layer is thin, a small
gate-to-cathode current will pass, along with the much
larger current between the two n layers. So, the p–n
junction labeled D2 will be traversed by a large cur-
rent despite being reverse biased. The result can be seen
in the thyristor’s characteristics, shown in Fig. 26.37.
The lowermost junction serves as a current stabilizer,
as can be understood in the following manner: because
the lowermost p layer has a much higher doping con-
centration, any current traversing the D1 p–n junction
will be predominantly carried by holes. A large fraction

I

UOff state Transition

I3   >  I2   >  I1  >   0

On state
(ignited)

Ubr

UD0

Fig. 26.37 Thyristor current as a function of the voltage
between anode and cathode. If the reverse-bias voltage is
smaller than the breakdown voltage Ubr, the current is neg-
ligible. The larger the gate currents (I1; I2; : : :), the lower
the tension needed to ignite the device

of them will traverse the adjacent n layer and, being
minority carriers there, also the depletion zone of the
reverse-biased diode D2. In this way, the current from
the anode to cathode becomes quite independent of the
current through the gate. In other words: a small gate-
to-cathode current leads to an ignition of the thyristor
by setting it into a permanent on state.

In alternating-current networks, thyristors can only
be in their on state for at most 50% of the time. For this
case, which includes all home applications, the triode
for alternating current (TRIAC) has been developed.
Figure 26.38 shows that TRIACs can be regarded as an-
tiparallel pairs of thyristors. The thyristor shown on the
right of Fig. 26.38 will conduct current from terminal
A1 to terminal A2, while the left one is responsible for
the other direction.

The ignition of a thyristor is a process that cannot be
influenced from the outside; in particular, it cannot be
sped up by injecting more current into the gate. When
timing is crucial, MOS solutions are preferred.

Power MOS transistors can operate at frequen-
cies above 500Hz, making them particularly suitable
for switching power supplies. Figure 26.39 shows
a cross section through the most powerful of these,
an enhancement n-type vertical double-diffused metal–
oxide–semiconductor (VDMOS) field-effect transistor.
Seen from the top, the gate would appear as a disc,
surrounded by a circular source. When UGS is suffi-
ciently large, an n-type inversion channel forms in the
p region underneath the gate, thus forming a conduct-
ing channel to the central n region. Below that region,
a highly doped n region helps to keep the contact resis-

G

G

A1

A2

A1

A2

Equivalent

Fig. 26.38 The schematic symbol (left) and internal struc-
ture (right) of a TRIAC
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Fig. 26.39 Cross section through a VDMOS transistor
with gate (G), source (S), body (B), and drain (D) ter-
minals. The arrows indicate the path of electrons moving
towards the drain

tance to the drain terminal at a low level. The length of
the channel is not determined by the size of gate, but
rather by the geometry of the underlying diffusion re-
gions. Usually, the body and source are attached to the
same terminal, thus ensuring that there will always be
a sufficiently large depletion zone between them.

As can be seen in Fig. 26.40, the characteristic of
a power MOS device resembles that of a MOS tran-
sistor, the only exception being the larger saturation
currents due to the junction areas’ being many orders
of magnitude larger.

When used for switching a large amount of power,
the gate potential must change very quickly. In tech-
nical terms, if Ploss D U2

DS=R is to be small, then UDS

must reach a small value as quickly as possible. How-
ever, as long as the transistor is in the off state, there
will be a large tension between the source and drain.
If the power losses within the device are to be kept at
a tolerable level, this tension has to drop fast, allowing
the transition from the cut-off mode to active mode (in-
complete channel) to triode mode to take place as fast

ID

UDS

Active mode

Backward saturation
current

Forward saturation current

Triode
mode

Fig. 26.40 Drain current as a function of the drain–source
voltage of a VDMOS power transistor. The forward satu-
ration current corresponds to UGS < UTh, and each line in
the first quadrant corresponds to a fixed value of UGS
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E E

p+ p+p–p–

n+ n+

p+

n–

Fig. 26.41 Cross section through an IGBT with emitter
(E), gate (G), and collector (C) terminals

as possible. Finally, in the triode mode, the remaining
resistance RDS.on/ D UDS=ID is mainly determined by
the channel resistance and the conductivity of the low-
doped drain region.

Often, entire silicon wafers are turned into massive
parallel transistor arrays with densities of up to 800 000
transistors per cm2. All the transistors together act like
a single large transistor. Its power is limited by the
power density in the channel, which is small, but has
to carry the entire current. This limitation is overcome
by the next technological advance.

A small technological modification turns a VD-
MOS transistor into another powerful semiconductor
device, the insulated-gate bipolar transistor (IGBT).
Figure 26.41 shows that it may be derived from a VD-
MOS transistor by replacing the lowermost n-doped
area by a p-doped area. In this manner, another forward-
biased p–n junction is introduced. This extra junction
works like the afterburner of a jet engine. If, for exam-
ple, the extra p layer has a doping concentration that
is ten times higher than that in the n region above,
for purely statistical reasons, each electron crossing the
junction will pass about ten holes moving in the op-
posite direction. And because the number of electrons
passing is entirely determined by the gate–source–body
setup, the extra p–n junction will increase the current
by a factor of 1C 10 D 11.

With the central n region having a sufficiently low
doping concentration, most of the holes will reach the
body, which is connected to the emitter terminal. The
extra current due to holes coming from the collector
terminal is particularly helpful because it does not have
to pass through the channel underneath the gate. And
a current distributed over a larger volume is equivalent
to less concentrated heat production.

However, there is a price to pay for the efficient use
of silicon in the production of IGBTs. The increased
switch-off time compared with VDMOS devices is the
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first drawback of an IGBT. It is imposed by the large
number of minority carriers in the central n region in the
on state. As all p–n junctions are transparent, an IGBT
is only switched off after all the holes have left this re-
gion. The second drawback is the voltage drop across

the forward-biased extra diode. A drop of 0:7V exposed
to a current of 1000A will create a power loss of 700W
in the device. Nevertheless, for many power supply ap-
plications, IGBTs combine the best of the bipolar world
with the best of the MOS world.

26.4 Networks

In this section, different types of networks are in-
troduced. An explanation of technical terms used in
networking is followed by a discussion of reference di-
rections and the corresponding convention with respect
to power. Kirchhoff’s rules are presented in the con-
text of conservation laws. It is shown how these rules
form the basis of various network analysis methods. Fi-
nally, the properties of three-phase alternating-current
networks are discussed.

26.4.1 Network Terminology and Reference
Directions

Understanding networks is the first step towards under-
standing electrical and electronic systems. With up-to-
date electronic systems having more than one billion
components, computing techniques that can be auto-
mated areneeded. In this section, theunderlying rules are
presented as well as some of the techniques themselves.

Schematics of electrical systems not only show the
components and connections, they often show little ar-
rows (often in red or blue) which seem to indicate
directions. Such arrows are not vectors. They indicate
a reference direction. Mathematically, they are simply
a one-dimensional coordinate system. Thus, a red ar-
row (commonly used for currents) pointing to the right
indicates that, if I > 0, the current also flows from left to
right, while if I < 0, the current also flows in the oppo-
site direction. A blue arrow (used for tensions) pointing
from top to bottom corresponds to higher potential be-
ing at the top if U > 0.

There may be situations in which, at the same com-
ponent, the reference directions for current and voltage
are antiparallel. Physically, this is a modeling mistake:
it means that two quantities (current and tension) are
calculated in different coordinate systems. However, as
shown in Fig. 26.42, there is an easy way to get it right
again. Whenever the reference directions are antipar-
allel, the corresponding element equations need to be
given an extra minus sign.

One might argue that these sign swaps are an artifi-
cial complication of the matter, as one might establish
the rule that all reference directions should always be the
same. Figure 26.43 may help to understand why elec-

trical engineers have followed a different route. Each
circuit gains energy from somewhere (battery, genera-
tor, . . . ) and loses it somewhere else (resistor). The gain
of energy is always connected to a movement against
a force. In mechanical examples, this is obvious. How-
ever, when capacitors or batteries are charged, the same
principle applies to charge carriers: If a component de-
livers energy to a circuit, the current passing throughwill
flow from the lower potential to the higher potential, i.e.,
antiparallel to the tension. Therefore, electrical engi-
neers have adopted the convention that, for energy gen-
erators, the reference directions for current and tension
should be antiparallel. If this convention is followed, the
values for both the current and tension are positive in an
energy source. However, as long as the rule indicated in
Fig. 26.42 is followed, any combination of reference di-
rections will also give correct results.

Networks are described using the technical terms
illustrated in Fig. 26.44. Tensions may be measured be-
tween pairs of terminals. A node is characterized by
having a certain potential. The connection between two
nodes is called a branch. If several nodes are connected
in series, the result is still a branch, unless the connec-
tion ends in a closed loop, as shown in Fig. 26.45. If
(and only if) this loop does not contain another loop, it
is called a mesh.

IU

IU

IU

IU

+ +

+ +

–

– –

–

U = – L dI—
dt

U = + L dI—
dt

Q = –C U

Q = +C U

a)

b)

Fig. 26.42a,b The influence of reference directions of ten-
sion and current on the signs of element equations. Here,
the arrows indicate the reference directions, represent-
ing one-dimensional coordinate systems for currents and
tensions. If current and tension have the same reference
direction, the equations have a C sign. (a) Generator,
(b) consumer
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Fig. 26.43a,b Three examples for the transfer of energy.
Potential energy is gained if there is a movement against
a force. (a) Energy generation, gain, (b) energy consump-
tion, loss

?

1 terminal 2 terminals
= 2 poles

1 node 1 branch

Fig. 26.44 Illustration of the meaning of electrical termi-
nals, nodes, and branches

Nodes

a) b)

Fig. 26.45a,b Representation of a branch (a) and
a mesh (b) made from nodes, terminals, and branches

26.4.2 Kirchhoff’s Rules

The rules established by Gustav Robert Kirchhoff in the
19th century can be traced back to elementary conser-
vation laws. They still form the basis of all methods to
determine currents and potentials in a network.

Conservation of charge is the basis of Kirchhoff’s
first rule, the node rule. It is illustrated in Fig. 26.46,

I2

I3

I1

I4

I5

Fig. 26.46 Illustration of the node rule. If all the reference
directions point into the node, the sum of all the currents
must be zero

and it states that the sum of all currents flowing into
a node must be zero:

X
i

Ii D 0 : (26.83)

Clearly, this rule assumes that all reference directions
point into the node (they might also all point outwards).
It also implies that, at each node, there must be at least
one current whose value is negative. A slight reformula-
tion helps to find the relation to charge: For every node,
the incoming currents must be balanced by the outgoing
ones—just like a river has to carry all water that is sup-
plied from smaller rivers at a river junction (Fig. 26.47).
In this manner, it is guaranteed that neither water nor
charge is lost or added.

Generally, in an open network with a number of k
nodes, each node will have its own equation. Hence,
the node rule will produce k equations. The majority of
networks, however, are either closed or balanced with
respect to the currents coming in and out (Fig. 26.48).
This boundary conditionmakes one of the equations ob-
solete, leaving .k� 1/ independent equations. Luckily,
it is completely irrelevant which of the k node equations
is left out for a determination of the currents in a closed
network.

Conservation of energy is the basis of Kirchhoff’s
second rule, the mesh rule. As the static electric field is
a conservative one, any charge traveling from one point
to another and back again on a different path must have
the same energy as at the beginning of the journey. As
a consequence, any closed-loop movement back to the
starting point may neither add nor subtract energy from
the carrier of charge. Recalling that the electric potential
is the potential energy per charge and that tension is

I < 0

Fig. 26.47 Joining of three rivers in Passau, Germany.
Analogously to the node rule, the value for the water flow
on the right must be the negative sum of the flow of the
three supplying rivers that can be seen on the left (©2019,
Google, map data ©GeoBasis-DE/BKG (©2009))
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Fig. 26.48a,b Explanation of the number of node equa-
tions in a network. (a) In general, k nodes give k equations.
(b) For networks with balanced input and output currents,
there is one equation fewer. The latter includes closed net-
works (I D 0)
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Fig. 26.49 Illustration of the mesh rule. If the reference
directions for tensions form a closed loop, the sum of all
tensions has to be zero

defined to be the difference of potentials, Kirchhoff’s
second rule seems self-evident, as it states that the sum
of all tensions in a mesh is zero:

X
i

Ui D 0 : (26.84)

An illustration of the rule is shown in Fig. 26.49. In
a network with m meshes, the rule supplies m equa-
tions. This number strictly refers to the meshes, not to
all loops.

While the validity of the node rule is limited by
the alternating-current behavior of parasitic capacitors
(e.g., long parallel wires), the use of the mesh rule is
limited to the case where no strong alternating magnetic
fields are present (see (26.25) and its explanation). The
latter indicates a severe problem: electrical and elec-
tronic systems are developed by assuming that the mesh

Rp

Ideal source

Rs

+

–

+

–

UQ

UQ

+

–

IQ IQ

+

–

Model of real source

Fig. 26.50 Model of a nonideal voltage source (top, right)
and model of a nonideal current source (bottom right)

rule applies. However, in the case of strong electromag-
netic wave interference, the potentials start to oscillate,
and this may lead to a malfunction or even destruction
of the exposed device. This is why “please switch off all
electronic devices” is an instruction commonly heard
before takeoff.

In summary, one may conclude that, for a network
with k nodes and m meshes, Kirchhoff’s rules provide
kCm equations. If the network is closed, .k� 1/Cm
equations remain.

26.4.3 Nonideal Voltage and Current
Sources

An ideal voltage source is a component that will deliver
a constant voltage irrespective of the current passing
through it. In reality, this can only be an approximation.
The more current that flows, the smaller the tension
will be. In almost all cases, it is sufficient to model
such a nonideal voltage source as a series combination
of an ideal source and an ohmic resistor, as shown in
Fig. 26.50. Similarly, a real current source can be ap-
proximated by an ohmic resistor placed in parallel to
an ideal current source. The voltage and current at the
terminals of the real (nonideal) sources are then

U D UQ �RsI .real voltage source/ ;

I D IQ � U

Rp
.real current source/ : (26.85)

As both real source models produce a linear dependence
between voltage and current, it is always possible to ex-
change the two, as shown in Fig. 26.51. In fact, with

Rp D Rs and UQ D RSIQ ; (26.86)



Electrical Engineering 26.4 Networks 1197
Part

F
|26.4

Rp

Rs

UQ
IQ

Equivalent

+

–

+

–

Fig. 26.51 Illustration of the fact that, for every real (lin-
ear) voltage source, a current source with the same behav-
ior can be found

Compact
C R2

Z

L R1

Fig. 26.52 Compaction of an electrical branch

one gets exactly the same behavior at the terminals of
both sources. And in both cases, the value of the internal
resistance Ri may by determined in the same manner. If
the source is exposed to a variable resistor, a simulta-
neous measurement of the current and tension of either
source will reveal its value, because

Ri D Rp D Rs D �U

�I
D dU

dI
(26.87)

is a direct consequence of (26.86).
When analyzing networks, it is always a good idea

to replace internally complicated branches not only by
real sources, but also by impedances, including the
ones of inductors and capacitors. An example of such
a compaction is shown in Fig. 26.52. For the analysis
within a larger network, an entire branch can be re-
placed by a single impedance Z. When the current and
tension through Z are known, its components may by
looked at in detail. In the case shown, one would have
Z D .j!LCR1/ k Œ1=.j!C/CR2�.

Application Example: Replacing Any
Two-Terminal Network by Real Sources

A two-terminal network consisting of only sources and
resistors has a linear current–voltage characteristic. It
can therefore always be replaced by a real current
source or a real voltage source. Figure 26.53 indicates
a method to find these sources. The values for IQ and
UQ can simply be determined by analyzing the behav-
ior of the circuit for the two cases where the terminals
are connected (short circuit) or disconnected (open cir-
cuit). This may be understood by a glance at Fig. 26.50.
The behavior of the open circuit is independent of Rs,

while Rp has no influence in the short-circuit current
source. The method to determine the value for the inter-
nal resistance Ri can be understood to be a consequence
of (26.87). An ideal current source has an infinite inter-
nal resistance. For the determination of Ri, it is replaced
by an open switch, i.e., no connection. An ideal voltage
source has Ri D 0 and is therefore replaced by a connec-
tion (short circuit). Both replacements together give the
circuit shown on the top right of Fig. 26.53. An analysis
of this circuit gives the value of Ri.

For the circuit shown, one thus gets

Ri D .R1 k R2/CR3 ;

IQ D 1

R3

�
IB C UB

R1

�
.R1 k R2 k R3/ ;

UQ D UB CR1IB
1C .R1=R2/

: (26.88)

26.4.4 Network Analysis Algorithms

Using Kirchhoff’s rules will always produce enough
equations to determine all the currents and tensions in
a given network. However, as networks get larger, the
path towards the solution may become rather clumsy.
For a network having k nodes and m meshes, a sys-
tem of mC k� 1 equations has to be solved. And so
the repeated emergence of the strategic question “which
variable should be eliminated next?” may turn out to be
rather nerve-racking.

There are two popular methods that allow the num-
ber of equations to be reduced. And, as long as linear
elements such as R, L, C, and sources are the only
components, these methods help to write down the
equations in a manner that produces a system of equa-
tions that can be solved using matrix inversion. In the
following, the methods will be presented with sources
and resistors being the only components. All methods
may, however, also be applied to alternating-current
networks. In this case, impedances Z have to be used
instead of resistances R.

The first algorithm, the technique of mesh analy-
sis, also known as themesh current method, reduces the
number of equations to m by writing down all the mesh
equations in a manner that makes the use of the node
equations obsolete. Its principal idea is to interpret all
the currents in a network as sums of so-calledmesh cur-
rents. As shown in Fig. 26.54, the current through any
component is written down as the sum of the currents of
all meshes of which it is a part. So, the current through
the resistor RC in Fig. 26.54 would be IM1 C IM2. Closer
inspection also reveals that computing this sum is in fact
the incorporation of the node rule. If the component is
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Fig. 26.53 Example for the replacement of a two-terminal network by either a real voltage source or a real current source

part of one mesh only (R1 and R2 in Fig. 26.54), the
current of the mesh and the current through the com-
ponent are identical. Clearly, if all the mesh currents
are known, the currents through all the components are
known as well.

Applying the mesh rule to the complete network is
done in two steps. First, the meshes are considered one
by one, then in a second step, all voltages from adjacent
meshes are added. Hence,

.R1 CRC CR2/IM1 CRCIM2 D UQ (26.89)

describes the voltage balance for meshM1 in Fig. 26.54.
The next step is to write down the equations for all the
meshes in such a manner that they may easily be trans-
formed into a matrix equation such as the following

IM1 IM2
UQ

R1

R2

RC

Fig. 26.54 The principle of
mesh analysis. First, all the
mesh currents (IM1; IM2) are
computed. Then, the currents
through the components are
known to be the sums of
their mesh currents

one:

0
@
R11 R12 : : :

R21 R22 : : :

: : : : : : : : :

1
A�
0
@
IM1

IM2

: : :

1
AD R �

0
@
IM1

IM2

: : :

1
AD

0
BB@
UQ1

UQ2

0
: : :

1
CCA ;

(26.90)

i.e., the resistance matrix R times the vector of mesh
currents equals the vector of all the source voltages.
The indices in the resistance matrix refer to the meshes
of which the resistors are part. Clearly, this preparation
requires all voltage sources to appear on the right-hand
side of the equations, and that all the mesh currents be
written down in the same order in all the equations.
Meshes with no voltage source have a 0 on the right.
Each diagonal element of the resistance matrix is the
sum of all the resistors in a mesh. The off-diagonal
elements are the coupling resistors. If a mesh Mx has
no common resistor with a different mesh My, one has
Rxy D 0.

All elements of the resistance matrix may also be
copied directly from the schematic of a network. The
diagonal elements are the sums of all the resistances
in a mesh. The off-diagonal elements are either zero,
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or the coupling resistances, or—if the two mesh cur-
rents through a resistor are antiparallel—the negative
resistance. A check of correctness can then be made by
symmetry, i.e., by confirming that Rij D Rji.

All mesh currents may now be computed via in-
version of the resistance matrix R. Multiplication of
(26.90) by R�1 from the left leaves

0
BBBB@

IM1

IM2

IM3

IM4

: : :

1
CCCCA

D R�1 �

0
BBBB@

UQ1

UQ2

UQ3

0
: : :

1
CCCCA

I (26.91)

i.e., all mesh currents can be read directly from the re-
sult.

There is, however, one set of networks that cannot
be handled by such mesh analysis, viz. all networks
with at least one ideal current source. Real current
sources are no problem, as they may be replaced by real
voltage sources. The method shown next can do so, al-
beit at the price of not being able to handle ideal voltage
sources.

The branch current method, also known as nodal
analysis or node-voltage analysis, reduces the number
of equations from mC k� 1 to k� 1 by automatically
incorporating all the mesh equations. Figure 26.55 il-
lustrates the idea. First, the current balance for each
node is written down separately. Then, all the result-
ing equations are put in an order that allows them to be
transformed into a matrix equation of the type conduc-
tance matrix times vector of unknown tensions equals
vector of given current sources.

The behavior of a network does not change if all the
potentials are augmented by the same, fixed amount.
Only potential differences, i.e., voltages, matter. The
easiest way to use this freedom is to set one of the po-
tentials to zero (mass) and give it the node number zero.
For the node shown in Fig. 26.55, the appropriate form
to write down the node rule would then be

I1 C I2 C I3 C IQ D 0

!U10 �Ux0

R1
C U20 �Ux0

R2
C U30 �Ux0

R3
C IQ D 0

! � 1

R1
U10 � 1

R2
U20 � 1

R3
U30

C
�

1

R1
C 1

R2
C 1

R3

�
Ux0 D IQ

! �Gx1U10 �Gx2U20 �Gx3U30

C .Gx1 CGx2 CGx3/Ux0 D IQ : (26.92)

I1

I3I2

V2

V1

Vx

V3

IQR1

R2
R3

Fig. 26.55 Basic principle
of nodal analysis: For each
node, the current balance
is written down separately.
Later, all the equations for
all the nodes are combined
to form a matrix equation

Here, the indexes of the conductances indicate which
nodes they connect; e.g., Gx1 connects Vx and V1. All
currents entering a node are transformed into potential
differences multiplied by the inverse resistances of the
components on the branch pointing to the node (second
line in (26.92)). Then, all the terms are ordered accord-
ing to the node numbers. The current sources are moved
to the right-hand side of the equation. Finally, for the
sake of having easier-to-read formulas, the inverse re-
sistances are replaced by conductances (fourth line in
(26.92)). These rearrangements thus result in a form
that can be interpreted as being one line of a matrix
equation. A closer look at this line

.�Gx1; �Gx2; �Gx3; ŒGx1 CGx2 CGx3�/ �

0
BB@
U10

U20

U30

Ux0

1
CCA

D IQ (26.93)

again reveals a certain structure of the conductance
matrix. The diagonal elements are the sums of all
the conductances along the branches connected to the
nodes (i.e., ŒGx1 CGx2 CGx3� in (26.93)). The off-
diagonal elements are the conductances between the
nodes, equipped with an extra minus sign. If all but one
(i.e., k�1) of the node equations (the ground node gets
no equation) are written down in this manner, they can
be summarized into the following matrix equation:

0
BB@

G11 G12 : : : G1.k�1/

G21 G22 : : : G2.k�1/

: : : : : : : : : : : :

G.k�1/1 G.k�1/2 : : : G.k�1/.k�1/

1
CCA �

0
BB@

U10

U20

: : :

U.k�1/0

1
CCA

D

0
BB@

IQ1
IQ2
: : :

IQ.k�1/

1
CCA : (26.94)

Inversion of the conductance matrix then gives then all
the voltages relative to the ground potential. Multiplica-
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IQ2, only

IQ1, only
IQ1
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Fig. 26.56
Example for the
determination
of currents by
separating and
then adding the
contributions from
all sources. Left:
original circuit,
right: the three
circuits used for
the determination
of the current
contributions

tion of (26.94) with G�1 does this, as

0
BB@

U10

U20

: : :

U.k�1/0

1
CCAD G�1 �

0
BBBB@

IQ1
IQ2
: : :

0
0

1
CCCCA

(26.95)

shows.
Finally, both nodal analysis and mesh analysis can

be combined with a further method, the superposition of
current contributions. This method is particularly help-
ful if there are many sources in a network. Figure 26.56
illustrates the principle. For each source, the currents
through all the components are calculated separately.
For a given component, the total current is then the sum
of the currents thus determined. This method is simi-
lar to the replacement of two-terminal networks by real
sources: an ideal current source not under consideration
is replaced by an open switch (no connection), while an
ideal voltage source is replaced by a short circuit (con-
nection). In this way, the three sources in the network in

Table 26.4 Algorithms for analysis of linear networks

Method Advantages Disadvantages
Kirchhoff’s rules Always work Many equations .mC k� 1/
Mesh analysis Few equations .m/ No ideal current sources
Node analysis Few equations .k� 1/ No ideal voltage sources
Current superposition Simplified networks One network computation per source
Two-terminal compaction Simplified networks Not always a great help

Method Advantages Disadvantages
Kirchhoff’s rules Always work Many equations .mC k� 1/
Mesh analysis Few equations .m/ No ideal current sources
Node analysis Few equations .k� 1/ No ideal voltage sources
Current superposition Simplified networks One network computation per source
Two-terminal compaction Simplified networks Not always a great help

Fig. 26.56 yield the three networks shown on the right
of this figure. The currents may then be read from the
schematics of the networks:

I.R1/ D IQ1 C 0 � IQ3 ;

I.R2/ D 0 C UQ2

R2 CR3
C IQ3.R2 k R3/

R2
;

I.R3/ D 0 � UQ2

R2 CR3
C IQ3.R2 k R3/

R3
: (26.96)

The current contributions in (26.96) are ordered in the
same manner as the networks in Fig. 26.56. The more
sources there are, the more drastic the simplifications
become.

Table 26.4 presents a comparison of the network
analysis algorithms. The compaction of two-terminal
networks includes their replacement by real sources. It
may be combined with node analysis or mesh analysis.
The same holds for the method of current superposi-
tion.
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π/2 π–π/2
ωt

Û

Fig. 26.57 Commonly used variables to describe alternat-
ing voltages

26.4.5 Alternating-Current Networks

All the algorithms presented so far may also be applied
to alternating-current networks. In this manner, they
include analyses of networks with capacitors and induc-
tors. For these applications, the resistances Ri should be
replaced by impedances Zi (see below). For simplified
calculations, alternating sources should also be repre-
sented using complex variables.

There are a variety of representations for alternat-
ing currents and voltages. Figure 26.57 shows the most
popular ones. Digital oscilloscopes will determine the
peak-to-peak voltage UPP by subtraction of the small-
est value from the largest one. Ideally, this is twice the
value of the amplitude OU, known as the factor before
the sine function. Books on AC analyses often use the
effective voltage

Ueff D OUp
2
; (26.97)

because an alternating voltage with Ueff D xV will heat
up a resistor to exactly the same temperature as a direct-
current voltage of xV. Many books on AC networks
leave out the suffix eff, leaving some uncertainty as to
whether or not factors of

p
2 have been included. For

this reason, in this book, effective voltages are always
labeled Ueff.

Within AC networks, resistors, inductors, and ca-
pacitors are characterized by their impedances:

ZR D R .resistor/ ;

ZL D j!L .inductor/ ;

ZC D 1

j!C
.capacitor/ ;

(26.98)

which happen to be either real (R), positive imagi-
nary (L), or because of 1=j D �j negative imaginary
(C). These characteristics form the basis of a rather
illuminating way of adding impedances. Each of the

Table 26.5 Impedance vectors for linear components

Component Resistor Inductor Capacitor
Vector in the Z plane .R; 0/ .0; j!L/ .0;�j=.!C//
Vector in the Y plane .1=R; 0/ .0;�j=.!L// .0; j!C/

Component Resistor Inductor Capacitor
Vector in the Z plane .R; 0/ .0; j!L/ .0;�j=.!C//
Vector in the Y plane .1=R; 0/ .0;�j=.!L// .0; j!C/

components is represented as a vector in one of the
complex planes for Z or Y , as shown in Table 26.5.
A series connection is then represented by the addition
of vectors in the Z plane, while a parallel connection
is represented by an addition of vectors in the Y plane.
Figure 26.58 shows the example Z D ZR CZL CZC.

Whenever large amounts of energy are to be trans-
ported, losses along lines such as those shown in
Fig. 26.65 must be minimized. AC currents may pro-
duce losses even if no energy is transferred at all. This
apparent contradiction results from the fact that, for
a component with a 90ı angle between current and ten-
sion, on average, the energy transfer into the component
is exactly balanced by the transfer out of the compo-
nent. At the same time, the current on the power line
is nonzero. For such a component, i.e., one with a 90°
angle between current and tension, the current is

i D u

jX
D OU

jX
e.!t� =2/

! i D � OU
X

cos


!t�  

2

�
; (26.99)

i.e., not zero for most times. Interestingly, the average
magnitude of the current

hjiji D �2 OU
 X

(26.100)

is exactly as large as the corresponding average for an
ohmic resistor of equal magnitude: hjiji D �2 OU=. R/.
In fact, it turns out that the angle between the voltage
and current does not matter at all for the loss in supply
lines.

R L C

Im(Z )

ZC

ZL

Z

ZR Re(Z )

Fig. 26.58
Example of addition
of impedances in the
Z plane, showing
the graphical
determination of
the impedance of
an RLC oscillator
circuit
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Fig. 26.59 Electric
cooker. Good ones
are equipped with
reactive power
compensation
capacitors (photo:
© Oleksandr Delyk/
stock.adobe.com)

The reactive power Q is a measure of the power
that oscillates back and forth on a power line without
ever ending. Hence, only P suits the purpose of a power
transmission line. For this reason, electrical energy en-
gineers will try to minimize the reactive power. The
method they use is called reactive power compensation.

Application Example: Reactive Power
Compensation in a Cooker

The heating spiral of an electric cooker has an ohmic re-
sistance of R D 20� and an inductance of L D 30 mH.
It is attached to a 60Hz network. How can the reactive
power be reduced to zero?

Clearly, the only way to compensate the reactive
power of the inductance is to add a capacitor, as shown
in Fig. 26.60. The task is now to find a value for the ca-
pacitance that makes the reactive currents vanish, i.e.,
to find Im.Y/ D 0 for

Y including C D 1

RC j!L
C j!C :

This is achieved by choosing

C D L

.R2 C!2L2/
D 57�F :

Then, one has

Y including C D Re.Y/

D R

R2 C!2L2
:

C

R L

Fig. 26.60 Example of reactive power compensation.
A heating resistor Rwith a parasitic inductance L will have
its reactive power compensated by a capacitor of appropri-
ate capacitance C

Now, the reduction of current can be computed. The
factor by which the current is reduced is the ratio of the
moduli of the acceptances with and without the capaci-
tor:

OICD0

OIincluding C

D
s

jYCD0j2
jY including Cj2 D 1q

1C !2L2

R2

D 0:87 ;

so that the current is reduced by 13%, and there is
no price to pay in terms of performance. As long as
the losses on the powering network are negligible, the
heating power remains unchanged by the capacitor.
Otherwise, there may even be a tiny increase of power.

26.4.6 Transformers

The success of AC applications is for exactly one rea-
son: there is an easy way to transform the voltages of
AC systems. Figure 26.61 shows that the basic setup
of a transformer is simple: two coils are wound around
a common iron core. Essentially, one of the coils (the
primary coil) is connected to an alternating voltage.
Its alternating current produces a magnetic field that
is strengthened and shaped by the iron core. The sec-
ondary coil is thus exposed to an alternating magnetic

UP US

IP IS

a) b)

Fig. 26.61a,b A transformer consisting of two coils
wound around a common core (a) and its schematic sym-
bol (b)
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Fig. 26.62 A lossless transformer and
a four-terminal network with the same
AC behavior

field. Therefore, an alternating voltage will be induced
in the secondary coil.

For simplicity, the operation of a transformer is first
derived while assuming no losses anywhere. Losses are
then introduced in a second step. If the iron core has the
same diameter everywhere, each loop carrying the same
current I will also produce the same magnetic flux ˚B:

˚B.one loop/ D �I ; (26.101)

where � is some constant. A coil having N loops will
then have an inductance

L D N2� : (26.102)

For the setup shown in Fig. 26.61, the magnetic flux
will be the sum of the flux ˚P from the primary coil and
that due to the secondary coil, ˚S:

˚B D ˚P C˚S D NP�IP CNS�IS : (26.103)

A change of the magnetic flux will induce a tension
Uind D ˙d˚B=dt in each loop. The plus sign applies
to the primary coil because the reference directions for
current and voltage are the same. On the secondary side,
they are antiparallel, so the minus sign applies there.
The induced voltages are then given by

UP D NP�

�
NP

dIP
dt

�NS
dIS
dt

�
;

US D NS�

�
NP

dIP
dt

�NS
dIS
dt

�
; (26.104)

a set of equations that is known as the transformer equa-
tions. Because the terms in brackets are the same for
UP and US, dividing the two equations gives an equally
simple and useful result

US.t/ D UP.t/
NS

NP
I (26.105)

in plain terms: the ratio of the voltages is determined
by the ratio of the number of turns in the coils. The
term NPNS� D p

LPLS, which appears in both equa-
tions of the system (26.104), is called the coupling

inductance, M. Using this quantity, the transformer
equations can be written in the form

UP D LP
dIP
dt

�M
dIS
dt

;

US D M
dIP
dt

�LS
dIS
dt

: (26.106)

In general, (26.106) are hard to calculate. However,
within the framework of complex alternating-current
calculus, derivatives may be replaced by factors. Be-
cause d=dtej!t D j!ej!t, the transformer equations sim-
plify to

uP D LPj!iP �Mj!iS ;

uS D Mj!iP �LSj!iS : (26.107)

In this way, complex calculus turns a system of differ-
ential equations into a system of linear equations.

Most surprisingly, there is a four-terminal net-
work consisting of three inductances which has exactly
the same alternating-current behavior. This network is
shown in Fig. 26.62. If a two-terminal network with
arbitrary impedance ZS D uS=iS is connected to the
secondary side of the transformer, its tension and cur-
rent may be eliminated from the transformer equations,
leaving

iP
uP

D 1

j!LP
C LS

LP

1

ZS
; (26.108)

i.e., a very simple formula for the admittance of the
system. Equation (26.108) shows that, seen from the
primary side of the transformer, the latter behaves like
a parallel connection of the primary inductor and a load
with a modified impedance ZS.LP=LS/. Finally, the cur-
rent on the secondary side comes out as

iS D NP

NS

�
iP � uP

j!LP

�
: (26.109)

The average power PP used by a lossless transformer
on the primary side is exactly the same amount as the
power delivered to the secondary side: PS D �PP. How-
ever, the reactive powers differ.

In literature, iS D iP.NP=NS/ may be found in-
stead of (26.109) and referred to as describing an
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M

Fig. 26.63 Four-
terminal network
describing a lossy
transformer

ideal transformer. The difference between these two
equations results from an additional assumption. The
ideal transformer is assumed to have �r ! 1, corre-
sponding to LP ! 1. If no load is connected to the
secondary side, the ideal transformer behaves like an
open switch on the primary side, while the lossless
transformer behaves like a single inductor with induc-
tance LP.

A real transformer has losses, mainly due to eddy
currents and repeated magnetizations in the yoke (iron
core), as well as losses in the windings. These can be
incorporated into the circuit description as shown in
Fig. 26.63. At first glance, it may be irritating that losses
within the iron are modeled as a resistor to ground. This
resistor should be understood as a feature of the cou-
pling inductor, as it affects both sides of the transformer.
Also, as long as the frequency remains unchanged,
a suitable value for RFe can always be found (see also
Fig. 26.52). Losses due to stray magnetic fields are usu-
ally small compared with the losses just described.

The power that can be transfered by a real trans-
former is mainly limited by two properties of the iron
yoke: remanence and saturation. Both properties be-
come visible if the magnetic field in the iron is plotted
as a function of the current in the coil. From Fig. 26.64
one can deduce that an ever-growing current will not
produce an equally ever-growing magnetic field. This
effect is called saturation. It is commonly explained
by all of the iron atoms becoming aligned with the
field produced by the coil. Saturation has a very disad-
vantageous consequence, as it produces an almost flat
voltage–current characteristic. So, if a transformer is
in saturation, a small increase in voltage will provoke
a very large additional current. The worst case is then
evaporation of the coils. For this reason, transformers
are equipped with iron yokes that are large enough to
avoid saturation (the larger the yoke, the more atoms to
be aligned, and the later saturation will occur).

Remanence describes the fact that a piece of iron re-
mains magnetized even if it is no longer exposed to an
external magnetic field. Depending on the direction of
the former external field, the remanent field may point
in one direction or the other. In physical terms, this

B

I

BR
Saturation

Fig. 26.64 Magnetic field within an iron yoke as a func-
tion of the current in the coil around the yoke

means that some of the iron atoms retain their orienta-
tion until the external field is strong enough to literally
turn them around. This rotation of atoms produces fric-
tional losses in addition to eddy currents. These cannot
be avoided, but as in the case of inductors, the eddy cur-
rents can be minimized by using stacks of slices of iron
whose thicknesses limit the diameter of the eddy cur-
rents.

26.4.7 Three-Phase Alternating-Current
Systems

Power lines often come in bundles of three, as shown in
Fig. 26.65, because three-phase AC systems have been
proven to be ideally suited for the transport of large
amounts of energy. The backbone of each there-phase
AC network is a triplet of power lines whose voltages
are shifted by an angle of 120ı, as shown in Fig. 26.66.
Colloquially, each of the lines is called a phase.

The amplitudes of the three phases can be written as

U1 D OUe0 ; U2 D OUej2 =3 ; U3 D OUej4 =3 :

(26.110)

A striking feature of this combination of lines is the
fact that the tension between each pair of wires is
larger than the tension between each phase and the
ground potential. Calculating the instantaneous tension
u2 � u1, for example, gives the tension indicated in red
in Fig. 26.67. The corresponding amplitude can be cal-
culated from (26.110). The result

U2 �U1 D OU �ej2 =3 � e0
�D p

3 OU ej5 =6 (26.111)

shows that the tension between each pair of lines is
larger than the tension to ground by a factor of

p
3. The
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Fig. 26.65 Masts with 2�3 380 kV power line phases in
the upper part, and 2�3 20 kV line phases in the lower
part. At the top, a lightning conductor can bee seen. (Photo:
© okanakdeniz/stock.adobe.com)

U1 = 230 V, 0°

400 V 400 V

0 V

400 V

U2 = 230 V, 120° U3 = 230 V, 240°

Fig. 26.66 Three power lines forming a three-phase AC
network. If each line has an effective tension Veff D 230V,
then the effective tension between each pair of lines is
Veff D 400V

instantaneous tension is also shifted by an amount of
!t D �5 =6 D �150ı relative to u1.

This increased tension between two phases can be
used in a triangle network, as shown on the right
in Fig. 26.68. This type of network is particularly

Tension (V)

ωt (deg)
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200

0

0 90 180 270 360

–200
–400
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–360 –270 –180 –90

u1

u2

u2 – u1

Fig. 26.67 Instantaneous tension between two phases of
a three-phase network

Ra
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R3
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a) b)

Fig. 26.68a,b Two options to connect three-phase sup-
ply lines. The star type network (a) connects all lines to
a ground line, while the triangle-type network (b) only
connects the phases among each other

popular for high-power devices. Since in a triangle
network, there is no connection to ground, the en-
tire energy flow is on the networks with no energy
load on the ground. This network is also popular
for heating, as the increased tension allows the gen-
eration of a given heating power with a reduced
current. In this manner, losses on the lines are re-
duced.

In a home environment, most devices are connected
between one of the phases and ground. The typical net-
work of an entire home is therefore rather of the star
type shown in Fig. 26.68a.

26.5 Electrical Machines

This section starts with a discussion on the interac-
tions between current loops and magnetic fields, i.e.,
the Lorentz force and induction. It is shown how these
interactions can lead to a conversion of mechanical
energy into electrical energy or vice versa. A classifica-
tion of electrical machines follows, then the features of
direct-current machines, asynchronous machines, and
synchronous machines.

26.5.1 How Wires Are Forced to Move

Electrical machines use the close relations between
moving charges (currents) and magnetic fields. Currents
produce magnetic fields, and moving charges are sub-
ject to the Lorentz force in magnetic fields. An electrical
machine is called amotor if it converts electrical energy
into mechanical energy, and a generator if it converts
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Fig. 26.69 Current loop enclosing an oriented surface A in
a magnetic field B. Positive charges moving with a velocity
v , will feel a Lorentz force F. This results in a nonzero
torque as long as the surface vector is not parallel to the
magnetic field

mechanical energy into electric energy. Most electrical
machines may be used in either way, i.e. as motors or
generators.

The function of electrical machines can be traced
back to the behavior of a current loop in a magnetic
field, as shown in Fig. 26.69. A rectangular current
loop, rotatable around the x axis and placed in a mag-
netic field B D .0; 0;B/ is subject to the Lorentz force.
This force is suitably calculated for the four straight el-
ements of the loop, front, back, top, and bottom, one
by one. If the current loop is made from a wire with
a constant diameter, all carriers of charge will move
with the same velocity jv j. With the magnetic field
vector pointing in the z direction, the Lorentz force
for any moving charge will point in a direction within
the xy-plane. The force on a sample charge �Q in the
bottom part of the loop will point along the y-axis:
�F D �Qv�B D .0;�F; 0/. For a current I traversing
the bottom element of length l, summing all the sample
charges gives a force F D .0;BlI; 0/. The force on the
top element of the loop will be .0;�BlI; 0/, i.e., equally
large, but with the opposite orientation.

The forces on the remaining elements of the loop
are of similar size. However, they have little effect,
as the loop is mounted such that it can only be ro-
tated around the x-axis. So, the forces can merely try
to stretch the loop.

The torque M can now be calculated according to
M D r�F. It reaches its maximum value when the
current loop and force form a right angle. Then, the dis-
tance jrj between the charges and the axis of rotation is
half as large as the length of the front element of the cur-
rent loop. Also, because the force itself is proportional
to the length of the bottom element, the torque turns out

to be proportional to the area enclosed by the loop:

M D IA�B : (26.112)

The vector on the left of the � sign is called the mag-
netic dipole moment of the loop

� D IA : (26.113)

A more general investigation would show that (26.112)
and (26.113) may be used for current loops of arbitrary
shape. And

M D ��B (26.114)

serves as the definition of the magnetic moment �, be-
causeM and B are easily measurable quantities.

If this torque is used to rotate the current loop,
Fig. 26.69 shows the most elementary form of an elec-
trical motor—and also of a generator, since there is no
action without reaction. If a current in a field forces
the angle to change, a change of angle will also force
a current to change. So, if a current loop is forced to
rotate, the setup shown in Fig. 26.69 represents the
most elementary form of a generator. Its function is
then governed by the Faraday–Henry law (law of induc-
tion, (26.13)), which states that the tension induced in
a closed loop, Uind, is determined by the rate of change
of the magnetic flux through the surface enclosed by the
loop: ˚B D B �A. In this case,

Uind D d˚B

dt
D d

dt
B �A D B �Ad cos �

dt
; (26.115)

where � is the angle between the magnetic field B and
the surface vector A.

As electrical machines transform mechanical en-
ergy into electrical energy or vice versa, according to

pmech D �pel ; (26.116)

the sign in front of the powers determines the direction
of the energy transfer. Wherever the sign is positive,
energy is used up, while a negative power indicates
a gain of energy (see also Fig. 26.43). For the setup
shown in Fig. 26.69, the mechanical energy used to
rotate the current loop from the xy-plane back into it
(�� D 180ı) is the work to be done against the Lorentz
force, �W D �Fy�y. For a half-turn, summing the
forces of both wire elements contributing to the torque
gives W180ı D �2BIA. If one assumes that—by some
clever mechanism—the direction of the field is flipped,
the same amount of energy will be needed for the next
180ı. With power being the energy transfer per unit
time, for a frequency f of complete turns, then

pel D �pmech D 4BAIf (26.117)

follows.
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The electrical power generated by the above setup
can be calculated by assuming that the current induced
by the rotation is lead through a resistor R. The rotor
is assumed to be forced to have an angle changing ac-
cording to �.t/ D 2 ft D !t. The power pR used by the
resistor must be the same as the electrical power gener-
ated. According to (26.115), therefore

pel.t/ D �pR D �U2
ind

R
D �!BA

R
sin2.!t/ ;

(26.118)

which shows that the power rises quadratically with the
frequency. The fact that electrical machines can be used
to transfer both mechanical energy into electrical en-
ergy and vice versa is one of their most outstanding
features.

The above formulae assumed a current loop in
a constant magnetic field. In this case, the correspond-
ing machine is called a DC machine (also called a com-
mutator machine). So, DC machines have a constant
magnetic field and a rotor inside. However, there are
also other types of electrical machines, namely syn-
chronous AC machines and asynchronous AC machines.
AC machines use rotating magnetic fields which are
produced by coils powered by alternating currents. If
the rotor rotates with the same angular velocity as the
field, the machine is a synchronous one, otherwise it is
called asynchronous.

Figure 26.70 shows a comparison of the efficiencies
achieved by synchronous, asynchronous, and direct-
current machines. For powers less than 1 kW, machines
with permanent magnets have good efficiencies. As the
power of the machine increases, permanent magnets
no longer offer sufficient field strengths. Therefore, all
machines with powers exceeding 10 kW use electro-
magnets. Induction machines are popular for electric
trains. The highest-power machines are synchronous
generators in power plants.

26.5.2 DC Machines

Direct-current motors offer a wide range of frequen-
cies of operation, in no way limited by the frequency
of the powering network. This feature guarantees their
production in large numbers. In contrast, DC generators
can only be found in niches.

Direct-current machines or commutator machines
have a stator that delivers a magnetic field which always
points in the same direction. If the field is made by per-
manent magnets, it is even constant. Figure 26.71 shows
a typical rotor that may be placed inside a stator of a DC
motor. The copper plates seen on the left are connected
in pairs. They connect the rotor to the electrical power

0
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1 W 1 kW 1 GW1 MW
Power

Efficiency

DC DC

Syn Syn

Ind

Fig. 26.70 Efficiencies of electrical machines: Syn for
synchronous machines, Ind for induction (asynchronous)
machines, and DC for direct-current (commutator) ma-
chines. Dashed lines refer to machines with permanent
magnets, while solid lines indicate electromagnets

supply. Each pair of plates is connected to one coil. In
Fig. 26.71, the coils are made from copper wires. The
copper plates rotate between one (static) pair of brushes
in such a way that one coil at a time is connected. In
this way, the current is forced to commute between the
coils of the rotor. Accordingly, the ring of copper plates
is called a commutator and the motor as a whole is re-
ferred to as a commutator machine. The othermetal parts
of the rotor are made from ferromagnetic material, thus
increasing and guiding the magnetic field. A good qual-
ity of these parts requires the metal to be laminated. In
this way, eddy currents are minimized. For the following
reason, the rotor should fit into the stator as precisely as
possible: if �r is the relative permeability of the metal,
according to Ampère’s law, a fraction of 1=�r of the
magnetic field traversing airwill halve themagnetic field
strength. For electrical engines, fitting thus refers to ac-
curacies well below 1mm.

Fig. 26.71 Rotor of a DC machine; the commutator is on
the front left side; copper wires form the coils. Laminated
iron between the coils amplifies the magnetic field (photo
by Sebastian Stabinger/CC BY 3.0)
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Ugen Ugen Ugen

a) b) c)

Fig. 26.72a–c Three options for powering the stator magnets of DC engines: (a) external; (b) parallel; (c) series. Case (a)
includes motors with permanent magnets. Ugen is the voltage either generated by the machine or supplied by an external
generator if the engine is operated as a motor. The inductances represent the coils of the stator
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Ugen RE
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a) b) c)

Fig. 26.73a–c Equivalent circuits for the three types of DC machines shown in Fig. 26.72. The inductances are not
drawn because they have no influence on the DC behavior. RA is the resistance of the rotor coil, and RE that of the stator
coil

There are three options to provide the energy to the
stator to produce the magnetic field. Figure 26.72 shows
that the simplest one (Fig. 26.72a) has a field supplied
by an external current source or by permanent mag-
nets. The stator field can also be powered by the same
supply as the rotor. Its coil is then connected either in
parallel (Fig. 26.72b) or in series (Fig. 26.72c). These
three options can be represented by the equivalent cir-
cuits shown in Fig. 26.73. For the two options (a) and
(b), the torque M D jMj can be calculated for a fixed
voltage Ugen at different rotation frequencies f by us-
ing the relations between the torque and the current in
the rotor (M � I), this current and the tension induced
in the rotor coil (I � .Ugen �UA/), and this tension and
the frequency (f � UA). As all these relations are linear,
thus so is the dependence of the torque. The straight line
in the M versus f plane can be fixed at the end points
corresponding to the idle speed f0 D f .M D 0/ and the
starting torqueMstart D M.f D 0/. The result

M D Mstart

�
1� f

f0

�
.DC, parallel/ (26.119)

shows that the torque for this type of machine has
a maximum at f D 0.

For the motor with the stator coils connected in se-
ries (Fig. 26.72c), one has M � I2, because increasing
the current increases the dipole moment of the rotor as
well as the strength of the magnetic field of the stator.
The other proportionalities remain as before, giving

M D Mstart

�
1� f

f0

�2

.DC, series/ : (26.120)

Obviously, both types of DC motors have a maximum
torque at f D 0. They are easy to start.

The rotor field influences the stator field, just as the
stator field influences the rotor field. The first effect is
wanted, while the second is not. Therefore, stators are
usually equipped with compensation coils which are
connected in series with the rotor. The fields of these
coils can almost exactly cancel the field that is imposed
on the stator.

Finally, two further points are worth noting. The
maximum of the torque goes together with a maximum
current through the machine. Therefore, large DC mo-
tors need an extra resistor placed in front of the rotor
connection. This resistor limits the current while the
motor is being started. When DC machines are used as
generators, care has to be taken that some stator field
is present whenever the rotor is forced to move. If no
field is present, nothing will retard the rotor and only
destruction will limit its rotational speed.

26.5.3 Asynchronous Machines

All DC engines need brushes, and these are subject
to wear and tear. Designers of reliable machines may
thus try to avoid the use of brushes altogether. AC ma-
chines like the one shown in Fig. 26.74 offer methods
to do so. They can be found in electric cars, high-speed
trains, and power stations. And their efficiencies are un-
matched when powers exceed 10 kW (see Fig. 26.70).

The key idea leading to an asynchronous AC ma-
chine is the following: if a static field influences a ro-
tating magnetic dipole, then a rotating field should
influence a resting dipole. In fact, it should make it
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Fig. 26.74 Induction motor (asynchronous machine)
(courtesy ABB)

move. Therefore, the key ingredient of an AC machine
is a stator that can create a rotating field. Figure 26.75
shows that a three-phase network connected to three
coils suffices to achieve this goal. The field will rotate
with the same frequency as the AC supply currents.

A current loop placed in such a field will have a ten-
sion induced. When the loop is closed, this tension will
lead to a current in the loop. The current will produce
a magnetic dipole moment, and this will be subject to
a torque due to the rotating field from the stator. The
net effect is that there is a torque on an element that
is not in any way electrically connected to the outside
world. The current in the rotor is a result of induc-
tion. Therefore, this type of machine is also called an
induction machine. Clearly, if the speed of the rotor co-
incides with the rotational speed of the field, there will
be neither induction nor any forces. Because the func-
tion of the machine relies on the speeds being different,
it is called an asynchronous machine. No brushes are
needed for such a device.

I1

I1
I3

I3

t

t t

I2

I2

Fig. 26.75 Sketch of three coils in an AC network that pro-
duce a rotating magnetic field

As in the case of DCmachines, themaximum torque
can be achieved by superimposing various current loops
with different azimuthal angles around the rotor axis.
Joining them makes a metal cage, and such a cage can
be found in almost all asynchronous AC machines.

The change of the magnetic flux d˚B=dt only de-
pends on the relative speed between the field and the
rotor. The normalized difference of the angular speeds

s D ffield � frotor
ffield

D !field �!rotor

!field
(26.121)

is called the slip. Therefore, the tension induced in
a current loop may be expressed as a function of the
slip and the voltage Uind;0 which is induced when the
rotor is locked (not rotating): Uind.s/ D sUind;0.

The cage has an ohmic resistance RA as well as
a reactive resistance LA.!field �!rotor/, according to the
cage inductance LA. Therefore, the current is related to
the induced voltage via

Uind D
q
R2
A C .!field �!rotor/2L2AIA : (26.122)

The current may now be expressed as a function of the
slip. The result

IA D sUind;0q
R2
A C!2

fields
2L2A

(26.123)

shows that, the closer the circular frequency of the ro-
tor approaches that of the stator field, the smaller the
current becomes.

The relation between the current IA and the torque
is complicated by the fact that the reactive resistance of
the cage introduces an angle between IA andUind. If that
angle is 90ı, the magnetic dipole moment of the rotor is
parallel to the field of the stator and the torque is zero.
In order to filter out the fraction of the rotor current that
does contribute to the torque, IA has to be multiplied by
the cosine of the phase angle ' D arctan.s!fieldLA=R/.
According to (26.123), the torque then has the charac-
teristic

M � sq
1C � s!fieldLA

R

�2 cos
�
arctan

�
s!fieldLA

R

��
;

(26.124)

which is also shown in Fig. 26.76. The value of the
torque at !rotor D 0 is referred to as the locked rotor
torque. Its nonzero value guarantees an easy start of
such engines. The torque increases with the increas-
ing circular frequency of the rotor, reaching a maximum
called the breakdown torque, and then approaching zero
for !rotor D !field. The rated torque (as stated in the
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Fig. 26.76 Typical characteristics of the torque of an in-
duction motor according to (26.124) in arbitrary units.
Special values are the locked rotor torque (a), the break-
down torque (b), and the rated torque (c), which is about
half the breakdown torque

adverts) of the machine is in some cases half the break-
down torque, and in other cases one-third of it.

As in the case of DCmachines, the magnetic field in
all the parts has contributions from both the stator and
the rotor. According to Lenz’s rule, the rotor will al-
ways weaken the stator field. When the rotor is locked,
the tension induced in the rotor reaches a maximum for
a given circular velocity of the stator field. The mag-
netic field from the current in the rotor then almost
suffices to cancel out the field from the stator. When
!rotor approaches !field, the induced tension approaches
zero and the field of the stator is hardly weakened.

Induction motors have excellent efficiencies, and
are very reliable and easily maintained. As their torque
changes direction when the slip exceeds the value one,
they can also serve as electrical brakes to transform
kinetic energy back into electrical energy. This makes
them the first choice for high-speed trains, trams, and
electric cars.

Application Example: Mechanical Construction
of a Rotor

The construction of the rotor for an asynchronous ma-
chine is shown in Fig. 26.77. Obviously, it does not
resemble any other devices which use magnetic fields.
There are no windings. Instead, there is a cage embed-
ded in laminated iron (only three slats are drawn in
Fig. 26.77). So, the magnetic interaction entirely relies
on a single current loop. The currents in the rotor are thus
bound to be large. The reason for the absence of wind-
ings is the need to have as little inductance as possible in
the rotor. According to (26.124), the torque approaches
itsmaximumas the phase angle' D arctan.s!fieldLA=R/
tends to zero. Therefore, in this case, one loop is better
thanmany loops. A closer look at Fig. 26.77 also reveals

Fig. 26.77 Construction of a squirrel cage rotor: copper or
aluminum bars are embedded in laminated iron and short-
circuited by rings at the end. Usually, there are more bars
than shown here

that the bars forming the cage are skewed with respect
to the rotor’s axis. This is a measure to minimize the
mechanical oscillations of the cage. The source of these
oscillations is the oscillating magnetic attraction of the
cage bars by the stator coils. The bars are embedded in
laminated iron. The lamination is such that the magnetic
field does not traverse the oxide between the sheets. In
this manner, the magnetic field strength is maximized
while the eddy currents are minimized.

The manufacturing process starts by fixing a bun-
dle of laminated iron (dynamo sheet metal) on an axis.
Each of the sheets has a circular shape with notches
at the rim. At the end, the bars of the cage have to be
placed in the notches. This may be achieved by casting
of liquid aluminum or by inserting copper bars (casting
copper is difficult). Casting gives more magnetic flux,
while copper bars have better conductance.

26.5.4 Synchronous Machines

Some 99% of electric power comes from synchronous
generators. In synchronous machines such as that
shown in Fig. 26.78, the frequency of the current
is a multiple of the angular frequency of the rotor.
Therefore, synchronous motors are used when the me-
chanical speed is to be determined electrically, while
synchronous generators are used in the complemen-
tary case. For this very reason, the largest electrical
engines known, AC generators in power stations, are
synchronous ones. Synchronous motors are used in in-
dustrial applications and in the French high-speed train
train à grande vitesse (TGV).

The dipoles rotating in an AC generator need to be
powered by a current of almost constant strength. This
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Fig. 26.78 Synchronous generator (courtesy ABB)

can be achieved using mechanical contacts, or by in-
duction. For large machines, the latter is preferred as
it causes no frictional losses. The current induced in the
rotating coils needs to be rectified by power electronics.

The magnetic flux through a current loop placed
next to a rotating dipole oscillates with the dipole’s
frequency of rotation. An alternating current will thus
flow in the loop according to the law of induction.
Synchronous generators use this effect by placing wind-
ings adjacent to the rotor. The currents through such
windings are those delivered by large power stations.
Clearly, these windings need to be placed inside lami-
nated iron. In this way, the magnetic flux is maximized
and eddy currents are minimized.

The number of dipoles (or pole pairs) of the stator
usually equals the number the rotor dipoles. The smaller
the angular velocity of the rotor, the larger the num-
ber of magnetic poles. In a hydroelectric power station,
there may be up to 40 dipoles on the rotor, while gener-
ators attached to a steam turbine often have only one
dipole. Rotors with two dipoles are found in nuclear
power stations due to the mechanical limitations of the
materials used. Turbines delivering up to P D 1:3GW
of power would simply disintegrate at 3000 rpm (50Hz
current) or even 3600 rpm (60Hz current). The mechan-
ical stability of the turbine blades is also a limiting
factor of the frequency instabilities of supply networks.
It is turbines that really need stable frequencies rather
than the users of the currents.

The Steering of a Synchronous Generator
In a synchronous generator, the tension and the cur-
rent and the phase angle between them may be varied
during operation. The way this is done is identical for

any number of dipoles. For simplicity, a single dipole
is assumed in this section. Also, it is assumed that the
magnetic fields of the rotor and the stator may simply
be added (linear superposition). Usually this is a very
good approximation.

The parameter that may be influenced in the most
obvious manner is the tension. Suppose there is no load
on the coils next to the rotating dipole. Then, the mag-
netic field in both the rotor and the stator is entirely
determined by the rotor. Starting from a dipole coil with
no current, the tension induced will rise in proportion
to this current until the iron reaches the state of satura-
tion. From then on, the magnetic field and consequently
the tension induced in the stator coils rises with a slope
which is less steep, 1% of that for small voltages. Such
saturation is thus to be avoided under all circumstances.

As soon as there is a load on the generator, the
magnetic field acquires a contribution from the stator
coils in addition to that from the rotating dipole. The
rotor induces a harmonically oscillating tension in the
stator coils. It thus acts like an AC voltage source, be-
cause both the frequency and magnitude of the voltage
are determined by the rotor and not by the stator. As
the currents through the stator coils oscillate, they pro-
duce an oscillatingmagnetic field as well. This field will
influence the coil as any other coil by introducing an in-
ductance. This situation is sketched in Fig. 26.79. Also
shown in the figure is a resistance R to account for the
finite conductivity of the wire the stator coil is made of.

According to Fig. 26.79, the tension delivered by
one stator coil

Ugen D Uind � .RC j!L/IL (26.125)

contains the synchronous reactance Xd D !L.
The power delivered by one coil can be calculated

from (26.125) for a given load impedance as shown in
Fig. 26.80. Z D RL C jXL. The result for the apparent
power,

S D 1

2
UgenI



L D 1

2
OU2
ind

�
RL C jXL

.RCRL/2 C .!LCXL/2

�

D U2
ind;eff

�
RL C jXL

.RCRL/2 C .!LCXL/2

�

(26.126)

can be separated into the power P and the reactive
power Q. Neglecting the ohmic resistance of the stator
coil, one gets

P � U2
ind;eff

�
RL

R2
L C .Xd CXL/2

�

Q � U2
ind;eff

�
XL

R2
L C .Xd CXL/2

�
; (26.127)
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Fig. 26.79 Contributions to the circuit diagram describing
one phase of a synchronous generator. The load current is
IL, while Ugen is the voltage seen at the terminals
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Fig. 26.80 Re-
placement circuit
diagram of the syn-
chronous generator
shown in Fig. 26.79
when connected to
a load impedance
RL CXL

where, again, U2
ind;eff is a shorthand notation for OU2

ind=2.
For a generator with three equally loaded stator coils,
the power P calculated by (26.127) is one-third of the
mechanical power taken by the generator.

Figure 26.79 shows that the flux through the stator
coil reaches a maximum when it is faced by the north
pole of the rotor dipole. Then, most of the field lines
traverse the stator coil. This situation resembles that
shown in Fig. 26.69. Accordingly, the induced voltage
depends on the angle �P between the dipole and the field
of the stator. Because the value of this angle turns out to
be crucial for the modes of operation of a synchronous

machine, it has been given a name of its own. It is called
the polar wheel angle.

The field produced by a stator coil is strongest when
the current is at its maximum. The polar wheel angle
may therefore be regarded as a measure of the delay
�t of the current maximum with respect to the point
in time when the dipole field points at the stator coil:
�P D !�t.

The modes of operation of a synchronous machine
can now be related to the value of the polar wheel angle
as follows:

� �P D 0: There are no forces between the rotor and
stator. Hence, neither is there any transfer of me-
chanical power into electric power or vice versa.
The machine appears to be idle. It may, however,
change the phase angle between the voltage and the
current.� 0< �P <  =2: The stator field slows down the rotor.
In this manner, mechanical energy is transformed
into electrical energy. The machine operates as
a generator. The larger the polar wheel angle, the
larger the torque, and the greater the power transfer.�  =2< �P <  : The field of the stator slows down
the rotor. However, the slightest disruption will
weaken the retarding force. Even the connection
of another electrical consumer may be perturbative
enough. If the mechanical power input remains un-
changed, the angular speed of the rotor will rise in
a manner that can no longer be controlled. In the
case of a large power input, the result may well be
complete destruction of the machine.� �P D  : This is the most unstable mode of op-
eration. It corresponds to attempting to balance
a compass needle with its north pole pointing down-
wards somewhere close to the north pole of the
Earth.�  < �P < 3 =2: The machine is in an unstable mo-
tor mode.� 3 =2< �P < 2 : The field of the stator is slightly
ahead of the rotor’s field. The stator field drags the
rotor. The machine thus acts as a motor. A slight
additional mechanical load will increase the electro-
magnetic torque, as required for stable operation.

Power stations are usually run with polar angle val-
ues below �P < 80ı. In this manner, extra electrical
loads will not make the machine leave the stable mode
of operation.

Although the value of the polar wheel angle is
crucial for the machine’s operational mode, it is very
difficult to measure. Next it will be shown which angle
can be measured directly at the terminals of the ma-
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chine, and what it means, viz. the angle between the
tension and the current, 'Ugen � 'I .

Comparing the voltages Uind and Ugen as shown in
Fig. 26.80 gives the phase angle between the two volt-
ages,

'Ugen �'Uind

D arctan
�
XL.RCRL/�RL.XL CXd/

RL.RL CR/CXL.XL CXd/

�
:

(26.128)

Usually, the ohmic resistance R of the stator winding
can be neglected. The resulting approximation

'Ugen �'Uind � arctan

� �RLXd

R2
L CXL.XL CXd/

�

(26.129)

shows that ohmic loads correspond to small phase an-
gles. Inductive loads give negative values for 'Ugen �
'Uind , while large capacitive loads (.XL CXd/ < 0) give
positive values.

The phase angle 'Uind may also be related to the
phase angle of the current. According to Fig. 26.80, one
has

'Z D 'Uind �'I D arctan
�
Xd CXL

RCRL

�
: (26.130)

The phase angle that can be measured can now be ex-
pressed as a function of the impedances of the circuit,
because the equation

'Ugen �'I D .'Ugen �'Uind /C .'Uind �'I/ (26.131)

can be worked out using (26.129) and (26.130).

Powering Three-Phase Alternating-Current
Networks

If the stator contains three coils symmetrically placed
around the rotor, the tension induced in these coils will
have phase angles shifted by 120ı with respect to each
other. Connecting them in series to form a triangle-type
network as sketched in Fig. 26.68 will ensure equal
current magnitudes. In this case, the stator produces
a rotating B field of almost constant magnitude and an-
gular velocity. These properties are key ingredients for
the safe operation of high-power electrical generators.
A constant field strength implies a constant torque on
the rotor. And a P D 109 W steam turbine cannot stand
anything else.

For the same reason, connecting a power generator
to a network requires that the following conditions be
met:

� The frequency of the generator must have almost
the same value as the network frequency. In fact, it
should be slightly higher, as it will be reduced as
soon as a load is applied. This can only be achieved
by steering the mechanical part of the generator.� The amplitude of the generator voltage OUgen must
match the network voltage. This can be achieved by
varying the current in and thus field strength of the
rotor.� The phase angle between the generated voltage and
the network voltage must be zero.

Once the generator has been connected to the net-
work, the current in the rotor and the load on the
stator coils can be increased. Increasing the load current
strengthens the stator field, while the latter increases
the retarding torque on the rotor. Nevertheless, the fre-
quency of rotation will not change. Instead, because
of M D ��B ! jMj � sin �P, the polar wheel angle
will increase. The value for the polar angle can be in-
fluenced during operation by varying the current that
forms the rotor’s dipole current: the stronger the dipole,
the smaller the polar wheel angle. The polar angle may
never approach 90ı, because then the machine would
become unstable.

State-of-the-art generators have efficiencies beyond
95%. So, the electrical power generated almost equals
the mechanical power used. Thus, increasing the me-
chanical torque will increase the electrical power in
almost the same manner as the mechanical power
�Pelectric � Pmech D M!.

A special feature of synchronous generators appears
if the generator is attached to a large network with many
power stations. Then, the tension at the terminals of the
generator is determined by the network, rather than by
the generator. This has a useful practical implication, as
can be seen by dividing (26.125) by j!L. The result

IL D 1

j!L



Ugen �Uind

�
(26.132)

shows that the sign of the imaginary part of the cur-
rent may be chosen by having Uind larger or smaller
than the tension fixed by the network, Ugen. In other
words, the sign of the angle between the current and
the tension may be chosen by choosing an appropri-
ate rotor current. This characteristic introduces a new
application of synchronous generators, i.e., to reduce
the reactive power oscillating in supply networks, be-
cause their operation can be chosen to be inductive or
capacitive. Supplying only reactive power may turn it
into a pure phase shifter. Phase shifter operation can
be achieved by powering the generator with an syn-
chronous motor attached to the same network.
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Finally, a sudden change of the electric load current
will give a little kick to the polar wheel angle. If no coun-
termeasures are imposed, the consequence will be a po-
larwheel angle oscillating around the value forwhich the
electrical torque matches the mechanical torque. An os-
cillating polar angle corresponds to a ripple in the rotor’s
movement. For a gigawattmachine, this is a highly unde-
sirable effect. For this reason, shorted extra windings are
placed on the rotor. These extra windings act like a small
asynchronousmachine. They produce torque if, andonly
if, there is amismatch between the stator’s frequency and

the rotor’s frequency. In this way, they damp any oscilla-
tions of the polar wheel angle.

When used as motors, synchronous machines are
difficult to start, as the operation begins from a not at all
synchronous state. Therefore, a synchronous motor at-
tached to an AC network needs an auxiliary starter mo-
tor. Electronically steered variable-frequency networks
offer an alternative by ramping up the AC frequency.
The combination of the motor and the electronic con-
trol is called an electronically controlled motor and is
becoming increasingly popular.

26.6 Energy Storage

In this section, various techniques for storing energy are
discussed, including the use of pumped water, double-
layer capacitors, lead–acid accumulators, and zinc–air
batteries. With hydrogen being a candidate for the
storage of large amounts of energy, the production of
electricity in a fuel cell will mark the end of this sec-
tion.

26.6.1 Introductory Remarks

Storing electrical energy is a key challenge for the
development of portable devices (smart phones, etc.),

1 GW
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10 MW

1 MW

100 kW

10 kW

1 kW
100 GWh10 GWh1 GWh100 MWh10 MWh1 MWh100 kWh10 kWh1 kWh0.1 kWh

Energy

Rated power

1 m

1 s 1 min 1 h 1 d
PHS

CAES

H2

SNG

DLC

SMES

FES

LA

RFB
BEV

Li-Ion

NaS &
(NaNiCl)

BEV Battery electric vehicle
CAES Compressed air ES
DLC Double-layer capacitor
FES Flywheel energy storage
H2 Hydrogen storage
LA Lead-acid battery
Li-Ion Li-ion battery
NaS Sodium-sulfur battery
PHS Pumped hydro storage
RFB Redox flow battery
SMES  Superconduct. magnetic ES
SNG Synthetic methane

Fig. 26.81 The
potential of various
storage tech-
niques according
to [26.19]. The
vertical axis shows
the rated power,
while the horizontal
axis indicates the
total amount of
energy that may
be stored in the
future. (Figure by
Tom Smolinka,
Fraunhofer In-
stitut für solare
Energiesysteme)

electric mobility, and the introduction of renewable
sources into power supply chains. Consequently, there
is hardly any field of engineering that is as dynamic as
this one. Also, it requires cooperation between mechan-
ical and electrical engineers, as well as chemists and
physicists. Figure 26.81 shows that a large variety of
techniques are presently under investigation, including
purely mechanical ones such as spinning wheels (fly-
wheel energy storage) or compressed air.

Some storage techniques are directly related to
electrical engineering. Double-layer capacitors are par-
ticularly suitable for applications in which frequent and
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Fig. 26.82 An example of the balance
of power being used (red) and
produced by wind (green), water
(blue), and conventional power houses
(brown) (data published by Bonneville
Power Administration, www.bpa.gov)

fast charging and discharging is needed. Batteries and
their rechargeable variants (accumulators) are the most
common devices when mobility is required. Today, al-
most every car is equipped with a lead acid accumulator
(labeled LA in Fig. 26.81).

At the top end of the amount of storable energy,
electromechanical techniques such as pumped hydro
storage (labeled PHS in Fig. 26.81) or electrochemi-
cal techniques can be found. Hydrogen production via
steam reforming from hydrocarbons, electrolysis, or
thermolysis combined with fuel cells (H2 in Fig. 26.81)
has enormous potential. But the cost-effective stor-
age of large amounts of hydrogen is an outstanding
problem. A possible solution is to extend hydrogen pro-
duction by a second step: the synthesis of methane via

2H2 CCO2 ! CH4 CO2 (26.133)

Methane produced in this manner is easy to store, and
the infrastructure already exists. Gas supply networks
may thus serve as storage devices for energies in the
100GWh regime. Unfortunately, at present, the pro-
cess (26.133) runs at energetic efficiencies near the 1%
level. So, the area marked SNG (synthetic methane) in
Fig. 26.81 indicates a hope for the future.

26.6.2 Mechanical Storage: Water

This storage technique is both old and up to date. It is
old because it consists of components that have been
around for more than a century. And it is up to date be-
cause, to this day, its capacity is unmatched. Driving
supply networks without water turbines is unthinkable,
as can be deduced from Fig. 26.82. While power gen-
eration by thermal engines needs to be kept constant in
time for good efficiency, both the load and contribution
of wind turbines suffer from fluctuations with very lim-

ited control options. These fluctuations are most easily
compensated by changing the contribution from hydro
power.

The amount of energy that can be stored by pumping
water is limited by the shape of the surface of the Earth
and by the number of acres one is willing to dedicate to
such energy storage. Figure 26.83 shows a storage plant
close to Hohenwarte, Germany. Up to V D 3�106 m3 of
water can be pumped to a height of 304m. This corre-
sponds to a gain of �W D mgh � 9�1012 J, or �W D
2:5GWh. The maximum power of 320MW can thus be
delivered for roughly 7.5 h.

This example shows that such plants are suited to
overcome energy shortages in the network that last
for periods of several hours. Their commercial use is
mainly to deliver power at peak usage times. Discus-
sions are also ongoing concerning the use of such plants
as buffers for energy from renewable sources, such as

Fig. 26.83 Energy storage plant near Hohenwarte, Ger-
many. The lake is filled with water if there is more power in
the network than is needed. During times of shortage, the
water is given back to the River Elbe, which can be seen at
the bottom of the image (Photo: Vattenfall)

http://www.bpa.gov
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Fig. 26.84 Cross section through a water storage plant

wind energy or energy from solar cells. The time span
for the delivery of power would then increase from
hours to weeks. The energy to be stored would have to
rise by at least three orders of magnitude, meaning that
entire valleys in mountainous areas would have to be
turned into water storage reservoirs. The limits on the
amount of energy stored in this manner are not tech-
nical but rather set by the acceptance of the associated
environmental impact.

26.6.3 Electric Storage: Supercapacitors

Supercapacitors, also branded as gold caps, have energy
densities in the rangeup to 30Whperkg.These largeval-
ues of capacitances are achieved for two reasons. Firstly,
their surface area ismade extremely large by using active
carbon as the electrode material. Secondly, the distance
between the positive and negative charge may be shrunk
to less than the diameter of a single atom.

Supercapacitors are double-layer capacitors, where
a capacity is formed between the anode and a elec-
trolyte, and another between the electrolyte and the
cathode. Short circuits are avoided by placing a sepa-
rator between the electrodes. Ions can pass through this
separator.

Figure 26.85 shows the situation at the surface of
the cathode if the capacitor is charged. Negative charges
(i.e., electrons) find their way right beneath the surface
of the cathode. Many of them attract water molecules,
as these are electrical dipoles. Some negative charges
make positively charged ions (cations) form contacts
directly with the surface of the cathode. In this case,
they may be loosely bound by van der Waals forces,
chemisorption, or simply electrostatics. Often, the pos-
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Fig. 26.85a–f Schematic view of the cathode of a su-
percapacitor. The negative charges (a) are directly placed
under the surface of the cathode material (carbon). They
adsorb water molecules (b), cations (c), and cations sur-
rounded by water molecules (d), thus forming a capacitor
Ca. The sum of all these charges is still negative. It forms
one electrode of another capacitor Cs with the cations
solved in the liquid (e). At large distances, these are bal-
anced by negative ions (f)

itive ions remain surrounded by water molecules, even
if adsorbed by the cathode. They are not mobile, but
the adsorbing forces are even smaller. The term “ad-
sorption” is used whenever a binding process is limited
to taking place at a surface. If the material under the
surface is involved, the term “absorption” is used. The
plane above the cathode formed by the immobile ions
is often referred to as the outer Helmholtz layer or the
Stern layer. It is indicated by a dashed line in Fig. 26.85.

If all the negative charges were balanced by ion
adsorption, one would expect a rather constant value
for the capacitance. The similarity to a capacitor with
electrons moving on both electrodes seems obvious. In
experiments, however, supercapacitors show a strong
dependence of the capacitance on the ion concentration,
surface charge, and temperature. This can be explained
by assuming that only some fraction of the charges on
the cathode are neutralized by adsorption of positively
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Fig. 26.86 Potential characteristics of a double-layer su-
percapacitor and the corresponding circuit schematic dia-
gram. The steepest part of the characteristic is between the
electrodes and the outer Helmholtz layers (dashed line).
The shallowing off reveals the effect of diffusion within
the liquid

charged ions. Other ions have sufficient thermal kinetic
energy to move away from the cathode. So, only at
a distance which is much larger than the distance to
the outer Helmholtz layer are all the negative charges
balanced by cations. The charge imbalance between the
outer Helmholtz layer and the liquid far from the cath-
ode will grow the more charge there is on the cathode.
This effect is often modeled using a pseudocapaci-
tor Cs between the immobile charges and the charges
moving about within the solution. Here, the term “pseu-
docapacitor” refers to the fact that charge is separated
(i.e., as in a capacitor), but not strictly, only statistically
due to an equilibrium of Brownian motion and electro-
statics (i.e., not really like a capacitor). The potential
characteristic is sketched in Fig. 26.86, together with
the corresponding circuit diagram. The steepest part of
the characteristic is in the region where the ions are
attached to the electrode’s surfaces, either directly or
via water bridges. The less steep parts are the result
of Brownian motion and electrostatic attraction. Su-
percapacitors are not to be used for AC applications.
Also, with self-discharge timesmeasured in weeks, they
cannot replace batteries if a constant supply is needed
for years. They are, however, the first choice if large
amounts of power are needed for a limited time (see the
example from Formula 1 racing below).

Application Example: A Formula 1 Energy
Recovery System (ERS)

Formula 1 cars use energy recovery systems (ERSs)
to increase their energetic efficiency. According to the
rules of the sport, such systems are limited to deliver
a power of Pmax D 120 kW for at most 33 s. The en-
ergy may be stored in supercapacitors, as shown in

Fig. 26.87 Supercapacitors (Photo: Capcomp GmbH)

Fig. 26.87. Each of them has a withstand voltage of
2:7V, a nominal capacitance of C D 3 kF, and a weight
of 535 g. For the design of the car, it is important to
know for how long the energy of one capacitor suffices
and the extra weight needed for a given time at the max-
imum power.

According to (26.46), the energy stored in a single
capacitor is W D 0:5� 3000F� .2:7V/2 � 22 kJ. Be-
cause P D W=t, delivering a constant power of P D
120 kW will empty the capacitor after a time

t D W

P
� 22 kJ

120 kW
� 0:18 s :

This value is quite realistic, because two factors approxi-
mately cancel. The huge variation of the values ofC due
to production uncertainties, usually quoted as �20%C
80%, allows one to select the best capacitors from large
samples (as long as money does not matter). At the same
time, the tension at the connections of the capacitor tends
to zero as it is emptied, making the last 30% (as a rule
of thumb) of the total energy unusable. Thus, to store
sufficient energy for 10 s of full ERS power, more than
50 capacitors with a weight of about 30 kg are needed.
Achieving the maximum allowed time of 33 s would re-
quire an extra weight of roughly 100 kg.

Heating up is a major issue. For an F1 car, one
will therefore store the energy in stacks of capacitors
connected in series, increasing the voltage and simul-
taneously reducing the total capacitance according to
(26.48). As the power is P D UI, such a stack delivers
the power with the smallest possible current, thus mini-
mizing losses in wires, connections, etc. The maximum
voltage allowed in an ERS is limited to U D 1 kV.

26.6.4 Electrochemical Storage: Batteries,
Accumulators, and Fuel Cells

The basis of all batteries is the galvanic cell, in which
redox reactions are used to make electrical current flow.
In brief: ions transport electrons from one electrode
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Fig. 26.88 Galvanic cell. In the most general case, there
are positive and negative ions in a solution that react with
solid bodies. Where the negative ions oxidize, a cathode
forms, while the reduction by positive ions makes an an-
ode. When connected, a current flows until the ions are
used up

placed in an electrically conducting liquid to another
one. If the electrodes are connected by a conductor, as
shown in Fig. 26.88, the electrons will find their way
to the other electrode. The electrode emitting electrons
into the electric circuit is the cathode, while the other
one is the anode. The voltage between the electrodes
can be calculated in two steps; first the potential of one
electrode and the liquid is calculated, then the other.
The voltage of the galvanic cell is the difference of
both potentials. The potential of an electrode that is re-
duced by accepting electrons from the liquid is given
by a potential V0 (often called E0 in books on chem-
istry) as measured under standard conditions, several
constants, and the concentration ˛ of active molecules
relative to a concentration of 1mol=L. For temperatures
near 20 ıC and normal pressure, it may be calculated
as

V D V0 � 0:05916V

n
log10

�
˛products

˛reactants

�
; (26.134)

where n is the number of electrons transferred per
molecular reaction. In (26.134), known as the Nernst

equation, ˛ is set to 1mol=L for solid bodies and for
water by convention (for details, see [26.20]). The value
0:05916 comes from multiplying various natural con-
stants.

Galvanic cells produce electrical energy, whenever
the chemical reactions taking place between the elec-
trodes and the solved substances are exothermic. Most
of the energy released by the reaction is then trans-
formed into electrical energy. The rest heats up the
cell. There are also cells that use endothermic reactions.
They are called electrolytic cells. These cells require
electrical energy to be used by the cell, so the light bulb
in Fig. 26.88 would have to be replaced by some kind of
electrical generator. If a cell can be used as both a gal-
vanic cell and an electrolytic cell, it may serve as an
accumulator.

Lead–Acid Battery
The lead–acid battery is, despite its name, an accu-
mulator, as it can be recharged. It is the workhorse
of the automotive world. It offers energy densities of
W=m � 30Wh=kg and is suited for high currents. It re-
lies on the simultaneous oxidation of lead to form lead
sulfate and the reduction of lead oxide, also to form
lead sulfate. A fully charged battery has a lead cath-
ode, lead oxide as its anode, and a high concentration
of sulfuric acid. A completely discharged battery has
both electrodes consisting of lead sulfate and a very low
concentration of sulfuric acid.

Before the redox reactions can start, sulfuric acid
has to deliver ions according to

2H2SO4 ! 4HC C 2 SO2�
4 (26.135)

Oxidation of lead produces two electrons according to

PbC SO2�
4 ! PbSO4 C 2 e� .oxidation/

(26.136)

thus turning this piece of lead into a cathode. Since one
atom of lead replaces two hydrogen atoms in H2SO4,
each lead atom loses two electrons in this reaction
(Pb ! Pb2C). At the same time, reduction of lead ox-
ide according to

PbO2 C SO2�
4 C 4HC C 2 e�

! PbSO4 C 2H2O .reduction/ (26.137)

needs exactly those two electrons, thus turning the lead
oxide into an anode. Because oxygen has a valence of 2,
the lead oxide gains two electrons (Pb4C ! Pb2C). If
the lead and lead oxide are connected by a wire, elec-
trons will pass through this wire and the current may be
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Fig. 26.89a–c Characteristics of lead–acid batteries:
(a) charge process; (b) discharge time of one cell related to
discharge current; (c) discharge characteristic of a cell at
15 ıC

used. If all substances are given in a concentration of
1mol=L, the log terms in (26.134) vanish, and one gets
a cell voltage [26.21] of

Vcell D CV0.reduction/�V0.oxidation/

D 1:69V� .� 0:36V/ D 2:05V : (26.138)

One may look at the overall reaction

PbCPbO2 C 2 SO2�
4 C 4HC ! 2 PbSO4 C 2H2O

or PbCPbO2 C 2H2SO4 ! 2 PbSO4 C 2H2O

(26.139)

Zinc powder
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Filter paper
Teflon foilNickel grid

Activated carbon
Separator

Cathode

Anode

Air inlet

Fig. 26.90 Sketch of a zinc–air battery as used in hearing
aids

to determine the voltage for different concentrations

V D 2:05V� 0:05916V

2
log10

 
˛2
PbSO4

˛2
H2O

˛Pb˛PbO2˛
2
H2SO4

!
:

(26.140)

When setting the activities of solids and water to one,
the result

V D 2:05V� 0:05916V

2
log10

 
1

˛2
H2SO4

!

D 2:05VC 0:05916V log10
�
˛H2SO4

�
(26.141)

shows that the voltage depends only on the concentration
of the acid. This simple relation offers an easy test of the
state of charge. Therefore, the concentration of sulfuric
acid is a measure of the charge left in a lead–acid bat-
tery. It can be checked by measuring the specific weight
of the liquid: the heavier the liquid, the more charged
the battery. Commercially available lead–acid accumu-
lators are said to have concentrations up to 6mol=L, cor-
responding to a density of roughly 1:34 kg=L.

If the lead–acid accumulator is connected to a gen-
erator, the reactions (26.136) and (26.137) are reversed,
enhancing the concentration of sulfuric acid and the
energy content of the cell. The charging process can
be seen in Fig. 26.89. The electrolyte gas starts to ap-
pear at above 2:4V, and charging should be stopped at
2:65V per cell. During discharging, the minimal volt-
age should not be below the cut-off of 1:8V. The usable
capacity is a function of the discharge current. Fig-
ure 26.89b shows the discharge time as a function of
the current for a single cell, on a logarithmic scale. The
discharge characteristics of a single cell as a function
of the discharge rate with the discharge current as a pa-
rameter are presented in Fig. 26.89c. Lead–acid storage
batteries are sometimes used as storage devices in the
field of electricity supply. Then the battery is used for
load leveling, frequency control, provision of instanta-
neous reserve, or voltage control.

Lead–acid accumulators are rather heavy. A sig-
nificant weight reduction can be achieved by using
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Fig. 26.91 The fuel cell used in the Apollo program
(©2011 Steve Jurvetson, flickr.com)

other metals and oxygen in the air. Figure 26.90 shows
a widely used variety of this type of battery: the zinc–air
battery. It is hoped that, in the near future, lithium–air
batteries with a similar construction will achieve very
high energy densities.

Fuel Cells
In a fuel cell, chemical energy is transformed into elec-
trical energy by means of a steady material input. The
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Fig. 26.92 An alkaline fuel cell; at
the cathode (left), hydroxide ions
and hydrogen combine to water. At
the anode, oxygen and water form
hydroxide ions

zinc–air battery might also be called a fuel cell, rather
than a battery, as its production of electricity stops when
the air inlet (Fig. 26.90) is closed. One of the early
applications, shown in Fig. 26.91, was electricity gen-
eration in the spaceships of the Apollo missions. For an
interesting historical overview, see [26.22]. The overall
reaction is

2H2 CO2 ! 2H2O (26.142)

thus producing clean water as a collateral benefit. The
two parts forming this reaction can be deduced from
Fig. 26.92. They are [26.20]

2OH�.sol/CH2.gas/

! H2O.gas/CH2O.liq/C 2 e� .cathode/

2H2O.liq/CO2.gas/C 4 e�

! 4OH�.sol/ .anode/ (26.143)

So, the electrolyte has to be a solution with a high
concentration of OH� ions. In the Apollo missions,
concentrated potassium hydroxide (KOH) was used at
a pressure of 20�40 bar and a temperature of 200 ıC.
The electrodes were made of porous nickel powder,
providing a large surface for catalytic reactions. The
tension produced by one cell is then

Vcell D V0.reduction/�V0.oxidation/

D 0:4V� .� 0:83V/ D 1:23V : (26.144)

With hydrogen being quite difficult to store, a large
variety of materials and operating conditions have been
tried out during the last decades. An easy-to-read intro-
duction to the more widely used kinds of fuel cells can
be found in [26.23].

http://flickr.com
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