Learning and Analytics in Intelligent Systems 15

S. Jyothi- D. M. Mamatha -
Suresh Chandra Satapathy -

K. Srujan Raju -

Margarita N. Favorskaya Editors

Advances in
Computational and
Bio-Engineering

Proceeding of the International
Conference on Computational and Bio
Engineering, 2019, Volume 1

@ Springer



Learning and Analytics in Intelligent Systems

Volume 15

Series Editors
George A. Tsihrintzis, University of Piraeus, Piraeus, Greece
Maria Virvou, University of Piraeus, Piracus, Greece

Lakhmi C. Jain, Faculty of Engineering and Information Technology,
Centre for Artificial Intelligence, University of Technology, Sydney, NSW,
Australia;

KES International, Shoreham-by-Sea, UK;

Liverpool Hope University, Liverpool, UK



The main aim of the series is to make available a publication of books in hard copy
form and soft copy form on all aspects of learning, analytics and advanced
intelligent systems and related technologies. The mentioned disciplines are strongly
related and complement one another significantly. Thus, the series encourages
cross-fertilization highlighting research and knowledge of common interest. The
series allows a unified/integrated approach to themes and topics in these scientific
disciplines which will result in significant cross-fertilization and research dissem-
ination. To maximize dissemination of research results and knowledge in these
disciplines, the series publishes edited books, monographs, handbooks, textbooks
and conference proceedings.

More information about this series at http://www.springer.com/series/16172


http://www.springer.com/series/16172

S. Jyothi - D. M. Mamatha -

Suresh Chandra Satapathy -

K. Srujan Raju - Margarita N. Favorskaya
Editors

Advances in Computational
and Bio-Engineering

Proceeding of the International Conference
on Computational and Bio Engineering, 2019,
Volume 1

@ Springer



Editors

S. Jyothi D. M. Mamatha

Department of Computer Science Department of BioScience and Sericulture
Sri Padmavati Mahila Visvavidyalayam Sri Padmavati Mahila Visvavidyalayam
(Women’s University) (Women’s University)

Tirupati, Andhra Pradesh, India Tirupati, Andhra Pradesh, India

Suresh Chandra Satapathy K. Srujan Raju

School of Computer Engineering Department of Computer Science

KIIT Deemed to be University CMR Technical Campus

Bhubaneswar, Odisha, India Hyderabad, Telangana, India

Margarita N. Favorskaya

Department of Informatics and Computer
Techniques

Siberian State Aerospace University
Krasnoyarsk, Russia

ISSN 2662-3447 ISSN 2662-3455  (electronic)
Learning and Analytics in Intelligent Systems
ISBN 978-3-030-46938-2 ISBN 978-3-030-46939-9  (eBook)

https://doi.org/10.1007/978-3-030-46939-9

© Springer Nature Switzerland AG 2020

This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part
of the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations,
recitation, broadcasting, reproduction on microfilms or in any other physical way, and transmission
or information storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar
methodology now known or hereafter developed.

The use of general descriptive names, registered names, trademarks, service marks, etc. in this
publication does not imply, even in the absence of a specific statement, that such names are exempt from
the relevant protective laws and regulations and therefore free for general use.

The publisher, the authors and the editors are safe to assume that the advice and information in this
book are believed to be true and accurate at the date of publication. Neither the publisher nor the
authors or the editors give a warranty, expressed or implied, with respect to the material contained
herein or for any errors or omissions that may have been made. The publisher remains neutral with regard
to jurisdictional claims in published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Switzerland AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland


https://doi.org/10.1007/978-3-030-46939-9

Contents

Polycystic Ovarian Follicles Segmentation Using GA . . ... ..........
K. Himabindu, S. Narasimhulu, Ch. LawrenceDhreeraj, and T. Sarath

An Evolutionary Optimization Methodology for Analyzing Breast
Cancer Gene Sequences Using MSAPSO and MSADE . .......... ..
K. Lohitha Lakshmi, P. Bhargavi, and S. Jyothi

Performing Image Compression and Decompression
Using Matrix Substitution Technique. . . ... .................. ...
T. Naga Lakshmi and S. Jyothi

Classification of Cotton Crop Pests Using Big Data
Amalytics . ... ...
R. P. L. Durgabai, P. Bhargavi, and S. Jyothi

Effect of Formulation Variables on Optimization of Gastroretentive

In Situ Rafts of Bosentan Monohydrate HCI by 3* Factorial Design . . .
B. Sarada, G. Srividya, R. V. Suresh Kumar, M. Keerthana,

and M. Vidyavathi

Performance Analysis of Apache Spark MLIib Clustering on Batch
Data Stored in Cassandra . ..................................
K. Anusha and K. UshaRani

A Study on Opinion of B.Sc. Nursing Students on Health Informatics
and EMR as Part of Nursing Education ........................
B. GangaBhavani

A Comprehensive Hybrid Ensemble Method with Feature Selection
Techniques . . . .. ... ..
G. Sujatha and K. Usha Rani

DNA Based Quick Response (QR) Code for Screening of Potential
Parents for Evolving New Silkworm Races of High Productivity . . . . ..
K. Haripriya, D. M. Mamatha, S. Jyothi, and S. Vimala



vi Contents

Identification of Neighbourhood Cities Based on Landuse Bigdata
Using K-Means and K-NN Algorithm ....................... ... 111
S. VinilaKumari, P. Bhargavi, and S. Jyothi

Secure Data Transfer Through Whirlpool—A Miyaguchi-Preneel

Mode . ... ... 127
Prasanna Mala Chelamkuri, E. G. Bhavya Reddy,

and Annapurnaeswari Jonna

Frequent Item-Set Mining Using Lexicographical Sequential Tree
Construction on Map Reduce Framework . . ... ... ... ............ 135
P. Venkateswara Rao, D. Srinivasa Rao, and V. Sucharita

Deep Learning Based Recommender System Using Sentiment Analysis
to Reform Indian Education ................................. 143
Jabeen Sultana, M. Usha Rani, and M. A. H. Farquad

An Analysis of In Vitro Antioxidant and Anti-inflammatory Activities

of Mucuna pruriens (Leaves) and Allium sativum (Bulbs). . ........ .. 151
Bysani Jagannatha Divya, Bukke Suman, Mallepogu Venkataswamy,

Kalla Chandra Mouli, and Kedam Thyaga Raju

A Novel Algorithm for Quality Evaluation Metrics of Fused Live
Video Frames. . .. ... ... ... . . . .. 165
K. Sai Prasad Reddy, K. Nagabhushan Raju, and D. Sailaja

Cyber Crime Investigation and Law ... ........................ 175
N. B. Chandrakala

Real Time Recognization of Rashdriving and Alcohol Detection
to Avoid Accidents and Drunken Driving ... .................. .. 185
S. Swarnalatha, T. Srilakshmi, and K. Thilak Kumar

XGBoost Classifier to Extract Asset Mapping Features . . . . ... ... ... 195
K. Sree Divya, P. Bhargavi, and S. Jyothi

Land Site Image Classification Using Machine Learning
Algorithms . . . ... ... .. ... 209
G. Nagalakshmi, T. Sarath, and S. Jyothi

Decades of Research and Advancements on Fabrication
and Applications of Silk Fibroin Blended Hydrogels ... ............ 219
Sufia Sultana, D. M. Mamatha, and Syed Rahamathulla

Long Non-coding RNA for Plants Using Big Data Analytics—A
Review . . . ... 233
P. Swathi, S. Jyothi, and A. Revathi



Contents vii

In Silico, In Vitro and In Vivo Anti-inflammatory and Analgesic

Activity of Usnic Acid . .................. ... ... ... ... ... ..., 249
D. Sujatha, Ch. Hepsiba Rani, Shaheen Begum, Sunitha Sampathi,

and Saurabh Shah

Herbal Tea Treatment of Oligomennerhea Condition with Hibiscus
Rosa-Sinensis and Carica Papaya ............................. 263
G. Sreesha and D. Sai Prasanna

Distribution and Evidential Incidence of Oral Microflora Among

Dental Caries Infected 3-19 Year Old in Allahabad, India—A

Pilot Study . . . ... . . 275
T. Jesse Joel, S. Sandeep Singh, and P. W. Ramteke

Screening of Genetic Variance Based on CO-I Gene Analysis

of Silkworm (Bombyx mori) Races . . ... ........................ 287
S. Vimala, Sriramadasu Kalpana, EI-Sheikh A. EI-Syed,

and D. M. Mamatha

A Collaborative Filtering Based Ranking Algorithm for Classifying
and Ranking NEWS TOPICS Using Factors of Social Media .. ... ... 299
S. Gayathri Devi, K. R. Manjula, and K. Subhashri

Diversity Among Finger Millet Accessions Based on Genotyping
Potential of SSR, EST-SSR and ISSR Markers . .................. 319
Bheema Lingeswara Reddy Inja Naga and S. Sivaramakrishnan

Social Media—Impact on Sexual and Reproductive Knowledge
of Adolescents in South India. . ... .......................... .. 335
N. Rajani and A. Akhila

Wearable Electronic Gloves in Two-Way Communication to Convert
Signs into Speech . . .. ... ... L 345
S. Swarnalatha, Anusha Manubrolu, and Pooja Dande

A Perspective Overview on Machine Learning Algorithms . ...... . .. 353
S. Nalini Durga and K. Usha Rani

A Methodology for Detecting ASD from Facial Images Efficiently
Using Artificial Neural Networks . . .. .......................... 365
T. Lakshmi Praveena and N. V. Muthu Lakshmi

Service Composition in Mobile Ad Hoc Networks (MANET’s)
with the Help of Optimal QoS Constraints. . . .. .................. 375
G. Manoranjan, M. V. Rathnamma, V. Venkata Ramana, and G. R. Anil

Inferential Procedures for Testing Assumptions on Observations

for Applications of Biometric Techniques ....................... 391
M. Naresh, B. Sarojamma, P. Srivyshnavi, G. Madhusudan,

P. Vishnupriya, and P. Balasiddamuni



viii Contents

Smart Crop Suggester . ... ........ ... ... ... 401
N. Usha Rani and G. Gowthami

The Role of Long Non-Coding RNA (IncRNA) in Health Care
Using Big Data Analytics . . . .......... .. ... . ... ... ......... 415
A. Revathi, S. Jyothi, and P. Swathi

A Framework for Modeling and Analysing Big Biological
Sequences . . . .. ... 429
Sai Jyothi Bolla and S. Jyothi

Specification and Estimation of a Biometric Model by Using Logistic
Regression for Measuring Child Mortality . . . .. .................. 439
P. Vishnu Priya, B. Sarojamma, G. Madhusudan, P. Srivyshnavi,

M. Naresh, and P. Balasiddamuni

A Case Study Report: Ruptured Scar Ectopic Pregnancy . .......... 447
Abhilaasha Macherla and R. V. Raviteja

Some Modified Biometrical Diversity and Evenness Indices. ... ... ... 451
G. Madhusudan, P. Srivyshnavi, B. Sarojamma, M. Naresh,
R. Abbaiah, and P. Balasiddamuni

Data Analysis on Biopsies of Breast Cancer Tumors Data
Using Data Science. . . .. ... ... . . ... . 461
K. Hemalatha, K. Hema, and V. Deepika

A Comparison of Multi Support Vector Machine Performance
with Popular Decomposition Strategies on Alzheimer’s Data . ... ... .. 469
R. M. Mallika, K. Usha Rani, and K. Hemalatha

Synthesis, Evaluation and in Silico Studies of 4-N, N-Dimethylamino
and 4-Carboxy Chalcones as Promising Antinociceptive Agents . ... .. 481
Shaheen Begum, S. K. Arifa Begum, A. Mallika, and K. Bharathi

In Silico Analysis for Detection of Glucose Transport-2 Inhibitors

from Seagrass. . .. ... ... .. ... 491
Mathakala Vani, Narem Ritesh Siddhartha Reddy,

and Palempalli Uma Maheswari Devi

Automated Diagnosis of Shoulder Pain Using Regression
Algorithms . . . ... ... .. ... 499
B. Triveni, P. Bhargavi, and S. Jyothi

Diagnosis of Urological Diseases Using Deep ROI . . ... ... ....... .. 515
R. Venkata Raviteja, M. Abhilaasha, and B. Prakasha Rao



Contents

Pharmacokinetic and Pharmacodynamic Studies on Celecoxib Loaded
Nanosponges Gel for Topical Delivery . . ... .....................
Y. Sarah Sujitha and Y. Indira Muzib

Smart Bed Companion. . . .................... . ... ... .......
G. V. V. S. Naveen, M. Shivani, Jalla Hasmitha, and D. Ajitha

Onion Husk Powder as a Adsorbent for Removal of Methylene Blue
and Malachite Green from Aqueous Solutions . . . . .............. ..
R. Usha, Ch. Indhravathi, D. Hymavathi, and M. Vijayalakshmi

Bioalgalization—A Novel Approach for Soil Amendment
to Improve Fertility . . ........ ... ... ... ... .. ... .. . ... .. ...
Layam Anitha, Gannavarapu Sai Bramari, and Pilla Kalpana

GC-MS Analysis and Computational Studies of Roots
of Anthocephalus Cadamba .. ................................
Kaveripakam Sai Sruthi and Adikay Sreedevi

Comparative Omics Based Approach to Identify Putative
Immunogenic Proteins of Trichomonas Foetus . . .. ................
Geethanjali Karli, Rathnagiri Polava, and Kalarani Varada

SVM Based Approach to Text Description from Video Sceneries . . . . .
Ramesh M. Kagalkar, Prasad Khot, Rudraneel Bhaumik, Sanket Potdar,
and Danish Maruf

Social Networking a Peril to Youth and Cultural Nuances—Needs
Legal Fortification . ... ....... ... ... ... ... . ... ... .........
G. Indirapriyadarsini and P. Neeraja

A Statistical Study on Analysing Repeated Measures of Data

of Hyperlipidemia Cases ................. ... ...... ... .......
M. Siva Parvathi, K. Blessy Deborah, R. Vishnu Vardhan, T. Sukeerthi,
and K. Sukanya

Integrated Geospatial Technologies in e-Governance: An Indian
Scenario . . ... ...
Pondari Satyanarayana, S. Jyothi, and Dandabathula Giribabu

Molecular Properties Prediction of N-((benzo[1,3]dioxol-5-yl)
methylene)-2-cyano-3-Substituted Phenylacrylohydrazides . . ... ... ...
K. Saritha and G. Rajitha

Chitosan as a Heavy Metal Adsorbent in Waste Water
Treatment . ... ... .. .. .. ... ...
M. Saraswathi and R. J. Madhuri



X Contents

Perceptions of Adolescents on Hazards of Using Electronic
Gadgets . . ... ... 655
D. Jyothi and E. Manjuvani

Genomics in Big Data Bioinformatics. . . .. ............. ... ... .. 661
Tahmeena Fatima and S. Jyothi



Polycystic Ovarian Follicles )
Segmentation Using GA ek

K. Himabindu, S. Narasimhulu, Ch. LawrenceDhreeraj, and T. Sarath

Abstract Up to 5-15% of the women affects the reproductive system this abnor-
mality syndrome called Polycystic Ovarian Syndrome (PCOS). Polycystic ovary
syndrome (PCOS) has been a gynecological endocrine syndrome that proffers the
consequence in health issues of menstrual dysfunctions, androgynism and also infer-
tility. Usually it occurs in reproductive aging women. PCOS directs to unsuitable
follicle development of the ovaries that are seized at a former stage. Periodic mea-
surements of the dimension and description of follicles over several days are the
crucial means of enquiry by physicians. In this paper, a new algorithm for automatic
detection of follicles in ultrasound image for ovaries is suggested. The proposed
algorithm uses various edge based methods are using for Ovaries follicles segmen-
tation that is GA with Sobel and GA with Canny. Hence, we compare the variety of
these techniques and demands assures the GA with Canny operator provides a better
performance on ovarian follicle.

Keywords Ovarian follicle segmentation - Genetic Algorithm - Edge based
methods * Polycystic ovary syndrome
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1 Introduction

Polycystic ovary syndrome (PCOS) could be an intricate state characterized by ele-
vated hormone levels, discharge irregularities, and/or tiny cysts on one or each vary
[1]. Generally, up to 5-14% women at the age of 18-44 years are suffering from Ovar-
ian Syndrome, it makes most common endocrine irregularity among reproductive age
[2]. Hence women need to consult health care professionals to resolve problems with
fat, acne, amenorrhea, extreme hair growth, and infertility usually receive a verdict
of PCOS. Most of the women with PCOS are suffers with endovascular cancer, car-
diovascular disease, dyslipidemia, and type-2 diabetes [3]. The ovarian follicles are
having structured with filled spherical fluid. Polycystic ovarian syndrome ultrasound
image shown in Fig. 1.

During the follicular phase, a tiny low cohort of follicles begins to develop. A
whole perceptive of ovarian follicle dynamics is vital within the field of biotechnology
and human reproduction. For ladies endure assist generative medical aid, the ovarian
ultrasound imaging has turn into a valuable tool in infertility management. Periodic
dimensions of the follicles size over many days the first suggests of analysis by the
physician [4]. Polycystic Ovarian (PCO) ultrasound image is analyzed by the quantity
of follicles, follicle size identification, that distribution, and evaluate the number
of follicles ratio to ovarian volume. Detection of PCO, pelvic ultrasound image is
important and gives accurate result. Most of the cases the analysis of ultrasound
images are physically. So far there is so much of variance occurs among different
gynecologists/radiologists. Hence, in this paper to detect the PCO stage segment the
pelvic ultrasound imagery and to detect the edges in a PCOS image is an exigent
task and to use a variety of edge detection algorithms on PCOS ultrasound imagery.
Then it provides comparison description of edge detection on segmentation.

Fig. 1 Polycystic ovary syndrome
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2 Image Segmentation

Image segmentation is the method of segment a digital image into various segments
[5]. To modify and/or remodel the image into meaningful for easy analysis, this is
the main objective of segmentation. The segmentation have various techniques. It is
sub divided the image into several parts, the aim of image segmentation that can be
customized and analyzing easily [6]. Image segmentation is specially used to trace the
object and boundaries. Each of the pixels in a region is related to some uniqueness
or compute accurately. Currently we have a tendency to discuss concerning the
conception of edge detection. Edge detection may be extremely developed within
the image process. Region boundaries and edge are one among the techniques that
are closely connected with edge detection via segmentation. The edges consist of
many mathematical strategies to focus at coordinates in digital image segmentation
and additionally image brightness with change accuracy are more professionally
as discontinuous via various strategies of edge detection. It principally targeted on
feature detection and feature extraction [7].

2.1 Edge Detection with Sobel Operator

The method of Sobel edge detection for image segmentation finds edges via the
Sobel estimate to the derived. It precedes the edges at those points where the grade is
maximum. The Sobel methods perform a 2-D spatial gradient compute on a picture
so highlights region of high spatial frequency that communicate to edges. Generally,
it’s habituated notice and calculable absolute gradient magnitude at every purpose in
n input gray scale image [8]. This methodology relies on convolving the image. The
Sobel image has tiny, distinguishable and numeral valued filter, arise the horizontal
and vertical track. Its low expansive within the term of computation. As per the Sobel
operator PCOS ultrasound image shown in Fig. 2.

Fig. 2 Follicles segmentation with Sobel operator
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Fig. 3 Follicles segmentation with Canny operator

2.2 Edge Detection with Canny Operator

To find edges by separating noise from the image is completed by Canny edge
detection that may be an important technique. Canny edge detection is a technique to
extract helpful structural in sequence from dissimilar vision objects and significantly
decrease the amount of information to be processed. Canny methodology is superior
methods without worrying the options of the edges within the image later on it applies
the tendency to find the edges and also the serious worth for threshold. Hence, an
edge detection justifies to think about these necessities are often enforced in a very
broad sort of the positions [9, 10] (Fig. 3).

2.3 Genetic Algorithm for Edge Detection

The follicle edges are formed based different edge detection operators are used for
identifying the follicle size of PCOS ultrasound images. For improving the edges
of ovaries this paper Sobel, Canny, Sobel with Genetic Algorithm and Canny with
Genetic Algorithm edge detection operators are applied on ultrasound images for
identifying the ovary size [11-14]. Generally, Genetic Algorithm (GA) is used
for reducing the Mean Square Error (MSE). The GA algorithm follows under
considerable steps [15].

Algorithm:

Step 1 First select the edge detected input image of PCOS ultrasound image.

Step 2 For 3 * 3 operator mask applying Genetic Algorithm.

Step 3 Then Perform above masking operators edge detection on the selected image.

Step 4 Finally compare the result obtained image with ideal expected output image
using on GA fitness function and update the mask.
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Step 5 Repeat Step 3 until optimization gets stopping criteria. Step 6: finally, the
result is shown.

3 Result and Discussions

The combination of Sobel with GA optimized operator and Canny with GA optimized
operator applied on PCS ultrasound image for getting better edge detection shown
in Table 1 (Figs. 4 and 5).

According to Table 2, GA optimization operator was applied on ultrasound PCOS
image. And the table describes comparison of output before applying GA optimiza-
tion and output after applying GA optimization. Here two performance parameters
are used that is PSNR (Peak Signal to Noise Ratio), MSE (Mean Square Error).
Higher PSNR is always provides the better image quality. Hence, in this work GA
with Canny operator provides the better edge image comparing to GA with Sobel
operator.

Table 1 GA optimized operator with Sobel and Canny operators output for PCOS

Generation f-count Best f(x) Max. constraint Stall generations
1 10,400 0.599056 0.01535 0
2 20,600 0.592432 0.03143 0
3 30,800 0.58887 0.0009729 0
4 41,000 0.585385 0.04252 0
5 51,200 0.592975 0.002514 0
6 61,400 0.592975 0.002514 1
7 71,600 0.592786 0.592786 1
8 81,800 0.591543 0.0004562 0

Fig. 4 Sobel with Genetic Algorithm
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Fig. 5 Canny with Genetic Algorithm

Table 2 MSE and PSNR output value before and After GA optimization for PCOS image using
Sobel and Canny operator

Calculated value Output before GA optimization Output after GA optimization

for PCOS image for PCOS image

Sobel Canny Sobel Canny
MSE 0.6062 0.6069 0.5915 0.5929
PSNR 5.0061 5.0073 5.2502 5.2512

MAXP;
PSNR = 10 - log;y[ ——— (1)
MSE,

where MAX PI represents maximum pixel value in the image.

4 Conclusion

In this paper, for ovarian follicle segmentation we have applied different techniques
such as Canny, Sobel, GA with Sobel and GA with Canny edge detection operators
on PCOS ultrasound images. In this approach GA optimization was done before and
after. Finally, after GA with Canny optimization operator provides the accurate result
for PCOS image follicle segmentation.
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An Evolutionary Optimization m
Methodology for Analyzing Breast i
Cancer Gene Sequences Using MSAPSO

and MSADE

K. Lohitha Lakshmi, P. Bhargavi, and S. Jyothi

Abstract An evolutionary methodology using multiple sequence alignment tech-
nique with optimal search algorithms particle swarm optimization and differential
evaluation is proposed in this paper. Proposed methodology algorithms are termed
as Multiple Sequence Alignment and Particle Swarm Optimization (MSAPSO) and
Multiple Sequence Alignment and Differential Evaluation (MSADE). These tech-
niques are developed to categorize gene sequences based on optimal result produced
for each generation. These evolutionary techniques encompasses of two phases in
designing. In first phase MSA is pragmatic on pair wise sequences to generate aligned
sequence as output. The sequence generated as output in the first level will be given as
input to second phase. In the second segment optimal search algorithms PSO or DE
are applied on sequences which generate optimal value and generation best value for
each generation. These values are considered for further categorization. This paper
presents analysis of MSAPSO and MSADE on gene sequences.

Keywords Multiple sequence alignment (MSA) - Particle swarm optimization
(PSO) - Differential evaluation (DE) - Breast cancer sequence categorization

1 Introduction

There has remained a developing increment in the frequency of breast cancer mostly
in women leads to cause female death [1, 2]. Despite huge advancement in progress
of breast cancer, the scan for cause of incidence of disease and experiments on heal-
ing treatment is being conducted rapidly [3]. Heredity is also one cause for spread
of this disease and genome-wide Association Studies (GWAS) have recognized that
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more than 180 normal hereditary variations related with breast cancer growth [4].
Only before it is assumed that only 5-10% of breast malignancy is caused due to
heredity and is caused by transmissible mutations in considered suspected genes like
BRCA1 and BRCA2 [5]. As gene sequencing technologies progress, as number of
clinical trials have been lead on BRCA1 and BRCA2 genes it is considered that
inherited mutations in these genes can cause breast cancer in 50% of patients. Some
more genes have been revealed which become most important susceptible in cause
of breast cancer in 20-30% patients such as BRIP1, PALB2, TP53, PTEN, STK11,
CDHI etc. [6]. Next generation sequencing proposals an innovative destination for
the analysis of gene sequences which plays a vital role in risk assessment of genetic
diseases. Before this evolution risk is predicted only by family history rather than
genetic information by using standard models [7]. Bioinformatics can be well-defined
as the solicitation of software computing techniques in the field of biological appli-
cations mainly in genomic related information which comprises of vast, inaccurate,
incomplete, and ambiguous real time data. Soft computing is progressively opening
up several techniques to produce possible and accurate optimal solutions in genetic
research [8]. The aim of SC is to provide abilities for handling real life vague and
incomplete data and have close similarity with human alike decision-making which
is essential for genetic data analysis. Among SC constituents evolutionary algorithms
play major role in genetic related experiments [9].

In this paper from evolutionary algorithms of SE mainly particle swarm opti-
mization and differential evaluation techniques are applied with the combination of
Multiple Sequence Alignment (MSA) on genetic data. MSA is used in detecting
structural and also functional similarities of two or more sequences in order to reli-
ably detect evolutionary associated sequences by discovering comparable positions
among set of sequences [10]. These paired sequences are given as input to population
centered stochastic search techniques PSO and DE which can be applied on genetic
related experiments to get optimal solution. In my present work, these strategies are
proposed to get optimal solution by applying on hereditary genetic diseases by apply-
ing medical data sequences interrelated to a particular disease identical breast cancer,
leukemia, color blindness, diabetes etc. These evolutionary algorithms are applied on
each trail population and change the population randomly and include selection pro-
cesses to assess which solution is more adaptable to forthcoming generation scientific
experiments [11].

2 Soft Computing Techniques for Gene Sequence Analysis

The main components of SC are Fuzzy Logic (FL), Evolutionary Algorithms (EA),
Artificial Neural Networks (ANN), and Probabilistic Reasoning (PR). Among them
evolutionary algorithms are more efficient to be applied on bioinformatics related
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applications to get global optimization. SC computational approach has close resem-
blance to human mind to deal with unclear and indefinite data. Gene sequence anal-
ysis is used to identify similarities and transformations of different characteristics
between organisms in a same species [12].

2.1 Particle Swarm Optimization (PSO)

PSO is an evolutionary optimization method presented in soft computing techniques.
PSO is a population centered optimization procedure which finds similarity between
populations belongs to a same species by which every move and position of the
molecule leads to a solution to the problem. This phenomenon is applied on flocking
birds. Every bird in the flock is measured as a molecule and its speed and position
is considered respective to its past conduct (light of other bird) and of its own [13].
In instance of flocking birds this strategy works to find best hunt regions and in
case of gene sequence analysis this works to find structural similarity between gene
sequences belonging to a particular disease to analyses behavior of an individual char-
acteristic’s. Due to the capability of finding structural similarity PSO is producing
optimal results in hereditary (genetic) diseases in factual time genetic experiments
[14]. PSO is a population based iterative algorithm. For individual iteration, compu-
tation will be performed on individual population based on fitness function and best
fittest individual will be nominated as a parent to that generation [15] simple PSO
algorithm can solve only single objective optimization problems. To resolve multi
objective optimization complications some extension to PSO is needed to find best
solution [16].

2.2 Differential Evolution (DE)

DE is a procedure which creates vector differences by using an iterative mutation
technique to produce new candidate solution for each generation. In most realistic
experiments related to genetics, bioinformatics, and computational biological exper-
iments attaining global optimization results are playing a vital role. A population
matrix with optimized values will become the output of implementation of DE algo-
rithm. Best individuals are selected as solution from this population with best optimal
values. But in real time applications simple DA implementation is not sufficient due
to its large number of functional assessments and unusual runtime complexity some-
times ranges from times to days [17]. In my earlier work I have implemented DE
algorithm on different groups of gene sequences and considered Generation Best
[GB] value for individual generation to compare computational accuracy to dis-
criminate between various categories of sequences to categories breast cancer and
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non-breast cancer sequences [18]. To enhance computational accuracy some exten-
sion is needed for simple DE implementation in real time applications on problem
vector.

3 MSA for Gene Sequence Analysis

The main purpose of Multiple Sequence Alignment (MSA) is to align two or
more than two sequences to find functional and structural similarities between gene
sequences to predict the possibility of hereditary features, properties, or hereditary
diseases to next generation or child generation. It is strongly suggested that more
the sequence similarity there is greater chance of having similar structure which
leads to have similarity functionality. MSA is a method comprises of sequential set
of algorithms implemented on evolutionary sequences. MSA is a tool developed
to address very complex biological computational problems like sequence analy-
sis [19]. Next generation sequencing meant to deal with large volume of raw data
sequences. In order to advance performance analysis of large scale data sets it is
essential to combine MSA algorithm techniques with soft computing techniques to
improve the speed, precision, and reliability in producing near optimal global solu-
tion. In this present work while implementing multiple sequence alignment mainly
focused on algorithms like CLUSTALW (Cluster Analysis of Pairwise Alignment)
and PRRN. Among many tools CLUSTALW and PRRN is more acceptable tool
for present implementation. CLUSTALW is unique of the MSA algorithms which
can combine global pairwise alignment in addition progressive method [20]. PRRN
produces optimal MSA alignment score by using hill-climbing algorithm.

4 Proposed Evolutionary Methodology

Previous work presented experimental resultant values applied on cancer and cancer
suppressor (non-cancer) gene data sequences with particle swarm optimization and
differential Evaluation. In previous observed PSO algorithm implementation values
on cancer and cancer suppressor sequences, The values are ranges approximately
between 9000 and 15,000 for 95% of cancer sequences and the values ranges from
25,000 to 61,000 for 95% of cancer suppressor gene sequences. When final values
are observed after implementation of PSO algorithm it is concluded that resultant
optimal values generated after implementing PSO algorithm on breast cancer dis-
eased input sequences are less than the breast cancer suppressor (normal) gene data
input sequences [13]. Earlier this method paved a way to distinguish concerning
cancer and non-cancer sequences based on generated optimal values. Subsequently
based on PSO implementation I have proposed another methodology by Differential
Evaluation algorithm on breast cancer besides normal breast gene data sequences.
In this implementation different categories of sequences are distinguished based on
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P Aligned Optimized
MSA sequencesy | Vvalue
PSO Best
Comparative|  solution -
Analysis O\;)tllmal
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Best
MSA ) DE methodology
1P Aligned Best value
sequences

Fig. 1 Architecture of proposed hybrid methodology

the DE algorithm implementation generated optimal values vice versa. When results
are detected with both executions of PSO and DE algorithms individually on gene
sequences optimal result values obtained with DE implementation is more accurate
when compared to PSO implementation.

4.1 Implementation of Evolutionary Methodologies
MSAPSO and MSADE

To advance the accuracy percentage of experimental values and to validate a certain
category of classification, combination of some advanced methods should be added
to existing algorithms [21]. Successive combination of different techniques leads
to an evolutionary methodology to advance performance accurateness [22]. In the
proposed evolutionary hybrid methodology Multiple Sequence Alignment (MSA)
remains combined with both PSO and DE, which leads to propose evolutionary
methodologies MSAPSO and MSADE to perform relative analysis of breast cancer
and normal breast gene sequences to advance efficiency and worth solution with
improved calculation accuracy to discriminate different sorts of sequences (Fig. 1).

4.2 Algorithm for MSAPSO

1. Read mRNA or DNA structures from NCBI site.

2. Start the MSA process with the prerequisite gene input sequences.

3. Align first sequence with second sequence which belongs to same category
of sequences (i.e. genetic data sequences of particular disease and healthy
sequences).

4. Distance matrix will be created of same category for every pair of sequences.

5. Optimal value will be produced based on alignment score by using Hill climbing
algorithm built on the methodology (CLUSTALW or PRRN).
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[f(X) =e— (x* +¥%)] ()

f(X) is a target function, where (X, y) is a vector with constant or discrete values.
f(X) accepts any change and iteration endures until no change found in generated or
final vector. X is assumed to be local optimal a surface with only one maximum and
this will be converged to global maxima.

6. Sequence generated relevant to optimal score will be measured as resultant
sequence and this generated sequence will be passed as input to PSO algorithm.

7. Start PSO function by Replacing N, A, C, G, and T values by 0, 1, 2, 3, and 4
values.

8. Initialize parameters starting location. Velocity of the element and individual
best position to zero and individual best error value and individual error value
with —1.

9. Set the input bounds to some values which specify the beginning position of
the particle movement and closing position of the particle movement.

10. Invoke PSO function by initializing best error value for group to —1 and best
position for the group to zero.

11. Establish swarm and begin optimization loop through particles in swarm. Eval-
uate the fitness value using required user defined mathematical equation based
cost function.

12.  Check the current position (xi) of the particle to determine best or not. There are
three unique forces working on each particle. They are particles initial velocity
(vi), position at time step t and distance from the individual particle that is
cognitive force and separation from the swarm’s best known position called
social force [21].

[xi(t 4+ 1) = xi(t) + vi(t + 1)] 2)
13. Update particle position and velocities for each particle through swarm.

Vi, j(t+ 1) = Vi, j(t) + clrl.jt)[vi, j(t)—xi, j(t)]
+ 2r2jOLy’L 1) — i, j(©)] 3)

rl.j (t), 12.j (t) ~ U (0, 1) are uniform random numbers in the range [0, 1]
y 1, j(t)—position vector of neighbor’s best particle

14. Steps from 6 to 8 are rehashed until the best position (globally) is produced. The
produced last ideal value determines the succession best solution (universally)
for current issue.

15. This process is rehashed for a population of Gene Sequences.

16. The optimized value of gene sequences is used for future analysis of disease
(breast cancer).
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4.3 Algorithm for MSADE

10.

11.

12.

13.

14.

15.
16.

Initialize the population. Read mRNA shotgun sequences of both breast cancer
disease and breast cancer suppressor gene sequences from NCBI site.

Start Multiple Sequence Alignment with required category of gene (DNA or
RNA) input sequences.

Align pairwise sequence which belongs to same category of diseased or healthy
sequences.

Create Distance matrix for each pair of sequences.

Optimal value will be generated based on alignment score.

Sequence generated relevant to optimal score will be considered as donor
sequence and is used as input for DE.

Convert character formatted sequence to numeric format by substituting N, A,
C, G, T values with 0, 1, 2, 3, 4.

Start mutation with three indiscriminate (random) vectors x 1, x2, x3 with
indexed locations excluding current vector.

Find the difference xdiff = x3 — x2 and create a new vector.

Multiply difference vector with mutation factor and add to x 1 vector then it
generates current generation resultant vector.

[v=x1+F(x2 —x3)] 4

v—donor vector, x 1, x2, x3 are three individuals from current generation,
F—Mutation Factor, subtract individuals of current generation x2 and x3 and
multiply with F and add to x 1 which results to form v.

Crossover is performed as part of recombination step on (resultant) donor vector
which creates other third vector.

Apply the cost function on trial vector and target vector as part of Greedy
selection step.

If trail vector score is fewer than target vector score then consider current trail
vector as donor vector for next generation. If trail vector score is greater than
target vector appends target vector score to generation vector score.

Find the generation average and generation best values and best solution vector
for current generation for individual cycle.

Repeat steps 3-9 to get the optimal value for every one generation respectively.
Display the result and consider it for further categorization of gene sequences.

4.4 Flow Chart for MSAPSO

See Fig. 2.
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Replace N, A, C. G, and T values with
0, 1, 2, 3, and 4 values subsequently
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v

_4 Resulted Optimal Value for each sequence |

| Categories Sequences based on resultant values |

Fig. 2 Flow chart for multiple sequence alignment with particle swarm optimization
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4.5 Flow Chart for MSADE

See Fig. 3 and Tables 1, 2.

5 Result Analysis

To perform any experiments on sequence databases reliable information sources
are very important. Sequences are collected from different international sequence
database sources. Those are Genbank at NCBI (USA), European Molecular Biology
Laboratory (EMBL) at European Bioinformatics institute (EBI), and DNA Database
of Japan (DDBJ) at National Institute of Genetics. These international databank
sources maintain data conversant and maintain data under common protocol with
same accession numbers in all databases. Computer and biological scientists can
simply access public database as GenBank [6RA]. Data elements can be grouped
based on diverse categories like as patient disease identifiers, patient selection based
on disease criteria, treatment methods, and diagnosis of disease and conditions and
end results [6RA2]. In the present work varied categories of sequence data base
is collected based on patient disease such as cancer sequences, cancer suppressor
gene sequences. The results are presented individually for diverse classifications of
sequences after implementing hybrid algorithms i.e. MSA-PSO and MSA-DE. When
the MSA-PSO implementation results are observed in classification of cancer aligned
sequences these values are high compared to remaining cancer suppressor sequences.
The similarity is also repeated on trial sequences of MSA-DE hybrid approach also.
Compared to MSAPSO the results generated after MSADE is exhibiting more dis-
tinction when implemented on different classifications of sequences i.e. breast cancer
sequences and breast cancer suppressor sequences.

5.1 Representation of Resultant Values in a Table Using
Hybridized Algorithm MSAPSO

Figure 4 represents Optimal results of 10 sample MSA sequences after implementing
MSAPSO on cancer gene sequences And graphical representation of related values.
MSA aligned cancer sequences and optimal results generated after implementing
MSAPSO hybrid algorithm on aligned sample sequences and related line chart is
presented. The observed results are ranges in between maximum 1400 to minimum
900 approximately in case of cancer aligned sequences.

Figure 5 represents optimal results of 10 sample MSA sequences after imple-
menting MSAPSO on cancer and cancer suppressor gene sequences

MSAPSO result of 10 sample aligned sequences and related line chart is pre-
sented. The observed MSAPSO results are ranges in between max. 750 and min. 130
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Fig. 3 Flow chart for multiple sequence alignment with differential evolution
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Table 1 Breast cancer S No. Accession No’s

sequences
SEQ 1 KP255416.1 - TWH93401
SEQ 2 KP255415.1 - FP6401
SEQ 3 KP255414.1 - TWH37401
SEQ 4 KP255413.1 - TWH87101
SEQ 5 KP255412.1 - QMH17501
SEQ 6 KP255411.1 - TWH2001
SEQ7 KP255410.1 - FP9401
SEQ 8 KP255409.1 - TWH69301
SEQ9 KP255408.1 - HKSH5701
SEQ 10 KP255407.1 - FP3701
SEQ 11 KP255406.1 - HKSH12501
SEQ 12 KP255405.1 - FP4101
SEQ 13 AY150865.1
SEQ 14 AY093491.1 - IRCHF4B
SEQ 15 AF507077.1 - IRCHS6A
SEQ 16 AF507078.1 - IRCHS6B
SEQ 17 AY093486.1 - IRCHS7A
SEQ 18 AY093487.1 - IRCHS7B
SEQ 19 AY093488.1 - IRCHS16A
SEQ 20 AY144588.1

approximately in example of cancer suppressor aligned sequences. Figure 6 repre-
sents optimal results of 10 sample MSA sequences after implementing MSAPSO on
cancer suppressor gene sequences

MSA aligned cancer and non-cancer sequences and optimal results generated
after implementing MSAPSO hybrid algorithm on aligned sample sequences and
related line chart is presented. The observed results are ranges in between maximum
600 and minimum 85 approximately in case of cancer and cancer suppressor aligned
sequences.

5.2 Representation of Resultant Values in a Table Using
Hybridized Algorithm MSADE

Figure 7 represents MSA aligned cancer gene sequences. Implementation results of
MSADE on 10 samples aligned sequences and related line chart is presented. The
observed MSADE results are ranges in between maximum 14.00 to minimum 9.84 in
case of cancer aligned sequences. Different categories of cancer sequence numbers
are represented on X-axis and range of optimal values are represented on Y-axis.
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Table 2 Breast cancer S No. Accession No
suppressor
SEQ 1 AF209138.1
SEQ 2 AF066082.1
SEQ 3 AB700556.1
SEQ 4 AF209128
SEQ 5 AF209130.1
SEQ 6 AF209131.1
SEQ 7 AF209133.1
SEQ 8 AF209134.1
SEQ9 AF209135.1
SEQ 10 AF209136.1
SEQ 11 AB699689.2
SEQ 12 AF209139.1
SEQ 13 AB699004.1
SEQ 14 AF209143.1
SEQ 15 AB118156.1
SEQ 16 AF209132.1
SEQ 17 AF209137.1
SEQ 18 AF209140.1
SEQ 19 EF178470.1
SEQ 20 AF209141.1
SNO [MSs ALIGNED CANCER [ NSAPSO MSAPSO Result Analysis
1 KP255416.1 &AF507077.1 1368 2
2 KP255415.1&KP255412.1 985 = 2500
3 KP255414.1&KP255408.1 1766 2 2000
4 KP255411.1&KP255407.1 1976 E 1500 /\/\/\__\
5 KP255410.1&KP255409.1 1847 2. 1000
6 KP255407.1&KP255406.1 1992 95 500
7 AY093486.1& AY093488 1572 8 0
3 AF507078.18&AY093487.1 1469 £ 1 2 3 4 5 6 7 8 9 10
9 AY093486.18&AY093487.1 1146 ~ MSA OF Cancer RNA Sequences
10 AY093488.1&AY 144588.1 1103

Fig.4 MSA aligned cancer sequences with its MSAPSO result and its related result analysis graph

Optimal results of 10 sample MSA sequences after implementing MSADE
hybridized algorithm on cancer gene sequences are represented in Fig. 7. Figure 8
represents optimal results of 10 sample MSA sequences after implementing MSADE

on cancer and cancer Suppressor gene sequences.

Implementation results of MSADE on 10 sample aligned sequences and related
line chart is presented. The observed results after implementing MSADE are ranges in
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SNO | MSA ALIGNED CANCER | MSAPSO
AND CANCER RESULT
SUPRESSOR SEQ’S

1 KP255416.1&AF209135 138

2 KP255415.1&AF209135 766

3 KP255414.1&AF209138.1 236

4 KP255413.1&AF066082.1 142

5 KP255412.1&AB700556.1 260

6 KP255411.1&AF209128.1 439

7 KP255410.1&AF209130.1 154

8 KP255409.1&AF209131.1 560

9 KP255408.1&AF209133.1 774

10 KP255407.1&AF209134.1 550

Range of optimal values

1000

500

1

MSAPSO Result Analysis

2 3 4 5 6 7 8 9 10

MSA of can & non cancer Sequences

Fig. 5 MSA aligned cancer diseased and suppressor sequences with its MSAPSO result analysis

graph

SNO | MSA ALIGNED CANCER| MSAPSO
SUPRESSOR SEQUENCES RESULT

1 AF209138.1&AF066082.1 162

2 AB700556.1&AF209128.1 122

3 AF209130.1&AF209131.1 435

4 AF209136.1&AF209139.1 144

5 AB699689.2&AB699004.1 | 600

6 AF209140.1&EF178470.1 85

7 AF209132.1&AF209137.1 158

8 ABI18156.1&AF209137.1 | 90

9 F209134.1 &AF209140.1 206

10 AF209130.1&AF209140.1 236

Range of optimal values

Fig. 6 MSA aligned cancer suppressor gene sequences

DE impl tation for CANCER sequen

No | DE_MSA on cancer seq's

optimal value

AF507075.1,AY093484.1

12.42

AF507076.1,AF507077.1

11.17

S

1

2

3 AY093486.1,AY093487.1 9.84
4 AY093492.1,AY093493.1 13.99
5 KP255415.1,KP255412.1 11.54
6 KP255414.1,KP255408.1 10.21
7 KP255413.1,KP255410.1 11.61
8 KP255411.1,KP255407.1 11.85
9 KP255407.1,KP255406.1 13.56
10 AF507078.1,AY093487.1 12.86

Range of optimal values

MSAPSO Result Analysis

12 3 45 6 7 8 910

MSA of cancer suppressor sequences

with its MSAPSO result analysis graph

MSADE Result Analysis

1.2 3 4 5 6 7 8 910
Cancer sequences

Fig. 7 MSA aligned cancer sequences with its MSADE result analysis graph

between 4.95 and 0.33 in incident of cancer and cancer suppressor aligned sequences.
Figure 9 denotes Optimal results of 10 sample MSA sequences after implementing
MSADE on cancer suppressor gene sequences.

Implementation results of MSADE on 10 sample aligned cancer suppressor gene
sequences and related bar graph is presented. The observed optimal results after
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DE impl tationfor CAN-NONCAN ssequence
Sno | MSA DEon CAN NONCAN seq's | Optimal value MSADE Result Analysis
| KP255416.1,AB699689.2 033 ] .
2 KP255415.1,AB699689.2 0.44 g
3 KP255414.1,AF066082.1 3.16 E
4 KP255413.1 EF178470.1 113 =
5 KP255412.1,AF209128.1 255 S,
6 KP255411.1,AF209137.1 1.99 ;D
7 KP255410.1,AF209139.1 1.01 g 0
8 KP255409.1,AF209140.1 495 = 1 2 3 4 5 6 7 8 9 10
9 KP255408.1,AB118156.1 457 Cancer-Non cancer sequences
10 KP255407.1,AB700556.1 4.16

Fig. 8 MSA aligned cancer-non cancer sequences with its MSADE result analysis graph

DE impl ion for cancer suppressor gene sequ
Sno | DE MSA on cancer suppressor seq's 31;}:1[231 MSADE Result Analysis
1 AF209138.1,AF066082.1 0.0001 g 25
2 AB700556.1,AF209128.1 0.0004 —2 2
3 AF209140.1,AB118156.1 3.09 _: 15
4 AF209130.1,AF209140.1 0.96 E
5 AF209134.1,AF209140.1 0.23 §' 1
6 AF209136.1,AF209139.1 0.06 :5) 0.5
7 AB699689.2,AB699004.1 2.09 2 0
8 AB118156.1,AF209137.1 0.002 é 1 2 3 4 5 6 7 8 9 10
9 AF209132.1,AF209137.1 0.22 Cancer suppressor sequences
10 AF209140.1,EF178470.1 0.005

Fig. 9 MSA cancer suppressor gene sequences with its MSADE result analysis graph

implementing MSADE hybrid algorithm are lies in between maximum 4.95 to
minimum 0.33 in case of cancer suppressor aligned sequences.

6 Conclusion

A hybrid approach is proposed using multiple sequence alignment with optimal
search algorithms of soft computing techniques particle swarm optimization and
Differential Evaluation. This approach is providing better results by providing more
accurate optimal results as compared to simple PSO and DE implementation pre-
sented in previous work. In the proposed above observed values it is stated that
compared to MSA-PSO implementation MSA-DE is providing more accurate opti-
mal values which provides better categorization of diseased (breast cancer), healthy
or suppressed gene sequences which aids in further investigates in future this hybrid
methodology may be implemented on different categories of genetic diseases.
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Performing Image Compression m
and Decompression Using Matrix i
Substitution Technique

T. Naga Lakshmi and S. Jyothi

Abstract Now a days, large amount of information storage and transmission is
common in public sectors as well as private sectors like Governments, military,
and so on. With increase of demand in digital network more and more accurate
images are transmitted. Whenever we are transmitting an image with larger size it
occupies more space. In order to reduce the size, Image compression an efficient
and advantageous technique is used to remove the redundant data from the image.
Thereby the storage space in memory is reduced and also it takes less time to transmit
the image. Therefore, development of efficient image compression techniques has
become necessary. In this paper, a new algorithm matrix substitution technique is
proposed in order to reduce the occupied space by replacing group of bits with a
single bit.

Keywords Image compression + Image decompression + Matrix substitution -
Image storage - Image transmission

1 Introduction

Now a days, the transmission of digital Images has become more important in this
present environment. The data storage and transmission plays a critical role. Hence
the image with less size must be transmitted over the network, occupies less storage.
The main functionality of image compression is to reduce the size by rearranging
the input image pixels to preferred compression level. The image consists of pixel
values where the adjacent pixels have same values that leads to spatial redundancy.
If we group the redundant pixels with a single value the storage space is reduced. To
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achieve this, we require a compression technique with little amount of loss to achieve
high Compression ratio that maintains good quality of decompressed image.

Variety of lossy and lossless compression algorithms adaptable for multidimen-
sional data compression are discussed by Jain [1]. Lossy compression techniques
provide high compression rate, but it is difficult to get an exact data. Whereas loss-
less methods recover the original data exactly, but it cannot compress the image to
maximum level as defined by the former method. So, when there is loss in the data
which can be measured as negligible, the compression ratios can be maximized.
When a compressed image is decompressed to the original one, it occurs some loss,
but it is acceptable without compromising. We can achieve good quality of image
because Human Visual System does not detect the little bit changes in the image dis-
cussed by Marta Mark and Grgic [2]. The method that has been used by Alexander
et al. [3] gives good results with a limitation of hardware dependency. The image is
segmented into blocks with various sizes for compression by using neural networks
by Vilovic [4]. The results show the usage of multilayer perceptron’s for image
compression. The algorithms for restoration of images with poor dynamic range is
discussed by Caselles et al. [5]. Various approaches exist in literature which propose
interpolation techniques for “perceptually motivated” coding applications [6—8].

The purpose of this paper is to propose a new algorithm for performing the com-
pression of digital image and then decompressing the compressed one with little loss
which is negligible, compared to the original image. We use a sub matrix substitution
technique replaces the entire sub matrix with the single bit. The same process is con-
tinued for entire sub matrices. The proposed decompression algorithm can also be
universally used to enlarge any given image with the single bit of sub matrix values
with some loss of pixels.

2 Compression of an Image

Image Compression is a technique used to reduce the size of an image without
degrading the quality of an image to a maximum extent. To reduce the size an image
is encoded with few bits by eliminating the redundant bits without affecting the
quality of an image. Two kinds of image compression techniques are there: lossy
and lossless compression methods. In lossy compression technique the part of an
image is removed which occurs loss to the original image such as JPG, GIF etc., In
lossless compression the redundant part is removed without affecting the quality of
an image such as BMP, PNG, RAW etc.

Consider a gray scale image of size M x N to perform the compression, O rep-
resents to black and 255 represents to white. The values between 0 and 255 are the
variants of black and white. The original matrix can be shown as in Fig. 1. The
two sub matrices are chosen and one pixel is selected forms a new image with two
selected pixels shown in Fig. 2.
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Fig. 2 Image submatrix representation

Algorithm for matrix substitution compression

1. Check whether the size of the matrix M x N is multiple of 3 or not. If not resize
the image of size X x Y by preprocessing the original image. This can be done
by padding the bits in two ways

(i) Pad the empty pixel positions with zero’s with little bit error rate
(i) Replace the empty pixels with the surrounded pixel values with less error
rate which is negligible

2. Divide the image (matrix) into sub matrices of size K x K where K is the multiple
of 3
3. Replace the submatrix elements with a single pixel value as shown in Fig. 2
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4. Repeat the same process for all sub matrices, replaced with their respective single

pixel values.

Suppose consider the matrix of size 9 x 9 and it is divided into 9 submatrices
which can be shown in Fig. 3. The shaded are the first 3 sub matrices, only one pixel

is highlighted which can be used to replace the submatrix values.

The same procedure is applied for all the sub matrices of an original image. In
each matrix the middle element has chosen, and it is replaced with the single pixel
value as shown in Fig. 4. There by a new matrix of size X x Y is formed after

performing the compression.
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3 Decompression of an Image

Decompression is the process of restoring the compressed image into its original
form. It is widely used for transmitting the images in military, governments etc., it
may be lossy or lossless depends on the technique that we are using.

The decompression method is applied for the compressed image of size X x Y,
all the pixel values are formed from the submatrices. To decompress the image, we
need to replace the single bit values with sub matrix elements. The pixel values are
interpolated with new values. Each and every pixel has two values, one is pixel at
position (a, b) and the other is the pixel value i.e., gray scale value G. consider rth
pixel at position (ay, by) on B-axis and has pixel value (i.e., gray value) as G; on
G-axis which can be shown in Fig. 5.

Algorithm for decompression
Consider the compressed image X x Y shown in Fig. 4, let’s start the implementation
by considering the first pixel at position (1, 1).

1. Get the pixel values P1, P2, P3 at the positions (1, 1), (1, 2), (1, 3) respectively
by moving in X-axis.

2. Here P1, P2, P3 are the pixels need to be enlarged with their respective sub
matrices.

3. Obtain gray values for the positions P1, P2 and P3 are G1, G2, and G3
respectively.

4. From the Fig. 2 two pixels are there between two consecutive compressed pixels.
We need to interpolate these two pixels it can be done as follows:

i. The positions of P1, P2 and P3 were plotted on graph with G and p axis
shown in Fig. 6. P1 is at position (1, G1) and P2 is at (1 4+ 3, G2) and P3 is
at (1 + 6, G3) and so on.

ii. The equation for calculating the interpolated pixels is

18G = (G1 — 2G2 + G3)B2 + (11G1 + 16G2 — 5G3)B

+ 28G1 — 14G2 +4G3 Q)
Fig. 5 Representation of . ) >
Sieston (b, G axs Grayvalue, G
Gr - L]
i Position, g
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iii. By using Eq. (1), interpolated pixels I1, 12, I3 and 14 are calculated with
respect to 2, 3, 5 and 6 positions on B-axis respectively.

iv. Obtain Ig2, Ig3, Ig5 and Ig6 values from I1, 12, I3 and 14 as shown in Fig. 6

v. Rearrange the pixels as G1 Ig2 Ig3 G2 Ig4 Ig5 G3 at positions (1, 1) (1, 2)
(1,3)(1,4) (1,5) (1, 6) and (1, 7) produces a new matrix

5. Consider the next two adjacent compressed pixels are replace with the interpo-
lated pixels. The same procedure is considered in x-axis.

6. After completion of horizontal interpolation, the same procedure is repeated for
y-axis (vertically) produces a final matrix with original size.

After performing the same operation vertically, the original image has been formed
and it can be shown as matrix form in Fig. 7.

4 Computational Results

The overall procedure of compression to decompression can be shown in Fig. 8.
Firstly the compressed image is distributed horizontally and again distributed ver-
tically. All the interpolated pixels are arranged in the matrix produces an original
matrix.

4.1 Different Compression Ratios of an Image

Consider an image shown in Fig. 9 the image is cropped as shown in Fig. 10a and
different decompressed ratios are applied for the cropped part. Figure 10b—d depicts
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Fig. 9 Original image
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(c) (d)

Fig. 10 Comparison of image with different compression ratios

the decompression with 4:1, 8:1 and 16:1 respectively. If we are applying 32:1 com-
pression ratio, our decompression algorithm enlarges the image and produces blurred
image. The compression ratio is calculated from uncompressed size to compressed
size and the equation is

Compressed Ratio = (uncompressed size/compressed size) : 1

The recommended compression ratios for different size of images can be shown
in Table 1. It can be increased when the size of the file increases. Some of ranges
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Table 1 Various image sizes

. Image size Recommended compression ratio
with recommended
compression rates 1-850 KB 4:1
850 KB-6 MB 8:1
6-10 MB 16:1

can be shown in Table 1 the images will blur if we go for more compression rate for

a given range.

4.2 OQutput Results

The Original image is given as input to the proposed algorithm can be shown as
Fig. 11 produces the decompressed image can be shown in Fig. 12. All the images

considered are raw images only.

The decompressed image is like the original images with minimum loss of data
which is negligible even human vision not able to detect the variation.

The comparison of different images is shown in Table 2. Different images with
vary sizes are given as inputs to our proposed algorithm. The sizes are compared and

Fig. 11 Original image

Fig. 12 After
decompression
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T.able 2 .Comp arison of Image size Compressed size (KB)

different image sizes
322 MB 568.5
27 MB 474.5
469.4 KB 101.1

Table 3 Error estimation Image name | Original size | Compressed Error rate

size (KB) (mean square
error)

Image 1 32.2 MB 568.5 5.0122¢7005
Image 2 27 MB 4745 1.3241¢7095
Image 3 469.4 KB 101.1 2.8355¢7004

examined for various input sizes, the compressed size for the inputs are as shown in
Table 2.

4.3 Error Measurement

The most important method used for assessing the quality of an image is measuring
the error. It provides high correlation to image quality. Common method used for
error measurement is “Mean Square Error”. The average mean square error for an
PxQ image is defines as:

= g 2 2Ky~ X, @

where X; ; and X l ; represent the P x Q original and the reproduced images, respec-
tively. The average mean square error is often estimated by average sample mean-
square error. Our proposed method is lossy reproduces the image with degradation,
but it is not noticeable for the human eye. We can also use some other techniques
for reducing the error rate. For different images the compressed size and the error
estimation is shown in Table 3.

4.4 Comparison of Results

Our proposed method is compared with other compression techniques. Table 4 illus-
trates our proposed technique is compared with respect to JPEG. As observed from
the test results, when the input image is large in size our algorithm provides good
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Table 4 Comparison with Image name | Original size | JPEG size | Our compression
JPEG method
method (KB)
Image 1 322 MB 2.1 MB 568.5
Image 2 27 MB 1.1 MB 474.5
Image 3 469.4 KB 98.3 KB 101.1

compression. But for the smaller images our algorithm compresses less than JPEG.
This algorithm is best suitable for images with larger size.

Some of the different images are collected and applied our substitution compres-
sion and decompression algorithm produces the outputs as shown in Fig. 13. As we
observed from the test results the input size also plays a role for the compression.
Our decompression algorithm can also be applied for image enlargement. If we are
enlarging for more size the input image will gets blurred. But this is not applicable
for zoom in operation again a new algorithm has to be implemented. We can also
use more number of images for testing the proposed algorithm.

Fig. 13 Original image versus decompressed images
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5 Conclusion

This paper proposed a new method called submatrix compression algorithm, com-
putationally less expensive to reduce the image size. The decompression algorithm
depends on interpolation of gray scale pixels, applied to the decompressed image.
Thus, provides a good result to compress an image. It also compares the compres-
sion rates for different sizes of images. As noticed from the restored image it is
almost same as original image and the loss is negligible. The comparisons with dif-
ferent images have shown in Table 2. The decompression algorithm enlarges the
compressed image to original one by substituting the pixels from interpolation. The
techniques suggested here are suitable for applications that can be easily transmitted
over the network. Our decompression algorithm used for any kind of decompressed
image with minimum loss. This algorithm is suitable for large sized images pro-
duces good compression. The decompression algorithm can also be used for zoom
out operation. The limitation in our proposed algorithm is if the image size is small
it doesn’t provides good compression.
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Classification of Cotton Crop Pests Using m
Big Data Analytics L

R. P. L. Durgabai, P. Bhargavi, and S. Jyothi

Abstract Agriculture is the main occupation in Andhra Pradesh (A.P.), the atmo-
sphere and land of A.P. is appropriate for cultivating variety of crops like rice, wheat
and cotton. Crop protection is one of the foremost challenges in agriculture. Pest
classification during unusual weather conditions is very strong confront and the goal
of every farmer is to protect the crops in exact time. Big Data analytics is playing a
dominant role in agriculture sectors which helps in making good decisions to pre-
vent any crops loss. Machine learning algorithm is a best analytical platform that
automates analytical model building. Classification is a main method of machine
learning which is useful to classify the problem and provide better solutions. This
paper, demonstrates the implementation of three classifiers K-Nearest Neighbor (K-
NN), Naive Bayes (NB), Decision Tree (DT) on cotton pests data, out of which the
decision tree classifier proved to be the best for analysis.

Keywords Cotton - Pests - Classification * Big data - Decision tree - Machine
learning

1 Introduction

There will be a crop loss due to various reasons, but pests are one of the important
factors which influence the growth of crop in all stages. Loss of cotton yield occurs
due to pests and it affects the world annual production up to 15%. The major pests
that attacked the cotton crop from 1992 to 2017 in A.P. are Aphids, Jassids, Thrips,
Whitefly, Leathopper and Pink Boll worm. Analysis of pests of cotton in different
weather conditions is dealt using big data analytics [1].
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Big Data is a phrase used to define a large amount of structured and unstructured
data which is difficult to process and analyze in traditional database. Analytics of
such a massive data will be useful for better decision making to farmers. To get the
best result analysis of big data, machine learning is required. The existing data set is
gigantic and for better conclusion decision tree classifier has been implemented [2].

Agriculture is the strength of the Indian economic system. It stands as the main pil-
lar and livelihood in India. Now-a-days agriculture is made easy because of advance-
ments and latest technologies like sensors, devices, machines and information tech-
nology. Agriculture includes cultivation of many crops, out of which the major share
of farming goes to cotton in A.P. Cotton is the second largest crop in India. Andhra
Pradesh is playing an imperative role in national efforts for rising up of cotton produc-
tion and productivity in India. It is a khariff crop and it is sown in August—September,
it is affected by different pests in various climatic conditions [3].

This paper presents, classification of cotton pests based on weather parameters
using decision tree classifier, which is a most suitable machine learning model for
classification.

2 Literature Survey

Analysis by researchers proved that pests classification help farmers to save the crop
in right time. According to Revathi et al. [4] bring out the image RGB ranging tech-
niques used to identify the diseases in which, the captured images are processed
for enhancement first. Patil et al. [5] presented an intelligent system for effectual
prediction of pest population of dynamics of thrips on cotton crop. Sagar et al. [6]
reviewed about role of mixed functions oxidizes that plays a major role in devel-
opment of insecticide resistance in cotton leaf hopper. Dey et al. [7] demonstrates
an automated approach for detection of white fly pest from leaf images of various
plants. Rajan et al. [8] describes the study of various image processing techniques
and applications for pest identification and plant disease detection. Das et al. [9] iden-
tified the visual symptoms of plant diseases by means of a machine vision system
and providing a solution for disease control. Javed et al. [10] interprets the image
which has been segmented from the fields by using enhanced K-Mean segmenta-
tion technique that identifies the pest or any object from the image. Osisanwo et al.
[11] expounds the classification and comparison among various supervised machine
learning algorithms. Badage [12] illustrates the early detection of diseases as soon
as it starts spreading on the outer layer of the leaves. Akila et al. [13] proposed a
deep learning based approach to detect leaf diseases in many different plants using
images of plant leaves.
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3 Problem Domain

A Problem domain is giving the impression of being at only the area of person’s
interest, and the theme of capability or application that needs to be study to work out
a problem. The present problem is to work out the classification of various pest of
cotton crop all through different weather conditions.

3.1 Description of Cotton Pests Dataset

The Principal Scientist, Department of Entomology at the Agriculture University,
Guntur, AP, India, collected the observation data to understand the six major pests
population on cotton crop throughout different weather conditions in Andhra Pradesh.

Table 1 explains parameters of the present data set, that holds year, set of weekly
recordings regarding the weather and pest occurrence in the state and the data record-
ing range from the year 1992-2017. A brief explanation of the different attributes in
the data is as follows: Year—The year is mentioned to notice in which type of pests
attacked in which year. Standard week—weeks in each year and their pests occur-
rence based on weather parameters. Weather conditions: Temperature high (°C): The
highest temperature or the maximum temperature recorded (Temp. H). Temperature
Low(°C): The lowest temperature or the minimum temperature recorded (Temp. L).
Humidity: The relative humidity recorded in morning (RH I (%)) and evening (RH
II (%)), Rainfall (mm): The amount of rainfall recorded in each week. Average Pest
(Pestavg): The average pest gives the total pests occurrence in each year.

Table 1 Features of cotton
crop dataset
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4 Methodology

Methodology is the specific practice or method which is used to analyze information
about an area. The current data is analyzed by different classifiers of machine learning
technique.

4.1 Big Data Analytics

In this technological world, voluminous data which is generated every fraction of sec-
ond can be dealt through data analytics which is playing a key role in all organizations
for better and profitable decision making. Big data is categorized into three important
characteristics such as velocity, volume and variety. The traditional databases are not
in use as they are unable to analyze and process variety of data. Agriculture is one of
the most important sectors in India where majority of people depend on it for their
livelihood. In some states agriculture is the main profession. The data analytics will
help to analyze and can make better predictions of the pest occurrence that leads to
enormous loss which not only effects the crop but also farmers and their dependents
[14]. The data is stored in Mongo DB which is a document based NoSQL database
system.

Mongo DB is a simple, dynamic and helpful to store enormous data, it will use
JSON or BSON like documents with schema. It is to implement a data store that
provides high performance, availability, scalability and flexibility. The data is stored
as a separate document inside a collection, instead of storing in rows and columns
of a traditional relational database [15]. The present dataset is converted into Java
script object notation format and stored in mongo db with AP cotton database name
and a collection name is cotton pest with more than one million numbers of samples.

4.2 Classification of Cotton Crop Pests

Classification belongs to supervised learning branch of machine learning, in which
system program learns from the data input given to it and then uses this learning to
classify new observation.

4.3 Machine Learning

Machine learning is an area of artificial intelligence that aims at facilitating machines
to execute their tasks by using intellectual software. Machine learning is a trending
technology and it can be used in modern agriculture industry to find solutions to the
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problems. Machine learning can be divided into three categories, namely supervised
learning, unsupervised learning, reinforcement learning. Supervised learning aims
to analyze the training dataset and produces a correct outcome from labeled data.
The three main classifiers like K-NN, Naive Bayes and Decision tree are applied on
the current dataset.

K-Nearest Neighbor

K-NN classifier belongs to the supervised machine learning family, which contains
certain advantages such as it can implement multi-class problem, and it is pretty
perceptive. When it is applied on the current data set it is proved that the performance
time is too slow, and it is difficult to maintain homogeneous data throughout the
dataset which is the characteristic feature of this algorithm. Finally it is observed
that the accuracy obtained through K-NN algorithm is less compared to decision tree
classifier.

Naive Bayes

Naive Bayes classifier is a probabilistic machine learning algorithm which is used
for classification task. It is simple to implement and best suited to any dataset. As
the current dataset is massive the accuracy obtained is very low compared to other
two classifiers and it is taking much time to fit the data.

Decision Tree

The decision tree classifier is applied on the current dataset as it is able to classify the
pest based on weather conditions, which makes a naive person to understand easily,
it is useful in data examination, the classifier performed on all the required features
and variable screening is also done, the test results has been generated and analysis is
visualized in the form of tree structure, interpretation helps to take wise decisions. In
Machine learning algorithms, the dataset used to provide for the model is generally
divided into training, validation and test phases. The training process evaluates the
model accuracy in both phases. Once the model has been trained and is ready to use,
a data set shall be selected to test the model under different conditions. In this study,
the models were trained by using the weather parameters like temperature high, low,
relative humidity I, relative humidity II and rainfall from 1992 to 2017. This training
dataset was randomly divided as 80% for training and 20% for test. Classification
of the cotton crop pests based on the weather conditions is modeled and tested with
samplings of twenty five years.

S Experimental Results

The classifiers are applied on cotton pest dataset to classify different pest occurrences
based on weather conditions.
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Table 2 Comparative study of classification algorithms

S. Classifier Accuracy Prediction Rules Interpretation | Visualization
No. applied time in generated
seconds

K-NN 58.61 776 No No No
2 Naive 37.27 372 No No No

Bayes
3 Decision 65.81 300 Yes Yes Yes

tree

Table 2 describes comparative study of classification algorithms each classifier
and its accuracy and time taken to predict each model. Comparatively Decision tree
can make clear analysis and it is able to generate rules which help for interpretation
and visualization.

5.1 Decision Tree Classifier for Pest Classification

In Machine learning there are many classifiers but decision tree is chosen in the
present dataset as the agriculture sector can make decisions to achieve the target.
Decision tree constructs classification models in the shape of a tree formation. It
splits down a dataset into smaller and smaller subsets while on the similar moment
a connected decision tree is gradually acquire. The concluding outcome is a tree
with decision nodes and leaf nodes. A decision node has two or more branches and
a leaf node signify a classification or decision. The best predictor is called the root
node which is a topmost decision node in a tree. It can handle both categorical and
numerical data [16].

5.2 Test Results and Analysis

Decision tree classified the current dataset by taking all the independent variables
such as X0 = Maximum Temperature (Temp. H), X1 = Minimum Temperature
(Temp. L), X2 = Relative Humidity in morning (RH I), X3 = Relative Humidity
in evening (RH II), X4 = Rainfall, and dependent variables are types of pests with
values in an order 0 = Aphids, 1 =Jassids, 2 = Thrips, 3 = Whitefly, 4 = Leathopper,
5 = Pink boll worm. Gini is a criterion to reduce the feature impurity. It has generated
the following rules to classify the pests (Fig. 1).

Rule 1  If Relative Humidity in evening is less than equal to 45.305% then having
high pests incursion of aphids (322113).
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Fig. 1 Decision tree based on the relative humidity
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Rule 18

If the Rule 1 is true and the temperature low value is less than equal to
23.205° then high pests’ intervention of aphids (142990).

If the relative humidity in morning is less than equal to 74.845% then high
pests occurrence of jassids (35511).

If the maximum temperature is less than equal to 36.43° then there is high
pests’ intrusion of jassids (35511).

If the rainfall is less than equal to 7.05 mm then having high pests invasion
of Aphids (9320).

If the relative humidity in morning is less than equal to 63.435% then
having high pests raid of aphids (4672).

If the minimum temperature is less than equal to 27.2° then having high
pests incidence of thrips (3096).

If the maximum temperature is less than equal to 34.85° then having high
pests incidence of jassids (33968).

If the relative humidity in evening is less than equal to 44.215° then having
high pests appearance of aphids (111762).

If the maximum temperature is less than equal to 29.55° then having high
pests occurrence of aphids (6216).

If the relative humidity in evening is less than equal to 44.495% then having
high pests occurrence of aphids (6208).

If the rainfall is less than equal to 14.5 mm then having high pests attacks
of Aphids (105546).

If the rainfall is less than equal to 37.8 mm then having high pests attacks
of aphids (7772).

If the minimum temperature is less than equal to 15.25° then having high
pests attacks of aphids (97774).

If the Rule 1 is false and the relative humidity in morning is less than equal
to 84.661% then high pest attacks of aphids (179123).

If the maximum temperature is less than equal to 34.935° then having high
pests attacks of jassids (81854).

If the maximum temperature is less than equal to 35.595° then having high
pests occurrence of thrips (9288).

If the maximum temperature is less than equal to 30.415° then having high
pests occurrence of jassids (80310).
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Rule 19 If the minimum temperature is less than equal to 21.62° then having high
pests occurrence of aphids (123050).

Rule 20 If the minimum temperature is less than equal to 30.055° then having high
pests occurrence of aphids (79234).

Rule 21 If the minimum temperature in morning is 15.62° then having high pests
occurrence of whitefly (27938).

Rule 22 If the relative humidity in morning is less than equal to 91.41% then having
high pests occurrence of aphids (65238).

Rule 23  If the minimum temperature is less than equal to 23.689° then having high
pests occurrence of whitefly (158351).

Rule 24 If the rainfall is less than equal to 4.3 mm then having high pests attacks
of whitefly (156779).

Rule 25 If the relative humidity in evening is less than equal to 75.86% then having
high pests attacks of thrips (30969).

Rule 26 If the maximum temperature is less than equal to 36.785° then having high
pests attacks of jassids (10808).

Rule 27 If relative humidity in morning is less than equal to 79.205% then having
high pests attacks of thrips (24773).

Rule 28 If the relative humidity in morning is less than equal to 74.993% then
having high pests attacks of whitefly (96227).

Rule 29 If the relative humidity in evening is less than equal to 66.643% then having
high pests attacks of whitefly (60552).

Rule 30 If the minimum temperature is less than equal to 23.6295° then the pest
average is less than equal to 0.04% and relative humidity in morning is less
than equal to 84.6614%.

Rule 31 If the maximum temperature is less than equal to 34.385 then the pest
average is less than equal to 0.14%.

In all the rules generated, it has been observed that attack of aphids, jassids, thrips
is more in almost all weather conditions, out of which aphids is considered as the
highest attacking pest.

6 Conclusion

In this paper, cotton pests’ classification is analyzed using machine learning algo-
rithm. To analyze this big data set and do the classification of pests based on weather,
machine learning is helpful for agriculture sector. Maximum temperature, minimum
temperature, relative humidity in morning and relative humidity in evening, rain-
fall are the circumstantial features which influence the pests. Analysis of the present
dataset is done by applying three algorithms names K-NN, Naive Bayes and Decision
tree. The final result proved that application of decision tree algorithm of machine
learning has given the best result in analyzing the classification of pests of cotton
crop in various climatic conditions.
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and M. Vidyavathi

Abstract Objectives The study was focused to prepare gastro retentive in situ rafts
a controlled release dosage form of Bosentan monohydrate hydrochloride (BMH)
through which the administration by oral route becomes easier and retain the drug
more time in the stomach, at its absorption window. Materials and Methods Nine
(F1-F9) gastro retentive in situ rafts of BMH were formulated using 32 factorial
design by taking ratio of polymers, sodium alginate and pectin (X;) and quantity
of effervescent (X,) as two variables at 3 levels and characterized to find out the
influence of two variables on Gel strength (Y;), Floating time (Y>), Floating lag
time (Y3), in vitro drug release (Y4), Viscosity, Gelling time and Drug content.
Then, the results of all responses (Y|—Y4) were fit into mathematical model as per
the design. Results Release kinetic studies revealed that, F6 formulation shown first
order release as the best fit model. Polymers sodium alginate and pectin were found
to possess good compatibility with BMH without any mutual interaction as per DSC
and FTIR spectra. The best selected formulation F6 has shown in vitro sustained
drug release up to 12 h which was also confirmed by in vivo X-ray image studies in
rabbits. Conclusion The best selected formulation F6 was found to process in vitro
extended release up to 12 h which was also confirmed by in vivo X-ray image studies
in rabbits. The stability studies, revealed that, there was no noticeable variation in
drug content, floating ability during stability studies.
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1 Introduction

Oral route of administration is the most acceptable and frequently used method for
drug delivery. The conventional oral dosage forms of drugs with narrow absorption
window in the gastrointestinal tract (GIT) are known to have poor bioavailability
due to fast emptying and incomplete drug release at the site of absorption [1]. Gastro
retentive drug delivery systems (GRDDS) is the best alternative for controlled deliv-
ery of such drugs by slow release of drug for a extended period of time continuously
[2, 3]. GRDDSs are appropriate for drugs which have narrow absorption window,
drugs which are targeted to gastrointestinal tract, drugs which are sensitive to in
intestinal fluids [4, 5].

In situ raft systems are in the liquid form at room temperature but, when they
come in contact with body fluids or if any change in pH, undergo gelation [6, 7].
These are easier to swallow in liquid form than in strong gel form. The in situ raft
system forms a gel which is lighter than fluids in gastric system hence floats on fluid
of the stomach and produces gastric retention of dosage form results in prolonged
drug delivery in the gastrointestinal tract.

BMH is a dual endothelin receptor antagonist used in the treatment of Pulmonary
Arterial Hypertension (PAH), which is a progressive disease indicated by inflated
pulmonary arterial pressure (PAP) and pulmonary vascular resistance (PVR), pro-
ceeds to right ventricular failure and death [8]. BMH has poor bio-availability, low
solubility and poor absorption at intestinal pH. Thus gastro retentive in situ raft
of Bosentan monohydrate was selected for self administration of controlled release
dosage form easily by oral route to geriatric patients and to maintain the drug for a
long time in blood by retaining dosage form the stomach for more time [9]. Half-life
of BMH is 5.4 h [10] so, to decrease the periodicity of dosing and to enhance the
amenability of patients, the present study was aimed at development of BMH gastro
retentive in situ rafts to maintain the plasma drug concentration for long time by ease
of swallowing.

2 Experimental

2.1 Materials

Bosentan monohydrate HCI was a gift sample from Dr. Reddys laboratories, Hyder-
abad. Calcium carbonate, Pectin, Sodium alginate (SA), Tri sodium citrate, Calcium
chloride and Methyl paraben were purchased from SD fine chem. India.
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Table 1 Layout of 3% factorial design

Variables Actual variables at 3 levels

—1 0 +1
Ratio of pectin: Sodium alginate (X;) 1:0.5 1:1 1:1.5
Quantity of effervescent (mg) (X2) 500 750 1000

2.2 Optimization of Variables Using 3’ Factorial Design

A 32 factorial design was used in the present study by utilizing the design expert®
software version 10. In this design, two independent variables, different ratios of
polymers (pectin: sodium alginate) (X;) and different concentrations of effervescent
ingredient, calcium carbonate (X;) were chosen each at three levels (Table 1) and
experimental trials were performed for all nine possible combinations as shown in
the Table 2. Gel strength (Y), Floating time (Y>), Floating lag time (Y3), in vitro
drug release (Y4) were determined for all formulations [11, 12].

2.3 Method of Preparation

Pectin and sodium alginate polymer solutions were prepared separately according
to composition as shown in Table 2 over a mechanical stirrer in distilled water
containing tri sodium citrate and mixed. Then methyl paraben was added to avoid
microbial contamination and degradation of solutions. Then, known quantity of drug
was dispersed in distilled water and it was added to the polymer solutions and stirred
thoroughly. Then, the specified quantity of calcium carbonate dispersion was added
and stirred. Finally, calcium chloride was added to the above solution and mixed for
10-15 min. The formed solution was sonicated for 10 min and it was stored in amber
coloured containers for further evaluation [13].

2.4 Methods of Evaluation

The prepared F;-Fy formulations were evaluated by following methods.

Gel Strength (Y;)

It was determined using a gel strength apparatus (a modified physical balance). It
was measured in triplicate on a modified physical balance. It consisted of 2 pans.
Lower surface of one of the pans was adhered to raft (1 g) taken in a petri plate. The
weights were added into the other pan [14]. The weight at which the lower surface
of pan was detached from raft of petri plate was recorded and the gel strength was
calculated by using a formula.
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Gel strength = M.g/a

M: Weight at which the two surfaces detached g: Gravitational force a: Area of
surfaces

Floating Ability (Y, and Y3)

The floating ability of formulations was determined in 0.1 N HCI (pH 1.2) taken in a
dissolution vessel. Which was placed at 37 £ 0.5 °C and 10 mL of formulation was
added into the vessel of dissolution. The time, the formulation took to emerge on the
surface of dissolution medium after formation of gel (floating lag time) Y3 and the
duration of time, the formulation continuous floated on to the top of the dissolution
medium (floating time) Y, were noted [15].

In-Vitro Drug Release (Y4)

The in vitro release of BMH from all formulations was conducted with 0.1 N HC1
as dissolution medium using USP dissolution test apparatus type II (paddle method)
(Lab India D5 8000) at a rotating speed of 50 rpm for 12 h. Samples were collected
at different time points and were analyzed using single beam UV spectrophotometer
(Shimadzu UV, 1801) at 272 nm in triplicate. The % drug dissolved was calculated
at each time point with the help of standard curve [16].

The results for various responses (Y, Y2, Y3, Y4) were fit into mathematical
model as per the design. The perturbation plots and response surface plots were
obtained along with polynomial equations for each dependent variable separately by
the Design Expert software (version 10).

Viscosity

Viscosity of all the formulations was determined in triplicate with the use of Brook-
field digital viscometer (Model: LV DV-E). The fixed volume (20 mL) of formulation
was poured into a beaker kept at room temperature and spindle LV-64 was used for
determination of viscosity [17].

Gelling Time

The ability of prepared raft formulations to form gel in in vitro was determined by
taking 10 mL of the formulation in 100 mL of 0.1 N HCI, when the medium comes in
contact with the formulation, it was immediately changed into stiff gel like structure.
Then the time taken to form gel was noted as gelling time [18].

2.5 Drug Content

About 10 mL of in situ raft (containing 62.5 mg of BMH) was taken and added
into 100 mL of volumetric flask containing S0-70 mL of 0.1 N HCI and shaken on
magnetic stirrer for 30 min, then sonicated for 15 min until uniform dispersion of all
ingredients and filtered. Then, 0.1 N HC] was added upto 100 mL. From this solution,
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10 mL of sample was taken and made to 100 mL with 0.1 N HCI, [19] and the %
BMH was calculated using double beam UV-Visible spectrophotometer (UV-1800,
Shimadzu) at 272 nm with the help of standard curve.

2.6 Overall Desirability (OD) Factor

The OD was used for selection of the best formulation, by combining all the responses
in order to get desired characteristics. Optimized gastro retentive in situ raft should
have less gelling time, high drug content and high floating time for fast action and
prolonged release. The individual desirability of each formulation was calculated
using the following method [20-22]. The following formula was used for calculation
of desirability for gelling time which was minimized.

IDI = Ymax - Yi/Ymax - Ytarget (1)

ID1 = 1for Yi<Ylarget
where ID; is the individual desirability of gelling time.

The floating time and drug content values were maximized and the following
formula was used for their calculation.

ID, &ID3 =Y; — Ymin/ Ytarget — Ymin (2)

ID; &ID3 = 1for Y; > Yiarget

where ID; and ID3 were the individual desirability of floating time and drug content
respectively.

OD = (ID;ID,ID;....ID,)'/" (3)

where n = number of desirable responses of the experiment.

2.7 Drug-Excipient Compatibility Studies

DSC studies were performed with pure drug and the best formulation to understand
the behavior of polymers with drug on application of thermal energy. DSC (Mettler
star® SW 8.10) was performed at a heating rate of 10 °C/min in the temperature range
of 0-250 °C.

FT-IR studies were also performed by placing the gel in a sample tube and scanned
from 4000 to 400 cm~' using FT-IR spectrophotometer (Brucker). The possible
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interaction of BMH with pectin and sodium alginate was accessed by comparing
FTIR spectra of pure drug (BMH), polymers (pectin and sodium alginate) and in situ
gel formulation [23].

2.8 In-Vivo Studies

The in vivo efficacy of the best formulation in biological system was evaluated in
rabbits after taking IAEC approval (CPCSEA/1677/PO/Re/S/2012/TAEC/12) using
radiographic study. X-ray radio graphs were taken at different time intervals to find
the in vivo GI retention behavior of the selected best raft prepared using 20% barium
sulphate.

The X-ray photographs of GIT of animals (3 young and healthy male New Zealand
white strain rabbits) were taken. The animals were selected to monitor the in vivo
transit behavior after ensuring that the animals had no signs or previous history of
Gl illness. In order to stabilise the conditions of GI motility, the animals were kept
in fasting condition for 12 h before starting of the experiment. Initially, the X-ray
photographic image of rabbit was recorded to confirm the absence of any of the radio-
opaque substance in gastro intestine tract of rabbit. The first radiographic image of
the animal was taken to ensure absence of radio-opaque material in the GIT. A
specified quantity (10 mL) of the formulation containing barium sulfate was admin-
istered through a gastric tube into rabbit under anaesthesia in lateral recumbancy.
The presence of the formulation was monitored by X-ray radiographs at different
time intervals.

2.9 Short Term Stability Studies

The stability of in situ raft was estimated after filling and sealing in light protective
amber colored bottles with rubber caps and aluminum covering. These were stored
at three different temperatures and relative humidity (i.e. 25 + 2 °C, 60% =+ 5;
30£2°C,65% £ 5; and 40 £ 2 °C, 65% =£ 5) as per ICH guidelines [24] and were
inspected visually and evaluated for every 15 days for their in vitro gelling time,
floating ability and drug content. Then the results were compared with the results of
before storage and stability was assessed.

3 Results and Discussion

In the present work, nine floating gastro retentive in situ rafts of BMH (F;—Fg) were
prepared as per 3% factorial design (Tables 1 and 2) and characterized to find out the
effect of two variables i.e., ratio of polymers (X;) and quantity of effervescent (X5)



54 B. Sarada et al.

in formulation on Gel strength (Y), Floating time (Y>), Floating lag time (Y3), In
vitro drug release (Y4), Viscosity, Gelling time and Drug content. The results of the
responses (Y;—Y4) of all the prepared formulations (F1-F9) are shown in Table 3,
the respective perturbation plots (Fig. 1), response surface and contour plots (Fig. 2)
and quadratic Eqgs. 1-4 were generated.

Y, =468.18 +47.91 X; — 14.53 X, (1)
Y, = 6.51556 4 2.276667 X; — 0.066667 X, 2)

Y3 = 13.73333 + 1.32000 X; — 12.66333 X,
+ 2.56000 X; X, — 2.760000 X> + 2.78000 X3. 3)

Y, = 74.99278 — 49.95167 X, — 30.29000 X,
+0.050000X, X, + 27.11333X? — 9.14667X>. )

3.1 Effect of Polymer Ratio (X;) on Y;-Y4

The coefficient of X, was positive indicated positive effect of X; on Yy, Y, and
Y3 (Egs. 1-3) but, it was negative in Eq. 4 indicated negative effect of X; on Yy. It
indicated that as polymer ratio X; was increased, gel strength, floating time, floating
lag time (Y—Y3) were also increased where as (Y4) drug release was extended with
improving polymer ratio (Fig. 3) might be due to high retarding effect and increased
viscosity at high quantity of polymer. The same results were also observed in its
respective perturbation plot (Fig. 1), which indicated that gel strength and floating
time were also increased with the increase in ratio of polymers (X;) due to increased
quantity of polymer and increased hydrophilic role of sodium alginate in gelation of
raft.

3.2 Effect of Quantity of Effervescent (X;) on Y;-Y4

The coefficient of X, was negative in all Eqs. 1-4, indicated negative effect of X, on
Y ;-Y4 The gel strength, floating lag time and time of floating were decreased with
increase in Xj i.e. the quantity of effervescent, Ca,COs. The decreased gel strength
might be due to increased gas formation and entrapment which led to reduced contacts
between polymer molecules and decreased floating lag time (Y;) was observed due
to formation of effervescence in gel with decreased density led to fast floating. The
negative effect of X, on Y3 might be due to decreased gel strength.
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Fig. 1 Perturbation plots of different parameters (Y1-Y4)

3.3 Comparison of Effect of X1 and X»

The value of co efficient of X; was higher (47.91 for gel strength, 2.27 for floating
time) than the value of co efficient of X, (14.53 for gel strength, 0.066 for floating
time) indicated that the ratio of polymers (X, ) has more influence on gel strength and
floating time than the quantity of effervescent ingredient (X;). X; has shown more
effect than X, on Y3, indicated the floating time was majorly influenced by polymers
and its quantities but not by the quantity of effervescent. Both variables X; and X,
have shown negative influence on drug release (Y ) indicated that increase in quantity
of polymer and effervescent, the decreased release suggested the prolonged release
due to increased retarding effect by increased thickness or path length of polymer
at higher proportions of polymers through which drug diffuses. The influence of
polymer ratio (X;) was more on drug release than quantity of effervescent (X;) as
the coefficient of X; was greater than the coefficient of X, All the above observations
were also found in their respective perturbation (Fig. 1), response surface and counter
plots (Fig. 2).
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Fig. 2 a Two dimensional contour plots, b three dimensional response surface plots of different
parameters (Y1—Y4)
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Fig. 3 Dissolution profile of prepared gastro retentive in situ rafts a Fj—Fs, b Fg—Fg

3.4 Other Parameters

Then the viscosity, gelling time and drug content were determined for all the formu-
lations. As per Table 2, the range of gelling time was 1-3 s for all formulations and
there was no significant difference in % drug content of all the formulations. The
viscosity was increased with increase in ratio of polymers (X;) due to formation of
poly electric complex between pectin and sodium alginate. Using the above results,
OD was calculated for all formulations. The OD value of F6 was 0.8752 which was
nearer to one among all the nine formulations. Hence, F6 was considered as the best
formulation.

3.5 Characterization of the Best Selected Formulation

In Vitro Release Kinetics

The mechanism of drug release from F6 was found by subjecting the in vitro release
data into release kinetic studies. The regression value was closer to unity in the
case of first order plot (R? = 0.987), so the release mechanism was found to be in
first order (Table 4). The data indicated poor linearity and was less than the value
of the first order plot, when it was plotted according to the zero order equation.
The regression coefficient obtained for Higuchi model was found to be superior in
comparison with Korsmeyar peppas plot, which indicated that the drug release was
first order controlled by Fickian diffusion.
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Table 4 Kinetics of In vitro Model R2 N
release from best formulation
Zero order 0.9337 -
First order 0.987 -
Higuchi 0.891 -
Korsemeyer Peppas 0.829 1.02
ﬁ s NORT Lo S X0 % Lt 0AC f

-
%9

®a

4

L1

L

Fig. 4 DSC thermograms of a BMH, b best in situ raft

3.6 Compatibility Studies

The compatibility of drug with polymers was determined through DSC and FTIR
analysis. DSC thermo grams of pure drug and formulation F6 have shown same
endothermic peak at 199.3 °C (Fig. 4), at the melting point of drug indicated the
drug was compatible with other excipients present in the formulation.

FTIR spectroscopy analysis of pectin, sodium alginate, pure Bosentan mono-
hydrate HCI, and F6 was conducted. The spectra of pure drug and in situ raft
(F6) demonstrated the characteristic absorption peaks at 2749.52 cm™! for O-H
stretching, 2964.59 cm™! for C=0, 3341.86 cm™! for N-H, 1354.28 cm~' for C-C,
1575.56 cm™! for C-H, 1205.38 cm™! for C-N indicated that the drug characteristics
were not changed after developing a formulation.

3.7 In Vivo Studies

The radio photo graphs of GIT of rabbits at different time periods after oral admin-
istration of F6 in Fig. 5 clearly indicated that the raft was retained successfully in
the stomach up to 12 h. The increased gastric retention time of the formulation was
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Empty Stomach At 1 hr. At 2 hrs.

At 3 hrs. At 12 hrs.

Fig. 5 In vivo X-ray images showing gastric retention

due to the floating ability and gel strength of combined polymers. It confirmed the
residence of prepared raft in in vivo for 12 h.

3.8 Stability Studies

Short time stability studies were carried out for the best selected formulation (F6)
for 3 months. The samples were characterized periodically for every 15 days, and
found that there were no changes in gelling time, drug content and floating ability
upon storage (Table 5) confirmed the stability of prepared formulation.

4 Conclusion

The present work confirmed the successful, stable formulation of bosentan mono-
hydrate hydrochloride gastro retentive in situ raft with sodium alginate and pectin
for prolonged release upto 12 h to treat pulmonary arterial hypertension in particular
with ease of swallowing by geriatric patients.
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Performance Analysis of Apache Spark m
MLIib Clustering on Batch Data Stored L
in Cassandra

K. Anusha and K. UshaRani

Abstract With the tremendous increase in the amount of data being generated from
variety of sources there is a need of efficient data storage and processing techniques.
Some of the sources generating this large amount of data are Weather Sensors,
Scientific experiments, etc. This huge voluminous data is termed as BigData. Due
to ever-increasing amount of data there is a demand for faster data ingestion and
processing. Apache Spark, a dominant processing tool is a publicly available platform
for processing outsized data and is mostly intended for iterative machine learning
jobs. In this study, an integrated approach i.e., Spark MLIib Clustering on batch
weather data stored in Cassandra database is proposed. This helps to analyze our
data into number of Clusters which is required and useful for further examination of
data. The main idea of this study is to evaluate Batch Processing performance of an
integrated approach with two popular clustering algorithms.

Keywords Big data - Apache Spark MLIib - Clustering - Apache Cassandra

1 Introduction

Now-a-days distinct types of data are growing speedily in extent, complication and
some data processing techniques need to be used for further analysis. Apache Spark is
a public domain processing tool of great use which is fault-resilient and multipurpose
cluster engine.

Spark’s Machine Learning Library (Spark MLIib), one of the advanced and high
level libraries of Spark-Core is a publicly known machine learning library which
store and operate on data with benefits of data-parallelism [1]. Spark MLIib offers a
variety of machine-learning algorithms like classification, regression, clustering and
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so on. To quickly run machine learning algorithms in an iterative method without
compromising its performance it utilizes the Apache Spark’s distributed computing
architecture.

Clustering is nothing more than assembling certain objects in such a manner where
items in a similar set termed cluster is further comparable with items in remaining
clusters. This can be the core activity of exploratory data analysis which is general
method for statistical analysis of data utilized in several areas together with machine
learning [2]. Clustering is an all-purpose activity which requires to be solved. Distinct
clustering algorithms are available which differ significantly in establishing clusters
and effectiveness of finding them.

Clustering is a most powerful method which is principally utilized in numerous
forecasting jobs like weather forecasting, storm detection, and so on. Clustering
procedure is probably helpful to evaluate data effectively and produce crucial infor-
mation. Originating even and constant clusters via clustering methods enhances data
accurateness and efficiency.

In this study, weather data is considered for experimentation. The weather data is
divided into distinct clusters based on temperature and precipitation on the basis of
minimizing the within sum of squared errors (WSSE) between objects and centroids
which is a useful metric to choose best number of clusters. This procedure continues
repeatedly until it no longer creates an alteration. The most popular and well known
Clustering algorithms K-Means and Bisecting K-Means are considered.

K-means, most popular clustering method is well acknowledged for its simplicity
with less time complexity. K-Means segregates the data pixels into predetermined
number of groups [3].

Another popular Clustering Algorithm is Bisecting K-Means algorithm which is a
modification over basic K-Means algorithm. It mainly based on K-Means algorithm
and keeps the merits of K-Means along with having some advantages over K-Means.

Hence, to get the benefits of popular clustering techniques the proposed integrated
approach i.e., Spark MLIlib and Cassandra with Clustering is proposed. The proposed
method is experimented by conducting two experiments with K-Means as well as
with Bisecting K-Means to divide the experimented batch weather data into clusters
which is helpful for future prediction and also to evaluate the efficiency of batch
processing based on time and WSSE of data clusters. The results are compared and
analyzed to suggest the best integrated method for Batch Processing of weather data
with optimum clusters i.e., clusters with minimum WSSE.

The rest of the paper is organized as follows: Sect. 2 describes Literature Review;
Sect. 3 represents the Methodology; Sect. 4 represents the Proposed System; Sect. 5
represents the experimental analysis; Sect. 6 represents the conclusion.

2 Literature Review

Meng et al. [1] proposed that Spark was essentially computationally efficient and
therefore suitable for large-scale machine learning applications. They introduce
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Apache Spark’s popular library for machine leaning, MLIib. The library benefits
from parallelism of data to accumulate and function on data.

Ghosh et al. [4] introduced a new SMS spam identification method that mainly
based on Apache Spark MLIib as platform. They explained that there are many
research papers available using Weka for SMS spam classification but Apache Spark
MLIib is completely new in this race. Various machine learning algorithms such as
logistic regression with L-BFGS, NB, DT and gradient boosted trees will be used
for comparison.

Gnanaraj et al. [5] proposed a new K-Means algorithm for retrieving hidden
knowledge by forming a cluster of unified structures and datasets.

Harifi et al. [6] presented a summary of Spark MLIib algorithms. The clustering
methods like Power-Iteration, Gaussian Mixture Model and so on are fully described.

Abirami et al. [7] shows the comparison of different clustering algorithms of
segmentation model and determines which algorithm is best for the user. They used
anumber of key stages such as preprocessing, pattern discovery and pattern analysis,
similarity measurement and clustering technique to improve efficiency.

Assefi et al. [8] explained that they have implemented different experiments on
machine learning to investigate quality and quantity of system. They also highlight
present directions in research of big data and offer ideas of upcoming effort.

Chaudbhari et al. [9] presented a scalable and new method named “Smart Cassandra
and Spark Integration” to address challenges in integration of Cassandra and Spark
for system management. For evaluating the performance, SCSI Streaming framework
is compared.

Jayanthi et al. [10] proposed implementation of Spark for analyzing weather data
consider various weather stations and make view of different parameters like mean
precipitation, hot or cold, etc.

3 Methodology

Brief description of Spark MLIib, Cassandra and Clustering models are presented in
this section.

3.1 Apache Spark Machine Learning Library

Apache Spark MLIib, an adaptable library of machine learning from Apache foun-
dation. It is an open source framework which helps to communicate among several
ML algorithms. This library supports various languages like Scala, Python, R and
Java. The primary API of machine learning for Apache Spark is Data Frame based
API. The Data Frame API for Spark MLIib offers an identical API over Machine
Learning methods and over several dialects. It offers many regular learning methods
for instance Classification, Regression, Clustering, etc.



68 K. Anusha and K. UshaRani

3.2 Clustering Models

Clustering algorithms are mainly used for extracting knowledge. Clustering is mainly
used for grouping of similar data to form clusters [5]. K-Means technique is a majorly
utilized method for cluster examination. Bisecting K-means is variation of K-means
method and is a divisive hierarchical clustering algorithm. These two Clustering
models are experimented on weather data for performance evaluation of an integrated
approach. The results are compared and analyzed to suggest the best integrated
framework for Batch Processing.

K-Means Clustering
It is a popular technique for partitioning a dataset into ‘k’ groups automatically
[SEM17]. In this k is supposed to be unaltered or permanent. Allow ‘k’ prototypes
(W, Wy ... wy) be initialized to any of ‘n’ input samples (i, 1> ... iy). As aresult, w;
=1 wherej e {1,2 ... k},1€ {1,2 ... n}. Cjis jth group and its value is disjoint
split of input samples [11].

Cluster centers and data points in every one cluster are adjusted using an iterative
algorithm to finally classify k clusters [11].

Steps to identify k Clusters

1. Arrange ‘K’ pixels in the gap portrayed by items that are being clustered. These
points represent initial group centroid.

2. Allot every item to cluster that have nearest centroid.

At the point after every object is allotted, location of k centroids is recomputed.

4. Rehash?2 and 3 steps till centroids never again progress. This creates a segregation
of items to clusters and standard to be diminished is determined.

et

Bisecting K-Means Clustering

This is a conjunction of two clustering methods K-Means and hierarchical. As an
alternative of splitting chosen data to k number of groups in all iterations, this method
partitions single group into two sub clusters in every bisecting phase until required
k groups is acquired [7].

Steps to identify k clusters

1. Choose one group to partition.

2. Discover two splits utilizing essential K-Means method.

3. Reiterate 2nd step i.e., bisecting step for ITER times and obtain partition which
creates groups with complete resemblance.

4. Rehash all steps till ideal amount of groups are gained.

Since it depends on K-Means, along with benefits of K-Means it has a minimum
of interest above K-Means. It is increasingly productive with enormous size of k [7].
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3.3 Apache Cassandra

NoSQL tools provide various procedures incorporated in storing and retrieving of
data other than tables operated in conventional tools. They support multiple copies
of data to avoid data loss, comprise of simpler API, ultimately reliable, handles volu-
minous data. Apache Cassandra, a NoSQL Database, is highly scalable distributed
tool designed toward handle huge data volumes on distinct storage machines that
provide large accessibility without fail [12].

3.4 Spark Cassandra Integration

The traditional databases are not able to handle large datasets because of their limited
capacity. NoSQL databases are one of the solutions to store Big Data, which overcome
the problem of traditional relational databases. Apache Cassandra, one of the NoSQL
databases is a publicly available distributed database management system. Cassandra
is an extendable non relational database that provides high accessibility, performance,
etc. Cassandra’s design has the capability to scale, perform and present uninterrupted
uptime. Cassandra has various key features and benefits and is a vital database for
current online use cases [13].

In our previous work we proposed Spark-Cassandra integration and Spark SQL-
Cassandra integration for Batch Processing to evaluate the performance of both
frameworks on batch data [13, 14]. The results of two integrated methods are com-
pared and hence observed that Spark SQL Cassandra Integration has better Processing
Performance on batch data.

To further analyze the performance of Big Data Frameworks over Batch Process-
ing, in this study a new integrated method i.e., Spark MLIib and Cassandra with
Clustering is proposed.

4 Proposed System

An integrated method, Spark MLIib and Cassandra is proposed. Two Spark MLIib
Clustering algorithms are experimented on weather data stored in Cassandra. The
sequence of steps in this method is.

4.1 Proposed Algorithm

1. Load Weather data CSV file into Cassandra database.
2. Start Spark-Cassandra Shell.
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Fig. 1 Sequence of steps for [
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The complete process for Batch Processing the data using the proposed integrated
method is shown in the following Fig. 1.

4.2 Dataset Selection

In this study, we considered weather data for experimentation. Dataset is gath-
ered from National Climatic Data Center (NCDC). The weather data consists of
attributes such as date, location id and observations for each weather parameters like
temperature, moisture, pressure and so on.

5 Experimental Results

Proposed integrated method is tested on K-Means and Bisecting K-Means methods
on Cassandra data to measure the time taken to split data into multiple clusters and
also to calculate the WSSE which indicates the goodness of a cluster. A high WSSE
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suggests that the items in a cluster have differences and may not be useful. These
parameters helps to identify the best proved clustering algorithm on proposed method
for analysis of data.

Experiment 1: Spark MLIlib—Cassandra Integrated Method with K-Means
In first experiment, the proposed approach with K-Means is experimented to retrieve
the batch data stored in Cassandra by dividing data into different clusters.

Distinct cluster sizes are considered. From clusters 1 to 5 time decreases but error
rate is varying. And from clusters 6-9 time remains constant and error rate also
goes down. Again from cluster 10, time remains constant but error rate is increasing
drastically. Hence, cluster 9 is considered as best.

The performance of proposed integrated method with K-Means is measured by
using time efficiency and WSSE. The results are presented in the following Table 1
and the best cluster is highlighted.

From the above table it can be observed that time and WSSE are minimum for
cluster 9. So, time and WSSE values of proposed approach with K-Means with 9
clusters give better performance with minimum WSSE and time.

The results are illustrated graphically in the following Fig. 2.

Experiment 2: Spark MLIlib—Cassandra Integrated Method with Bisecting K-
Means

In second experiment, proposed approach with Bisecting K-Means is experimented
to retrieve the batch data stored in Cassandra by dividing data into different clusters.
As in the first experiment, distinct clusters are considered and repeatedly perform
the execution to find the optimum cluster with minimum WSSE and time. In this
experiment, from clusters 1 to 4 time decreases and error rate varies slightly but at
cluster 5 there is an extreme increase in error rate. However, again from cluster 5 the

Table 1 Performance.of No. of clusters Spark MLIib—Cassandra

integrated approach with integration with K-Means

K-Means

Time (s) WSSE

1 0.3 1.64315
2 0.3 5.55240
3 0.2 1.43875
4 0.2 2.42818
5 0.2 8.99238
6 0.1 1.34495
7 0.1 1.33755
8 0.1 1.32952
9 0.1 1.09486
10 0.2 7.1539
11 0.2 7.15500
12 0.2 7.15500
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Fig. 2 Performance of Spark MLIib- Cassandra Integration K-Means
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time remains almost constant as well as error rate also goes down and it is observed
that the error rate at cluster 10 decreases to 1.57621 with processing time of 0.4 s.
So, we considered experimenting further clusters to check whether there is a further
decrease in WSSE value. But the error rate increases drastically for cluster sizes 11
and 12. Hence, cluster 12 is considered as the stopping criteria.

The performance of proposed integrated method with Bisecting K-Means is mea-
sured by using time efficiency and error rate. The results are presented in the following
Table 2 and the best cluster is highlighted.

From the above table it can be observed that time and error rate is minimum for
cluster 4. Even though the error rate at cluster 10 decreases to 1.57621 with processing
time of 0.4 s, cluster 4 is considered as optimum cluster as it has minimum WSSE
value of 1.43848 with 0.2 s of processing time which is better compared to cluster
10. So, time and WSSE values of proposed approach with Bisecting K-Means with
4 clusters of batch weather data gives better performance with minimum WSSE and
time.

The results are illustrated graphically in following Fig. 3.

Table 2 Performance of

integrated approach with No. of clusters Spark MLlibh—Ce.lssandra
bisecting K-Means integration bisecting K-Means
Time (s) WSSE
1 0.4 1.64315
2 0.2 5.75240
3 0.2 1.43875
4 0.2 1.43848
5 0.3 8.99238
6 0.3 3.59877
7 0.4 3.59877
8 0.4 2.92432
9 0.4 2.25026
10 0.4 1.57621
11 0.4 9.01244
12 0.4 9.01244
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Fig. 3 Performance of Spark MLIib- Cassandra Integration Bisecting
integrated approach with K-Means
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5.1 Comparison of Proposed Integrated Approach with Two
Clustering Techniques

In this study the benchmarking was done on the comparison of two experiments on
proposed integrated approach i.e., Spark MLIib and Cassandra with K-Means and
Bisecting K-Means on weather data to find out optimum cluster size with minimum
WSSE and time. The experimental results are shown in Tables 1 and 2 related to
all the clusters. In both experiments the best cluster with minimum SSE and time is
considered for comparison and is illustrated in the following Table 3.

From the above table it is very clear that the proposed approach with K-Means with
9 clusters is having optimum time and WSSE compared to proposed method with
Bisecting K-Means. Hence, the proposed approach with K-Means with 9 clusters is
recommended for future prediction of weather data.

The comparison of time efficiency of integrated approach with K-Means and
Bisecting K-Means experiments are illustrated in graphical representation in follow-
ing Fig. 4.

Table 3 Comparison of time efficiency and WSSE of the integrated approach

Integrated approach with clustering techniques No. of clusters | Time (s) | WSSE
Spark MLIib-Cassandra integration with K-Means 9 0.1 1.09486
Spark MLIib-Cassandra integration with bisecting 4 0.2 1.43848
K-Means
0.5
0.4
)]
£ 0.3
F 0.2 B K-MEANS
0'; ‘ I M BISECTING K-MEANS
123456 7 8 9101112

No. of Clusters

Fig. 4 Comparison of time efficiency of integrated approach
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Fig. 5 Comparison of WSSE of integrated approach

The comparison of error rate of integrated approach with K-Means and Bisecting
K-Means experiments are illustrated in graphical representation in following Fig. 5.

6 Conclusion

To get the benefits of popular clustering techniques to partition the weather data
which is required for further analysis an integration of Spark Machine Learning
Library (Spark MLIib) and Cassandra with two popular Clustering algorithms like
K-Means and Bisecting K-Means is proposed on weather data and its performance is
evaluated based on the time and WSSE.. The results proved that proposed integrated
approach with K-Means is effective in terms of time and minimum Sum of Squared
Errors (SSE). Hence, best integrated method i.e., Spark MLIib and Cassandra with
K-Means is recommended for future prediction of weather data.
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A Study on Opinion of B.Sc. Nursing m
Students on Health Informatics Cestte
and EMR as Part of Nursing Education

B. GangaBhavani

Abstract In India nursing educational institutions run under the umbrella of Indian
Nursing council, which prescribes the curriculum and other norms for nursing edu-
cation and nursing care services in health care sector. Indian nursing council has pre-
scribed Introduction of computers in first year of B.Sc. nursing course and in second
year, B.Sc. nursing course Communication and Education Technology. Objectives:
The present study aims at knowing the nursing graduate student’s knowledge about
health informatics and EMR and their opinion about these courses to be included in
nursing curriculum. Methodology: An incidental study is conducted on final year
B.Sc. nursing students. Analysis and Results: Eighty percent of the male students
are in favor of EMR system and seventy percent of the female students are in favor
of it. Seventy eight percent of the both male and female students want to upgrade the
nursing curriculum by including EMR and Health Informatics in the syllabus. Overall
seventy four percent of the students are of the opinion that nursing curriculum need
to be updated giving scope for technology based elective subjects like Electronic
Medical Records and Health Informatics.

Keywords Knowledge - Opinion + Nursing students - Health informatics *
Electronic medical records * Nursing curriculum * Electives subjects

1 Introduction

Nursing is one of the key services of health care system. The genesis of nursing
is as old as motherhood, but the systematic study of nursing was started by Flo-
rence Nightingale. In India nursing educational institutions run under the umbrella
of Indian Nursing council, which prescribes the curriculum and other norms for
nursing education and nursing care services in health care sector. Computers have
entered in every educational system including health care institutions. Hence Indian
nursing council has included a paper on Introduction of computer in first year of
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B.Sc. nursing course with 15 h of theory and 30 h of practical instruction which
is of a very basic, in nature. In 2nd year B.Sc. nursing course Communication and
Education Technology with 60 h of theory and 30 h of practical work is prescribed
for study. Both the subjects are related to the use of technology for health care com-
munication. Global technical advancements resulted in the emerging new courses as
Health Informatics and Electronic Medical Records/Electronic Health Records.

According to Wikipedia “Health Informatics (also called health care informatics,
medical informatics, nursing informatics, clinical informatics or biomedical infor-
matics) is information Engineering applied to the field of health care, essentially the
management and use of patient health care information” [1] (https://en.wikipedia.
org/wiki/Health_informatics).

Electronic medical record is “An electric (digital) collection of medical infor-
mation about a person that is stored on a computer. An electronic medical record
includes about a patient’s health history such as diagnosis, medicine, tests, allergies,
immunizations and treatment plans. Electronic medical records can be seen by all
health care providers who are taking care of the patient” [2] (Fig. 1).
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Fig. 1 Courtesy to.cancer.gov/publications/dictionaries/cancer-terms/def/electronic-medical-
record


https://en.wikipedia.org/wiki/Health_informatics
http://to.cancer.gov/publications/dictionaries/cancer-terms/def/electronic-medical-record

A Study on Opinion of B.Sc. Nursing Students ... 79

2 Need for the Study

Present era is for the students who are technology savvy, nursing students are no
exception to it. Computers and internet had reached even the remote rural areas of
India.

The present study aims at knowing the nursing graduate students’ opinion about
the use of technology in patient care and communication. Their opinion about health
informatics and EMR system to be included in nursing curriculum.

w0

Objectives of the Study

e To find out the knowledge of B.Sc. nursing students regarding Health Informatics.

e To know the knowledge of B.Sc. nursing students regarding EMR system.

e To find out the opinion of B.Sc. nursing students regarding Health Informatics
and EMR system to be included in nursing curriculum as elective subjects.

4 Review of Literature

Trained Nurses’ Association and Student Nurses Association of India has conducted
National level conference with the theme “Empowering Nurses Through Advanced
Technology” on 17th and 18th August 2017 in Dr. D. Krishna Murthy Kalakshetram,
Tirupati, Andhra Pradesh.

The review of the literature is taken from the Souvenir published after the
conference.

A survey was conducted on, “Attitude of Nurses Regarding use of Computers And
Electronic Patient Record” by D. Beula, K. Manjula, M. S. Anusha. According to
the study nurses working in public sector hospitals of Andhra Pradesh are positive
towards Electronic Medical Records system [3]. Same findings are reported in a
study conducted by the investigator on the public sector nurses of Mumbai.

“A study to Assess the knowledge, perception and attitude on EMR among nurses
in selected hospitals at Tirupati” by G. S. Dilli Rani revealed that there is a significant
positive relation between staff nurses’ level of education and knowledge scores on
EMR system [4].

S. Spandanahas conducted “A study to Assess Nursing Faculty’s Knowledge on
Importance of Nursing Informatics”. The study revealed a significant association
between the nursing informatics’ knowledge and computer literacy of the nursing
faculty [5].

“A study on Effectiveness of Structured Teaching program on Knowledge and
Utilization of Computers Among Nursing Staff in Gandhi Hospital, Secunderabad,”
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is done by J. C. KavithaLatha. The study results revealed that there is a significant
improvement in use of computers in patient care documentation among nurses after
the training program.

5 Methodology

An incidental study is conducted on final year B.Sc. nursing students of different
nursing colleges at Tirupati when they are attending a cultural fest arranged by a
leading nursing college of Tirupati on 28th September 2019. Total number of samples
is 100.

Inclusion criteria is all those students who are studying 4th year B.Sc. nursing
course and about to be graduated within 3 months. Exclusion criteria is those students
who are unwilling to participate in the study.

Informed consent is taken from the students.

6 Analysis of the Data

Total n = 100 Male students are 20 and female students are 80.
Results of the Data analysis (Table 1).

6.1 Knowledge Scores on EMR and Health Informatics

e Seventy percent of the students felt that using computers to document patient care
improves their self-image.

e Ninety six percent of the students feel satisfied if they document patient care
accurately in computers.

e Sixty percent of the students have the knowledge that Health Informatics system
helps in Patient billing and insurance claims.

Table 1 Knowledge and opinion scores of the B.Sc. nursing students on health informatics and
EMR

Categories Female (%) Male (%) Grand total (%)
Knowledge scores on H.I. 67 74 71
Knowledge scores on EMR 77 79 78
Opinion scores on H.I. and EMR 76 80 78
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e Seventy one percent of the students are aware about the basic qualifications to
study Health Informatics courses.

e Sixty seven percent of the students have the knowledge regarding the principles
of Health informatics system.
Seventy two percent of the students know the scope of EMR.
Sixty nine percent of the students are aware of the benefits and uses of EMR
system.
Seventy percentage of the students know the limitations and demerits of EMR.
Sixty-two percentage of the students know how to recognize the technical error.
Seventy-five percentage of the students are aware that EMR system is time saving.

6.2 Analysis of the Opinion Scores

e Sixty-eight percentage of the students are confident of using computers for
recording the patient care while thirty-two percentage opted for paper pen
documentation.

e Eighty percent of the students are of the opinion that EMR is helpful for patients’
referrals.

e Ninety percent of the students are of the opinion that if they make mistakes in
EMR Patient will be affected drastically.

e Ninety eight percent of the students are of the opinion that technology is not an
enemy to the health care system. They are in favor of using technology for health.

¢ Ninety six percent of the students are of the opinion that proper use of EMR and
Informatics reduces the medico legal delays.

e Sixty-five percentage of students are of the opinion that EMR can be protected
by proper passwords and security keys.

e Ninety percent of the students are apprehensive about patient data leakage and
cyber threats.

e Fighty-two percentage of the students want to include EMR in Nursing curricu-
lum.

e Seventy-nine percent of the student want Health Informatics in nursing curriculum
as elective subject.

e Ninety percent of the students are of the opinion that introduction to computers
as the nursing subject in under graduate nursing courses must be updated.

6.3 Knowledge Scores Based on Gender

e Male students’ knowledge score on EMR is slightly higher as seventy six percent
against female students’ seventy two percent.
e Opverall knowledge score of the total students is seventy-four percentage on EMR.
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e Male students’ Knowledge score on Health Informatics is higher as seventy-four
Against seventy percent of female students.

e Opverall knowledge score of the total students is seventy-two percentage on Health
Informatics.

e The knowledge scores of both EMR and Health Informatics uses in nursing is
seventy three percent.

6.4 Opinion Scores Analysis

e Fighty percent of the male students are in favor of EMR system as against seventy
percent of the female students.

e Seventy percent of the both male and female students want to upgrade the nursing
curriculum by including EMR in the syllabus.

e Seventy two percent of the male students want Health informatics as elective
subject in nursing curriculum as against seventy percent of female students.

e Overall ninety-six percent of the students are of the opinion that computers are
helpful for nursing care.

e Opverall seventy percent of the students are of the opinion that nursing curriculum
need to be updated giving scope for technology based elective subjects (Fig. 2).
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Fig. 2 Knowledge and opinion scores on H.I. and EMR
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7 Summary and Conclusion

Tirupati as a city of knowledge hub has most of premier educational institutions.
Nursing students of the city has the unique opportunity to interact with many students
who are technology savvy and adopt the same zeal. This is clearly reflective of the
high knowledge scores and well-set opinion about use of technology in nursing care.
Indian Nursing Council is going to update the nursing curriculum in 2020. Hopefully
technology-based subjects will be included in the curriculum.

8 Recommendations

e Same study can be carried out in other cities to know the students’ opinion about
Electronic Medical Records and Health Informatics.

e Online MOOCS courses in Health Informatics and Electronic Medical Records
can be provided on SWAYAM platform for nursing, paramedical and medical
students.
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A Comprehensive Hybrid Ensemble m
Method with Feature Selection oo
Techniques

G. Sujatha and K. Usha Rani

Abstract Data Mining is the process of examining huge pre-existing databases
in order to produce new information. Decision Tree is a very popular and practi-
cal approach in Data Mining. Decision Trees plays a crucial role in medical field.
Ensemble methods create multiple models and produce more accurate solutions than
a single model. Feature Selection improves the standard of the data by removing
irrelevant attributes, due to that accuracy will increase. In this study experiments
are conducted on a Hybrid Method i.e., C4.5 Decision Tree with MultiBoostAB
Ensemble technique with different Feature Selection Techniques on Tumor datasets
for finding out accuracy, execution time to build a decision tree and size of the tree.

Keywords Data mining + C4.5 - MultiBoostAB - Feature selection process -
Tumor datasets

1 Introduction

In today’s information age, there is a requirement for a powerful analytical solution
for the extraction of the useful information from the massive quantity of data within
the databases. Data Mining is the solution and is used for extracting knowledge
from a data set and converts it into the human understandable format. There is more
than one form of knowledge extraction from the datasets. These forms are used for
extract models connecting vital categories or discover out future knowledge trends
[1]. There are two forms in Data Mining: Classification and Prediction. By using
the Classification set of models are identified and data classes are distinguished [2].
Decision Trees (DT) are widely used in classification [3-6]. Ensemble classifiers will
give best result than a single classifier by considering a preference of their estimated
values [7].
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In Data Mining, Data Preprocessing is used to delete the unnecessary data due to
that quality of the data is improved. Data Reduction is one step during the Prepro-
cessing. During the data reduction, Feature Selection or Attribute Selection is crucial
task. By using Feature Selection a subset is generated from its original features. Over
the years, Feature Selection plays active role in research and development [8]. Fea-
ture Selection used for find out the necessary attributes for Data Mining and also
used for diminishing the number of irrelevant attributes in the Dataset.

From our previous study, it was proved that the Hybrid method i.e., C4.5 Decision
Tree classifier with MultiBoostAB ensemble technique is best for Tumor Datasets
[9]. Further, it was proved that committee size of 10 for Primary Tumor (PT) and
committee size of 20 for Colon Tumor (CT) having higher accuracy by using the
Hybrid Method [10]. A majority of studies have concluded that there is no single
feature selection is best method for all the datasets [11, 12]. Hence, for verification
of the best suitable method(s) for PT and CT Datasets experiments are conducted
with the Hybrid Method by considering all feature selection methods for improving
accuracy.

The paper is organized into 4 sections. Section 2 deals with literature survey based
on Feature Selection Processes, Sect. 3 deals with the description of different Feature
Selection Processes, Sect. 4 consists of Experimental Results with explanation and
Concluded by Sect. 5.

2 Related Work

Chen et al. [13] carried out experiments with Feature Selection techniques on ensem-
ble methods AdaBoost, MultiBoostAB and Bagging with C4.5 algorithm on medical
data. The results are evaluated based on accuracy and execution time. BalaKumar
etal. [14] done experiments on E-mail spam classification. In this 3 Feature Selection
Methods ReliefF, Cfsubseteval and Chi square are used with different classification
algorithms.

Novakovic [15] identified the impact of Feature Selection with MultiBoostAB +
Support Vector Machine (SVM) on 5 medical data sets. These results are compared
by using different feature selection methods.

Rokach et al. [16] had done experiments on different datasets by using various
Feature Selection methods with C4.5 Decision tree classifier.

Souza et al. [17] analyzed a framework with various Feature Selection techniques
LVF, Relief, Focus and Relieved algorithms are classify with various classification
algorithms like C4.5, Naive Bayes and K-nearest neighborhood on 13 datasets.

Polat et al. [18] developed a novel algorithm with the name Feature Selection-
Artificial Immune Recognition System [FSAIRS] on medical data set by using C4.5
decision classifier.

Deisy et al. [19] carried out experiments on medical data with different Feature
Selection methods with C4.5 algorithm.
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Hall et al. [20] developed experiments on different data sets with one Feature
Selection Technique (Correlation Based Feature Selection) by using C4.5 classifier.

Aruna et al. [21] developed a novel algorithm CSSFFS for Feature Selection on
the purpose of detecting Breast cancer. This is a novel and genetic algorithm with
the merging of filters and wrappers. Here Support Vector Machines (SVM) acts as a
filter and SFFS acts a wrapper in this algorithm.

Lavanya et al. [22] experimented with Feature selection techniques by using
CART classifier on different Breast Cancer Datasets. From the results it is observed
that the best Feature Selection method depends on particular dataset.

The literature survey clearly shows that there is no single Feature Selection is
suitable for all the datasets.

3 Background

This section describes Feature Selection Process and Feature Selection Techniques
which are related to this study.

3.1 Feature Selection Process

The procedure for Feature Selection Process is divided into four steps, which are rep-
resented in Fig. 1 [23]. Steps are: Generation of Subset, Subset Evaluation, Stopping
Criteria and Result Validation.

e The Subset Generation is used to form the different subsets with various features
[23]. This is two types:

Fig. 1 Feature selection

process l Original Feature set

’ Subset Generation |

v Subsets of Features

| Subset Evaluation

Goodness of subset

Result
Validation

Stopping
Criterion
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— Forward Selection: It initializes with empty set and options are added one by
one.

— Backward Elimination: It initialized with full set and the options are removed
[23,24].

e [Later, new feature set is generated by using the prior best feature set. If the new
subset is superior to the prior best feature set, then the existing feature subset is
replaced with the new best feature subset.

e This procedure is repeated until it satisfies the Stopping Criterion.

e Get the optimal resultant set based on evaluation criterion.

3.2 Feature Selection Methods

Feature Selection Methods are 2 types: Subset Evaluation (SE) and Attribute Evalua-
tion (AE). Further each one is having various methods as represented in the following
Fig. 2.

Subset Evaluation Methods: A brief description about all the methods under subset
Evaluation is presented here:

Correlation based Feature Selection. This is feature subset selection algorithm.
This works based on correlation among the features. It selects best feature subset by
using heuristic evaluation function [24]. It is used for nominal or categorical features.
Classifier SE. It evaluates feature subsets with either training data or testing data
sets. It estimates the accuracy based on these subsets.

Filtered SE. In this learning algorithm is used for evaluation of subsets. For finding
out the accuracy cross validation is used in this algorithm [23].

| Feature Selection Methods |
| Subset Evaluation (SE) | |__Attribute Evaluation (AE) |

| |Correlation based Chisquare AE
Feature Selection Filtered AE

——  Classifier SE | ain Ratio

— | Filtered SE

LI Consistency SE | Latent Semantic Analysis |
OneRAE |

Principal Component AE |

INNN

Symmetric Uncertainity AE |
ReliefF AE

Fig. 2 Methods in feature selection process
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Consistency SE. In this degree of consistency is used to calculate the feature subsets.
Here instead of using full subset it searches for the smallest subset which gives same
consistency like the full set.

Attribute Evaluation Methods: A brief description about most common methods
under Attribute Evaluation is prescribed here:

Chi-Square AE. It is used to test whether the class label not depend of a particular
feature or not [23]. It is represented as

= (M

where

r  Different values for a feature

¢ Number of classes

Oij Number of instances with i value in class j

Eij Number of instances (Expected) with i value in class j.

Gain Ratio (GR). It is used to eliminate the bias in IG. The formula for GR is
represented as

Gai(A)
R= o b)
SplitInfo(A)

Split Info is

Split Infos (D) = — Z ((||DD]||)) log? (||DDJ'||)

j=1

3)

where D is a set containing of d data samples with n various classes.
Information Gain (IG). It is developed by Hunt in 1996 for determining the feature
significance between the attribute and class label based on entropy [24].

IG(X,Y) = H(X) — H((X)/(Y)) 4)

In this X, Y are attributes and H(X), H(Y) are entropy of X and Y.
OneR AE. These algorithms follow various methods to generate compact, easy to
interpret, and exact rules based on a particular class at a time [24]. For the use of
decision trees classification rules are used.

r=(a,c) @)

where a is series of tests that can be evaluated and
c is a class that applies to instances covered by ruler.
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Rule based algorithm follow basically three steps. They are

1. Generate rule R on datasets
2. Discard the training data which is covered by the rule
3. Do the above 2 steps up to generate one level tree.

Symmetric Uncertainty (SU). Correlation based feature selection is the base for
Symmetrical Uncertainty (SU) [23].

SU = 2.oﬂ (6)
H(X) + H(Y)

SU is in the range of [0, 1] and H(X) and H(Y) are entropies of X and Y.
ReliefF. It was proposed by Kira and Rendel [24]. ReliefF is an extension to relief
algorithm. It supports dependent features and as well as noisy data. It works by
measuring the ability of an attribute in separating similar instances. It follows three
basic steps for the ranking of the features. Those are:

1. Calculate the hit and miss values to the nearest rank
2. Calculate feature weight
3. Return top K features based on given threshold.

4 Experimental Result

The Experimental Datasets Primary Tumor (PT) is collected from UCI Machine
Learning Repository [25] and Colon Tumor (CT) is collected from Bioinformatics
Group Seville [26], which are openly accessible. The following Table 1 shows the
collected Datasets Information.

If the data contains irrelevant data like missing values or empty cell entries, those
cells are preprocessed. In this study, to preprocess the irrelevant data with the corre-
sponding mean of the cell entries is substituted. It was proved that Hybrid Method
i.e., c4.5 + MultiBoostAB with the committee sizes of 10 for PT and 20 for CT
having high accuracy [9, 10] by using Weka tool on the data using 10-fold cross
validation.

To study the performance of the Hybrid Method with various Feature Selec-
tion Method(s) various experiments are conducted and the results are shown in the

Table 1 .Datasets Data set Primary tumor (PT) Colon tumor (CT)
information

Attributes 18 2001

Classes 2 2

Instances 339 62

Missing values | Yes No
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Table 2 CfsSubsetEval + MultiBoostAB + C4.5

Search PT CT

technique Reduced | Accuracy | Time | Tree | Reduced | Accuracy | Time | Tree
No. of (%) (s) size | No. of (%) (s) size
attributes attributes

Best-first 11 40.41 0.22 | 66 26 79.03 2202 |7

Exhaustive 11 40.41 1.39 66 - - - -

Genetic 13 40.71 027 | 87 532 75.81 1352 | 5

Greedy-step | 11 40.12 0.06 | 66 26 75.81 16.5 5

wise

Linear 11 40.41 0.11 66 21 80.64 0.95 5

forward

selection

Random 11 41.89 0.56 | 66 - - - -

Rank 11 41.89 0.11 | 81 47 80.64 43.64 | 5

Scatter 11 40.12 0.13 66 - - - -

Subset size | 11 40.18 0.36 | 66 21 80.64 1.2 5

forward

selection

Bold indicates The best feature selection method with corresponding search technique

Tables 2, 3,4, 5 and 6. The best Feature Selection Method with corresponding Search
Technique is highlighted in each Table.

From the Table 2 it is observed that Random and Rank search techniques for
PT and Liner Forward Selection, Rank and Subset size Forward Selection search
techniques for CT has highest and same accuracy than other search Techniques. For
both the Datasets Rank Search Technique is having highest accuracy.

From the Table 3 it is observed that Linear Forward Selection Technique for PT
and Random Search Technique for CT have highest accuracy than other techniques.

From the Table 4 it is observed that Scatter Search Technique for PT and Rank
Search Technique for CT have highest accuracy than other techniques.

From the Table 5 it is observed that Genetic Search Technique for PT and Subset
size Forward Selection Search Technique for CT has highest accuracy than other
techniques.

From the Table 6 it is clearly observed that Chi Squared Attribute Eval, Gain Ratio
Attribute Eval and Symmetric Uncert Attribute Eval for PT and for CT Gain Ratio
Attribute Eval and Symmetric Uncert Attribute Eval are the best and having same
accuracy than other Feature Selection Methods.

The best search technique corresponding to a particular feature selection method
and from other feature selection methods for the two Tumor Datasets is represented
in the Tables 7 and 8.
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Table 3 ClassifierSubsetEval + MultiBoostAB + C4.5

Search PT CT

technique Reduced | Accuracy | Time | Tree | Reduced | Accuracy | Time | Tree
No. of (%) (s) size | No. of (%) (s) size
attributes attributes

Best-first 18 24.78 0.19 | - - 64.52 13.89 | 1

Exhaustive | 1 24.78 0.17 | 1 1 61.29 0.16 3

Genetic 18 24.78 0.02 | 18 - 64.52 1.42 -

Greedy-step | 18 24.78 0.09 | 18 - 64.52 1.5 -

wise

Linear 8 37.46 31.13 | 19 - - - -

forward

selection

Random 1 28.02 0.02 | 3 1 83.87 6.64 -

Rank - 24.78 0.11 | - - - - -

Scatter - 24.78 0.09 | - - 64.52 1.52 -

Subset size | 18 24.78 0.19 | - - 64.52 13.89 | 1

forward

selection

Bold indicates The best feature selection method with corresponding search technique

Table 4 ConsistencySubsetEval + MultiBoostAB + C4.5

Search PT CT

technique Reduced | Accuracy | Time | Tree | Reduced | Accuracy | Time | Tree
No. of (%) (s) size | No. of (%) (s) size
attributes attributes

Best-first 16 43.36 0.36 | 85 5 77.42 1.84 |7

Exhaustive 16 42.48 33.53 | 85 - - - -

Genetic 16 41.29 0.28 | 85 205 80.65 0.25 11

Greedy-step | 16 43.36 0.31 | 85 5 77.42 092 |7

wise

Linear 16 43.36 0.34 | 85 6 77.42 0.5 7

forward

selection

Random 16 43.36 8.63 | 85 - - - -

Rank 17 43.07 0.22 | 85 15 88.71 523 |7

Scatter 17 43.66 0.67 | 85 - - - -

Subset size | 16 43.36 0.28 | 85 3 79.03 0.67 7

forward

selection

Bold indicates The best feature selection method with corresponding search technique
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Table 5 FilteredSubsetEval + MultiBoostAB + C4.5

Search PT CT

technique Reduced | Accuracy | Time | Tree | Reduced | Accuracy | Time | Tree
No. of (%) (s) Size | No. of (%) (s) size
attributes attributes

Best-first 11 39.23 0.03 65 26 80.65 22 7

Exhaustive 11 39.23 0.44 65 - - - -

Genetic 12 41.89 0.09 | 91 532 75.81 13.54

Greedy-step | 11 39.82 0.03 65 26 77.42 16.28

wise

Linear 11 39.23 0.02 65 19 80.65 0.64 7

forward

selection

Random 11 39.82 0.17 65 - - - -

Rank 12 40.71 0.03 52 - - - -

Scatter 11 39.23 0.03 65 - - - -

Subset size | 11 39.82 0.11 65 19 82.26 1.03 7

forward

selection

Bold indicates The best feature selection method with corresponding search technique

From the Table 7 it is clear that Consistency Subset Eval, Chi Squared Attribute
Eval, Gain Ratio Attribute Eval and Symmetric Uncert Attribute Eval feature selec-
tion techniques are best for PT dataset because these are having same and highest
accuracy.

From the Table 8 it is clear that Consistency SubsetEval Feature Selection Tech-
nique has higher accuracy than other Feature Selection Techniques. From Tables 7
and 8 it is observed that Consistency Subset Eval Feature Selection Technique is
common and best method with higher accuracy for both the Tumor Datasets.

Hence, we conclude that Consistency Subset Eval Feature Selection Technique is
best among fourteen Feature Selection Techniques for Tumor Datasets.

The performance of the Hybrid Method (C4.5 4+ MultiBoostAB) with best fea-
ture selection i.e., Consistency Subset Eval is compared with and without Feature
Selection i.e., from our previous study [10] (Table 9).

There is slight improvement in the accuracy of the Hybrid Method with Feature
Selection on PT dataset. Whereas nearly 6% improvement in the accuracy of the
Hybrid Method with Feature Selection on CT dataset.
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Table 7 With all feature selection techniques for PT dataset + MultiBoostAB + C4.5
Feature Search PT
selectllon technique Reduced No. of | Accuracy (%) | Time (s) | Tree size
techniques attributes
Cfs subset Eval | Rank 11 41.89 0.11 81
Classifier Random 8 37.46 31.13 19
subset Eval
Consistency Scatter 17 43.66 0.67 85
subset Eval
Filtered subset Genetic 12 41.89 0.09 91
Eval
Chi-squared Ranker 17 43.66 0.13 85
attribute Eval
Gain ratio Ranker 17 43.66 0.11 85
attribute Eval
Symmetric Ranker 17 43.66 0.11 85
Uncert
attribute Eval
Bold indicates The best feature selection method with corresponding search technique
Table 8 With all feature selection techniques for CT dataset + MultiBoostAB + C4.5
Feature Search CT
select‘lon technique Reduced No. of | Accuracy (%) | Time (s) | Tree size
techniques attributes
Cfs subset Eval | Rank 47 80.64 43.64 5
Classifier Rank 1 83.87 6.64 -
subset Eval
Consistency Rank 15 88.71 5.23 7
subset Eval
Filtered subset Subset size 19 82.26 1.03 7
Eval forward
selection
Gain ratio Ranker 2000 83.87 3.97 5
attribute Eval
Symmetric Ranker 2000 83.87 4.01 5

Uncert attribute
Eval

Bold indicates The best feature selection method with corresponding search technique
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Table 9 Accuracy (%) of C4.5 with MultiBoostAB (Hybrid method) with and without feature
selection technique

Data sets Hybrid method (C4.5 + MultiBoostAB)
Without feature selection | With feature selection (consistency subset
Eval)
Primary tumor (PT) | 43.07 43.66
Colon tumor (CT) | 82.26 88.71

Bold indicates The best feature selection method with corresponding search technique

5

Conclusion

Applying Feature Selection improves the standard of the information by removing
immaterial attributes. In this study, various Feature Selection Techniques are consid-
ered for Tumor Datasets, various experiments are conducted. The performance of the
Hybrid Method (C4.5 + MultiBoostAB) with various Feature Selection Techniques
are compared in terms of accuracy, time to build a model and size of the tree on Tumor
Datasets are observed. Experimental results show that Feature Selection technique
enhances the accuracy of classification. From the results it is clear that, Consistency
Subset Eval is the Best Feature Selection Method is identified for Tumor Datasets.
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DNA Based Quick Response (QR) Code )
for Screening of Potential Parents oo
for Evolving New Silkworm Races

of High Productivity

K. Haripriya, D. M. Mamatha, S. Jyothi, and S. Vimala

Abstract India has a race privilege of having all varieties of natural Skills in the
world. In such a demand, evolving new silkworm breeds specific to Resistance,
Fecundity, Thermo tolerance and Silk productivity are always on demand. The con-
ventional methods of silkworm breed Development is obsolete and the gene based
scientific strategies are always on demand in screening potential parents for the
cause of evolving new, sustainable and promising breeds. Genetic similarities of
silkworm though collected from different research centres and Silkworm Germplasm
bank cause a major concerns for this process. In view of this, molecular diversity is
considered using DNA Barcoding through Co-I gene sequencing, DNA based QR
code development and phylogenetic analysis. For this study Twenty nine silkworm
races were analyzed. While DNA Barcoding is an effective molecular tool for Silk-
worm races and parental breeds identification, notwithstanding the advantages in
DNA Barcdoing, more specific DNA based QR codes are developed for the genetic
identification and screening of silkworm races and parental breeds for the genetic
improvement and promising breed development of silkworms.

Keywords Silkworm races - DNA barcoding + DNA based QR code * Python
language

K. Haripriya (<) - D. M. Mamatha - S. Vimala

Department of Biosciences and Sericulture, Sri Padmavati Women’s University, SPMVYV,
Tirupati, India

e-mail: Kodurharipriya@gmail.com

S. Vimala
e-mail: kodurharipriya@gmail.com

S. Jyothi
Department of Computer Science, Sri Padmavati Women’s University, SPMVYV, Tirupati, India

© Springer Nature Switzerland AG 2020 99
S. Jyothi et al. (eds.), Advances in Computational and Bio-Engineering,

Learning and Analytics in Intelligent Systems 15,

https://doi.org/10.1007/978-3-030-46939-9_9


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-46939-9_9&domain=pdf
mailto:Kodurharipriya@gmail.com
mailto:kodurharipriya@gmail.com
https://doi.org/10.1007/978-3-030-46939-9_9

100 K. Haripriya et al.

1 Introduction

The Quick Response code is a 2D barcode, which enables to encode more information
than one dimensional barcode, prepared as a type of matrix barcode, which was first
designed for the automotive industry by Denso Wave in Japan 1994 [1, 2]. It consists
of Black and White Squares. These square patterns carry packets of information. It
is based on 2 regions. They are Function patterns region and Encoding region. The
function pattern that includes the finder pattern, timing pattern and alignment pattern
deciphers the arrangement scheme where as the encoding region with the encoding
data [3]. The appropriate orientation of code is detected by three squares displayed
at the three corners of QR code symbol which are known as finder patterns. Decoder
software enables to find the sides of pattern, Where as Alignment pattern used in
correction of picture deformity.

The rest of the region is the encoded region where data code words and error
correcting code words are stored. The quiet zone is the spacing provided to differen-
tiate between QR code and its surrounding [3]. For the scanning program It is very
important. Further, QR codes are fast readable codes and it can store information
in the form of Uniform Resource locator (URL), plain text and numeric and image
data information and etc. QR codes can efficiently provide such links for connect-
ing collections, photographs, map; ecosystem notes citations and Gen Bank—NCBI
sequences. QR codes have profuse advantages over DNA Barcodes.

In the present study, we have made a successful attempt to overcome the limita-
tions and applications for reading the DNA Barcoding because of the difficulty in
information retrieval through direct scanning of DNA sequences. The DNA sequence
in plain format is very long string of character which is also not feasible for data
input. We attempt to eliminate the limitation by encoding the DNA sequence into a
more compact form. Quick Response code (QR) has been recognized as the best of
the available barcode types for representing and is leveraged here to read the DNA
sequences and to retrieve the genetic information and its taxonomic information too.
In this study, a DNA based QR Codes were developed to widen the applications of
DNA Barcoding technologies [4].

The QR code, similar to barcode, is an example of an information matrix. How-
ever a significant difference in the two is that while a DNA barcode only holds
information in clear vertical bars, in one direction only, while a QR can hold infor-
mation in both vertical and horizontal as well. This is why QR codes are referred
to as two-dimensional, because they carry information both ways ie., vertically and
horizontally. Another direct advantage to this is the great potential to carry pockets
of information in a smaller space [2]. Compared to a DNA barcode, it has great scope
of applications for quick identification.
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1.1 The DNA Barcode

All organisms including all flora and fauna contain genomic DNA within the cell
which consists nucleotide bases adenine, cytosine, guanine, thymine (A, T, G, and C)
which are arranged in very specific sequences to encode the functional or structural
proteins. DNA Barcode refers to a short section of DNA from a marker gene of the
‘Mitochondrial genome’. Thus developed DNA barcode can be used to identify dif-
ferent species, races and pure breeds. Unlike fauna, plants have different gene markers
to identify the different organism groups for DNA barcoding. The DNA sequences
successfully used in DNA barcoding in animals is the 5’ end of the mitochondrial
gene Cytochrome oxidase 1 (COI). This sequence is recognized as universal barcode
of the entire animal kingdom and it is used to authenticate and trace animal species
races and pure breeds. The conventional means of generating DNA sequence data to
obtain a barcode for a species or a specimen is through Polymerase Chain Reaction
(PCR) amplification using species specific primers and sequencing of DNA barcode
sequences through Sanger sequencing method from genomic DNA extracted from
individual specimens [5].

1.2 Sequence Alignment

The DNA sequences of the specimens can be compared with the reference sequences
to identify the species. BlastN Search of the NCBI—BLAST database with DNA
sequence on sequence comparison algorithms. To identify regions of similarity
between the DNA sequences, two sequences are aligned in an optimal arrange-
ment. The optimal alignment of two sequences is chosen from the maximum score
of matching pairs, mismatching pairs, and penalty score of the gaps. The current
algorithm includes hierarchical clustering, similarity methods, combines clustering
and diagnostic methods.

2 Materials and Methods

2.1 Generation of DNA Barcodes

Following sequence alignment, from the tabulated DNA sequence files, Trace file
and Taxonomy files are prepared and they are submitted to Barcode of Life Data
system (BOLD) Database. After thorough verification and validations the accession
numbers are specified for every DNA sequence. Then finally the respective DNA
barcodes are generated by the BOLD systems [5].
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2.2 Generation of DNA Based QR Codes

Anaconda-Python

The Anaconda (Python distribution) is a standard platform for python programming
language for scientific computing like Data sciences, data processing, predictive
analytics etc. The Anaconda software is used by over 12 million users and includes
more than 1400 popular data-science packages. It is suitable for windows, Linux and
Mac OS. Anaconda distribution comes with more than 1400 packages as well as the
conda package and virtual environment manager, called “Anaconda Navigator”.

Anaconda Navigator is a desktop graphical user interface (GUI) included in ana-
conda distribution that allows users to launch applications and environments and
channels without using command-line commands. For DNA based QR codes devel-
opment “JUPYTER NOTEBOOK” application has been used. This application is
available by default in Navigator [6].

Jupyter is a browser-based interpreter that allows you to interactively work with
Python. You can think of jupyter as a digital notebook that gives you an ability to
execute commands, take notes and draw charts. It’s primarily used by Data Scientists.

From the Launcher tab, open the Python 3 kernel in the Notebook area. A new
Jupyter notebook file with an empty code cell opens in a separate tab. Enter your
python program in the code cell. To run the program and add a new code cell below
the program, select the cell in the notebook from the toolbar.

2.3 Data Set of DNA Sequences

The COI gene sequence of the selected specimens were retrieved from BOLD
Database. The DNA sequence were Queried from the BOLD Database by keywords
“barcode”. Some of the DNA sequences were extracted from the complete genome as
CDS for gene COX 1. The DNA barcode sequences of all silkworm Bombyx breeds
were chosen as reference barcodes. The DNA sequence with BOLD index numbers:
AAB3839 were chosen as test set (Different silkworm breed samples) [4].

2.4 DNA Sequences into DNA QR Code Encoding

The QR code has the best compression efficiency in encoding DNA barcode
sequences among the other 2D codes (Matrix) [7]. The open source QR Code Library
in Python kernel version (Anaconda) was adapted for developing program in Jupyter
notebook to encode the DNA sequences [8]. To generate QR code, an new python
jupyter notebook in kernel version is created at first in order to write QR code col-
lecting commands for running the programme. At this stage it is called encode ( ).
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In the encode method with four settings; the text to the DNA sequence (encode),
QR code (barcode type) and the desired width and height (in pixels) of the image
are produced. The applications general commercial QR codes are endless. They are
used to identify and classify magazines, advertisements, product wrappings, T-shirts,
passports, business cards etc [1].

In the present study the silkworm races and breeds obtained from the germplasm
bank of Andhra Pradesh State Sericulture Research Institute (APSSRDI) are consid-
ered. The genomic DNA of the marker gene sequence (Co Igene) is taken as input
sequence. In addition to the DNA sequence, its taxonomic data and breed name are
also taken as inputs. Applying the above programme the DNA based QR code is

developed for every respective Silkworm races and breeds.

2.5 Comparison Between DNA Barcode and DNA Based QR

Code
S. No. | DNA barcode DNA based QR code
1. A DNA Barcode only holds information | QR code holds information in both
in the vertical direction horizontal and vertical directions
2. A DNA Barcode can only hold as much The capacity of QR code is hundreds of
information that could be limited to the times higher in storing and linking the
number of specific DNA bases and information than a DNA barcode [3]
position and the number of DNA bases
3. DNA barcode takes up Alphabetical While QR code takes up information in
information only Alphanumeric
4. Taxonomic information and meta data Organism’s taxonomic information can
cannot be included be included consisting of entire binomial
nomenclature, including species type and
breed name and common name too
5. Image data and meta data cannot be While QR code can be generated not only
contained in a DNA barcode with Alphanumeric but also image data
and meta data too
6. DNA barcode scanners are not available While the QR code can be scanned with
and need to be developed specifically any QR code scanner publicly available
and hence can reach out to the common
man

See Fig. 1.
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Features of the DNA barcode DNA based QR code
code
High capacity 650-680 bases Alpha Up to 7089 numeric integers

L) 1"
(L TR TR ST TR
Ll »
A LMRUL CSRTTATR DT BT T IR
- "
R EUITRRTRRINTR 1 ABSERIE A AN TR
) (L]

Durability against ||| Reading is impossible

soil and damage

Reduced space

10 digits numeric (approx 50 mm X 20 mm)

360° reading

Horizontal reading

Language supported

Alpha/sequence based

ATGCGACTACTCGCATGCTTG

#%S@&
123AGB
Xy €£¥

Fig. 1 Features of DNA barcode compared to DNA based QR codes
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Program Flow Chart
Open Anaconda Navigator Website

Click On Python 3.7 Version
Download and lnstallH
Launch the Jupyter Applicgﬁon

ﬂ

Create New Jupyter Note Book And Save

Click the New Python

Click On Kernal Restard Version
Enter the Python Programme In Code Cell

Run the programme

I

Generate the QR Codes

Save in Png.format

3 Results and Discussion

The DNA based QR code has the capacity to hold diverse types of data: Numeric
and Alphabetic characters, Kanji, Hiragana, Katakana, symbols, binary and control
codes. The QR Code has the capacity to encode 7089 numeric version and 4296 alpha
numeric characters that is hundreds of times more in comparison with the present
barcode. The QR code, though one tenth smaller than a regular DNA barcode, holds
larger information, with high speed scanning capacity, Omni-directional readability
and having “position detection patterns” that circumvents the negative effects of
background interference. Error correction is possible. It has the ability to secure the
information against 30% damage. It provides security upto four levels viz H (30%),
Q (25%), M (15%) and L (7%) security limits. Further it possesses an additional
feature of Compartmentalization that divides multiple data areas resulting in tiny
printouts. It can readable on any Android, iOS, window versions.
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3.1 DNA QR Code of Silkworm Breeds

DNA based QR codes of the samples look darker than the common QR codes due to
pixel density.

In the present study DNA based QR code of 9 different silkworm races and breed
from the APSSRDI were taken. As seen in Fig. 2. More data we put into QR code,
the more rows and columns of modules (the little black squares) will be introduced.
Therefore the minimum width of printed QR code image depends on the size of
individual module when viewed by the camera (from a distance at some resolution).
We found that the minimum width of a printed DNA QR code is 2.8 cm. Smaller
than that minimum width, the scanner cannot read the DNA QR code correctly.

3.2 Scanning the DNA QR Code

DNA based QR code must be scanned with a Smartphone (matrix can be read quickly
by acell phone) using QR code scanner app. For some applications it requires internet
connection. When the application has started, it shows blank rectangle in the middle
of the device screen and captioned buttons place at the bottom. By touching the scan
button, the screen switched to the camera interface. User can place the DNA QR
code inside the viewfinder. The scanner captured the DNA QR code and decoding
back into DNA sequences including its taxonomical data and its race/breed name. If
the scanner failed to decode the DNA QR code, the rectangle contains some random
numbers only. In this case, the user should repeat the scanning again for deciphering
the coded information.

4 Conclusion

This study enabled a successful attempt to overcome the limitations and applications
of deciphering the DNA Barcoding because of the difficulty in information retrieval
through direct scanning of DNA sequences. The DNA sequence in plain format is
very long string of characters represented by the nucleotide bases which is also not
feasible for data input. We attempt to eliminate the limitation by encoding the DNA
sequence into a more compact form. DNA based Quick Response code (QR) has
been recognized as the best of the available barcode types for representing and is
leveraged here to read the DNA sequences and to retrieve the genetic information
and its taxonomic information too. In this study, a DNA based QR Codes were
developed to widen the applications of DNA Barcoding technologies. Another direct
advantage to this is great potential to carry pockets of information in a smaller
space. Compared to a DNA barcode. This technology enables even the common man
to technically identify the various organisms at its best correctness right from the
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SNo. | Acc./code No &Type DNA Sequence of marker gene: Mitochondrial DNA based
CO-| QR CODE
Primers : C_LepFolF & C_LepFolR
1 APS45 & Chinese ATTGATCACGCATAATTGGAACATCTTTAAG

Larval markings: Plain
Cocoon shape : oval
Cocoon colour : white

Cocoon size :Medium

ACTTTTAAATCGAGCTGATTTAAGAAATCCA
GGATCATTGATTGGAGATGATCAAATTTATA
ATACTATTGTAACAGCACATGCTTTTATTATA
ATTTTTTTTATAGTTATACCTATTATAATTGG
AGGATTTGGAAATTGATTAGTTCCTCTTATAC
TAGGAGCACCAGATATAGCATTCCCACGAAT
AAATAATATAAGATTTTGACTCCTACCCCCCT
CCCTTATATTATTAATTTCAAGAAGAATTGTA
GAAAATGGTGCAGGAACAGGATGAACAGTTT
ACCCCCCACTTTCATCTAATATCGCACATAGA
GGAAGATCCGTAGATCTTGCTATTTTTTCACT
ACATTTAGCAGGTATTTCATCAATTATAGGA
GCAATTAATTTTATTACAACAATAATTAATAT
ACGATTAAATAATATATCATTTGATCAATTAC
CCTTATTTGTATGAGCTGTAGGGATTACAGC
ATTTTTATTATTATTATCACTACCTGTTTTAGC
TGGAGCTATTACAATATTATTAACAGATCGA
AACTTAAATACATCATTTTTAGAACCCGGGG
GAGAA

DNA Barcode

OO0 O O

APS12 & Japanese

Larval markings: Plain
Cocoon shape :Dumbbell
Cocoon colour : white
Cocoon size :Medium

AATTGGAACATCTTTAAGACTTTTAATTCGAG
CTGAATTAGGAAATCCAGGATCATTAATTGG
AGATGATCAAATTTATAATACTATTGTAACA
GOGCATGCTTTTATTATAATTTTTTTTATAGTT
ATACCTATTATAATTGGAGGATTTGGAAATT
GATTAGTTCCTCTTATACTAGGAGCACCAGA
TATAGCATTCCCACGAATAAATAATATAAGA
TTTTGACTCCTACCCCCCTCCCTTATATTATT
AATTTCAAGAAGAATTGTAGAAAATGGTGCA
GGAACAGGATGAACAGTTTACCCCCCACTTT
CATCTAATATCGCACATAGAGGAAGATCCGT
AGATCTTGCTATTTTTTCACTACATTTAGCAG
GTATTTCATCAATTATAGGAGCAATTAATTTT
ATTACAACAATAATTAATATACGATTAAATA
ATATATCATTTGATTCAATTACCCTTATTTGT
ATGAGCTGTAGGGATTACAGCATTTTTATTAT
TATTATCACTACCTGTTTTAGCTGGAGCTATT
ACAATATTATTAACAGATCGAAACTTAAATA
CATCATTTTTTGATCCTGCTGGAGGAGGAGA
CCCAATTTTATATCAACATTTATTT
DNA Barcade
.II| 000N RSO 0O 0 OO0 0000 SR A fuT
00O 00000000000
00 0 0 0
i

APDRI0S & Chinese
AT O

Larval markings: Plain
Cocoon shape : oval
Cocoon colour : white
Cocoon size :Medium

TAAGACTTTTAATTCGAGCTGAATTAGGAAA
TCAGAGATCATTAATTGGAGATGATCAAATT
TATAATACTATTGTAACAGCACATGCTTTTAT
TATAATTTTTTTTATAGTTATACCTATTATAA
TTGGAGGATTTGGAAATTGATTAGTTCCTCTT
ATACTAGGAGCACCAGATATAGCATTCCCAC
GAATAAATAATATAAGATTTTGACTCCTACC
CCCCTCCCTTATATTATTAATTTCAAGAAGAA
TTGTAGAAAATGGTGCAGGAACAGGATGAAC
AGTTTACCCCCCACTTTCATCTAATATCGCAC
ATAGAGGAAGATCCGTAGATCTTGCTATTTTT
TCACTACATTTAGCAGGTATTTCATCAATTAT
AGGAGCAATTAATTTTATTACAACAATAATT
AATATACGATTAAATAATATATCATTTGATC
AATTACCCTTATTTGTATGAGCTGTAGGGATT
ACAGCATTTTTATTATTATTATCACTACCTGT
TTTAGCTGGAGCTATTACAATATTATTAACAG
ATCGAAACTTAAATACATCATTTTITGATCCT
GCTGGAGGAGGAGA

DNA Barcode

APS12 & Japanese

APDR105 & Chinese

107

Fig. 2 Total input information (external morphology, classification, Col gene sequence, DNA

barcode, race/breed name) for the development of DNA based QR code
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Cocoon size

APS71 & Chinese

Larval markings: Plain
Cocoon shape : oval
Cocoon colour : white

AACATTATATTTTATTITIGGTATTTGATCAG
GAATAATTGGAACATCTTTAAGACTTTTAATT
CGAGCTGAATTAGGAAATCCAGGATCATTAA
TTGGAGATGATCAAATTTATAATACTATTGTA

ACAGCACATGCTTTTATTATAATTTTTTTTAT

AGTTATACCTATTATAATTGGAGGATTTGGA
AATTGATTAGTTCCTCTTATACTAGGAGCACC
AGATATAGCATTCCCACGAATAAATAATATA

AGATTTTGACTCCTACCCCCCTCCCTTATATT
ATTAATTTCAAGAAGAATTGTAGAAAATGGT
GCAGGAACAGGATGAACAGTTTACCCCCCAC

TTTCATCTAATATCGCACATAGAGGAAGATC

CGTAGATCTTGCTATTTTTTCACTACATTTAG

CAGGTATTTCATCAATTATAGGAGCAATTAA
TTTTATTACAACAATAATTAATATACGATTAA

ATAATATATCATTTGATCAATTACCCTTATTT
GTATGAGCTGTAGGGATTACAGCATTTTTATT
ATTATTATCACTACCTGTTTTAGCTGGAGCTA

TTACAATATTATTAACAGATCGAAACTTAAA

TACATCATTTTTTGATCCTGCTGGAGGAGGA

GACCCAATTTTATATCAACATTTATTT
DNA Barcode

0 S
I|||IIINIIIIIII|l]IIIlIIIII:IIlllll|I'1IIIIII|II|.IIIIIIII|IIlIlIIIIlIlIIIIIlIIlIIIIIIII
1|||II||II.||!| 1000 O

APS72 & Japanese

Larval markings: Plain
Cocoon shape :Dumbbell
Cocoon colour : white
Cocoon size :Medium

AACATCTTTAAGACTTTTAATTCGAGCTGAAT
TAGGAAATCCAGGATCATTAATTGGAGATGA
TCAAATTTATAATACTATTGTAACAGCACAT
GCTTTTATTATAATTTTTTTTATAGTTATACCT
ATTATAATTGGAGGATTTGGAAATTGATTAG
TTCCTCTTATACTAGGAGCACCAGATATAGC
ATTCCCACGAATAAATAATATAAGATTTTGA
CTCCTA CCCTTATATTATTAATTTC
AAGAAGAATTGTAGAAAATGGTGCAGGAAC
AGGATGAACAGTTTACCCCCCACTTTCATCTA
ATATOGCACATAGAGGAAGATCCGTAGATCT
TGCTATTTTTTCACTACATTTAGCAGGTATTT
CATCAATTATAGGAGCAATTAATTTTATTACA
ACAATAATTAATATACGATTAAATAATATAT
CATTTGATCAATTACCCTTATTTGTATGAGCT
GTAGGGATTACAGCATTTTTATTATTATTATC
ACTACCTGTTTTAGCTGGAGCTATTACAATAT
TATTAACAGATCGAAACTTAAATACATCATT
TTTTGATCCTGCTGGAGGAGGAGACCCAATT
TTATATCAACATTTATTT

DNA Barcade

ORIV 0 0 A R R RRE O ronmn i
T 30 001 R0 N LT

TR R T --‘l
)

Larval markings: Plain
Cocoon shape :
Cocoon colour : white
Cocoon size

ATTATGTGTCACACACTCACAGATATTCGGA
CCATATATATTATTGTTGGTGTTCATCCAGGA
CTAATGGGAACATCTTTAAGCTTTTTAATTCG
AGCTGATTTAAGGAATCCAGGATCATTAATT
GGAGATGATCAAATTTATAATACTATTGGAA
CAGCGCACGCTTTTATTATAATTTTTTTTATA
GITATCCCTATTATAATTGGAGGATTTGGAA
ATTGATTAGTTCCTCTTATACTAGGAGCACCA
GATATAGCATTCCCACGAATAAATAATATAA
GATTTTGACTCCTACCCCCCTCCCTTATATTA
TTAATTTCAAGAAGAATTGTAGAAAATGGTG
CAGGAACAGGATGAACAGTTTACCCCCCACT
TTCATCTAATATCGCACATAGAGGAAGATCC
GTAGATCTTGCTATTTTTTCACTACATTTAGC
AGGTATTTCATCAATTATAGGAGCAATTAAT
TTTATTACAACAAGAAGTAATATACGATTAA
ATAATATATCATTTGATCAATTACCCTTATTT
GTATGAGCTGTAGGGATTACAGCATTTTTATT
ATTATTATCACTACCTGTTTTAGCTGGAGCTA
TTACAATATTATTAACAGATCGAAACTTAAA

APS?Z & Japanese

Fig. 2 (continued)
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TACATCATTTTTTGATC

000000 000 0 O
T 000000000
0000 0
T

DNA Barcode

APSHT02 & Chinese

Larval markings: Plain
Cocoon shape : oval
Caocoon colour : white
Cocoon size  :Medium

AGAGTGGACATCTTTAAGACTTTTAATTCGA
GCTGAATTAGGAAATCCAGGATCATTAATTG
GAGATGATCAAATTTATAATACTATTGTAAC
AGCACATGCTTTTATTATAATTTTTTTTATAG
TTATACCTATTATAATTGGAGGATTTGGAAAT
TGATTAGTTCCTCTTATACTAGGAGCACCAG
ATATAGCATTCCCACGAATAAATAATATAAG
ATTTTGACTCCTACCCCCCTCCCTTATATTAT
TAATTTCAAGAAGAATTGTAGAAAATGGTGC
AGGAACAGGATGAACAGTTTACCCCCCACTT
TCATCTAATATCGCACATAGAGGAAGATCCG
TAGATCTTGCTATTTTTTCACTACATTTAGCA
GGTATTTCATCAATTATAGGAGCAATTAATTT
TATTACAACAATAATTAATATACGATTAAAT
AATATATCATTTGATCAATTACCCTTATTTGT
ATGAGCTGTAGGGATTACAGCATTTTTATTAT
TATTATCACTACCTGTTTTAGCTGGAGCTATT
ACAATATTATTAACAGATCGAAACTTAAATA
CATCATTTTTTGATCCTGCTGGAGGAGGAGA
CCCAATTTATAATCAACATTTATTTTGATTIT

TG

DNA Barcode
00 0 5 O R
00 0 00 O IIIIIIII!IIIIIIIIW
IIIIIIIIlﬂIIII R IIIHIIIIII
i nmam

APSHTO2 & Japanese

Larval markings: Plain
Cocoon shape :Dumbbell
Cocoon colour :white
Cocoon size  :Medium

GGACATCTTTAAGACTTTTAATTCGAGCTGA
ATTAGGAAATCCAGGATCATTAATTGGAGAT
GATCAAATTTATAATACTATTGTAACAGCGC
ATGCTTTTATTATAATTTTTTITATAGTTATAC
CTATTATAATTGGAGGATTTGGAAATTGATT
AGTTCCCCTTATACTAGGAGCACCAGATATA
GCATTCCCACGAATAAATAATATAAGATTTT
GACTCCTACCCCCCTCCCTTATATTATTAATT
TCAAGAAGAATTGTAGAAAATGGTGCAGGA
ACAGGATGAACAGTTTACCCCCCACTTTCAT
CTAATATCGCACATAGAGGAAGATCCGTAGA
TCTTGCTATTTTTTCACTACATTTAGCAGGTA
TTTCATCAATTATAGGAGCAATTAATTTTATT
ACAACAATAATGAATATACGATTAAATAATA
TATCATTTGATCAATTACCCTTATTTGTATGA
GCTGTAGGGATTACAGCATTTTTATTATTATT
ATCACTACCTGTTTTAGCTGGAGCTATTACAA
TATTCTTATC

DNA Barcode

CTIPP & Chulthai

Larval markings: Plain
Cocoon shape :Dumbbell

TTTGTTCCGGAAAATTTGGGACATCTTTAAGA
CTTTTAATTCGAGCTGAATTAGGAAATCCAG

GATCATTAATTGGAGATGATCAAATTTATAA

TACTATTGTAACAGCACATGCTTTTATTATAA
TTTTTTTTATAGTTATACCTATTATAATTGGA

GGATTTGGAAATTGATTAGTTCCTCTTATACT
AGGAGCACCAGATATAGCATTCCCACGAATA
AATAATATAAGATTTTGACTCCTACCCCCCTC
CCTTATATTATTAATTTCAAGAAGAATTGTAG
AAAATGGTGCAGGAACAGGATGAACAGTTTA
CCCCCCACTTTCATCTAATATCGCACATAGAG
GAAGATCCGTAGATCTTGCTATTTTTTCACTA
CATTTAGCAGGTATTTCATCAATTATAGGAG

CAATTAATTTTATTACAACAATAATTAATATA

Fig. 2 (continued)
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Cocoon colour : white CGATTAAATAATATATCATTTGATCAATTACC
Cocoon size :Medium CTTATTTGTATGAGCTGTAGGGATTACAGCAT
TTTTATTATTATTATCACTACCTGTTTTAGCTG
GAGCTATTACAATATTATTAACAGATCGAAA
CTTAAATACATCATTTTTTGTCCCTGCTGGAG
GAGAGA

DNA Barcode

OO0 A0 R R
A 11000 0O O
T R S O
i

Fig. 2 (continued)

external morphological features to gene level identification. Thus this study helps
to screen and identify the potential parents for evolving new silkworm races. This
technology can obviously be applied for other organisms too.
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Identification of Neighbourhood Cities m
Based on Landuse Bigdata Using L
K-Means and K-NN Algorithm

S. VinilaKumari, P. Bhargavi, and S. Jyothi

Abstract In present days, several cloud computing platforms or web services such
as Flip kart and Amazon, Google App Engine, blue cloud etc. provide a locally
distributed and scalable data which is in uncountable form. But, these platforms do not
regard geographical location data. However, the data is generated from the modern
remote satellites with their geological topology. The so obtained geo-distributed
database is able to process either a large scale data or a very simple type, scalable
while being fault-tolerant and fast in answering a query. The processing of Big data
includes the storing and analysing the uncountable amount of geographical data. The
big data processing utilizes several programming models and frameworks such as
Map Reduce, Hadoop, MongoDB, Pig etc. The present work concentrates on land
use classification of various cities in India using geographical location data having
latitude and longitude of every boundary. To perform this work, India map shape file
with every state is used. The shape file is converted into longitude and latitude band
information along with cities data. Nevertheless, the geo-graphical data is classified
by applying the machine learning algorithms.

Keywords Big data - Geographical location data - K-NN algorithm + Clustering
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1 Introduction

The land usage/classification [1] is done to understand the land usage problems for
development purposes by using aerial photographs. USGS, United States Geological
Survey devised a land cover/land use classification [2] system for use with the remote
sensing data. USGS is a main resource of Geographic Information System (GIS) [3]
data.

In the recent past the rampant use of location-based services, as well the usage
of technologies that are dependent on location/activity, have led to the generation of
massive amount of big data that is location-based. Even data comprising of tracking
or sensing data (e.g., data from GPS trajectories fitted in the vehicles, and even geo-
referenced mobile phone data), apart from the data seen on the social media like
Twitter.

Geospatial Technology is an emerging field of study that comprises of Geo-
graphic Information System (GIS), Remote Sensing (RS) [4] and Global Positioning
System (GPS). It uses systems that acquire and handle location-specific data about
the earth and use it for analysis, modelling, simulations and visualization. It allows us
to make informed decisions based on the importance and priority of resources most of
which are limited in nature. It may also be used to create intelligent maps and models
that are interactive and can be queried to get the desired results in a STEM (Science,
Technology, Engineering, and Math) application or may be used to advocate social
investigations and policy-based research. It may be used to reveal spatial patterns
that are embedded in large volumes of data that may not be accessed collectively or
mapped otherwise. Geospatial technology has become an essential part of everyday
life. It’s used to track everything from personal fitness to transportation to changes
on the surface of the earth.

The rampant growth of such geospatial big data has created exceptional chances
for analysis on urban systems and human environments. Meanwhile, it additionally
challenged us with more avenues questions in hypothetical, technological, moral and
social questions.

Machine learning algorithms (MLA) [5] proved as successful development meth-
ods for the last few years. The algorithms especially complement the support in
search engines besides the speech recognition systems and robotics which use sev-
eral data intensive systems and object detection and soon. Over the few decades,
studies reveal that for securing information on land cover classification; there exists
identification difficulty in habitual classification because of lack of spectral informa-
tion. Therefore, to improve the accuracy of classification in different environments,
many studies have integrated machine learning algorithms. The current paper is on
how; the GIS data is collected from shape file as Big data then loaded into the Mon-
godb. The data is classified using MLA to locate the major cities in India and its
boundary is identified using MLA.
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2 Big Data and Geographic Information System

2.1 Big Data

Big data is defined as datasets containing various data styles to analyse the data that
is tough to be handled and analysed with the active data processing systems. The
features of big data are characterized into ‘3V’, called, volume, variety and velocity
[6].

Firstly, big data is used to deal massive datasets, typically greater than terabytes
derived from GPS, (Global Positioning System) volumes of social media, and other
resources. Terabyte stands for units of data equal to one million * million (10'%)
bytes, or 1024 GB. The ‘big data’ on the whole imply vast size of datasets which is
incredibly vast in contrast to the precedent datasets.

Secondly, big data hosts datasets that are varied in pictures, sounds, video stream-
ing, maps and also text messages of social media. However, Big data besides targeting
the structured datasets it also targets formless ones that were typically out of interest
to people that deal with data. It is quite varied and is away from our mind’s eye and
integrates completely diverse sorts of datasets to get fresh sort of information. The
systems of Big data utilize a computer cloud and even other platforms like Hadoop
for information integration and amalgamation.

Big data’s third characteristic is its extreme velocity in producing, spreading, and
applying the results in the real time. Besides, Big data’s process of analysing can
be augmented with social network services such as Face book or Twitter [7]. These
platforms consider the photos posted by individuals as datasets, which present live
evidence of location, liking, and other individual information that is useful for analyt-
ics and business promotions. Besides, this piece of information will also be utilized
for advertising and sales promotion by various businesses or even to propagate the
policy measures by government.

Big data although in its narrow definition highlights the source of data, compil-
ing, storage and other technological subjects, in its broad definition includes analysis
and expression aspects. In other words, big data is defined as a massive tool con-
taining datasets that are differently formatted hosting analytic methods to process
social network services, as well as statistical synthesis along with revelation of pic-
ture. Major components of big data include resource, technology, and human capital
[6]. Resource stands for high quality data acquisition. While the technology indi-
cates its stand referring to storing of data, its managing, processing, analysis, and
visualization, Human capital denotes the data scientists who possess expertise in
mathematics, engineering, economics, statistics and psychology. Besides, these data
scientists communicate with people are in making a disclosing the result in the form
of a creative story and even effectively visualizing the big data contents.
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2.2 Big Data and Geographic Information System

GIS is all a virtual world, comprising of points, polygon, line and graph. Ever since
the establishment of GIS as a field, analysing of the datasets constantly remained a
challenge. Nevertheless, analysing of massive data has always remained enduring
problem in both conventional Information and Technology(IT) as well the Geo-
Spatial domain. However, owing to the latest growth in infrastructure pertaining to
both hardware and software, the dispensation of vast data sets made easy. Thus a big
thrust and new direction was given to industries that were hampered by slow data
dispensation abilities. GIS however, augmented the industry utilizing the chance.
According to McKinsey report, development in Big Data [8] will set a new wave of
innovation. This innovation would be felt all across the IT sector. Innovation in Big
Data and GIS [9] will bring in a lot of new players into the market.

GIS possesses its own taxonomy pertaining to Big Data analysis. Enor-
mous data sets are termed as Spatial Big Data (SBD). Big Data is conventionally
defined by 3V’s: Volume, Velocity and Variety [10]. On the other hand, Spatial
domain is confronted with the problem of enlargement in size, diversity and update
occurrence, which surpassed the competence of the normally used spatial calculating
techniques, design, methods and software solutions.

The spatial data obtained is usually in Raster, Vector and Graph; SBD dominates
in the said genres over the time and it hosts data types like satellite imagery, climate
simulation, multiple and coordinated drone imaging system. Vector type data includes
that of Uber, location specific twitter data, GPS tacking data etc. are present in SBD.
Besides it also includes other data types like supply-chain network data, electric-grid
data, graph data, road-network data, network data of drones.

However, SBD has its own brevities like lack of specialized systems, technical
methods and algorithms to support every data type of SBD. Indeed, highly sophis-
ticated tools and concepts of Big Data [10] like Map-Reduce technique, Hadoop
software, Hive, HBase, Spark do not support spatial or Spatio-temporal data directly.
However most of SBD are analysed as a non-spatial data or using a wrapper function
which fails to bring down data dispensation time though.

Big data and GIS have many aspects in common owing to their similarities in
parts of data analysing. Open source and even commercial software along with web
based online GIS systems are available for processing GIS data as on date.

Firstly, GIS uses information containing the location or area, displaying it in the
form of a picture or a map. Currently, satellite information is playing a pivotal role
in the latest new technologies available. GIS data is often large-sized similar to Big
data as it is primarily a location based information.

Secondly, GIS also collects survey information like street data, CCTV footage,
or any other such location-based data. If by chance, the datasets failed to provide
location-based information, the GIS programmers do a geo-coding procedure to find
the location and convert the same into data sets of GIS. Besides, people’s coordination
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is also significant to acquire the GIS data; hence, the democratic GIS system happens
to be a huge field of GIS. Swarming with programme mechanism is a big tool for
acquiring the information in GIS.

Thirdly, GIS hosts either internet server, a geospatial data server, or a cloud server
for storing the data. These servers can sometimes overlap one over the other but with
a restriction that their own territories pertaining to sharing. The fundamental princi-
ple of geo-database for single-user and multi-user according to the ESRI’s official
website information is Geo-database system which is very essential to administer
complex structured GIS datasets along with their features.

Fourthly, the online software pertaining to GIS desktop plays a major role in the
remaining process as well as data processing (building), analysis, and visualization.
In the GIS data processing (building), competent systems like ArcGIS Online, Google
Maps JavaScript API included are Maps JavaScript API, Microsoft Bing Geocode
Dataflow API, and US Census Geocoder. These play helping role for constructing
geo-coding and mapping coordinates in the database.

Finally, GIS data analysis hosts quite a few functions with ArcGIS analysis tool-
box. Similarly, it hosts even in softwares such as ArcGIS, QGIS, GRASS GIS,
GeoDa, CartoDB, Mapbox, and the other desktop or online GIS systems.

2.3 Big Data’s Data Process and Analysis Techniques

In Big data processing, more technologies are developed and are categorized into
data processing concepts. In processing a lot of content, the content must be extracted
and analysed from the collected information to serve the knowledge requirements of
various business organizations, political parties and scientific research departments.
The process is initiated with the retrieval of information, which can come from
various sources like database, websites, documents or content management system.
Hadoop [11] is responsible for storing massive amount of data.

Before preparing big information it must be recorded from different information
creating sources. In the wake of chronicle, it must be filtered and optimized. Just the
pertinent information ought to be recorded by a method of channels that dispose the
futile data. To encourage this work, specific instruments are utilized, for example
Extraction, Transformation, Loading (ETL) method is considered which combines
data from multiple systems in which the data is actually loaded into the data state.
The ETL flow is as shown in Table 1.

Figure 4 shows big data showcases parts within which the method has informa-
tion supply, collection, storage, processing, with analysis and visualization. In the
methodology described below, every step comprises of parts not similar to each other
from the past info systems that typically reserved structured datasets.

Firstly, the source of information for big data’s is generally from institutions or
from the internal database of an organization or from external sources like Twitter
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Table 1 Stages in ETL approach

S. No. | Stages Description of stages

1 Extraction The first segment of ETL procedure is Extraction of the information
from the source framework. However, accurately separating the
information places the phase for the accomplishment of ensuring
procedures. The majority of the undertakings are to consolidate
information with a few distinctive source frameworks

2 Transformation | In this phase rules or principles are applied to the extracted
information loads into the final target. If any information needs no
change whatsoever, then that information is called as “immediate
move” or “go through information”

3 Loading The loading stage loads huge volume of data, loaded in a short
period and should be optimized for better performance

or Face book, or pictures and any streaming videos from internet. Usually, urban
geographic researches and projects utilize a large scale spatial database [12], called
big data.

Secondly, big data utilizes a crawling-method along with a search-engine to get
data from Internet in the assortment method. It even utilizes Internet of Things (IoT)
based sensors to gather the data. This itself creates a large difference to big data from
the past traditional data assortment methods.

3 Big Data as Another Visual Image Tool for GIS

Over the time, the trends in big data have radically hit the industry and it’s not a
big shock that big data in GIS has considerable repercussions on how we obtain
and influence spatial information. On looking at the methods Industries utilize geo-
graphic information, it is quite obvious that usage has expanded rapidly over the
time; however, in the past, only government agencies were the largest adopters of
geospatial data. But now it is clear that widespread adoption to GIS is found in Indus-
trial corridors. The convergence of GIS [13] with big data means that the potential
applications of the two will become limitless. We wanted to look at why interest
appears to have risen so dramatically and how different organizations are using big
data together with GIS.

The visual image tool in Big data for GI Scan be drawn from many instances
in Big data. Big data and GIS share some of the aspects in the visual image and
demonstration technology. However, they have at least one exclusive aspect that
cannot be mutual (see Fig. 1). The figure hosts three colours presenting: (A) pre-
senting the exclusive area for GIS visualization, (C) presenting exclusive are of big
data visualization, and (B) an overlapping area of the two technologies. In the figure
(A) indicates that visualization shows supported location or map with geographic
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Fig. 2 GIS visualization example of US cities

coordinates. Meanwhile, the select area of big data visualization (C) shows an image
demo without a location or a map, which does not denote spatial context.

Many big data visualizations present the results that belong to the exclusive area
as they do not have any geographic qualities or variables. (A) in Fig. 2 is an example,
while Fig. 3 is a fine instance of the area (C). In Fig. 2 pertaining to US cities, the large
bubble implies higher city location in visualization mapping technology. Regardless
the spatial context or geographic coordinates, this is a clean big data visual image
area. However, it is found that the overlapping areas (B) are vast in data. Hence big
data visualization technologies are utilized for storing and processing the data. In
Fig. 4, presents common area (B) with the Chernoff face and the US map, in which the
Chernoff face indicates multivariate big data image utilizing variables resembling
human face with SAS or R or python programming. There are several substitute
visual image examples offered for big data terms if rooted in maps or spatial context.
Figure 4 is also a fine instance of area (B) as it presents the position without using a
map.
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Fig. 3 Example of big data picture of gender and ethnicity in tech companies with online tableau
public [14]
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4 Machine Learning Algorithm

A revision of algorithms and statistical models to do a particular task without any
clear instructions but by just depending on some prototype and inference is known as
Machine Learning. Indeed, a mathematical model of sample data or “training data”
is constructed using Machine Learning Algorithms to do forecast and even make
conclusions without any overt programming. MLAs are pressed into use in a wide
range of apps such as email filtering and computer vision.
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Understanding some of the main algorithms in this is quite useful. It would be
more interesting if one knows what they are and where they fit. There are two ways
to categorize the algorithms.

e The first being alignment of algorithms by virtue of their learning style.
e The second is alignment by virtue of their resemblance in their format or role
(like aligning comparable animals together).

Though both ways of understanding are helpful, we concentrate on the second
one to study variety of different algorithm types.

5 Proposed Study and Methodology

The India shape file is taken from the USGS, where the data or information is pre-
sented in both spatially and geographically. The geographic data is in the form of
vector or raster data types. The data types have many formats like shape file, Geo-
JSON, GML, KML, GPX etc. Firstly, shape file is the general geospatial file type.
All other commercial and open sources recognize shape file in GIS format. There
are three required formats; SHP: is the feature geometry, SHX: is the shape index
position, DBF: is the attribute data while PRJ, XML, SBN, and SBX are included
optionally. Different MLAs are used for the classification of data. The following
algorithms are used for identification of cities in India.

5.1 K-NN Algorithm

The algorithm names k-nearest neighbours (KNN) is a simple to use machine learn-
ing algorithm administered under supervision to solve categorization as well the
regression problems. The KNN algorithm presumes that related things are present
in shut proximity. As to say, related things are close to each other.

The very purpose of the k-Nearest Neighbours (KNN) algorithmic [16] rule is to
use information during which the data points are differentiated into many different
categories to envisage the categorization of a new sample point. This type is best
understood through examples.

For illustration, we deem that each of the features in the training set as a dissimilar
dimension in a certain space and take the value of the observation under consideration
to be its coordinate in the aspect, so as to get a series of points in space. We then look
at the similarity of any two points to be the gap amid them in that space below some
suitable metric. During which the algorithmic rule decides which of the points from
the training set are similar once selecting the category to foresee a new observation
is chosen the k adjoining data points to the new observation, and to regard it as the
most common class among them. Hence it is justified the name k Nearest Neighbours
algorithmic rule. The algorithm (as described in [17, 18]) can be summarised as:
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Algorithm:

Step 1 In particular, a positive integer k is considered together with a new sample.
Step 2 k entries in our database that lay adjoining to the new sample are chosen.
Step 3 The next step is to find the common categorization of the selected entries.
Step 4 This is the categorization that is given to the new sample.

5.2 K-Means Clustering

Clustering is a expressive task that searches to identify consistent groups of objects
depending on values of their attribute [19]. Mac Queen proposed K-Means algorithm
in 1967 and is one of the frequently used clustering algorithms. This is deemed as
one of the easiest unsupervised learning algorithms that classify the proposed data
into k clusters so that intervals cluster add of squares is reduced. k-means clustering
algorithm have a number of variants, which use an associate iterative scheme that
functions well over a hard and fast range of clusters, using the following properties:
Each class has a centre which acts as mean position of all the samples in that class.
The algorithm can be summarised as

Algorithm:

Step 1 Take the first three random group centroids into the 2D space.
Step 2 Every object which has the closest centroids is assigned to the cluster.
Step 3 The positions of the centroids is recalculated.
Step 4 If the places of the centroids unaltered, proceed to the next step,
Else go to Step 2.
Step5 End.

6 Experimental Analysis

Entire globe is taken to perform the work wherein India map is selected as shown in
Fig. 5. India map shape file with every state which is shown in Fig. 6 is used. The
shape file is converted into latitude and longitude information along with cities’ data.
This information is in the form of comma separated values (.CSV). The file contains
the data of each city with their district, state and latitude and longitude data as shown
in the Fig. 7. The data has 2340 and 18 fields are generated in the data file which can
be used for the experimental analysis.

The file has the uncountable data which cannot read normally. So the information
file is loaded in Mongodb which is a Big data processing tool to store large data. The
data stored in the Mongodb is retrieved in python using mongo connecter packages.
In python, firstly we read the file from Mongodb connecter into python then applied
the K-means clustering to plot the two-dimensional centroids by using the latitude
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Fig. 5 Visualization of India map in world map

and longitude coordinates as shown in Fig. 8. In the figure, only a few data can be
marked to identify the places on a map to avoid the clumsiness of plot. On applying
the k-nearest neighbour algorithm for the data file, we find the closest of every city
in India and visualize the end points with bubbling every boundary coordinates as
in Fig. 9. Adding every cluster and neighbour points to visualized map as shown in
Fig. 10 from the entire India, Andhra Pradesh state is extracted through latitude and
longitude of data as shown in the Fig. 11.

7 Conclusion

In this paper, globe is taken and selected India shape file is taken for identification of
cities and the shape file is converted into GIS data file which is in the form of .CSV
file format. The information contains the latitude, longitude, cities along with district
and states of India country. The file is huge in size so firstly, uploaded in Big data
tool called Mongodb. Then Mongodb is connected to python platform to retrieve the
information. And then predicted India map in the world map, by k-means algorithm
classified every city with two dimensional scatter plots with naming of every city. By
k-NN algorithm, it is possible to predict every connected joint on the boundary in the
form of visual image. Each clusters and neighbourhood data added to one another to
form a visualized image of India. Also extracted is Andhra Pradesh state by pointing
the locations of latitude and longitude from the GIS data file. Further we can classify
each and every state to find cities and boundary and also find every cities land cover
example: buildings, agriculture land, water floating, roads, railways etc., location of
the particular land mark, particular area boundary and so on. Not only .CSV format
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Fig. 7 File which has latitude and longitude data of each cities
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Fig. 9 K-NN algorithms for cities with boundary connected
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Fig. 11 Extraction of Andhra Pradesh state from India by using latitude and longitude

file but also we can take JSON, GEOJSON, XML files and not only Mongodb, PIG,
HIVE tools of Big data is used for storing of Big data.
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Secure Data Transfer Through )
Whirlpool—A Miyaguchi-Preneel Mode i

Prasanna Mala Chelamkuri, E. G. Bhavya Reddy,
and Annapurnaeswari Jonna

Abstract With increased usage of technology and internet in present scenario, there
is huge need for data storage. According to internet world statistics the percentage
of internet users are 100% of world’s population. Where data sharing is the major
operation performed in the internet with this vast usage, Security for the data became
a major concern. And there is a huge need to protect the information we store on the
internet. One of the approach is implementing hashing. To define hashing, it is the
process of converting an input of any length into a fixed sized string of text using a
mathematical function. One main advantage of using hashing is that they are unique.
This paper presents one way collision resistant compressed 512 bit cryptographic
hash function that works on a miyaguchi preneel mode.

Keywords Miyaguchi-preneel - Merkle-Damgard - Message digest - Compression
function - Security - Data transfer - Hash function

1 Introduction

Now a days everything is getting digitalized, people are more often utilizing digi-
talized services. Since it was time saving and allow fast data transfer, although it is
advantageous to use internet services for sharing information, there are some neces-
sary issues with security [1]. Many security attacks have been developed for hacking
data. So it is important to ensure security for the data before using internet. This paper
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presents an approach for data security, is through using a strong hashing technique
i.e. Whirlpool, it is a block cipher based model that works on a miyaguchi preneel
construction created by Vincent Rijmen (co-creator of Advanced Encryption Stan-
dard) and Paul S. L. M. Barretto. It was first bewrite in the year 2000. This hashing
formula is one of only two hash functions endorsed by NESSIE (National European
Schemes for Signatures Integrity and Encryption) [2] also it was aided by ISO/IEC
10118-3 [3] is a specialized system for worldwide standardization of national bodies.

2 Related Work

Although there exists many hashing algorithms, out of all only few are providing
better security to the data. Table 1 indicates the various hashes and their level of
security.

Table 1 Table indicating the different hashing algorithms

Hash Number of bits Passes broken Author Date launched
SHA-1 160 80 Yes NSA 1995
SHA-2 None? NSA 2000
SHA-256 256 64 None? NSA 2000
SHA-384 384 80 None? NSA 2000
SHA-512 512 80 None? NSA 2000
MD2 128 1 Yes® Ronald Rivest 1989
MD5 128 1 Yes Ronald Rivest 1991
HAVAL 128 No Yuliang Zheng, 1992

Josef Pieprzyk,

Jennifer, seberry
RIPEMD-320 320 No Hans Dobbertin, 1996

Antoon Bosselaers,

Bard Preneel
GOST 64 No® Soviet Union 1970s
Whirlpool 512 Nod Paulo Barreto, 2001

Vincent Rijmen

2Although no attacks are reported people are doubtful about the security SHA-2 will provide.
Because it is closely based up on the SHA-1 algorithm

PMD2 has been proved that it has some vulnerabilities and it is further concluded as not a secured
cryptographic hash function

¢GOST was developed and was used from 1970 by USSR, is not providing the security level required
by ISO

4No attacks have been reported on earlier versions of whirlpool, the latest version of whirlpool is
better in both software and hardware implementation
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3 Implementation

3.1 Design

This repeated hash structure was proposed by Merkle and Damgérd, and it is used
in almost all secure hash functions. This algorithm involves repeated use of round
function which takes 2 inputs and produces 512 bit output. This cryptographic tech-
nique is a block cipher [4] based hash formula aimed to provide better protection to
the data. Authors have declared that they will never take patent rights for this crypto-
graphic technique and therefore it can be used for free of charge. There exists various
versions of this cryptographic technique, due to some flaws identified in the earlier
versions and making the significant changes to them, the latest version whirlpool is
adopted. This W cipher is based on AES [5] and is designed to provide better imple-
mentation in both software and hardware that is both compact and exhibits better
performance. In second version, a defect in the W cipher was found by Shirai and
Shibutani that lowered the security of the algorithm, doing some significant changes
solved this issue.

3.2 Overview

Whirlpool [6] considers a message length of <22° and produces a 512 bit message

digest. The input is generated in 512 bit blocks. Figure 1 is the overall processing of

< t * 521 bits >
< L bits > <4256 bits—»
Message | 100...0 | L
5 512 bits i 512bits | i 512 bits 5
| my my my
—+ 512 — 512 —+ 512
512 H, H>
A 4 A 4
1 W Wl TN, .
Ho H: = hash code

Fig. 1 A whirlpool structure overview
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the message.

Here a message is needed to be padded, before being processed. The padding is
the single 1 bit followed by the necessary numbers of 0 bits to make the length of
the padding an odd multiple of 256 bits. After padding, a block of 256 bits is added
to define the length of the original message. This block is treated as an unsigned
number, after padding and adding the length field the augmented message size is an
even multiple of 256 bits or a multiple of 512 bits. Whirlpool [6] creates a digest of
512 bits from a multiple 512 bit block message. The 512 bit digest Hy is initialized
to all 0’s. This value becomes the cipher key for encrypting the first block of the
cipher text resulting from encrypting each block becomes the cipher key for the next
block after being exclusive-ored with previous cipher key and the plain text block.
The message digest is the final 512 bit cipher text produced after the last exclusive-or
operation. Here the blocks of the cipher text are called the heart of the algorithm.
Because the actual encryption starts here. Hence this block cipher W is the crucial part
in encryption it undergoes some multiple round functions by performing continues
encryption to the data and produces an 512 bit message digest. Here no matter how
the message size is, it produces the same 512 bit hash value, hash values are generated
for the no length string too. Whirlpool algorithm has an avalanche effect [7] that is
even a small change in the input produces a significantly different output.

3.3 Whirlpool Block Cipher W

Whirlpool cipher is an non-feistel cipher like AES [5] that was mainly designed as
a block cipher to be used in a hash algorithm [6]. The implementation of this hash
function is very distinct than that of MD5 and SHA-1.

Rounds: whirlpool is a rounded cipher that uses 10 rounds. The block size and key
size are 512 bits. The cipher uses eleven round keys each of 512 bits (Fig. 2).

W is type of cipher that encrypts text by running blocks of a text through an
algorithm by jumbling it. This is in contrast to a stream cipher that encrypts text to
a one bit at a time, whirlpool uses this block cipher technique to encrypt the text
by diving the unencrypted data in the form of blocks and executes each block. It
go through some process called round function. This encryption process is crucial
in this algorithm because the actual unencrypted data gets encrypted by undergoing
round functions. The 4 round functions are

1. Substitution bytes
2. Shift column

3. Mix rows

4. Add round key.

The [6] Substitution byte function consists of a 16 x 16 matrix called S-box that
contains all possible values of 256 in 8-bit values. The leftmost 4 bits are considered
as rows and the rightmost 4 bits are taken into consideration as columns that act
as the index to the s-box to pick a different eight-bit value. For example 6th row
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Fig. 2 Whirlpool block cipher W

4th column is BE and this BE can be written in the form of binary representation
and leads to further implementation. The S-box can be generated using a recursive
structure. Each containing two 4 x 4 S-box separated by 4 x 4 randomly generated
box, each of the boxes map 4 bit input into a 4 bit output. The Shift column performs
a circular downward shift of each column except the first column. For 2nd column
performs 1 byte circular shift and for 3rd column performs 2 byte circular shift and
so on. Here the shift column function serves as the permutation layer. The Mix rows
functions performs diffusion layer it allows diffusion in each row individually, each
byte of the row is mapped into a new value that is an 8 x 8§ bytes in that row this
transformation can be defined as the matrix multiplication i.e. B = CA where A is the
input matrix and B is the output matrix and C is the transformation matrix. C matrix
is the predefined matrix. All the elements in the C are hexadecimal, here the addition
and multiplication operations are performed in the GF(2%) which is called Galois
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field(named in the honor of Evariste Galois) [8] with the irreducible polynomial f(x)
=x% 4+ x* + x> + x2 + lie. 11D. In the Add round key layer the 512 bits of C state
are bitwise XORed with the 512 bits of the round key. It is done byte by byte on the
C state matrix.

3.4 Whirlpool Hashes

Whirlpool algorithm had go through two versions up to now from the year it started
i.e. in 2000. People who would like to use whirlpool will be using the most recent
version of whirlpool because it has better hardware and software implementation
than earlier versions, and is also likely to be more secure. The 512 bit whirlpool
hashes are commonly made as 128 digit sexadecimal numbers. Here the same ASCII
byte input for the corresponding whirlpool hash versions produces different hash
digest i.e. say “hey how do you do.” Produces a different hash value in Whirlpool 0,
in Whirlpool T and in the Whirlpool.

Even a small change in the plaintext will result in distinct hash which will look
completely different just like two unrelated random numbers [7]. Hash also exists
for a zero length string.

3.5 AES Versus W

Though W is the modified version of AES there exists a huge difference between
both algorithms (Table 2).

Table2 Tableindicating the differences between the Whirlpool hash algorithm and AES (Advanced
Encryption Standard)

Whirlpool AES
Block length 512 bits 128 bits
Key length 512 bits 128, 192 or 256 bits
Matrix input direction | Row Column
Rounds 10 10,12 or 14

Key extension

Whirlpool round function

Special extension algorithm

GF(28)

X 4xt 453 +x2 +1

x3 +x* +x3 +x+1

Round constant

From S-box

From GF(28)s 2!

Diffusion

Right multiply by a 8 x 8 matrix

Left multiply by a 4 x 4 matrix

Shift

Column

Row
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4 Advantages

The proposed hash function mainly used for comparing two texts, checking data
rectitude, detecting duplicates, and validation, pass code protection and file sharing.
Here are some scenarios where proposed hash formula can be used

1. John wants to send a file to Tom and that file is highly confidential and John
want to assure security while sending the file. One scenario is to handover the
file directly to Tom then there is no point of digitalization. Another approach is to
share via internet in a secured way then John uses a hash formula and generates
a key for that file then John share the file and key to Tom. Now Tom receives
both the file and the key. So now, Tom can compare both hashes. If they’re the
same, it means it’s generated from the same file otherwise different. In this way
Tom can verify if the file isn’t in any way corrupted.

2. 'We can use this hash formula for storing pass codes, because hashes are one way
functions i.e. they are not reversible once the pass code is hashed then that will be
stored in the form of H (“pass code”). Whenever user login to any website, using
some key exchange algorithm say Elgamal or Diffie-Helfman key exchange. User
use that key to encrypt the pass code ((x = e (“pass code”)) and send it to the
server. The server, since it has the same key user used to encrypt the pass code,
will perform some functions. Now the server performs the function H (“pass
code”) and compares it against the stored pass code hash it has associated with a
username. If the hash generated from the value and user sent hash value matches
with the one that server have, they allow access to the account, else no.

3. Using proposed hash technique without viewing the documents user can check
the two documents for their equality. User can generate a hash value for both
documents if the generated hash is same then the documents are same otherwise
different.

4. This algorithm is used in checking an encrypted file last modified time. Because
there are some encryption functions which never knew their last modified time
like virtual device containers then that leads to uncertainty about the modifica-
tions done on the file. But using whirlpool due to avalanche effect [7] a small
change in the file produces a different output.

5 Conclusions

Although it is not studied and tested much better, due to its robust scheme and com-
pression function it is best in providing the security to the data. And it is based on
AES, hence it is very resistant to attacks, because AES has proved to be resistant to
attacks. Also reference implementations written in now are most widely used pro-
gramming languages like C, Java that are available in the public domain for free of
charge. There are some cryptographic programs that started using whirlpool in 2005
though now they were not in use but in 2005 they are most well known programs.
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Whirlpool supports Recursive Hasher an open source command-line tool, which can
calculate and verify whirlpool hash. Uses Ruby whirlpool library ironclad: acommon
list processing programming language which was a cryptography package contain-
ing a whirlpool implementation also ISO/IEC 10118-3 standard test vectors for the
whirlpool hash from the NESSIE project manage C# implementation. Furthermore
due its robust scheme (miyaguchi preneel) this algorithm can be implemented in var-
ious domains like banking, military, hospitals etc. also implementing this algorithm
in intelligence agencies for sharing the confidential information provides security to
the data, up to now there are no know attacks against whirlpool the latest version of
whirlpool was design with faster execution and better characteristics, this can even
be implemented in smart cards.
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Frequent Item-Set Mining Using )
Lexicographical Sequential Tree oo
Construction on Map Reduce

Framework

P. Venkateswara Rao, D. Srinivasa Rao, and V. Sucharita

Abstract Frequent itemset mining is playing an important research role for many
aspirants all over the world. In all the research aspects efficiency and scalability are
main retrospects which are being improved in FIM which is intensive. In the cur-
rent scenario, the implementation of a sequential growth algorithm on the big data
map reduce framework the lexicographic sequential tree construction for the identi-
fication of the frequent itemsets using the lexicographical order over the databases
of transaction without incorporating any extreme search methodologies. The result
signifies a wide variety of large database executions to prove the execution of this
methodology as an efficient and improved scalability of the methodology. Further
the incorporation of this technique with other pattern mining is quite beneficial on
big data.

Keywords Frequent itemset mining + Map reduce framework * Sequential
growth - Lexicographical

1 Introduction

In the present days Information exploration has appeared as one of the major research
domain in order to draw out implied and useful knowledge. This information is able
to be understood by humans easily. Originally, this information removal was cal-
culated and evaluated personally using mathematical methods. Consequently, there
are so many popular technologies are developed in semi-automated data exploration.

P. Venkateswara Rao - V. Sucharita (B<)
CSE Department, Narayana Engineering College, Gudur, India
e-mail: jesuchi78 @ gmail.com

P. Venkateswara Rao
e-mail: vrsairam23 @ gmail.com

D. Srinivasa Rao
CSE Department, Lakireddy Bali Reddy College of Engineering, Mylavaram, India
e-mail: srinumtechcse @ gmail.com

© Springer Nature Switzerland AG 2020 135
S. Jyothi et al. (eds.), Advances in Computational and Bio-Engineering,

Learning and Analytics in Intelligent Systems 15,
https://doi.org/10.1007/978-3-030-46939-9_12


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-46939-9_12&domain=pdf
mailto:jesuchi78@gmail.com
mailto:vrsairam23@gmail.com
mailto:srinumtechcse@gmail.com
https://doi.org/10.1007/978-3-030-46939-9_12

136 P. Venkateswara Rao et al.

Therefore, automated data exploration methods were provided to synthesis knowl-
edge effectively. In all the research aspects efficiency and scalability are main ret-
rospects which are being improved in FIM which is intensive. In this paper a new
MapReduce algorithm called sequence growth is implemented.

2 Related Work

R. Agarwal and R. Srikant has written a research paper on Frequent Item Set Mining
(FIM) in the year 1995 [1]. It is a extension work of the research by the author 1994
[2]. In both the papers apriori algorithm were being introduced. From that time the
FIM has grabbed attentions and it became important topic in research in data mining.

Eclat [3] uses another approach to mine frequent item sets called breadth first
search approach. With the growth of huge data it is very difficult to execute the
Association rule mining [4]. This problem was solved with big data. Introduction of
MapReduce [5] has given solution to the distracted Association Rule Mining. The
Map reduce framework can be implemented using many algorithms [6, 7]. There
are several Apriori [8—10] for frequent Item set Mining. There is hybrid method of
Apriori [11, 12] to adapt on the map reduce framework. From the distributed file
system the Map Reduce programs will get input data [13, 14]. From Several studies
it is clear that processing large datasets for apriori based algorithms is even more
severe [15, 16].

3 Proposed Methodology

The proposed methodology consists of four phases incorporated as one for the imple-
mentation of the methodology. The first phase is where the lexicographic sequential
tree construction for the identification of the frequent itemsets takes place. The next
one is used for the pruning strategy which is called as lazy pruning is one of the ranked
efficient pruning methodologies. The later phase is the implementation of the defined
methodology on the mapreduce framework. Last phase gives adaptive processing in
which we can incorporate even the other mining techniques like the pattern mining
and all with respect to requirement. In the current scenario the implementation of
a sequential growth algorithm on the big data map reduce framework is done. The
lexicographic sequential tree construction is shown in Fig. 1 for the identification of
the frequent itemsets using the lexicographical order over the databases of transac-
tion without incorporating any extreme search methodologies. The processing of the
algorithm in phase 1 is shown in Fig. 2 and phase 2 processing is shown in Fig. 3.
The figures and algorithms have been taken from a scalable and effective frequent
item set mining algorithm for big data based on Map Reduce framework [17].
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4 Implementation

In the current scenario the implementation of a sequential growth algorithm [17]
on the big data mapreduce framework is shown. The lexicographic sequential tree
construction for the identification of the frequent itemsets using the lexicographical
order over the databases of transaction without incorporating any extreme search
methodologies is given. The pruning also plays an important role in making the
methodology an efficient one. Each iteration has a map and a reduce task in sequence
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Fig. 3 Sequential growth Process example phase 2

growth algorithm. Sequence growth gives large —1 item in the first step. Map reduce
job is executed to produce length-k itemsets that occur frequently. Till the dataset of
the output is empty the mapreduce iterations of the sequence growth continue. The
steps of the sequence growth are shown in Algorithms 1-3.

Sequential Growth—Algorithm 1:

Input: S: {t|teS;,t=<i1,...ir> }
/[A transaction database
&: integer; //minimum support threshold
Outpul L: {p|p€e L, p= < keyuvalue > };
cvar[J] L=¢ ., C=¢, T = ¢;
S; = PartitionOf(S); //S; is a split of S
(L.C) = GenLarge1(S; . é):
while (L # ¢ )and( C # ¢) do
S; = PartitionOf(C):
C=¢ ,T=¢:
(T'.C) = GenFrequentltemset(S; , d);
L=\T:
: end while

WONO AW -
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Algorithm 2: To generate 1 large items:
Input: S;: {t|t€ S;,t =< iy, ir >}
4: integer; //minimum support threshold
Output: Ly: {p|p € L1, p = < key.,value > }:
Ci:{c|c€eCy,c= < keyvalue > };

Map Task (key , value)
: for each t in .Sy

var| | :temltst

itemlist = t.split(".");

for (k= 0; k < itemlist.length; k++) do
key = itemlist[ k];
value = SuffixOf(itemlist[ k]);
Output(key, value);

end for

end for

2‘??9.“:“9."-.‘4‘:‘“.'5-':’!*?—'

Reduce Task (key , V aluel])
10: var sum = 0;
11: var| | subseq:
12: var| ] str[2];
13: for each v in Value do
14: sum++,
15: subseq = ArmraysCopyOf(subseq, sum);
16: subseq| subseg.LastElement] = v;
17: end for
18: if (sum > &) then
19: MultipkeOutput(key, sum) — Ly;
20: for (k = 0; k < subseq.length; k++) do

21: while (subseg|k].length > MaxMemory) do
22. str = Split(subseg[k],M axM emory);

23: MultipkeOutput(key, str[0]) — C;;

24: subseqlk] = str[1];

25: end while

26: MultipleOutput(key, subseq[k]) — Ci:

2r. end for

28: end if
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General FIM: Algorithm 3
Input: : S;: {t|t€S;,t=(<pattern,suffir >) }:
4: integer; //minimum support threshold
Output: : Ly: {p|p€ Lr , p = < keyvalue > }:
Cr:{e|e€ Ck,ec= < keyyvalue > };
Map Task (key , value)
: for each t in S; do
for (k = 0: k < itemlist.length: k++) do
key = pre fir.append(itemset[k]):
value = SuffixOf(itemaset[k]):
Output(key. value);
end for
end for

oMW

Reduce Task (key , Value|)
Same as the Algorithm 2

5 Evaluation and Results

The result signifies a wide variety of large database executions to prove the execution
of this methodology as an efficient and improved scalability of the methodology by
experimenting in Hadoop. Various transaction sizes are used for testing the scala-
bility of the methodology. As the size of transaction increases there is a significant
increase in the process time of the methodology. The capability of the methodology
is useful even after the increase in the process time for the implementation on the
large scale datasets. The implementation of this methodology on map reduction gives
two fundamental tasks the map and reduce functionalities which follow the lexico-
graphic sequential tree construction for the identification of the frequent itemsets.
The pruning method incorporated in the proposed methodology greatly influences
the efficiency of the methodology and decreases the intermediate data which further
enhances the method efficiency. The experiments were also conducted to compare
with other apriori based ones. The execution times were compared with different
transaction lengths.

The iteration graphs depict that the proposed methodology is scalable and very
efficient in the large scale implementation as shown in Fig. 4. Also the mapper
receives and equally partitioned input which makes things even more simplified.
The pruning makes the performance of the methodology increase a lot and is very
important in the execution. The sequence growth with the datasets in millions is given
in Fig. 5. The methodology supports the large scale transactions more efficiently and
is very useful. It is also efficient in processing transactions lengths of high range as
shown in Fig. 6. The results show that algorithm is very efficient in working with
large data set when compared with Apriori and one phase.
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6 Conclusion

The proposed methodology gives an effective procedure for the big data approach
of extraction of frequent itemsets. As many distributed systems encountered the
problem of intermediate data which is bypassed in the current methodology with the
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help of the lexicographical sequential tree structure implementation. Also the pruning
method incorporated in the proposed methodology greatly influences the efficiency
of the methodology and decreases the intermediate data which further enhances the
method efficiency. Without scanning the entire database repeatedly Sequence growth
algorithm mines frequent itemsets.
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Deep Learning Based Recommender )
System Using Sentiment Analysis er
to Reform Indian Education

Jabeen Sultana, M. Usha Rani, and M. A. H. Farquad

Abstract Deep learning is a subset of machine learning, also known as hierarchical
learning. It is based on artificial neural network with various stages of representative
transforms. Deep neural networks have been applied in different applications like
image processing, speech recognition; market-basket analysis and students’ perfor-
mance prediction to name a few. Now a day’s education is not limited to only the
classroom teaching but it goes beyond that like Online Education System, Web-based
Education System, Seminars, Workshops, MOOC courses. It’s a big challenge to
extract sentiments from the huge data generated which is stored in the environments
of Educational databases. Mining on educational databases can be done to extract
the hidden sentiments of the students and their views about the education. Analyz-
ing Students’ sentiments and their learning behavior towards the course, difficulties
faced, time spent for the course duration in learning the concepts and worries or fears
of students like whether they may pass or fail the Final Exam is of prior importance
these days in educational institutes. These factors play a dominant role in reforming
education. Tweets are gathered from twitter database and found that the obtained
are in unstructured form. Preprocessing methods were applied to clean the data set
and later classified tweets based on sentiments into classes namely positive, negative
and neutral. In this Paper, sentiments of students are analyzed which can be fur-
ther considered while making reforms in education. In this paper Educational tweets
are extracted from Twitter using twitter API and preprocessed. After Preprocessing,
clean data is trained and a Model is attained, on this test data is applied. Results
are evaluated on few parameters like Balanced accuracy, Sensitivity and Specificity;
Prevalence and Detection rate and found that deep learning technique achieves high
performance.
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Keywords Deep learning + Classification + MLP - Decision Trees (DTREE) -
Naive Bayes Tree (NBTREE) - SVM and Twitter

1 Introduction

In the modern times, education has shifted towards online to meet the needs of
various categories of students as education system is one of the important parts for
the development of any country. At the present time, heaps of data are composed
in educational databases, but it remains unused. Educational data mining alarms
through emerging ways aimed at determining knowledge from huge generated data
that comes from educational domain. To obtain the aids from complex data, leading
tools and technologies are essential. Data mining stands as evolving prevailing tool
for analysis and prediction. Classification techniques have been successfully used
in health domain, real-estate assessment, and intrusion detection and educational
sectors. It is very useful in mining and analyzing educational sentiments to enhance
student’s performance and to make effective reforms in education.

Education system in any part of the world, basically considers norms for eligi-
bility to get enrolled in an institute for a particular program with time duration as
important factors in making educational reforms. Heaps of data is generated from
educational institutes since everything is going online. Any institution which makes
effective use of mining the educational data finds unique mode of enlightening stu-
dent’s performance, achievement level and attractiveness towards the particular pro-
gram or course. This may definitely help in improving reforms like the excellence in
offering education, more student intake, advising. Significant techniques in mining
educational data are deep neural nets, classification, association rule mining and clus-
tering. Supervised learning takes place in classification approach in which students
are grouped into identified classes [1]. Rules for classification can be distinguished
from data known as training data and further tested for the remaining data [2]. The
classification system is evaluated for the effect of the rule’s reliability on the test data
set on few parameters.

Here, we suggest a classification model for student’s sentiments prediction model
using and deep learning approach on Indian educational tweets and compared with
Classification approach. Deep Learning approach is used and compared with some
techniques of data mining to predict student’s sentiments in participating or interested
to suggest while making educational reforms. MLP [3] which is a Deep Learning
method compared with other set of classifiers like, Decision Tree [4], and Naive Bayes
Tree [5]. In addition to this, we evaluated these models by comparing the performance
on various parameters like Balanced Accuracy, Specificity and Sensitivity in order
to optimize and select the best Model. The obtained results reveal that MLP achieves
best accuracy comparing with the other classifiers results.
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2 Literature Survey

As most of us are using digital devices by affording data connections, lots and
lots of data is generated online from different sites of social media like Instagram,
Facebook, Twitter and LinkedIn., let us consider one leading application of social
media, Twitter. It is used by different age groups of people all over the world to
express their sentiments on diverse range of subjects, subtopics. Users may share their
sentiments towards Politics, industries, educational institutions, marketing, security
and awareness and much more. Lots of data in terms of petabytes is produced every
day from twitter alone. So the need of preprocessing the data in order to make some
meaningful sense arises in order to make better decisions. Data processing, also
termed as text mining is widely used to extract meaningful information from lots
of data, which is unstructured by nature. The extracted meaningful information or
a proper data form will help to analyze the data in an effective way and make good
decisions [6].

Sentiment analysis has gained huge attention and popularity, promising area for
research. This has been gained attention since various social networks generated
huge amount of big textual data from these networks and other information centric
applications [7]. Sentiment analysis on customers’ feedbacks for the online products
wholesaled was performed using attributes based feedback summarization system.
Natural Language Processing methods were used as they possess the ability to under-
stand human language and their sentiments. Product features were mined and found
the opinions to be positive or negative and then decision was made regarding the
sentiments [8].

Furthermore, a model was proposed based on student feedbacks regarding their
performance of teachers in Spanish to analyze the sentiments of students [9]. Innova-
tive technologies for education are emerging and online education is becoming com-
mon and creates interest among the students. Enhances learning behavior among the
students by offering various courses and scheduling the timings for the course based
on student’s flexibility. The big data collected from online databases like MOOCs
desires to be huge, not in its instances but with more attributes and information on
learners’ cognitive and desires to be composed of automatic circumstances accu-
mulating rightness and completion rates. This more detailed enunciation supports
students learning process in analyzing the data from black box approach. Fine grain
data is used by data-driven learner model approach that is considered and improved
by using principles from cognition [10].

Latest novelties in e-learning lead to start courses online at numerous levels, over
turned classroom teaching, business training at corporate sectors resulted in thought-
provoking problems about SLN [11, 12]. Information exchange among individuals is
broadly highlighted and intensely affected by sentiments of the utterers. individuals
change their replies grounded on the activities of their partner discussions in a definite
sensitive manner. Their sentiments are positive if they are happy, sad or upset if
they are not happy and rude when they are in angry mood [13]. Traditional Deep
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Learning approach was used to predict student’s sentiments on educational data and
was compared with machine learning approaches. It was analyzed that MLP obtained
the optimal results [14].

Comparative analysis of student’s performance on educational data was carried
out and observed that SVM and MLP gave optimal results compared to decision tree
and Naive Bayes [15]. Sultana et al. [16] suggested a performance prediction model
for student’s using deep learning and data mining methods students’ performance
based on student’s learning behavior The model was evaluated in different classifiers;
Naive Bayesian, Deep Neural Network and Random Forest. Deep Neural Network
outstands with the rest of others in performance. Also, a survey on some deep learning
applications was conducted signifying different uses of Natural Language processing,
text mining, automatic navigation systems, speech recognition [17].

Basing the above literature reviews, we suggest to analyze the sentiments from
Indian education tweets and classify the tweets based on polarity scores. Best tech-
niques to classify the tweets with balanced accuracy is considered among all the
techniques based on few parameters.

3 Data Collection and Preprocessing

In this paper, the educational tweets are collected from Twitter using twitter API
developers account [18]. Twitter offers users to showcase their sentiments online
from any device with Internet connection. The dataset consists of 350 instances with
six features comprising educational tweets of India. The tweets are classified into
three classes based on their polarity score of sentiments using R Package in windows
systems.

4 Suggested Methodology

In this research, we have pre-processed data using preprocessing techniques like
removal of hash tags, punctuations, quoted text, URLS, stop words etc. The Exper-
iments are carried out on the preprocessed educational tweets collected from the
twitter repository. Later, the obtained results were checked using confusion matrix.
Balanced accuracy, Sensitivity, specificity is obtained using this. Sensitivity means
the proposition of properly identified positive cases, specificity is calculated from
here.
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Fig. 1 Methodology
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4.1 Frame Work Demonstrating Suggested Methodology

The Suggested Methodology follows three stages

1.

2.
3.

Data set is spitted into training and testing data. Classifiers like DTREE,
NBTREE, MLP and SVM are selected and trained leading to a Model.

Test data is imparted on the Model and results are analyzed.

The obtained results at this stage are checked on parameters like Balanced
Accuracy, Prevalence, detection rate, detection prevalence, sensitivity and
specificity.

The framework illustrated here précises the suggested framework for analyzing

educational sentiments of people in India in reforming education.

The Fig. 1 is showing the suggested Framework.

4.2 Methods Used

MLP: The principle method for training multilayer perceptrons is the back prop-
agation algorithm (including its variants). In the MLP neural network, each node
handles the amount of biased inputs and goes through this activation level to
create a transfer function. The most common activation functions in MLP are
logistic and hyperbolic tangent sigmoid functions [19].

Decision Trees: They are an integral part of [20], an integral part of ‘Machine
Learning. C4.5 uses the split-and-conquer method to grow decision trees. These
trees start at the root of the tree and go to its leaf nodes. The J48 algorithm that
uses Decision Tree implementation is used in the experiments reported here. DT
is widely accepted in decision-making systems and is used because of its human



148 J. Sultana et al.

understandable structure. A test item for the class label starts from the root of
the tree and moves through it to the leaf node, which provides the classification
of the instance.

Naive Bayes Tree: Naive Bayes Decision Tree (NBTREE) is similar to DT except
at the leaves. NBTREE is a hybrid of decision tree classification and naive-Bayes
classification. The Bayes rule is used to calculate the probabilities of each class
using the given examples. Every attribute value at a given label requires an
estimate of the conditional probability. Classification at leaf nodes is done by
NB classifiers. Compared to DT, the NBTREE potential is present at each node
and the total probability is not greater than unity [21].

SVM: Support Vector Machine (SVM) is a universal structured learning method
based on statistical learning theory [22]. SVMs are an inductive machine learning
technique based on structured risk minimization, which classifies performances
by minimizing real error and building an N-dimensional hyperplane that divides
the data into two categories. The main goal of SVM is to find the right training
hyperplane that accurately classifies data points and separates the two class points
as much as possible, minimizing the risk of misclassifying training models and
missing test models. SVM models are closely associated with neural networks.

Confusion Matrix: This is based on class labels, where the comparison is made

between the actual class labels and the class labels classified by the classifiers.
Word2Vec vectors as inputs to convolutional neural networks and has increased

the accuracy of sentiment classification.

5 Result Considerations

In this section, we analyze the results.

The results are evaluated in terms of Balanced Accuracy, Specificity, sensitiv-
ity, Prevelance, Detection rate, and Detection Prevelance. A comparison was drawn
among data mining techniques like Support vector machine, Decision tree and Naive

Table 1 The below table describes the results of different classifiers used here and they are Naive
Bayes, DTREE, MLP and SVM

Performance measures Naive Bayes Decision tree SVM MLP
Balanced accuracy 0.67 0.57 0.70 0.90
Specificity 0.66 0.70 0.75 0.82
Sensitivity 0.68 0.95 0.77 0.90
Prevelance 0.1 0.12 0.08 0.18
Detection rate 0.01 0.08 0.06 0.12
Detection prevelance 0.10 0.86 0.24 0.41
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Bayes with respect to deep learning technique i.e., MLP. MLP outperformed in clas-
sifying educational tweets with high balanced accuracy of 90% followed by SVM.,
Naive Bayes and decision tree. Other parameters like Sensitivity, Specificity, Prev-
elance, Detection rate and detection prevelance were considered for analyzing the
best performance and it was found that MLP gave optimal results followed by the
rest of the classifiers.

6 Conclusion and Future Directions

Mining techniques helps to improve and efficiently analyze sentiment analysis of
twitter data in the field of education system as they generate bulk quantities of
teaching and learning documents about in particular but not limited too. Twitter data
we used here contains hidden sentiments of users towards education in India. This
extracted sentiments information helps to improve educational norms and regulations
in educational institutes. We suggested good performance yielding deep learning and
data mining techniques. The sentiments of student’s and people towards education
system in India is predicted by training the classifiers and the obtained model is
evaluated by set of classifiers, namely; MLP, DT, Naive Bayes and SVM. Training
and testing is accomplished.

The results specify that the deep learning method gives overall good performance
in terms of classification accuracy, sensitivity and specificity and predictive rate.
However, DT gives consistently fewer rules and therefore the perceptual rules are
superior. From the results, the accuracy, sensitivity and specificity are lost in the
process of retrieving the knowledge gained by DT, NBTree. Although DT is generally
a superior classification compared to others, the knowledge that DT acquires is
transparent, lacking accuracy. Therefore, it is advisable to use the MLP-effective
learning method directly to make educational changes in the country. The scope of
future work for this paper is to work on the rule extraction part and accuracy in DT,
Naive Bayes.
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Abstract The anti-inflammatory steroidal and non-steroidal drugs are commonly
used to treat inflammation. Be that as it may, with a number of side effects, these are
disabled. We have therefore selected two plants, i.e., Mucuna pruriens and Allium
sativum, which have various therapeutic agents used in traditional medicines and
Ayurveda. The objective of this investigation was to test in vitro anti-inflammatory
activities of Mucuna pruriens leaves and Allium sativum bulb extracts of both either
alone or in combination by evaluating inhibition of cyclooxygenase and with deter-
mination of protein denaturation. The successive solvent extraction of shade dried
leaves and peeled dry bulbs was performed for both plants with solvents of increased
polarity. Then the two plants’ in vitro antioxidant assay was evaluated by estimating
DPPH, H,0,, NO, ABTS and ascorbic acid as standard at various concentrations.
The methanol and combined methanol extracts from the two plants showed signifi-
cant antioxidant activity on DPPH, H,0O,, NO and ABTS among the four extracts.
In addition, the cyclooxygenase inhibition (76.23%) and protein denaturation (65%)
were also tested for anti-inflammatory activity, which revealed that these two plants
had strong antioxidant and anti-inflammatory principles.
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1 Introduction

Since times prehistoric, medicinal plants have been found and utilized in practically
all cultures as a source of potential new medications. The boundless utilization of
herbal remedies and herbal preparations, as those depicted in antiquated books, for
example, Bible and the Vedas, and got from ordinarily utilized traditional herbs and
medicinal plants, has been suggested the presence of herbal products with therapeutic
properties [1]. Plants are the primary sources of therapeutic agents for treatment
of different sicknesses and therapeutics against diseases since ancient time. The
natural drugs have contributed in the advancement of modern medicine and their
dynamic therapeutic principles [2]. The medicinal plants serve as a model to develop
more effective and less harmful prescriptions utilizing their secondary metabolites,
for example, alkaloids, flavonoids, phenols, saponins, sterols and so on to create
pharmacologically active principles that may demonstrate independently, additively
or in combination to improve health [3, 4].

Within traditional medicine, the use of these compounds is common and are the
significant source of natural antioxidants that could lead to the development of novel
drugs [5], ethno-medicines with strong antioxidant properties [6], and therapeutic
potential for free radical related disorders [7].

Inflammation is a complex process that is often associated with pain, swelling, and
includes events such as vascular permeability, protein denaturation, and membrane
alteration. Denaturation of proteins is a process where proteins lose their secondary
and tertiary structures by adding external pressure or compounds like strong acid
or base, concentrated inorganic salt, organic solvent or water. Once denatured, the
majority of biological proteins lose their function. Protein denaturation is a well
known cause of inflammation.

The ability of plant extract to prevent protein denaturation was studied as part of
the investigation into the mechanism of its anti-inflammatory activity [8, 9].

Inflammation processes require a cascade of events in which arachidonic acid
metabolism plays a significant role. One of the mechanisms is that prostaglandins
(PG) and thromboxane A,, which are essential biologically active mediators in a
number of inflammatory events, can be metabolized by Cyclooxygenase (COX).
Arachidonic acid is cleaved from membrane phospholipids when properly activated
by neutrophils and can be converted to prostaglandins through the COX pathway.
COX inhibition leads to a decrease in PG production, such a drug would have the
potential to provide anti-inflammatory and analgesic effects with a decrease in the
gastrointestinal side effects.

The primary sources of naturally occurring antioxidants are whole grains, fruits
and vegetables [10]. Most secondary metabolites containing antioxidants are pheno-
lic acids, polyphenols and flavonoids. In the above context, two plants were chosen
for our study, Mucuna pruriens and Allium sativum.

Mucuna pruriens is part of the Fabaceae family, commonly referred to as a cowage
plant. It is a common medicinal plant in India that has been used since ancient times.
It is typically found in tropical regions and is used for various purposes in traditional
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medicine in many countries. In the traditional medicine system in India and West
Africa, all parts of Mucuna pruriens have valuable medicinal properties [11].

Allium sativum, commonly known as garlic, which belongs to the Amaryllidaceae
family, is another medicinal plant selected for study. It is one of the earliest known
plants of traditional medicine [12]. Garlic and its preparations have been commonly
used for health benefits as a result of various research reports over the past decade
[13].

Therefore considering the importance of plant products, these two plants, Mucuna
pruriens and Allium sativum have been selected to study in vitro antioxidant and anti-
inflammatory activities and to examine the secondary metabolites in the regulation.
The combination of these two species in therapeutics is not being discussed. Com-
mon uses show that both plants are rich in anti-inflammatory source of antioxidant
activity. The following procedures for analyzing the products of these crops have
been introduced.

2 Materials and Methods

2.1 Collection of Plant Material and Preparation of Extracts

The fresh leaves of M. pruriens were collected from Seshachalam hills of Eastern
Ghats (Tirumala Hills) in Andhra Pradesh, India. The fresh bulb cloves were bought
from the local Tirupati market, Chittoor district of Andhra Pradesh. The Plant Tax-
onomist of Department of Botany, S.V. University, Tirupati has described and authen-
ticated both the Mucuna pruriens (L) leaves and Allium sativum bulb cloves with
voucher specimen numbers SVUBH/592 and SVUBH/1123 respectively. The fresh
leaves of the Mucuna pruriens and peeled Allium sativum bulb cloves were dried in
shade and milled with a mechanical grinder to fine powder. The powdered material
was macerated separately by hexane, aqueous (water), methanol and ethyl acetate.
The extract was then filtered with filter paper (Whatmann paper) and then using rota
evaporator at 40 °C, the filtrate was reduced under pressure. The resulting concen-
trate was a dark molten mass layered on aluminium foil and freeze dried for further
use.

2.2 In Vitro Antioxidant Activity

2,2-diphenyl-1-picryl hydrazyl (DPPH) free radical scavenging assay
Free radical scavenging activity by DPPH was assayed according to the method
reported by Burits and Bucar [14] with minor modifications.



154 B. J. Divyaet al.

Hydrogen peroxide scavenging assay
The hydrogen peroxide scavenging assay was done according to the method reported
by Vijayabhaskaran with some modifications [15].

Nitric oxide radical scavenging assay
Nitric oxide (NO) radical scavenging activity was assayed according to the method
reported by Garrat with slight modifications [16].

2, 2'-azino-bis (3-ethylbenzothiazoline-6-sulfonic acid) (ABTS) radical scaveng-
ing Assay

ABTS radical cation decolorization assay was used to determine free radical scav-
enging activity of plant samples according to the method reported by Pellegrini with
slight modifications [17].

2.3 In Vitro Anti-inflammatory Activity

Inhibition of protein denaturation
Inhibition of protein denaturation was assayed according to the method reported by
Sakat with slight modifications [18].

Separation of White Blood Cells
White blood cells (WBCs) were isolated from blood according to the method reported
by Arne [19].

Assay of Cyclooxygenase
Cyclooxygenase enzymatic assay was determined using the method reported by
Copeland with slight modifications [20].

3 Result and Discussion

3.1 DPPH Free Radical Scavenging Assay

By using DPPH, a stable free radical, the hexane, ethyl acetate, methanol and water
extracts from Mucuna pruriens leaves and Allium sativum bulbs have been analyzed
for antioxidant property. With an increase in the extract range of 25-100 pg/ml,
antioxidant activity in all hexane, ethyl acetate, methanol, and water extracts was
found to be increased, but less compared to standard ascorbic acid. The radical
DPPH contains an odd electron that is responsible for absorption at 517 nm of and
is visible in deep purple colour.
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Fig. 1 Antioxidant assay of DPPH. Allium sativum (a); Mucuna pruriens (b); and combination of
Mucuna pruriens and Allium sativum (c). Asc: Ascorbic acid; ME: methanolic extract; AE: Aqueus
extract; EE: Ethyl acetate extract; HE: Hexane extract; MP+AS (M. pruriens + A. sativum) (Data
are expressed as the mean & SD of triplicate)

If DPPH accepts an e~ donated by an antioxidant compound, it is decolorized
and can be measured quantitatively from the changes in the absorbance. The hexane
showed less activity (Fig. la, b) and the methanol extracts showed the strongest
activity in M. pruriens and A. sativum. There was also a dose-dependent increase in
total antioxidant activity. The strongest activity (Fig. 1¢) was shown by combination
of the two plant methanol extracts, i.e., M. pruriens and A. sativum in different
concentrations.

DPPH is commonly used to determine the effect of natural antioxidants on scav-
enging capacity of free radical. DPPH is a stable free radical at room temperature. The
absorption vanishes as the electron is paired in the presence of free radical scavenging
resulting in discoloration. The methanol extracts, the more polar solvent extracts, are
active antioxidants compared to the non-polar hexane extract in the DPPH assay [21]
based on the results obtained. The antioxidant effect of plant bioactive products is
mainly due to radical scavenging of phenolic compounds such as flavonoids, tannins,
polyphenols, terpenes and phenols [22].
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3.2 Hydrogen Peroxide Scavenging Assay

The activity of the Mucuna pruriens leaf and Allium sativum bulb extracts on hydroxyl
radical and the combination of Mucuna pruriens methanol extract and Allium sativum
was shown in Fig. 2a—c). As the, the plant extracts showed scavenging activity against
induced hydroxyl radical, from the ascorbic acid that was used as positive control.
Antioxidant activity was found to be lower in all hexane, ethyl acetate, methanol,
and water extracts compared to standard ascorbic acid, which is responsible for the
230 nm absorption.

There was also a dose-dependent increase in H, O, radical scavenging activity. The
radical scavenging activity also increased with an increase in extract concentration
in the range of 25-100 p.g/ml. The hexane extract showed the lowest activity and the
highest activity was demonstrated by the methanol extract. Both methanolic plants
extracts were mixed in equal proportion and the assay was performed. This displayed
the best radical scavenging behaviour of H,O,. But it was slightly lower than the
Ascorbic acid.
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Fig.2 H,O; radical scavenging activity. Allium sativum (a); Mucuna pruriens (b); and combination
of Methanol extracts of Mucuna pruriens + Allium sativum (c). Asc: Ascorbic acid; ME: methanolic
extract; AE: Aqueus extract; EE: Ethyl acetate extract; HE: Hexane extract; MP + AS (M. pruriens
+ A. sativum) (Data are expressed as the mean £ SD of triplicate)
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Hydroxyl radical is a highly reactive oxygen-centered radical formed by the reac-
tion of different hydroperoxides with metal ions in transition. It attacks in mem-
branes proteins, DNA, polyunsaturated fatty acids, and most biological molecules
[23]. Hydrogen peroxide is a weak oxidizing agent that can directly inactivate a few
enzymes, normally by oxidizing groups of basic thiol (-SH).

3.3 Nitric Oxide Radical Scavenging Assay

The nitric oxide scavenging activity of Mucuna pruriens leaf and Allium sativum bulb
extract was shown in Fig. 3a, b and the combination of Mucuna pruriens methanol
extract and Allium sativum in Fig. 3c.

The plant extracts showed scavenging activity against standard ascorbic acid that
was used as the positive control. Antioxidant activity in all extracts of ethyl acetate,
hexane, water and methanol was found to be lower compared to standard ascorbic
acid, which is responsible for absorbance at 540 nm.

It was also found that NO scavenging activity increased in a dose-dependent
manner. The radical scavenging activity also increased with an increase in extract
concentration in the range of 25-100 pg/ml. The hexane extract displayed the least
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Fig. 3 Nitric Oxide radical scavenging assay. Allium sativum (a); Mucuna pruriens (b); and com-
bination of Mucuna pruriens + Allium sativum (c). Asc: Ascorbic acid; ME: methanolic extract;
AE: Aqueus extract; EE: Ethyl acetate extract; HE: Hexane extract; MP + AS (M. pruriens + A.
sativum) (Data are expressed as the mean &+ SD of triplicate)
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activity and the strong activity was shown by the methanol extract. The methanolic
extracts of the both plants were combined in the same ratio and the assay was con-
ducted. It showed the best activity of radical scavenging. But it was slightly lower
than the Ascorbic acid standard.

Nitric oxide is a significant chemical mediator produced by macrophages,
endothelial cells, neurons and involved in regulating different physiological pro-
cesses. Nitric oxide is well known to play an important role in numerous inflam-
matory processes such as juvenile, carcinomas, cytotoxic effects found in various
disorders such as diabetes, HIV, Alzheimer’s, and arthritis [24]. Nitric oxide or reac-
tive nitrogen compounds, formed with oxygen or superoxides such as NO,, N, Oy,
N304, NO3~, and NO, ™~ during their reaction are very reactive. Such compounds
are responsible for altering most cellular components of structural and functional
behaviour [25]. It has been reported that phenolic and flavonoids compounds are
associated with antioxidant action in biological systems and act as singlet oxygen
scavengers and free radicals [26, 27]. The scavenging operation of nitric oxide is due
to the presence in plants of phenolic and flavonoids compounds [28-30].

3.4 ABTS Assay

The garlic bulb and M. pruriens leaves methanolic extracts were rapid and effec-
tive ABTS radical scavengers (Fig. 4a, b) and this activity was comparable to that
of ascorbic acid. Methanol showed the best activity in comparison with hexane,
ethyl acetate and water among all extracts. The combination of garlic bulb and M.
pruriens leaves extracts of methanol also showed the best activity with increased
concentrations (Fig. 4c).

The ABTS assay is based on antioxidant inhibition of radical cation absorbance,
ABTS*, which has a characteristic 734 nm wavelength. The order of the extract’s
radical activity of ABTS scavenging was nearly similar to that observed for DPPH. It
showed powerful effects of scavenging against ABTS. The ABTS assay is a widely
accepted antioxidant assay to screen the total antioxidant power of vegetables, fruits,
plants and foods [17].

Antioxidants are important for human disease prevention. Compounds with
antioxidant activity can function as free radical scavengers, pro-oxidant metal com-
plexers, single-oxygen quenchers or reactive oxygen species and reduction agents,
thus protecting the body from degenerative diseases such as cancer [31]. Many fac-
tors have been identified, such as stereo selectivity of radicals or extract solubility in
different test systems, affecting the ability of extracts to react and quench different
radicals [32].
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Fig. 4 ABTS radical scavenging activity. Allium sativum (a); Mucuna pruriens (b); and combi-
nation of Mucuna pruriens + Allium sativum (c). Asc: Ascorbic acid; ME: methanolic extract;
AE: Aqueus extract; EE: Ethyl acetate extract; HE: Hexane extract; MP + AS: (M. pruriens + A.
sativum) (Data are expressed as the mean & SD of triplicate)

3.5 Protein Denaturation

Protein denaturation is a well known cause of inflammation. The ability of different
extracts of Mucuna pruriens (leaves) and Allium sativum (bulbs) to inhibit protein
denaturation was analyzed in a dose-dependent manner as part of the investigation
on the mechanism of anti-inflammatory activity and compared to that of Diclofenac
sodium, a standard anti-inflammatory drug. They have been effective in inhibiting
denaturation of heat-induced albumin. It can be confirmed from the results of this
study that methanolic extracts from both plants have been active in inhibiting heat-
induced denaturation of albumin. The results are displayed in Fig. 5a, b. Methanolic
extracts of both plants were mixed in 1:1 ratio and tested for anti-inflammatory
activity. The results showed the highest inhibition and are represented in Fig. 5c.
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Fig. 5 Inhibition of Protein denaturation. Allium sativum (A), Mucuna pruriens (B) and combi-
nation of Mucuna pruriens + Allium sativum methanol extracts (C). MAS: Methanolic extract of
Allium sativum; MMP: Methanolic extract of Mucuna pruriens

3.6 Anti-inflammatory Activity

Results showed that the M. pruriens leaf extracts and A. sativum bulb extracts have
good anti-inflammatory properties, but among all the extracts, the methanol extracts
showed the best anti-inflammatory activity by inhibition of COX (Fig. 6a). Fractions
were collected by silica gel column chromatography. For inhibition of cyclooxyge-
nase activity (Fig. 6b), all fractions of two plant extracts were checked. Three best
inhibiting fractions were collected from each extract and combined to check the
potent inhibition (Fig. 6¢) in all combinations in 1:1 ratio.

For further analysis, the best combination was used. These activities may be due
to the strong presence of terpenoids, polyphenolic compounds and flavonoids that
serve as free radical inhibitors or scavengers or may act as a primary antioxidant
inhibiting inflammation.
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Fig. 6 In vitro anti-inflammatory activity by inhibition of COX enzyme by a plant extracts, b frac-
tions and ¢ combinations of fractions of Allium sativum (bulbs) and Mucuna pruriens (leaves).
(HAS—Hexane extract of Allium sativum, EaAS—Ethy] acetate extract of Allium sativum, MAS—
Methanol extract of Allium sativum, AAS—Aqueous extract of Allium sativum, HMP—Hexane
extract of Mucuna pruriens, EaMP—Ethyl acetate extract of Mucuna pruriens, MMP—Methanol
extract of Mucuna pruriens, AMP—Aqueous extract of Mucuna pruriens, Ay, Ay, A3 are fractions
of methanolic extract of Allium sativum collected by Column chromatography, M|, M, M3 are
fractions of methanolic extract of Mucuna pruriens collected by Column chromatography, AjMj,
A My, AiM3, AyM1, AoM», AoM3, AsM;, A3M», A3M3 are combinations of the fractions of both
the plant extracts in all combinations) (Data are expressed as the mean £ SD of triplicate)

4 Conclusion

Protein denaturation and COX inhibition methods were used to test the in vitro
anti-inflammatory property and several other qualitative, biochemical, antioxidant
analyzes were also performed. The extracts of selected plant, i.e. Allium sativum and
Mucuna pruriens were prepared with different solvents. Among them the hexane
and methanol showed less and more antioxidant activity respectively, but the best
performance was shown by the combination extract of Allium sativum and Mucuna
pruriens. The above activities can be attributed to the presence of polyphenolic
compounds such as alkaloids, flavonoids, tannins, etc. in the plant extracts. The
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extract fractions could have been used as free radical inhibitors or scavengers or
as primary oxidants that inhibits heat-induced albumin denaturation and cyclooxy-
genase of white blood cells. Our study revealed that Mucuna pruriens and Allium
sativum possess more antioxidant and anti-inflammatory properties, the methanol
extract showed the highest. But surprisingly the combinations of the two methanolic
plants extracts showed the best activity than the methanolic extracts of individual
plants. The higher dosage of the combination extracts has minimized side effects.
This research helps to know the bioactive compounds that are responsible for these
activities and to pursue new phytotherapeutics against inflammatory diseases and
many more oxidative stress-related diseases.
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A Novel Algorithm for Quality )
Evaluation Metrics of Fused Live Video Gedida
Frames

K. Sai Prasad Reddy, K. Nagabhushan Raju, and D. Sailaja

Abstract Image fusion technique is playing important role in image processing.
The main objective of image fusion is to integrate the information from several input
images into a single image. The consequence of fused image consists of more precise
information when compared to any of the input images. Image fusion plays pivotal
role in image reconstruction. We have developed novel algorithm and implemented
to evaluate quality metrics of fused video frames. This algorithm determines the
quality performance between the fused video frame and unprocessed input video
frame. The focal point of this paper is evaluating quality of fused video frame using
structural similarity index (SSIM) and visual information fidelity (VIF) assessment
methods.

Keywords Video frame fusion -+ Pixel level fusion - Simple average method -
Laplacian operator + Sobel operator * Structural similarity index * Visual
information fidelity

1 Introduction

Image and video fusion is upcoming as a essential technology which finds appli-
cations in the field of Navigation, Object recognition, Medical diagnosis, remote
sensing, military applications, etc. [1]. The procedure of incorporating the appropri-
ate details from a set of input video frames of the same scene into a single video
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frame can be used to give improved performance for visualization [2]. The fused
video frame should protect all appropriate particulars from the input images. The
video frame fusion should not establish artifacts which causes to incorrect judgment.
Fusion on video frames can be performed on pixels and features. Pixel-level method
can be implemented directly on each pixel of the video frame to increase the con-
tent correlated with each pixel in a video frame formed by combination of several
input video frames which preserves most of the appropriate information [3]. The
fused video frame can be formed either by pixel-by-pixel or by fusion of related
neighborhoods of pixels in each of the video frame. The enhancement in quality
by pixel-level fusion can be evaluated in video processing tasks like segmentation,
video frame feature extraction In feature-level method features like edges, shape,
contrast, texture and regions are extracted from source video frames and integrates
all the features into a single video frame which is complete and more suitable for fur-
ther video processing tasks. In this paper, we have developed algorithms for fusion
between the layers of different color models in the video frame by implementing
Simple Average Method. The paper is intended in discussing successful pixel level
image fusion algorithm.

2 Edge Detection Operators

An edge detection operator finds the boundary of an image. The utilization of an edge
detection mechanism is more useful in various conditions and a variety of processes
have been applied from the initiation of video processing.

2.1 Laplacian Edge Detection Operator

This is a second order derivative operator used to evaluate edges in video frame
[4-14]. Edge detection with the Laplacian enhances the contrast at edges and images
emerge sharper to the watcher. In this operator there are two categories. Positive
Laplacian mask and Negative Laplacian mask. Laplacian mask obtains out edges as
Inward edges and outward edges [15] (Fig. 1).

Fig.1 Laplacian operator 0 1 0 0 1 0
1 -4 1 -1 4 -1
0 1 0 0 -1 0

a. 3X3 Positive Laplacian b.3X3 Negative Laplacian
Mask Mask
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Fig. 2 3. x 3 Sobel ] 0 1 1 3 1
convolution kernels
-2 0 2 0 0 0
-1 0 1 -1 -2 -1

a. Sobel Mask on X-axis b. Sobel Mask on Y-axis

2.2 Sobel Edge Detection Operator

This operator is a first order derivative edge detector. This operator is composed of
couple of kernels along x-axis and y-axis as shown in Fig. 2. These two kernels
are meant to respond most extremely on edges which are in vertical position and
horizontal position of that pixel grid [5—14]. Two kernels are applied separately on
input image for gradient components which are represented by Gy and Gy. These
kernels are set together in order to get complete magnitude and the orientation of
that gradient [15].
Gradient magnitude is determined by using the formula [1]

Gl =,/(c2+6}) M
An approximate magnitude is calculated using the following equation
Gl = |G| + |Gy @)

Angle of orientation is represented by 6 and can be calculated by using the
following equation [3]

G,
0= arctan(G—)) 3)

3 Structural Similarity (SSIM) Index

Structural Similarity (SSIM) index is a technique to determine the quality of images
and video frames [8-16]. SSIM is applied to evaluate the resemblance between
two images. The SSIM index is a FR metric i.e. the measurement or prediction
of image quality based on distortion-free image as reference. Structural Similarity
(SSIM) index considers image deprivation as change in structural information [9—
16]. As the pixels are spatially closer these will have strong inter-dependencies. Inter
dependencies holds notable data related to object structure. Occurrence of luminance
masking tends to be less visible in bright regions where as contrast masking is a
occurrence where visibility of distortions are smaller extent [16]. The evaluation
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between two windows and of size N x N is

(2/‘xﬂy + Cl)(zaxy + CZ)
(12x + u2y + C1)(02x + 02y + C)

SSIM(x, y) = 4)

Average value of x is represented by px

Average value of y is represented by Ly

o%x is denoted as the value of variance of x

oy is denoted as the value of variance of y

Cl = (K;L)?, C2 = (K;,L)? are two constants

L denotes pixel-values

K1 and K2 are constants having default values 0.01 and 0.03 respectively.

Structural Similarity Index should satisfy the principle SSIM(x, y) = SSIM(y,
x). To evaluate the video frame quality, formula is applied on luma and chromatic
values. Structural Similarity Index value ranges in between 0 and 1.

4 Visual Information Fidelity (VIF)

Visual Information Fidelity is a metrics which is used to evaluate the distorted image
information with respect to reference image information assuming that reference
image is having perfect quality [10]. Visual Information Fidelity (VIF) metrics is
based on the quantity of mutual sharing of information between the reference images
and distorted images. The visual quality of the distorted image totally depends upon
respective information present in the distorted image. The loss of video information
is called as distortion [11]. This distortion is used to compute the Video Quality
Assessment metrics. The performance of Visual Information Fidelity (VIF) is far
better than other existing Video Quality Assessment metrics. Computational com-
plexity is major disadvantage of Visual Information Fidelity (VIF). Visual infor-
mation fidelity measurement investigates the relationship between video informa-
tion and visual quality. Visual Information Fidelity is based on the quantity of data
shared by the reference and distorted images [12]. The visual quality of the distorted
image is stoutly correlated to relative information existing in the distorted image.
The distortion is considered as the loss of image data and is used to determine the
Image Quality Assessment metrics [13]. The Visual Information Fidelity metrics
have shown enhanced performance over lots of the available Full Reference Image
Quality Assessment algorithms.
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5 Video Frame Fusion

Simple Average Method: By implementing this technique the resultant fused video
frame is acquired by taking the average intensity of corresponding pixels from the
input video frames.

F(.j) = (AG, ) +B@, j) )
2

Simple Average Method fusion technique is implemented between video frame
layers of RGB, XYZ, YCbCr and YUV color models. In this method Red, Green and
Blue layers are considered as base layers which are used to represent video frame.
The fusion is implemented between edge detected layers of Red and X, Red and Y,
Red (R) and Z, Green (G) and X, Green (G) and Y, Green (G) and Z, Blue (B) and X,
Blue (B) and Y and Blue (B) and Z and corresponding Structural Similarity (SSIM)
Index and Visual Information fidelity (VIF) metrics are calculated. The same process
is implemented to obtain the fused layers between RGB & YCbCr and RGB & YUV

color models [14]. The below steps explains the proposed algorithm.

Step 1:  Construction input video

Step 2:  Selection of source for acquisition of Video frames

Step 3:  Properties analysis of video source object

Step4:  Video frames stream preview

Step 5:  Obtaining and exhibition of video frame

Step 6:  Seperation of Red, Green and Blue layers of Video frame

Step 7: 3 x 3 Sobel mask followed by Canny edge detection operator is convolved
with Red component of the video frame to identify the edges and the
resultant is edge detected Red layer.

Step 8:  Concatenating Red and Green layers to attain edge detected video frame.
Repeat the process to obtain fused layers G & B, B & R.

Step 9:  Evaluating SSIM value for Red and Green. Repeating process to obtain
SSIM & VIF values between fused layers.

Step10: Repeat steps 6-9 to find SSIM & VIF values for XYZ video frame, YCbCr
video frame and YUV video frames.

Step 11: Applying Laplacian mask by repeating steps 6—10.

6 Experimental Results

Experimental analysis is carried out by using TEN video frames to assess the per-
formance of the edge detected algorithms based on layer fusion by implementing
edge detector. The host video frame is of size 512 x 512. For the proposed fusion
technique algorithm, Sobel & Laplacian masks are applied between layers of Red,
Green, Blue, XYZ, YCbCr and YUV color models. The respective SSIM and VIF
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are computed and shown in Table 1. Fused video frames of Red & Y, Green & U,
and Blue & V are shown in from Figs. 3, 4 and 5 by applying Sobel. Fused video
frames of Red & Y, Green & Cb and Blue & Cr are shown in from Figs. 6, 7 and 8
applying Laplacian operator.

Table 1 Performance analysis of video frame edge detection algorithm based on layer fusion
between different color models

Fused video frame layers Sobel operator Laplacian operator
SSIM VIF SSIM VIF

Rand X 0.9926 0.8370 0.9935 0.8507
RandY 0.9921 0.8816 0.9933 0.8473
RandZ 0.9881 0.8790 0.9936 0.8525
G and X 0.9983 0.9765 0.9936 0.8584
GandY 0.9968 1.0241 0.9934 0.8550
GandZ 0.9920 1.0220 0.9937 0.8602
B and X 0.9980 0.9765 0.9936 0.8568
BandY 0.9968 1.0241 0.9934 0.8550
BandZ 0.9920 1.0220 0.9937 0.8602
RandY 0.9873 0.8620 0.9950 0.8821
Rand U 0.9840 0.6558 0.9950 0.8818
Rand V 0.9839 0.6558 0.9950 0.8818
GandY 0.9915 1.0156 0.9952 0.8899
Gand U 0.9930 0.7857 0.9952 0.8897
Gand V 0.9903 0.7857 0.9952 0.8897
BandY 0.9915 1.0156 0.9952 0.8899
Band U 0.9836 0.7857 0.9952 0.8897
Band V 0.9903 0.7790 0.9952 0.8899
RandY 0.9867 0.7760 0.9943 0.8490
R and Cb 0.9856 0.7752 0.9947 0.8767
R and Cr 0.9850 0.7749 0.9946 0.8762
GandY 0.9921 0.9115 0.9942 0.8828
G and Cb 0.9908 0.9105 0.9949 0.8846
G and Cr 0.9904 0.9101 0.9947 0.8841
BandY 0.9921 09115 0.9942 0.8861
B and Cb 0.9908 0.9105 0.9949 0.8846
B and Cr 0.9904 0.9101 0.9947 0.8841
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Fig.3 Fused Red and Y
layers—Sobel operator

Fig. 4 Fused Green and U
layers—Sobel operator

7 Conclusions

The following are the observations drawn from the proposed quality evaluation
metrics of fused live video frames algorithm based on layer fusion.

e By computing SSIM values obtained from the fused video frames from each color
model by applying Sobel & Laplacian operators, it is observed that Laplacian mask
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Fig. 5 Fused Blue and V
layers—Sobel operator

Fig. 6 Fused Red and Y
layers—Laplacian operator

is retaining more structural information when compared to Sobel operator which
indicates low data loss during transformation.

e Jtisobserved that fused layersin YUV color model are having high values of SSIM
which indicates high similarity level with Laplacian operator when compared to
RGB, XYZ and YCbCr color models.
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Fig. 7 Fused Green and Cb
layers—Laplacian operator

Fig. 8 Fused Blue and Cr
layers—Laplacian operator

e [t is observed that Sobel operator is retaining more visual information when
compared to Laplacian operator.

e [t is also observed that fused layers in XYZ color model are having high value
of VIF by applying Sobel operator than the rest of three color models i.e. RGB,
YCbCr and YUV color models.
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Abstract Today we are living in the era of information technology where most of
the activities of the private and public are dealt with the online transactions with the
help of World Wide Web (www.) Anybody can access another via internet through
online transaction. The entire world has become one global village. The people are
connected closely with the help of internet and intranet. The internet has both uses
and misuses. It is unfortunate to note that the internet is being misused by some
of the criminals who use the hacking methods and blackmail the World Wide Web
organisers and internet protocol users. Such criminals resort to the cyber crimes
that use unauthorised access to the other’s networks. Such criminal activities come
under the concept of cyber crimes [1]. At this juncture the ‘Cyber Law’ comes to the
rescue of the aggrieved. Hence, the Cyber Law was introduced in the Indian legal
domain. Cyber Law deals with the crimes through internet, cyberspace and addresses
the computer related legal issues and corresponding punishments. Cyber Law also
addresses the sub themes such as freedom of expression, access and utilization of
internet, security via online including privacy. To put it in a short way it is termed a
‘the Law of the Web’ [2].

Keywords Internet - Unauthorized access + Cyber Law - Cyber space - Hacking *
Network

1 Introduction

Cyber Crime is treated as an unlawful act which is punishable by law. Often computer
becomes either a tool or a target or both. Cyber Crime are committed are committed
both in traditional way with modernity in nature. Cyber Crimes come under the
purview of traditional crimes such as theft, fraud, forgery, defamation and mischief
which are subject to the operation of the provisions of the Indian Penal Code and
other criminal laws in India. The abuse and misuse of the internet and the computer
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devices gives rise to the genesis of the new age crimes which are deftly handled by
the Information Technology Act, 2000.

The Information Technology Act, 2000, the comprehensive legislation passed
by the Parliament of India to address the computer related crimes and the crimes
committed via internet. The Information Technology Act, 2000 also addresses the
crimes in the digital domain, cyber activities including the e-commerce.

[\8)

Key Points of the Information Technology Act, 2000

e Email is recognised as a legally valid form of biz communication.

e Digital signatures have legal sanctity and validity.

e The IT Act, 2000 sanctifies and authorises the business companies to sign the
certificates and related documents digitally.

e The IT Act, 2000 authorises the authorities of the Government to issue notices
via internet by adopting the e-governance.

e All the communications between the companies or between the companies and
Government can be made via internet.

e The IT Act, 2000 addresses the issue of cyber security and privacy of the
individuals and organisation.

e The IT Act, 2000 introduced the digital platform which verifies the identity of
individuals via internet.

e The IT Act, 2000 provides legal remedies for the infringement of the legal rights
by the cyber criminals and redresses the harm or the loss to either individuals or
companies.

3 Cyber Crime’s Scenario in India (Few Case Studies)

3.1 The Bank NSP Case

This case is related to the fake email id’s. One of the management trainee in a bank was
engaged to a marriage. The couple exchanged several emails by using the computers
and internet in their company. In due course of time the couple had broken up their
marriage. The bride created few fake email Id’s in the name and style of ‘Indian Bar
Association” and sent emails to certain foreign male clients. She used the computer
installed in the bank for sending her fake emails. The company in which the boy has
proprietary interest sustained the loss of huge number of clients and finally the bank
has become respondent in the Court of law. The bank was held liable for the fake
emails sent via computers installed in the bank [3].
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3.2 Bazee.com Case

During the month of December 2004, the CEO of Bazee.com was taken into custody
for selling CD which contained certain offending content downloaded from the pro-
hibited websites. The CDs were also sold in the open market in the Delhi city. It has
been held that in case of conflict between laws, the special law(s) such as the IT Act
shall prevail over general and prior laws [4].

3.3 Parliament Attack Case

This case was handled by the R&D Department of Bureau of Police, situated in
Hyderabad. A laptop computer was seized from one of the terrorist who was instru-
mental in making an attack on the Parliament. The terrorists who were involved in the
Parliament attack was gunned down on 13th December 2001 and the seized laptop
computer was sent to the Computer Forensic Division of R&D Department of Bureau
of Police. The seized laptop computer was found with several pieces of evidences
that established the strong motive behind the terroristic attack. They fabricated the
security sticker and fake Identity Cards which are used by the Ministry of Home
Affairs, Central Government and affixed on their car to secure the entry into the Par-
liament premises. Further, the accused used emblem and seal of the Government of
India for gaining entry into the Parliament. The national emblems containing three
lions were scanned digitally and the Government seals were also fabricated with fake
residential address of Jammu and Kashmir. After thorough investigation and careful
examination it was found that all of them were forged by using computer techniques

[5].

3.4 Andhra Pradesh Tax Case

The proprietor of a plastics manufacturing firm in Andhra Pradesh was taken into
custody and a cash of twenty two crores rupees was recovered from him by the
department of vigilance, the State of Andhra Pradesh. The authorities’ asked for the
proper accounts for the unaccounted cash in his possession. The suspect submitted
nearly six thousand fake account vouchers which were fabricated during and after
the police raids. All of them failed to prove the legitimacy of the accounts of his
firm. The suspect suppresses the fact of running five other businesses under the mask
of one company. In order to evade the tax, the suspect used fake account vouchers
to establish the sales volume. The tax authorities exposed the dubious techniques
adopted by the suspect businessman by analysing the data stored in the computers
in the firm.
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4 Technical Aspects

The advancement in the information technology led to the new ways of criminal
activities in both private and public domains [6, 7].

4.1 Unauthorized Access and Hacking

In the cyber space, the term ‘access’ means entering into, instructing or communi-
cating with the logical, arithmetical, or memory function resources of a computer,
computer system or computer network. Access refers to a type of accessing the
computer via internet without the express permission from either rightful owner or
the person-in-charge of a computer, system or network. Thus, hacking refers to the
gaining of unauthorized access to data in a system or computer or network. Cyber
hackers write or make computer programs to attack the targeted computers or net-
work. Their motive is to destruct the software, programs of the others for illegal
gains or to gain illegal satisfaction. Few of them hack the computers for personal
illegal gratification. For this purpose they steal the technical information relating to
the credit card, online money transfer transactions, usernames and passwords. They
use such information for withdrawal of money from the others accounts. The hackers
take the other’s server’s network into their control which is known as ‘web hijacking’

[8].

4.2 Trojan Attack

Trojan Attack gives an impression that is useful to the users, but in fact is damages
the other’s network. Such type of fake programs are known as ‘Trojans’. Client part
and Server part are conjoined in Trojans. The moment the victim is connected to
the server through his computer, the hacker or attacker uses the Client to establish
connection with the Server and thus start using the Trojan [9].

4.3 Virus and Worm Attack

Virus is a infected software program loaded onto a user’s computer without the
user’s knowledge and performs malicious actions. It is known as ‘virus’ The malware
programs that multiply like virus and infect other computers via network are known
as ‘worms’ [10].
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4.4 E-Mail and IRC Related Crimes

It refers to email appears to be sent from certain source when it was actually sent
form another source other than the actual source. It is known as email spoofing.
4.5 Email Spamming

It refers to multiple users which look like a chain letters. It is known as email spam-
ming. Attachments via emails transmitting virus, Trojans or sending a web link by
which the end users download the malicious code or programs and thereby become
victims [11].

4.6 Email Bombing

It refers to the sending an identical message via email repeatedly to a particular email
ID. It is known as ‘email bombing’.

4.7 IRC Related

There are three ways to make an attack on the Internet Relay Chat. Those are Verbal
attacks, Clone attacks, and flood attacks.

4.8 Denial of Service Attacks

Flooding or overloading a computer device with more machine request more than the
quantity it can handle. It leads the computer resource to crash; thereby deny access
to the genuine users.

5 Cyber Crime Investigation

The role of the Digitpol’s Cyber Crime and the Experts in Security Investigation is
to recover and analyze the data from the internet protocol address for the forensic
purpose. The global servers are monitored by the Digitpol from time to time to
secure proofs by utilising the industry standard internet monitoring platforms. The
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data recovered or secured from the cyber channels becomes corroborative evidence
in addition to the physical substantive evidence. The Courts of law never overlook
the digital evidence secured by the IT professional and considers such evidence at
any stage of investigation regardless of size or source of data. The corporations, legal
firms, and the agencies of the Government deploy the forensic methods digitally to
encounter the cheating, fraud, tampering the financial transactions, cyber crimes, the
misconduct of employees, claims of leaks etc. [12].

5.1 Unauthorised Access Investigation

The investigation and the methods of analysis of the unethical cyber fraud, hackings
are monitored and the cloud storage, sky servers or physical devices cannot be used
without the rightful permission of the rightful owners or occupiers. Generally, hack-
ers gain access to the other’s devices by taking advantage of their poor cyber security,
malware or phishing. In case the hackers get access to your network or computers,
particularly your emails, banking transactions, they change the usernames and pass-
words and thereby prevent the rightful user from accessing his authorised internet
account or access. Impersonation by the scammers sends the messages and leads the
users to click on fake web links. They may ask you to send money via internet for
realizing certain financial benefits or fake financial transactions. Cyber attacks take
modern shapes with sophisticated technology which makes the users to believe that
their websites are genuine.

5.2 Malware Analysis

The functionality, origin, the impact of potentiality is determined by the study of
malware analysis. The detect computer virus, worms, Trojan horse, root kits and
backdoors. The criminals in the cyber domain use their malware or dubious software
to monitor the user’s online activity and thus cause irreparable damage to the com-
puters and the storage of data. The users may often download the malware which is
kept in public domain by infected email attachment and may lead the users to click a
malware links via email. The usernames, passwords and other data may be stolen by
using the malware forwarded to a third party. Malware comprises of virus, worms,
spyware, Trojans or bots. The team which are Digitpol’s specialised malware and
virus analysts primarily tries to detect and remove internet threats and analyse the
functions of the computer via internet. They trace the roots of the transfer of the data
via web servers.
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5.3 Sophisticated Attacks Investigation

The cyber criminals are so active on internet to exploit victims who are the users of
computers and other internet devices. Following are the few techniques they use:

Unauthorised access or hacking
Accessing the computer or electronic device via internet or World Wide Web with
the express permission of the rightful user.

Malware
It is a type of malicious software containing virus, Trojans and spyware. It causes
damage to the data on computer [13].

Denial of service attacks
It is a type of cyber attack which floods a computer with unnecessary data, thereby
causing overload on the computer and internet. It disables the user to make use of his
computer and handle the date in proper way. The vulnerable sections for this type of
attack are business organisations rather than individuals. The users are prone to such
type of cyber attacks [14].

5.4 DDOS: Denial of Service or Distributed Denial of Service
Attacks Investigation

Denial of service attacks are common in cyber attacks. They dump big data and flood
the computers and the websites. Thus causes overload on the systems which may
lead to the malfunctioning of the computer network. It disables effective working of
the computer system unlike hacking or malware attack. It denies the service attack
which is the result of the distributed denial of service, often a network of computers
and systems.

5.5 Email Fraud Investigation

Crimes pertaining to the email frauds, email spear phishing attacks, online scams and
fraud are constantly monitored by the Digitpol’s Cyber and Fraud Team which are
certified examiners. The task of the Digitpol is to investigate into the issue of hacking.
They determine the root causes of hacking, report their findings. They are empowered
to prevent the hackers from interfering with the user’s network and further prevent
them from further malware attacks.
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5.6 Phishing Attack Investigation

Cyber criminals resort to the phishing attacks, frauds via emails, online scams, fraud
through email servicers particularly the small and medium business enterprises oper-
ating in Asian countries [15]. They try to gain access via emails and steal the business
information such as outstanding bill amounts, pending invoices, financial transac-
tions and data between the supplier, vendor and the buyers. The cyber criminal find
out the due invoices, send fake emails by hacking email account and make the users
to pay into their own accounts. The fake emails appears to be sent from the right-
ful email users. There is every chance to believe that the same has been sent by
the rightful users. The cyber criminal use the nominated account in the same name
and style of the rightful business enterprises with or without a slight change in the
nomenclature of the business enterprise which makes the end user to believe that it
has been sent by the rightful user. The rightful user may believe that the bank account
is in the cavity as the victim or client [16].

5.7 Office 365 Phishing Attack Investigation

The examiners duly certified by the authorities concerned assist the rightful users to
prevent the phishing attacks, emails frauds and scams. They are known as Digitpol’s
Cyber and Fraud Team. In case of phishing attacks such as internet fraud, CEO fraud
or scams the cyber crime investigation and the law come to the rescue thereby by
provides cyber security. The user should act vigilantly and instantaneously with proof
of fraudulent activity via cyber domain. The timely held is provided by the Digitpol
to prevent or stop the transfer of funds and direct the user to report to the commission
of crime to the local police.

6 Cyber Warfare

The technology which is used to make an attack against nation or the national interest
causing equal to the actual warfare is called ‘Cyber Warfare’. It may not be equivalent
term as ‘war’ but protects the national interest. The team works under the Digitpol’s
Cyber Intelligence constantly monitors the serious threats and the rogue activities
committed via internet domain [17].
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7 Conclusion

In the recent times, there is a high rise of new techniques that paved way towards
the commission of cyber crimes. The cyber crime over the internet domains is one
of the main threats to the mankind which has to be addressed fastidiously. There is
immense need to wage a war against the cyber crime. It has to be considered as an
priority to protect and promote the social, cultural and security of a country. Cyber
crimes have no geographical boundaries. They are operations over cross country
borders. They give rise to the technical and legal complexities particularly the cyber
crime investigation and criminal prosecution to bring the cyber criminal to the book.
A coordinated and comprehensive action is needed to address the problems of the
cyber crimes committed via internet. The very purpose of this article is to bring
awareness and spread the technical and legal aspects of the cyber crimes to those
who are computer literates in general and computer illiterates in particular [18]. The
victims of cyber attacks cannot keep silent and the cyber crimes cannot go unreported.
Everyone of us should shoulder the responsibility to come forward to register the
cyber crimes that they face in their personal and official domain to the nearest cyber
police station. Unless the cyber criminal are punished, the cyber crimes will continue
to rise in its own way thus cause damage to a great extent. At this juncture, one must
have awareness about the cyber crimes and also should have gushing concern to
prevent and stop the commission of such heinous crime.
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Abstract In Today’s life most number of accidents are occurring because of rash
driving and driving the vehicle by consuming vehicle. These are the two important
reasons for occurring accidents today and may also be in future generations. So
we have to take some important decisions to prevent the accidents happening with
this two reasons. Now a days as technology got improved more and more we have
different systems available to detect the alcohol content in drivers breath and detection
of the vehicle speed which exceeds normal speed limit that pose danger to driver.
More number of accidents is occurring and is increasing day by day and among
these accidents more than 50% are occurring due to alcohol consumption and 50%
is occurring due to rash driving. So we have to take immediate action to prevent
accidents due to alcohol consumption and rash driving. To overcome all these, this
paper provides a smart system that detects the drunk and driving as well as over
speeding on roads using vehicular networks tech. The main objective is to stop the
drunken person by traffic personnel as early as possible and save lives before the
accident even happens.

Keywords Embedded - Drunk and drive - Rash driving - MEMS sensor -
MQ3Sensor - LCD

1 Introduction

At present vehicle transport system takes a major role for going from one place
to another place. But accidents are occurring more and more in today’s life. So to
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prevent these types of accidents drivers should be aware of all traffic rules such
as traffic signals, not consuming any alcohol while driving and not to exceed the
speed limit which is beyond the normal controllable speed. As the drunk and drive
reduces the human perception and to recognize the vehicle coming in front and cannot
even control the vehicle which causes severe life threatening accidents on roads [1].
Drivers should drive the vehicle with the concentration because all the lives of the
passengers and pedestrians will be in danger if he did any mistake. So we have to
develop the technology to avoid the accidents based on the alcohol consumption and
rash driving. So that the technology will send the signal to the nearest police station
and it also track the Coordinates of the position. Today drink driving and rash driving
was one of the major causes for fatal accidents all around the world [1-4].

In South Africa (SA), drunk driving becomes ultimate causes of traffic accidents
that is under serious concern. We have to reduce the accidents by giving alerts to
drivers to wear the seat belt, not to consume alcohol while driving and to keep the
speed limit. So necessary precautions has to be taken in the developing countries as
well as developed countries. This paper will introduce the technology to avoid the
accidents based on the rash driving and alcohol detection.

Many studies are performed in recent years in the viewpoint of drivers to mon-
itor and to prevent the drunk driving. Moreover many systems are implemented,
developed and used with different kinds of technology as in [5]. Some of the studies
focus on preventing drivers fatigue and some other focus on real time driving pattern
recognisation. We consider these approaches in developed countries and not only in
developing countries. From the previous studies most of the accidents are occurring
due to alcohol detection and rash driving. The objective of this paper is to diminish
the accidental rate and to provide safety while driving on the road. The approach
implements vehicular ad hoc networks (VANETS) [6] and Internet of Things (IoT)
[7, 8] technologies.

2 Earlier Work

Several works are carried out in the effort to reduce the accidents that often occur
on the roads due to rash driving and driving when drunk. In existing method using
an AlcoKey that automatically collects the driver’s breath sample and triggers the
vehicular control unit and that checks the content of alcohol in the driver’s body and
sends the signal whether the vehicle should start or stop. In method we are using
alcokey product at the place of steering which checks the alcohol level in the driver
by using breath samples and if the alcohol content is more than the threshold then
the car locks and the engine stops all by itself.
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3 Hardware Description

(a) Mems sensors

Micro-Electro-Mechanical Systems or MEMS technology is a mini sized mechanical
and electromechanical elements (i.e., devices and structures) which are developed by
the help of micro fabrication techniques. The physical dimension of MEMS sensor
can be in the range of several millimeters to less than one micrometer. The dimensions
are smaller than the width of a human hair. This sensor is a power efficient, small
and full 3-axis accelerometer with signal conditioned voltage values as output. The
product measuring fill-scale range is of &3 g acceleration.

(b) MQ3Sensor

MQ?3 alcohol detection sensor uses semiconductor with low level sensor with low
cost that will find the any trace of alcohol gases in the driver body based on the
collection of breath samples which can provide alcohol level present in the blood
content. The sensitive material here is SnO2, whose conductivity is low in clean
air. If the level of concentration of the alcohol gases increases, conductivity also
increases. This MQ3 module gives both digital and analog output values. Interfacing
the module with microcontrollers, Arduino boards and Raspberry pi etc. is very easy.

(c) Atmega328

ATmega328 belongs to AVR family microcontroller and has 28 pins. It supports data
up to 8 bits. It has 32 KB internal built-in memory. It has 3 built-in timers two are 8-bit
and one is 16-bit timer. It dissipates low power, cost effective and has programming
lock for security purposes.

ATmega328 has an adc converter which is built-in converts analog voltage into
digital form (Fig. 1).

(d) LCD Display

LCD is used for displaying text coming from the Bluetooth module. We can display
numbers, letters and graphics. LCD has 8-bit data line where it can be made to work

Fig. 1 The connection
between power supply and Power supply
arduino
GSM
MEMS -
Sensor d .
Arduino GPS
Mo3 [ Motor
LCD
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in 4-bit mode or 8-bit mode. Three control pins are there RS, EN and RW. To write
RW pin should be low and to read it should be high. Using commands we can make
letters to change their displaying position.

4 Methodology

By this project one knows that the rash driving or the alcohol concentration in driver
were detected if rash driving is detected then this module sends the information
to the nearest police station with the GPS coordinates. System utilizes MEMS and
MQ3 sensors for the readings. MEMS provide the value of X, Y, Z co-ordinates as
per the movement of the vehicle. According to the readings the speed of motor can
be changed. If driver going very fast then it sends SMS to the control room with
coordinates. If MQ3 sensor gets activated then motor stops immediately and sends
SMS with GPS coordinates. If alcohol Sensor and MEMS are detected the motor
will be stopped.

In this project, detecting the speed and finding whether the driver consumed
alcohol or not is the main motto. The inputs from GPS, MEMS and MQ3 sensors
connected to Arduino. If the MQ3 sensor is activated, immediately motor stops and
sms will be sent with the coordinates. If the driver giving full acceleration through
MEMS that means the motor is running very fast so called rash driving, at that time
the system sends the SMS with rash driving message with GPS coordinates in it.

5 Result

The Vehicle speed can be tracked simply by using MEMS sensor and if the driver
consumed alcohol or if the speed of the vehicle exceeds then the motor stops and the
module will send the SMS to the friends and family by using GPS and GSM so that
it will be safe to both driver and pedestrians on the road. Here Alcohol was detected
by using MQ3 Sensor which automatically triggers the engine (motor in the module)
to stop and cannot start in Figs. 2, 3,4, 5,6, 7, 8 and 9.

6 Conclusion

In this paper, we present the most efficient and effective GSM based rash driving and
alcohol detection system. The MEMS sensor detects the vehicle speed and alcohol
sensor will be detecting alcohol level in the blood by using breath sample and collect
data and send the information to the concerned number. The main aim of this paper is
to provide safety to the driver and to prevent the accidents on the road by identifying
the abnormal behaviors of the driver and intimating them to the concerned persons of
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Fig. 2 Normal speed

Fig. 3 GPS tracking

driver. During this paper, we propose a system that can effectively estimate and detect
by observing some specific kinds of abnormal driving behaviors and by sensing the
vehicle’s speed as well as alcohol content thereby providing safety measures.
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Fig. 4 Medium speed

Fig. 5 Over speed message
sending
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Fig. 6 Over speed message
sent

Fig. 7 Alcohol detected
motor off
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Fig. 8 Detection of latitude
and longitude using GPS

Fig. 9 Message Sent by
using latitude and longitude
values
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XGBoost Classifier to Extract Asset )
Mapping Features i

K. Sree Divya, P. Bhargavi, and S. Jyothi

Abstract In steep growth in the consumption of Internet, Big Data came into picture
for handling enormous amount of data. However, the data that is generated through
internet has high dimensional data. So, feature engineering will be performed—to
extract the best feature subset from high dimensional data. Assets are the ones to
keep, expand upon, and support for the one who and what is to come. Asset mapping
is a positive and charming way to learn about the community. It empowers us to
contemplate where individuals live and work. It also challenges us to recognize how
other people see the same community. In this paper, a model is introduced to find
the required assets based on the population in the area and whether the available
assets are tangible are not, is identified by extracting the features from the data
gathered from the government of Andhra Pradesh. The data is pre-processed by
extracting the best features in it by using feature engineering methods and classifiers
like XGBoost, Random Forest and ExtraTreeClassifier. The experimental results
proves that XGBoost provides the most accurate results for the specified target.

Keywords Feature extraction - Asset mapping + ExtraTreeClassifier - XGBoost -
Random Forest classifier

1 Introduction

The procedure of selecting features is to choose relevant attributes for large dimen-
sional dataset. This process involves identifying the relevant instances and removing
irrelevant and redundant instances from the dataset. Using this process, can easily
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train the data by using learning models which help for easy analysis of future pre-
diction [1]. There are different reasons for feature selection -faster training of our
data, reduces the entanglement of a model, tweak the exactness of the model and
reduces overfitting. There are different models for selecting appropriate features [2,
3]. Feature engineering algorithms are classified into different types (1) Filter (2)
Wrapping (3) Embedded (4) Hybrid and (5) Ensemble.

Filter takes just a part of the pertinent features and uses as a pre-handling step. This
process is done using correlation matrix by using Pearson correlation for continuous
instances or and Chi-Square test for categorical instances. The selection of features
does not depend on any learning mechanisms. Instances are chosen based on their
raw outcome in various statistical trail for the correlation with the target variable. The
correlation coefficient has values between —1 and 1. A worth more like 0 suggests
more fragile correlation (precise 0 inferring no correlation). A worth more like 1 infers
more grounded positive correlation. A worth closer to —1 suggests more grounded
negative relationship.

A wrapper technique utilizes machine learning algorithm and makes its exhibition
as assessment criteria. It encourages the instances to the preferred Machine Learn-
ing models and dependent on the exhibition of the model by include/evacuate the
instances. This is an iterative and computationally costly procedure yet it is more pre-
cise than the filtering technique. There are distinctive wrapper strategies, for example,
Backward Elimination, Forward Selection, Bidirectional Elimination and Recursive
Feature Elimination.

Embedded techniques consolidate the characteristics of wrapper and filter strate-
gies. It is executed with models that have their own worked in selecting of features
strategies. The most preferable techniques are LASSO and RIDGE regression which
have built-in punishment capacities by diminish over fitting. LASSO regression per-
forms L1 regularization, gives chastisement equal to unflawed estimation of the mag-
nitude of coactive. RIDGE regression performs L2 regularization gives chastisement
equal to double of the size of coactive.

Hybrid feature selection procedure utilizes a combination of test domain filtering
and resampling to refine the test domain and two instance subset assessment strate-
gies (channel and wrapper) to choose reliable features [4]. This strategy uses both
feature space and test domain in two stages. The main stage filters and resamples the
test area while the subsequent stage receives a hybrid strategy by data gain, wrap-
per subset assessment and hereditary pursuit to locate the optimal feature space. It
takes favourable circumstances of wrapper subset assessment with a lower cost and
improves the exhibition of a grouping of classifiers.

Ensemble method is a learning strategy that combines several base models to
improve the overall performance and produces an optimal predictive model by using
Machine learning. Ensemble techniques are (1) Bootstrap aggregation (or) Bagging
(decrease variance), and (2) Boosting (decrease bias) [5].

Bagging (Bootstrap AGGregatING) First, make random samples of the training
data set with substitution (part of training data set). At that point, construct a model
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(classifier or Decision tree) for each sample. At long last, consequences of these
various models are joined by utilizing average or majority voting.

Boosting It is an iterative method which modifies the weight of a perception depen-
dent on the last classification. In the event that a perception was classified wrongly,
it attempts to build the weight of this perception and the other way around [6].

1.1 Reasons Leads to Problem Definition

Various types of feature selection method are available for different kinds of problems
with like, redundancy, cost and inconsistent prediction accuracy with filter, wrapper
and embedded types of feature selection procedures. To overcome this, ensemble
selection of instance methods are preferred for minimal subset of relevant and non-
repetitive features which generates accuracy while classification.

Asset mapping is a power-based strategic plan for community development. There
are three types of asset maps: First one is Discrete plan: find the individual with
new connection to lead the changes within the area (e.g. elected officials, school
principals, police commissioners, pastors). Second one is Citizen Association maps:
Resident Association maps: Identify stages for urban commitment and supporters in
the community (for example housing colonies, grouping of youngsters, clubs). Third
one is Establishment maps: Identify common organizations inside the community (for
example schools, libraries, emergency clinics). The goal of asset mapping is to archive
the area’s current assets, consolidating these qualities into community improvement
work. Resource mapping attempts to recognize the assets that are available in the
area, and spotlight on the critical thinking capacities of the local’s occupants. This
can be practiced through community investigation, internet surfing, reviewing, and
SO on.

Asset maps look like a record of influential people, affiliations, and foundations
inside a cluster and a data set containing academy, assets, and community link-
age. Resource mapping is unique in relation to different strategies for community
improvement since it focuses around what an area has rather than on what it needs,
expecting that numerous answers for a community issues as of now exist in the com-
munity. In this proposed work, mainly focusing on both neighbourhood and needs
in the area, which strengthen the community in all aspects.

To notify the needs and neighbourhood in a community dataset for extracting the
relevant features to strengthen the community.

2 Data Modelling

In asset mapping, finding institution maps in a particular area to strengthen the
community and the assets are tangible for the area by fulfilling the necessaries of the
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people in the community range. For finding necessary institution maps, extract the
features of the area.

Proximities

When there is a large data set and it doesn’t fit a K x K lattice into fast memory,
which diminishes the necessary memory size to K x M where M is the weight of
trees in forest. To accelerate the reckoning-rigorous s measure and recursive missing
worth substitution, the client is provided with the choice of holding just the biggest
presence to each case.

Scaling

The propinquity between cases p and q form a matrix {prox (p, q)}. From the rendi-
tion, it is easy to display that this matrix is symmetric, positive definite and bounded
above by 1, with the diagonal elements equal to 1. It follows that the values 1-prox
(p, q) are doubled distances in a Euclidean space of dimension not greater than the
number of cases [3].

Feature selection

Feature Culling is an approach by opting the most pertinent instances from the
dataset and further using the exact machine learning models for the better pursuance
of the model. Huge number of inappropriate instances prolongs the training time
aggressively and extends the risk of over fitting. To solve this problem, select the
most pertinent feature from the high dimensional data [7].

There are multiple methods to select features from the dataset (1) Correlation (2)
Univariate Statistical Tests (3) Recursive Feature elimination (4) Recursive Feature
Elimination with cross-validation and (5) Boruta.

Statistical tests can be used to choose those features that have the substantial
relationships with the target variable. So, method used for univariate statistical test
x> test.

Chi-square test x?2 is worn for unconditional instances in a dataset. Calculating
x2 for the every instance including target. Choose the required number of instances
with best x2 scores. It resolves the relation between two unconditional variables of
the sample and it would through back their real relationship in the population. Xf
value is given by

5 (Observed frequency — Expected frequency)?
Xe =

1
Expected frequency 1)

Points Observed frequency = Total amount of observation in a class and Expected
frequency = Expected number of resultants in a class, if there was no relationship
between the instances and the target.

As explained in the introduction part, Chi-square test is filter based feature selec-
tion model. It exquisite if the attributes are completely independent, and is not
complicated, and all instances are always related.
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The embedded instances procedure are selected during training the model. The
most preferable technique is LASSO, which is a linear regression with a summa-
rization of regularization term. The results of coefficients are drawn to zero for
statistically less important variables in objective function minimization [8].

Recursive Feature Elimination (RFE) is a wrapper-based election model, that
eradicate the features repetitively. The model begins with the complete regression
model and it has all instances by excluding the least useful diviner in each iteration.
The process of the model:

Denote f " as a model consisting of all the instances. For every k instances,
k =n,n—1,...,1 reject the target with the least preferable instance, fit a new
model f"‘l and compute a raw score such as AIC, BIC, cross-validated L? for
regression problem or cross-validated accuracy for classification problem. Select the
exact model from f " f n=l, f O based on the computational score values.

Another and important feature selection method is Boruta. It works as a wrapper
selection algorithm and provides importance for several variables in the dataset and
it gives good prediction accuracy.

3 Methodology

Ensemble selection methods prefers requited facts to select a minimal features from
a part of the original dataset. Requited Facts RF (X; Y), is the skepticism in X due
to Y. Requited Facts is defined as:

g(x,y)
R(X;Y) = , 1 _ 2
X1 Zw s Nlo e @

where g(x, y) is the distribution function of X and Y features, and g(x) and g(y)
are probability of marginal. Requited Facts, which swiftly gain different types of
consortium and generates functional relationship between features, and it explores
this relationship between different pair of features in large volume of data, i.e., big
data.

Consider a data set Ds with finite elements and ordered pairs (R, S), the no. of
elements is n, and the r, s plane is isolated into little lattices. This division is called r
x s grid G

I*(R,S,D,i, j)=max(R,S,D/G.,i, j) 3)

Maximum requited facts between r and s is represented in Eq. (3) where G is
divided into i x j grid.
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3.1 Random Forest Classifier Principle

Consider a constant ensemble of classifiers r = ry(x), r(x), ..., ry(x) and a vector
(V, u) with random data. If there are any one of its outcome for a classifier 7, (V) in
the ensemble, define

f’(A) = proportionof classifier ry(1 <k < K) for which events K occur.

= Empirical probability of A “)

Empirical Marginal Function is
MV, u) = <ﬁk(rk(x> = u) = max (Pu(r(x) = j))) 5)
J#y

Exceeds to the one where the mean number of votes for a perfect class exceeds
the mean number of votes for the next-perfect class.

In General, arandom forest is a visionary, where it possess a collection of random
base regression trees {7, (x, ®m, Dn), m > 1}, where ©1, ©2, ... are i.i.d. outputs of
arandomizing variable ®. These random trees are coagulated to create an aggregated
regression estimate [9]

1,(N, Dn) = EO[r,(N, ©, Dn)] 6)

where E® denotes random parameter with expectation, conditionally on N and the
data set Dn.

Imagine, every separate random tree is built by all vertices of the tree are related
with block cells to such an extent that at each every progression for construction of
the tree, the assortment of cells related with the leaves of tree shapes a bifurcation
of [0, 1] d. The root of the tree is [0, 1] d itself.

The upcoming method is then rolled for [log2 k,, | times, and log2 is the base-2
logarithm, [.] the ceiling function and k, > 2 a deterministic attribute, steadfast
beforehand by the user, and possibly depends on n .

1. Every node has a coordinate of V = (V(1), ...,V(d)) is opted, with the jth feature
having a probability on j € (0,1) of being selected.

2. Each node, first the coordinate is chosen, then, the split is at the centroid for
the chosen side. Each randomized tree r,(V, ®) targets the mean of over all Yi
for the relating vectors Xi fall in the common cell of the random partition as V
which we specified. Taking finally expectation with respect to the parameter ®,
the random forests regression estimate takes the form
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Z,, Yi1
_ = VieA(V, 9)]
7 (V) = Eglrn(V, ®)] = Eg (7)

0 1
L [VieA,(V, ©)]

In selecting the best feature from the given dataset, to amend the prediction effi-
ciency in defining new trees, Random Forest provides the best score for each feature,
shows importance of each feature to train the model, and generates a new tree by max-
imize the label purity with in these subsets. This statistical significance of identifiers
can de directly used for feature selection.

3.2 XGBoost Classifier Principle

In feature selection, to upgrade the effectiveness of producing new tree, XGBoost
provides the best score for each and every element, shows significance of each ele-
ment to prepare the model, and creates another tree with gradient direction [10,
11]. This factual hugeness of highlights can be straightforwardly utilized for feature
selection.

XGBoost accomplishes exact classification by emphasis by ascertaining the frail
classifier. It supports frail classifier and regression and is appropriate for building up
regression model [12].

k
XB =) fi(X;) where f; €E (8)
k=1

K, represents the number of trees, E denote all possible regression trees, f denotes
unambiguous regression tree. The objective function may have of two parts. First
one is loss function (training error) and second one is normal constraint for tree.

£O) =" L3, 50) + D w(fi) ©)
i k=1

At that point the target function for training can be composed as

n

O =Y L(yi, 59 + £i(X)) + o(fi) Y_o(f) (10)

i k=1
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3.3 Extra Trees Classifier Principle

Extremely Trees Classifier (aka Extra Randomized Trees Classifier) is a breed of
ensemble learning technique that summarizes the outcome of different non-related
decision trees cumulatively in a “forest” to targets its classification result. This is
same as Random Forest Classifier and only differentiates in a way of generating the
decision trees in the forest.

Every Decision Tree in the Extra Trees classifier forms by using actual dataset.
At each trail node, every tree is allowed with a random specimen of n features from
the actual data by which each decision tree must select the exact feature to split the
data based on operational function (typically the Gini Index). This various specimen
of features provokes to the creation of multiple non-related decision trees [13].

To achieve this extraction of features by using the forest structure, during the
creation of forest, for each instance, the normalized mathematical criteria is used
to take decision for the feature to split (Gini Index if the Gini Index is used in
the construction of the forest) for computation. This procedure is referred as Gini
Importance of the instances. To perform feature selection, each feature is ordered in
lowered order according to the Gini Importance of each feature and the user selects
the best n features from it [14].

4 Feature Selection Importance

In this proposed approach there is an ensemble method which combine the features
extracted through various filters by feature extraction methods. For a specific type,
if similar feature is preferred by all the selectors, then the instances is selected by
using optimal approach [9].

In this work, the methods of feature