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Preface

This volume comprises of papers presented at the 11th IFIP International Conference
on Intelligent Information Processing (IIP 2020). As the world proceeds quickly into
the Information Age, it encounters both successes and challenges, and it is well rec-
ognized that intelligent information processing provides the key to solve many chal-
lenges in the Information Age. Intelligent information processing supports the most
advanced techniques that are able to change human life and the world. However, the
path to success is never a straight one. Every new technology brings with it many
challenging problems, and researchers are in great demand to tackle these. This con-
ference provides a forum for engineers and scientists from research institutes, uni-
versities, and industries to report and discuss their latest research progresses in all
aspects of intelligent information processing.

We received more than 36 papers, of which 24 papers are included in this program
as regular papers and 5 as short papers. All papers submitted were reviewed by three
reviewers. We are grateful for the dedicated work of both authors and reviewers.

A conference such as this cannot succeed without help from many individuals who
contributed their valuable time and expertise. We want to express our sincere gratitude
to the Program Committee members and referees, who invested many hours into
reviews and deliberations. They provided detailed and constructive review comments
that significantly improved the quality of the papers included in these proceedings.

We are very grateful to have the sponsorship of the following organizations: IFIP
TC12, Key Laboratory of Brain Machine Collaborative Intelligence of Zhejiang Pro-
vince at Hangzhou Dianzi University and Institute of Computing Technology, Chinese
Academy of Sciences. We specially thank Wanzeng Kong, Jianhai Zhang and Yang
Song for organizing the conference and Xuanyu Jin, Wenfen Ling for carefully
checking the proceedings.

Finally, we hope you find this volume inspiring and informative. We wish that the
research results reported in these proceedings will lead to exciting new findings in the
years to come.

March 2020 Zhongzhi Shi
Sunil Vadera

Elizabeth Chang
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Tensor Networks and Their Applications
in Image and Time Series Reconstruction

and Prediction

Andrzej Cichocki

Skolkovo Institute of Science and Technology (SKOLTECH), Russia

Abstract. Tensor factorizations/decompositions and their extensions tensor
networks have become emerging techniques in AI and machine learning
methods. Tensor networks have already been successfully used over a number
of applied areas in machine learning, including deep neural networks, gener-
alized regression, classification, clustering, support tensor machines (STM),
tensor canonical correlation analysis (TCCA), higher order partial least squares
(HOPLS), multilinear independent component analysis (MLICA), Non-negative
Tensor Factorization (NTF), multiway robust PCA (MRPCA), and Higher order
SVD.
In this talk, we will start with a brief overview of these applications, and

special emphasis will be given to emerging applications in image reconstruc-
tions and enhancement, and higher order time series forecasting (TSF).



Behavior Based Artificial Intelligence
from the Perspective of Automatic Control

Fuchun Sun

Tsinghua University, China

Abstract. In the development of human society, the invention and use of
machinery is an important sign of human beings entering into industrialization,
and machinery becomes an independent actuator, which realizes the separation
of executor and action instruction sender from us as humans. Furthermore, the
emergence of artificial intelligence makes it possible for a machine to become a
sender of instructions through interactions with the environment and humans,
and as a result, the sender and executor of the instruction are unified as the
machine itself. This report systematically analyzes behavior-based artificial
intelligence from evolution of automatic control. Then, taking into account the
topic “how to sense like a human being,” the talk puts forward the framework of
robot active perception, introduces the main achievements of the team in visual
multi-target detection, visual tactile representation, multimodal fusion, and
developmental learning, and tackles “how to operate like a human being” as a
problem, providing the main achievements of the team in learning smart oper-
ation skills such as active imitation learning and preference learning achieve-
ments. Next, taking into account the topic “how to make decision like a human
being,” some new points are given in terms of micro-size intelligence. Finally,
the development trend of robot dexterous operation skill learning under the
condition of incomplete information is given.



Tensor Network Representations
in Machine Learning

Qibin Zhao

RIKEN AIP, Japan

Abstract. Tensor networks are factorizations of very large tensors into networks
of smaller tensors, it is shown to be a general extension of typical tensor
decomposition to high dimensional case. Recently, tensor networks are also
increasingly finding applications in machine learning such as model compres-
sion or acceleration of computations. In this talk, I will first present the general
concept of tensor network related research in machine learning, and then
introduce our studies on fundamental tensor network model, algorithm, and
applications. In particular, the tensor ring decomposition model is introduced
and shown to be a powerful and efficient representation. In addition, we will
present recent progresses on how tensor networks can be employed to solve
challenging problems in tensor completion, multi-task learning, and multi-modal
learning.



Uncertainty Between Prediction
and Interpretability

Junping Zhang

Fudan University, China

Abstract. The goal of artificial intelligence is to approximate human’s minds,
making a computer indistinguishable with human beings. In the era of deep
learning, we see the prediction performance of computer program is almost
superior to that of human. However, the higher the prediction performance, the
farther the distance that we reach the real intelligence. In this talk, I will discuss
this issue from the view of the uncertainty between prediction and inter-
pretability, and mention some possible direction based on the uncertainty
principle.



Neuromorphic Computing Approach
to Auditory and Visual Perception

Huajin Tang

Zhejiang University, China

Abstract. Neuromorphic computing has become an important methodology to
emulate brain style intelligence. This talk will present an overview of neuro-
morphic approach to auditory and visual perception and highlight the recent
state of the art.

In recent years neuromorphic computing has become an important
methodology to emulate brain style intelligence. There has been rapid progress
in computational theory, learning algorithms, signal processing, and circuit
design and implementation. By using neural spikes to represent the outputs of
sensors and for communication between computing blocks, and using spike
timing based learning algorithms, neuromorphic computational models and
hardware have achieved promising real-time learning performance. This talk
will start by introducing the computational principles and architecture found in
neural systems, and present a new theme of neuromorphic approach to auditory
and visual perception. In neuromorphic vision, the model extracts temporal
features embedded in address-event representation (AER) data and discriminates
different objects by using spiking neural networks (SNNs). We use multispike
encoding to extract temporal features contained in the AER data. These temporal
patterns are then learned through a spiking neural network using a supervised
learning algorithm. The presented model is consistently implemented in a
temporal learning framework, where the precise timing of spikes is considered
in the feature-encoding and learning process. For neuromorphic auditor per-
ception, I will introduce a robust multi-label classification model based on deep
spiking neural networks to handle multi-pitch estimation tasks. In this model, we
propose a novel biological spiking coding method that fits the expression of
musical signals. This coding method can encode time, frequency, and intensity
information into spatiotemporal spike trains. And the spatio-temporal credit
assignment (STCA) algorithm is used to train deep spiking neural networks.



Neuromusicology with Machine
Learning – How Human Understands Music

Toshihisa Tanaka

Tokyo University of Agriculture and Technology, Japan

Abstract. This talk addresses my recent neurophysiological studies of music
cognition. I will talk about the neural entrainment to the familiarity of a listener
with music using both the electroencephalogram (EEG) signals and the music. It
is shown that the cross-correlation between EEG and the music when listening
to unfamiliar music is significantly stronger than that when listening to familiar
music. Moreover, the familiarity of music can be classified by machine learning
techniques such as neural networks and support vector machines.



Intelligent Analysis of Brain Imaging for Early
Diagnosis of Brain Diseases

Daoqiang Zhang

Nanjing University of Aeronautics and Astronautics, China

Abstract. In recent years, the brain research projects have received considerable
public and governmental attention worldwide. Brain imaging technique is an
important tool for brain science research. However, due to the high-dimensional,
multi-modality, heterogenous, and time-variant characteristics of brain images, it
is very challenging to develop both efficient and effective methods for brain
image analysis. In this talk, I will introduce our recent works on intelligent
methods of brain imaging, based on machine learning techniques. Specifically,
this talk will cover the topics including multi-modal brain image fusion and
classification, image genomic association analysis, functional alignment and
brain network analysis, as well as their applications in early diagnosis of brain
disease and brain decoding.



Data-Driven Security Analysis of Machine
Learning Systems

Chao Shen

Xi’an Jiaotong University, China

Abstract. Human society is witnessing a wave of machine learning (ML) driven
by deep learning techniques, bringing a technological revolution for human
production and life. In some specific fields, ML has achieved or even surpassed
human-level performance. However, most previous ML theories have not
considered the open and even adversarial environments, and the security and
privacy issues are gradually rising. Besides of insecure code implementations,
biased models, adversarial examples, sensor spoofing can also lead to security
risks, which are hard to be discovered by traditional security analysis tools. This
talk reviews previous works on ML system security and privacy, revealing
potential security and privacy risks. Firstly, we introduce a threat model of ML
systems, including attack surfaces, attack capabilities, and attack goals. Sec-
ondly, we analyze security risks and countermeasures in terms of four critical
components in ML systems: data input (sensor), data preprocessing, ML model,
and output. Finally, we discuss future research trends on the security of ML
systems. The aim is to rise the attention of the computer security society and the
ML society on security and privacy of ML systems, and so that they can work
together to unlock ML’s potential to build a brighter future.
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A Salient Object Detection Algorithm
Based on Region Merging and Clustering

Weiyi Wei, Yijing Yang(&), Wanru Wang, Xiufeng Zhao,
and Huifang Ma

College of Computer Science and Engineering, Northwest Normal University,
Lanzhou, Gansu, China
2190438736@qq.com

Abstract. Salient object detection has recently drawn much attention in com-
puter vision such as image compression and object tracking. Currently, various
heuristic computational models have been designed. However, extracting the
salient objects with a complex background in the image is still a challenging
problem. In this paper, we propose a region merging strategy to extract salient
region. Firstly, boundary super-pixels are clustered to generate the initial saliency
maps based on the prior knowledge that the image boundaries are mostly back-
ground. Next, adjacent regions are merged by sorting the multiple feature values
of each region. Finally, we get the final saliencymaps bymerging adjacent or non-
adjacent regions by means of the distance from the region to the image center and
the boundary length of overlapping regions. The experiments demonstrate that
our method performs favorably on three datasets than state-of-art.

Keywords: Salient object detection � Clustering � Region merging

1 Introduction

Salient object detection is an essential problem in computer vision which aims at
highlighting the visually outstanding regions/object/structures from the surrounding
background [1]. It has received substantial attention over the last decade due to its wide
range of applications in image compression [2], behavior recognition [3] and co-
segmentation [4].

According to the human visual systems, salient object detection methods can be
divided into two categories: one is a bottom-up method; the other is the top-down
methods. In the top-down approaches, the salient object obtained in a scene is always
discrepant for different people. Therefore, it is more complex to construct the top-down
salient object detection model, so there are few models for salient object detection. On
the contrary, the bottom-up approach has attracted much attention and many salient
object detection models have been proposed. In the traditional bottom-up methods, the
salient object detection based on spatial and frequency domains. In spatial domains,
Sun et al. [5] propose a salient object detection method for region merging. Shen et al.
[6] propose a unified approach via low-rank matrix recovery. Peng et al. [7] propose a
structured matrix decomposition model to increase the distance between the back-
ground and the foreground for salient object detection. Feng et al. [20] propose a salient

© IFIP International Federation for Information Processing 2020
Published by Springer Nature Switzerland AG 2020
Z. Shi et al. (Eds.): IIP 2020, IFIP AICT 581, pp. 3–13, 2020.
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detection method by fusing image color and spatial information to obtain saliency
values to separate foreground and background for images. Xu et al. [21] propose a
universal edge-oriented framework to get saliency maps. These salient object detection
methods mentioned above could basically complete the salient object detection task,
but the results are not accurate. Zhao et al. [24] obtain the saliency map by combining
sparse reconstruction and energy optimization. Yu et al. [25] construct the quaternion
hypercomplex and multiscale wavelet transform to detect the salient object. Guo et al.
[26] obtain the saliency map by combining the boundary contrast map and the
geodesics-like map. Marcon et al. [27] propose an update to the traditional pipeline, by
adding a preliminary filtering stage to detect the salient object. As the demand for
application scenarios continues to increase, co-saliency detection method [8] and
moving salient object detection method [9] also introduced into the field of salient
object detection, but there are also challenges for its application.

In order to improve the accuracy of the salient object detection results, several
frequency domain methods have been developed, Hou et al. [10] argue that a salient
detection model for spectral residuals. Guo et al. [11] use the spectral phase diagram of
the quaternion Fourier transform to detect the spatiotemporal salient object. Achanta
et al. [12] exploit color and luminance features detect the salient region by frequency
tuning method. Early studies of salient object detection models are designed to predict
human eye fixation. It mainly detects salient points where people look rather than
salient regions [13]. In [14] for each color subband, the saliency maps are obtained by
an inverse DWT over a set of scale-weighted center-surround responses, where the
weights are derived from the high-pass wavelet coefficients of each level. Spectrum
analysis is easy to understand, computationally efficient and effective, but the relevant
interpretation of the frequency domain is unclear.

Nowadays, the deep learning based methods have been applied to saliency detec-
tion. Li et al. [22] propose a CNN based saliency detection methods by fusing deep
contrast feature and handcrafted low-level features to acquire saliency maps. Li et al.
[23] use optimized convolutional neural network extract the high-level features, and
then the high-level features and low-level features were fused to obtain the fusion
features. Finally, the fusion features were input into SVM to separate the foreground
and background for images. However, these two methods have high time complexity.

This paper focuses on the incomplete salient region and unclear boundary of the
salient regions in the detection results, we propose a super-pixel level salient object
detection method based on clustering and region merging strategy to improve the
performance of detecting the salient object in a scene. The work flow of our salient
object detection framework is described in Fig. 1. Firstly, the SLIC [15] (Simple Linear
Iterative Cluster) algorithm is used for super-pixel segmentation. Secondly, generate
the initial saliency maps. This step involves two processes: the super-pixels lie in image
boundaries are clustered and calculate the distance between the remaining super-pixels
and the classes centers. Color background maps and spatial relationship background
maps are calculated by calculating the distance between the super-pixels and the
boundary class. Then the color background maps and the spatial relation background
maps are combined linearly to produce the initial saliency map. Thirdly, the final
saliency maps obtained after two steps regions merging. The first stage is based on the
initial saliency map where adjacent regions are merged by taking into account color

4 W. Wei et al.



features and spatial information. The second stage is to calculate the saliency value of
the regions and merge the regions according to the saliency value. The main contri-
butions are summarized as follows:

(1) We cluster the boundary super-pixels to generate the initial saliency maps based
on the prior knowledge that the image boundaries are mostly background.

(2) A two-stage optimization strategy is proposed to further optimize the saliency. In
the first stage, we merge adjacent small regions with identical or similar features.
In the second stage, we merge adjacent or no-adjacent regions according to the
ranking of regional saliency values.

2 Construction of Initial Saliency Map

Given an image I, we represent it by N super-pixels produced by SLIC. Then M
different classes are generated by clustering boundary super-pixels in the CIELab color
space with K-means algorithm. We establish an initial saliency map with three steps:
(i) Constructing color background maps. (ii) Constructing spatial correlation back-
ground maps. (iii) Constructing initial saliency maps. The color background maps and
spatial background maps are merged to construct initial saliency maps. The specific
process is as follows.

2.1 Constructing Color Background Map

In this paper, we first use the k-means algorithm to cluster the boundary super-pixels
into M classes. Next, calculate the feature gap between other super-pixels and the M
different classes, this can measure the probability that the super-pixels to be the object
regions. In this paper, we build M background maps Cm based on the number of M
clusters. Cm is defined as the color feature difference between super-pixels iði ¼
1; 2; � � � ;NÞ and the boundary classed mðm ¼ 1; 2; � � � ;MÞ. The class maps can be
formulated as follows.

Color Background Map 

Spatial Correlation 
Background Map 
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erge Process
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Fig. 1. The work flow of the proposed salient object detection framework.

A Salient Object Detection Algorithm Based on Region Merging 5



Cm ¼ 1
pm

XN

i¼1

1

expð� cm;cij j
2a21

Þþ g
ð1Þ

where cm and ci denotes the color features of each boundary class and super-pixel
respectively. jcm; cij denotes the Euclidean distance between each super-pixel and
boundary classes in CIELab color space, a1; g are balance factors, pmðm ¼ 1; 2; � � � ;MÞ
is the number of super-pixels in different boundary classes. Through lots of experi-
ments, the detection results are more accurate when a1 ¼ 0:2, g ¼ 10,M¼ 3. The three
background maps generated in this paper are shown in Fig. 2.

2.2 Constructing Spatial Correlation Background Map

In salient object detection, distance is always used to measure the spatial correlation
between regions. The closer the distance between the two regions is, the greater the
degree of influence and association in the space, and vice versa [16]. So we construct
the spatial correlation saliency maps between each super-pixel and the boundary class
by means of the spatial distance relationship between two regions. We defined Sm as
the spatial distance between each super-pixel and class mðm ¼ 1; 2; � � � ;MÞ, so the Sm
can be formulated as follows.

Sm ¼ 1
pm

XN

i¼1

expð�jsi; smj
2a22

Þ ð2Þ

where si; sm denotes the spatial location of super-pixel i and m respectively. a2 is
control parameter, and it is learned by experience that setting a2 ¼ 1 is most suitable.
We calculate the distance between the super-pixels of the first class of background area
and the other super-pixels to obtain the 1st class map. In the experiment, we calculated
the spatial correlation background maps of three class of background areas, in which
the bright part represents the salient area and the dark area represents the no-salient
area. The boundary clustering results are shown in Fig. 3.

Fig. 2. Color background maps. From left to right are input image; 1st class map, 2nd class
map, 3rd class map, GT.

Fig. 3. Spatial correlation background maps. From left to right are input image, 1st class map,
2nd class map, 3rd class map.
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2.3 Constructing Initial Saliency Map

As shown in the first map of Fig. 4, because there are two black objects, it is very
difficult to distinguish their saliency by means of the color feature. But it can be seen
from the map that the aircraft is closer to the center of the image than the tree, so we
can use spatial distance to enhance the saliency of the aircraft and weaken the saliency
of the tree. Let Sm denotes the intensity factor to restrict the Cm. The initial saliency
map can be written as follows.

SC ¼
XM

m¼1

Cm � Sm ð3Þ

The merging result as shown in the third map of Fig. 4. We can see from the result
map that the brightness of the aircraft is higher than the tree. That is, the saliency of
aircraft is strengthened and the saliency of the tree is weakened. Therefore, the image
merging method is effective.

3 Optimization of Merger Strategy

The object region can be revealed after merging, but we can see from the third map in
Fig. 4, many background regions are also enhanced as the object regions are bright-
ened. In order to optimize the rough initial saliency maps and detect salient object more
accurate, a regional merging model is established in this section, which merges those
adjacent background regions with similar features. In this paper, we merge the relevant
regions with two stages. Firstly, we merge adjacent small regions with identical or
similar features. Secondly, we merge adjacent or non-adjacent regions according to the
ranking of regional saliency values.

3.1 The First Phase of the Merging

The relationship tightness of each region with its adjacent regions be calculated first
and then merging them according to the degree of the relationship tightness. In this
paper, the relationship tightness between regions is represented by color similarity and
spatial tightness.

Fig. 4. Initial saliency map. From left to right are input image, GT, Initial saliency map.
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Color Similarity. Color similarity is defined as the difference in color feature between
the super-pixel i and j, it can be formulated as follows.

Cði; jÞ ¼ ci � cj
�� �� ð4Þ

where ci and cj represent the average color value for super-pixels i and j respectively,
ci � cj

�� �� is the Euclidean distance between the region i and adjacent region j.

Spatial Tightness. The spatial tightness between two regions can measure their degree
of association in space. The closer the distance between the two regions is, the greater
their spatial tightness. The correlation is measured by the boundary length of the
overlapping regions. The longer the length of the boundaries that they co-own is, the
greater the degree of association is. Let STði; jÞ, Sði; jÞ and Tði; jÞ as the spatial tight-
ness, the spatial distance and spatial tightness between the super-pixel i and adjacent
super-pixel j. The formula can be written respectively as follows.

Sði; jÞ ¼ si � sj
�� �� ð5Þ

Tði; jÞ ¼ Bði; jÞ
minðLðiÞ; LðjÞÞ ð6Þ

STði; jÞ ¼ ð1� Sði; jÞÞ � Tði; jÞ ð7Þ

where si; sj denote the spatial location for super-pixel i and j, jjsi � sjjj is the Euclidean
distance between region i and region j, Bði; jÞ, LðiÞ and LðjÞ denote the length of their
overlapping boundaries, the length of the boundary of super-pixels i and j. Finally, we
define Pði; jÞ as the importance of the region j to the adjacent region i by calculating
their color similarity and spatial tightness. The region i and the region j will be merged
if they have higher importance. The importance Pði; jÞ can be formulated as follows.

Pði; jÞ ¼ x1ð1� Cði; jÞÞþx2STði; jÞ ð8Þ

Some small region si must be merged into a large region sj with greater relationship
tightness. The merging results are shown in Fig. 5. Through experiments, the detection
result is more accurate when x1 ¼ 0:68, x2 ¼ 0:32.

Fig. 5. The first phase merges maps. From left to right are input image, initial saliency map, first
phase of the merging map, GT.
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3.2 The Second Phase of the Merging

Based on the above first merging, it is noted that the majority of background regions
are merged. However, there are some non-adjacent or adjacent background regions
with greater intensity are not belong to salient regions (as shown in the third map of
Fig. 5). Hence, in order to eliminate these background regions, we use Sal to denote
these regional saliency value, utilize the Sal value to decide whether to merge it with
background regions or not. Sal is influenced by the region area (V), the distance from
regions to image center (CS) and the overlapping boundary length with image
boundaries (BL). The region with a low value of Sal is merged with background
regions.

Region Area. Regions with the larger area are more salient than smaller regions, so
larger regions will be assigned greater saliency values. The formula can be written as

V ¼ v
maxðvÞ ð9Þ

where v is the area of each associated object in the image, and maxðvÞ is the area of the
largest associated object region in the first merged maps.

Center Distance. In general, the center regions of the image more attractive than
others, and they are more likely to be salient regions [16]. In this paper, therefore,
calculates the region Sal according to the distance between the regions and the center of
the scene.

CS ¼
PnP

i¼1 R;PCik k
areaP

ð10Þ

Where nP is the number of super-pixel in the region P, PC is the spatial location of the
super-pixels included in the region P, R is the center position of the image, and areaP is
the area of the region P.

Overlapping Boundary Length. The longer the overlapped boundary between a
region with the image boundaries is, the greater the possibility of being background
regions, so BL can be written as follows.

BL ¼ PB
RB

ð11Þ

where PB is the length of overlapped boundary that between each salient object and
image boundaries, and RB is the total length value of the image boundaries. Hence, the
saliency value Sal is defined as follows.

Sal ¼ V þCS� BL ð12Þ

We merge the small salient objects into the large area by means of the Sal sorted.
When some regions Sal value is very close, these regions can’t be retained. The results
are shown in Fig. 6.
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4 Experimental Results and Analysis

We test on ASD, ECSSD and DUT-OMRON datasets. ASD and ECSSD contain 1000
images respectively, the DUT-OMRON dataset contains 5168 images and salient
object maps that artificially annotated. Moreover, we compare our method with 5
classic salient detection algorithms. They are SER [17], SS [18], SR [10], SIM [14],
FES [19].

4.1 Visually Compare

In Fig. 7, we have selected some representative experimental results from our algo-
rithm and comparison algorithm.

In the first map in Fig. 7, the salient region is very small, and the background
region is uniform. Our algorithm result is very close to the GT. There are too many
backgrounds are revealed in the SS, SR, SIM, and SER result maps. In the second map,
the black object is in sharp contrast with the white background. It can be seen from the
map that our algorithm detects more salient object than others, and only a small part is
not detected successfully, because we use super-pixel to pre-process image, this small
object is segmented into the background, causing it to be viewed as background. In the
third and fourth maps, the salient object detected by our algorithm is complete, the
boundary is clear. In the fifth map, the background is complex. The salient object

Fig. 6. Second phase merge map. From left to right are input image. The first stage merged
map. The second stage merged map. GT.

Fig. 7. Visual effect map. From left to right: input image, GT, Ours, SS, SR, SIM, SER, FES.
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detected by our algorithm is complete and the boundary is clear. In the face of complex
background, the comparison algorithm will also display the background regions.
Although our algorithm will show it in the first stage of the merging, it will be merged
with the background in the second stage, which improves the accuracy of our algo-
rithm. The background of the sixth map is complex, with salient background objects
and high detection difficulty. Therefore, in the detection results of SS, SR, SIM, and
SER, most of the background is revealed, and the salient object is displayed inaccurate.
Our algorithm detection results are similar to the GT map and superior to algorithms.
The last map is multi-objective images. Therefore, our algorithm is ideal in visual
effects than 5 comparison algorithms.

4.2 Objective Evaluations

We evaluate the performance using Precision-recall (P-R) curve and F-measure. The
comparison result diagrams are shown as Fig. 8.

From (a) and (b), we can see that the numerical line of our algorithm is above the
numerical line than other algorithms. This shows that the performance of our algorithm
is better than all comparison algorithms. In (d) and (e), the F-measure of our algorithm
is higher. In the ECSSD dataset, although the background in the images is more
complex, the accuracy and recall of algorithm are also close to 90%, which is much
higher than the FES algorithm. The F-measure of the six kinds of algorithms are 0.87,
0.49, 0.20, 0.39, 0.48, and 0.60, respectively. That is, the F-measure of our algorithm is
higher than other algorithms. The four data diagrams show that the detection results of

Fig. 8. Contrast data diagram. The first column denotes recall and precision curves of different
methods in ASD dataset, ECSSD dataset and DUT-OMRON dataset (from top to bottom). The
second column denotes recall, precision and F-measure value in ASD dataset, ECSSD dataset,
DUT-OMRON dataset (from top to bottom).
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our method are more accurate. The images in DUT-OMRON dataset are complex.
Many salient objects are small, the background is complex, or there are more than one
salient objects, so all algorithms are less effective than 70%. In (c), the curve of our
algorithm is higher than other algorithms, but our algorithm curve is lower than the
FES algorithm before 0.27. The main reason is that the salient objects in the image are
very small and can easily be merged into the background area, which leads to the
reduction of the accuracy of our algorithm. The F-measure are 0.55, 0.39, 0.38, 0.31,
0.33, and 0.49 respectively, of which the highest is 0.55 of our algorithm and higher
than the FES algorithm which is 0.49. That is to say, our algorithm is superior to the
FES algorithm.

In summary, our algorithm can reveal the salient object completely and showing
good results.

5 Conclusion

In this paper, a salient object detection model for region merging is proposed. The
initial saliency map is obtained by merging the background map, and in order to obtain
the final saliency map, effective regions merging model is proposed to optimize the
rough initial saliency map. This model makes the optimized saliency map more
accurate. Experimental results show that our algorithm is effective and more accurate.
In the future work, better merger strategies, such as Bayesian mergers, will be con-
sidered during the merge phase.
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Abstract. Ensemble clustering has become a hot research field in intelligent
information processing and machine learning. Although significant progress has
been made in recent years, there are still two challenging issues in the current
ensemble clustering research. First of all, most ensemble clustering algorithms
tend to explore similarity at the level of object but lack the ability to explore
information at the level of cluster. Secondly, many ensemble clustering algo-
rithms only focus on the direct relationship, while ignoring the indirect rela-
tionship between clusters. In order to solve these two problems, a link-based
meta-clustering algorithm (L-MCLA) have been proposed in this paper. A series
of experiment results demonstrate that the proposed algorithm not only produces
better clustering effect but is also less influenced by different ensemble sizes.

Keywords: Inter-cluster similarity � Ensemble clustering � Clustering �
Connected triple � Meta-clustering algorithm (MCLA)

1 Introduction

In the field of intelligent information processing and machine learning, clustering
analysis is an important learning tool for unlabeled data. Generally speaking, clustering
is to classify a given dataset into clusters, so that the data objects within the cluster have
larger similarity, while the data objects between clusters are quite different from each
other [1]. Clustering has been used in various fields, such as image processing [2],
cognitive computing [3], time series analysis [20] and medical diagnosis [17]. In the
past few decades, a large number of clustering algorithms have been developed, among
which the most representative ones are partitional clustering [18], hierarchical clus-
tering [19], spectral clustering [4, 5], density clustering [6, 7], adaptive clustering [8, 9]
and semi-supervised clustering [1, 21]. Nevertheless, there are still some problems in
the current clustering algorithm. For instance, the clustering result largely depends on
parameters and initialization without which the clustering result is not robust enough.
In order to solve these problems, ensemble clustering was proposed by researchers.

Unlike the traditional method of using an algorithm to generate a single clustering
result, ensemble clustering is a process of ensemble multiple different clustering results
to generate better clustering result. Due to the effectiveness of ensemble clustering
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algorithm, more researchers have been attracted and proposed many related algorithms.
Despite significant advances in ensemble clustering research, most algorithms only
focus on direct connection, while ignoring indirect connection between clusters. As
shown in Fig. 1, two objects appear in the same cluster and thus we say that they are
directly connected. However, like (b) and (c), two objects are in two different clusters
but we cannot conclude that there is no connection between them because they are
likely to be related to each other indirectly. Such indirect connection information may
affect the consensus result. In order to explore indirect connection information, we
propose a link-based meta-clustering Algorithm (L-MCLA) in this paper.

The remainder of paper is organized as follows. Section 2 reviews the background
of this study. Section 3 details the proposed method in this paper. Section 4 shows the
experiment results. Section 5 concludes this paper.

2 Background

2.1 Ensemble Clustering

Ensemble clustering is an algorithm to improve the clustering effect by ensemble
multiple base clusterings, which can be generally expressed as follows:

Let X ¼ x1; x2; . . .; xnf g denotes a dataset with n objects. We use clustering algo-
rithms to obtain m clustering results P ¼ p1; p2; . . .pmf g and call them as base clus-
terings. Each base clustering contains several clusters, which is written as pi ¼
fC1

i ;C
2
i ; . . .C

j
i g, where j is the number of clusters in the base clustering pi. Ensemble

clustering is to merge the set P through the consensus function T to obtain the final
clustering result P*. The specific process of ensemble clustering is shown in Fig. 2.

Fig. 1. Relationship between two points. (a) In the same cluster. (b) Belong to two clusters with
common parts. (c) Belong to two unrelated clusters, but both of them are related to the third
cluster.
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2.2 Meta-clustering Algorithm

Meta-clustering algorithm (MCLA) is proposed by Strehl and Ghosh which is an
ensemble clustering algorithm working on the level of cluster. Jaccard coefficient is
used to calculate similarity between clusters. The jaccard coefficient between cluster Ci

and Cj can be calculated as follows:

J(Ci;CjÞ¼ jCi \Cjj
jCi [Cjj ð1Þ

Where \ denotes the intersection of two sets, [ denotes the union of two sets, and
|*| denotes the number of objects in a set.

Specifically, the meta-clustering algorithm consists of the following four steps:

(1) Construct a similarity matrix by calculating jaccard coefficient between clusters
contained in base clusterings.

(2) Regard the similarity matrix of the previous step as an undirected graph, which is
called meta-graph.

(3) Use graph partitioning package METIS [16] to divide the meta-graph of the
previous step to obtain the meta-cluster and each meta-cluster contains several
clusters.

(4) Assign each object to the corresponding meta-cluster to get the final clustering
result.

3 Link-Based Meta-clustering Algorithm

3.1 Construct Similarity Matrix

The meta-clustering algorithm is superior, but it still has a shortcoming. The similarity
matrix constructed by Jaccard coefficient can only reflect the direct relationship

Dataset X

Clustering 
Algorithm 1

Clustering 
Algorithm 2

...

Clustering 
Algorithm m

Clustering 
Result p1

Clustering 
Result p2

Clustering 
Result pm

Consensus 
Function T

Final Clustering 
Result P*

Fig. 2. Ensemble clustering process diagram
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between clusters while lacking capability to find the indirect relationship. In 2011, the
concept of weighted connected-triple (WCT) was proposed by Iam-On et al. [12],
which makes it possible to explore the hidden indirect relationship between clusters.

In this section, connected triple is used to construct a refined cluster similarity
matrix. The connected triple is shown in Fig. 3.

P1, P2, P3 are three base clusterings. C1
1 and C1

2 are unrelated clusters (i.e., have no
public part) and in common sense should have no similarity. C1

1 and C
2
1 have a common

point x1, and C1
2 and C2

1 have a common point x2. Therefore, C1
1 and C2

1 are similar and
C1
2 and C2

1 are similar. Because both C1
1 and C1

2 have a similar third-cluster C2
1, C

1
1 and

C1
2 are indirectly connected to each other. In the same way, C1

1 and C3
1 have a common

point x1 while C1
2 and C3

1 have a common point x2. Accordingly, C1
1 and C1

2 have
indirectly connection to each other. It can be seen that connected triple can help find
more connection between clusters, which is beneficial for reaching a consensus result
later.

Firstly, similarity matrix Z is constructed by jaccard coefficient.

Z(i,j) =
1; i ¼ j

J(Ci;CjÞ otherwise

�
ð2Þ

Fig. 3. Connected triple diagram
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Let Ck have similarity with Ci and Cj, then the weighted connected triple between
Ci and Cj is defined as follow:

WCTk
ij ¼ minðJðCi;CkÞ; JðCj;CkÞÞ ð3Þ

Then the indirectly connection between cluster Ci and Cj is calculated as follows:

SimWCT i; jð Þ¼

P
Ck2C

WCTk
ij

WCTmax
ð4Þ

For any two clusters Ci and Cj, their indirectly similarity is defined as:

Simði; jÞ ¼ SimWCT i; jð Þ � DC ð5Þ

Where DC is a constant decay factor. That is the confidence level of accepting two
nonidentical clusters as being similar.

The refine similarity matrix S is constructed as:

S(i,j) ¼ 1; i ¼ j
Sim i; jð Þþ Zði; jÞ otherwise

�
ð6Þ

3.2 Graph Division and Object Allocation

We regard the refined similarity matrix S as the adjacency matrix of graph G. Graph
segmentation algorithm is our consensus function. In the selection of graph segmen-
tation algorithm, since the normalized cut (Ncut) is effective and robust, we select it in
this study [13]. Normalized cut is a kind of spectral clustering. The basic idea is to
define a cut criterion, which considers the total dissimilarity between different clusters
and the total similarity within the cluster.

By normalized cut, K meta-cluster groups can be obtained, that is:

MC ¼ MC1;MC2; . . .;MCKf g ð7Þ

Here we use the voting method to assign objects. For given object xi, xi belong to
zero or more clusters in MCj. Specifically, the voting score of xi for the meta-cluster
MCj can be defined as follow:

Scoreðxi;MCjÞ ¼ 1
jMCjj

X

Ch2MCj

l

l ¼ 1; if xi 2 Ch

0; otherwise

� ð8Þ

Where |MCj| denotes the number of clusters in MCj.
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We assign the point xi to the meta-cluster with the highest score. The final clus-
tering result can be obtained by this way.

For clarity, the algorithm of L-MCLA is described in Algorithm 1.

4 Experiments

In this section, we conduct experiments on multiple real-world datasets and compare
results with several existing ensemble clustering algorithms to evaluate the perfor-
mance of the algorithm proposed in this paper. Moreover, the robustness of the
algorithm is evidenced by experiment on different ensemble sizes.

4.1 Datasets and Evaluation Measures

In our experiments, nine datasets in the UCI (University of California Irvine) machine
learning database are used as experimental datasets [22]. Table 1 lists the detail of each
dataset:

In our experiments, adjusted Rand index (ARI) and normalized mutual information
(NMI) are selected to evaluate the performance of the clustering results. The two
evaluation are described as follows:

Table 1. Description of UCI datasets

Datasets Object Dimension Class

Aggregation 788 2 7
Cardiotocograph (CTG) 2126 21 10
Diabetes 768 8 2
Ecoli 336 8 8
Ionosphere 351 34 2
Segmentation 2130 19 7
Soybean 47 35 4
Thyroid 215 5 3
Yeast 1484 8 10
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ARI is a clustering evaluation index that measures the similarity between two
clustering results by calculating the number of sample point pairs in the same cluster
and different clusters. The equation is as follow:

ARI ¼ 2ðad � bcÞ
ðaþ bÞðbþ dÞþ ðaþ cÞðcþ dÞ ð9Þ

Where a denotes the number of point pairs that belong to the same cluster in both real
and experimental, b denotes the number of point pairs that belong to the same cluster in
real label and different clusters in experimental result, and c denotes the number of
point pairs that belong to the same cluster in the experimental result and different
clusters in the real label, and d represents the number of point pairs that belong to
different clusters in both real and experimental. Its value range [−1, 1]. The larger the
value is, the more consistent it is with the real result, namely the better clustering effect.

NMI is a common external evaluation index of clustering. It evaluates the similarity
of two clustering results from the perspective of communication theory. Let the
experimental result be X and the real label be Y, then the equation is as follows:

NMI(X; YÞ ¼ I(X,Y)ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
HðXÞHðYÞp ð10Þ

Where I(X, Y) represents the mutual information between X and Y, and H(X) and H
(Y) represent the entropy of X and Y. Its value range [0, 1]. The larger value indicates
more shared information with the real label, that is, the better clustering result.

4.2 Comparative Methods and Experimental Settings

In our experiments, seven ensemble clustering algorithms are compared with L-MCLA
algorithm. The seven comparison algorithms are as follows:

(1) Evidence accumulation clustering (EAC) [10]
(2) Hybrid bipartite graph formulation (HBGF) [14]
(3) Weighted evidence accumulation clustering (WEAC) [15]
(4) Graph partitioning with multi-granularity link analysis (GP-MGLA) [15]
(5) Cluster-based similarity partitioning algorithm (CSPA) [11]
(6) Hypergraph partitioning algorithm (HGPA) [11]
(7) Meta-clustering algorithm (MCLA) [11]

The experiments are implemented in MATLAB R2016a. The PC configuration is
as follows: Windows7 64-bit, Intel i5 1.7 GHz CPU, 8G RAM.

In our experiments, k-means is used to generate base clusterings with the parameter
k randomly selected in the range 2;

ffiffiffiffi
N

p� �
. For parameter DC, high DC values (i.e., 0.7

to 0.9) bring about a data partition of exceptionally good quality [12], so we set
DC = 0.9 in our experiment. We call the number of base clusterings m as ensemble
size and set ensemble size m = 50 to compare the L-MCLA algorithm with other
ensemble clustering algorithms. Furthermore, we change the ensemble size to test the
robustness of L-MCLA algorithm.
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4.3 Comparison with Other Ensemble Clustering Methods

This section make a comparison experiment of our algorithm. Each ensemble clustering
algorithm runs 20 times on each dataset and each run randomly generates base clus-
tering according to Sect. 4.2. The average scores and standard deviation of ARI and
NMI are recorded. The experimental results are shown in Table 2 and Table 3, with the
highest score shown in bold.

Table 2. Average ARI scores by different ensemble clustering methods. The highest score in
each comparison is in bold

EAC HBGF WEAC GP-MGLA CSPA HGPA MCLA L-MCLA

Aggregation 0.804
(±0.044)

0.805
(±0.050)

0.806
(±0.045)

0.860
(±0.082)

0.549
(±0.006)

0.621
(±0.022)

0.612
(±0.027)

0.925
(–0.057)

CTG 0.133
(±0.007)

0.130
(±0.008)

0.129
(±0.008)

0.137
(±0.004)

0.115
(±0.003)

0.117
(±0.010)

0.120
(±0.004)

0.140
(–0.005)

Diabetes 0.051
(±0.027)

0.044
(±0.028)

0.018
(±0.013)

0.007
(±0.011)

−0.001
(±0.001)

−0.001
(±0.001)

−0.001
(±0.001)

0.061
(–0.032)

Ecoli 0.495
(±0.069)

0.416
(±0.015)

0.468
(±0.059)

0.471
(±0.049)

0.300
(±0.013)

0.333
(±0.026)

0.367
(±0.030)

0.542
(–0.053)

Ionosphere 0.150
(±0.011)

0.167
(±0.010)

0.148
(±0.010)

0.162
(±0.013)

0.124
(±0.000)

0.020
(±0.023)

0.163
(±0.014)

0.169
(–0.004)

Segmentation 0.347
(±0.075)

0.425
(±0.054)

0.404
(±0.059)

0.442
(±0.031)

0.384
(±0.034)

0.255
(±0.036)

0.436
(±0.074)

0.447
(–0.039)

Soybean 0.551
(±0.006)

0.547
(±0.005)

0.553
(±0.009)

0.547
(±0.004)

0.483
(±0.029)

0.543
(±0.013)

0.552
(±0.008)

0.568
(–0.029)

Thyroid 0.370
(±0.182)

0.378
(±0.178)

0.497
(±0.053)

0.558
(±0.031)

0.129
(±0.037)

0.104
(±0.025)

0.271
(±0.070)

0.587
(–0.036)

Yeast 0.173
(±0.018)

0.148
(±0.005)

0.173
(±0.015)

0.167
(±0.004)

0.109
(±0.013)

0.093
(±0.016)

0.125
(±0.006)

0.182
(–0.007)

Table 3. Average NMI scores by different ensemble clustering methods. The highest score in
each comparison is in bold

EAC HBGF WEAC GP-MGLA CSPA HGPA MCLA L-MCLA

Aggregation 0.868
(±0.027)

0.867
(±0.031)

0.868
(±0.027)

0.900
(±0.047)

0.688
(±0.008)

0.748
(±0.014)

0.746
(±0.015)

0.932
(–0.037)

CTG 0.267
(±0.007)

0.273
(±0.011)

0.264
(±0.008)

0.274
(–0.006)

0.244
(±0.005)

0.246
(±0.013)

0.253
(±0.005)

0.274
(±0.006)

Diabetes 0.018
(±0.010)

0.017
(±0.012)

0.007
(±0.004)

0.003
(±0.004)

0.001
(±0.000)

0.001
(±0.000)

0.001
(±0.000)

0.025
(–0.013)

Ecoli 0.579
(±0.027)

0.537
(±0.012)

0.568
(±0.025)

0.567
(±0.025)

0.442
(±0.010)

0.465
(±0.024)

0.504
(±0.020)

0.608
(–0.021)

Ionosphere 0.115
(±0.007)

0.126
(–0.005)

0.114
(±0.006)

0.123
(±0.007)

0.102
(±0.000)

0.018
(±0.018)

0.120
(±0.009)

0.123
(±0.004)

Segmentation 0.480
(±0.066)

0.529
(±0.052)

0.523
(±0.047)

0.562
(–0.024)

0.502
(±0.026)

0.374
(±0.040)

0.545
(±0.055)

0.545
(±0.029)

(continued)
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As shown in Table 2, the ARI score of L-MCLA algorithm on 9 datasets are all the
highest. As can be seen from Table 3, L-MCLA algorithm on six datasets has the
highest NMI value, which is only slightly inferior on the CTG, Ionosphere and Seg-
mentation, but the difference is not significant. To summarize, the L-MCLA method
exhibits overall better performance (with respect to ARI, NMI) than the other methods.

4.4 Robustness to Ensemble Size

In this section, we evaluate the performance of L-MCLA algorithm under different
ensemble size on nine datasets. Ensemble size is in the range of [10, 100], increasing
by 10. The generation settings for base clustering are same as Sect. 4.2. Then we record
the average score of ARI and NMI. The change of score is shown in Fig. 4 and Fig. 5.

Fig. 4. Average ARI scores of L-MCLA under different ensemble size

Table 3. (continued)

EAC HBGF WEAC GP-MGLA CSPA HGPA MCLA L-MCLA

Soybean 0.714
(±0.003)

0.712
(±0.002)

0.714
(±0.005)

0.711
(±0.002)

0.619
(±0.023)

0.706
(±0.017)

0.714
(±0.004)

0.721
(–0.010)

Thyroid 0.316
(±0.075)

0.325
(±0.104)

0.369
(±0.026)

0.411
(±0.036)

0.164
(±0.022)

0.153
(±0.011)

0.213
(±0.031)

0.484
(–0.035)

Yeast 0.264
(±0.012)

0.257
(±0.006)

0.267
(±0.011)

0.273
(±0.005)

0.206
(±0.015)

0.191
(±0.020)

0.226
(±0.005)

0.290
(–0.007)
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Figure 4 shows the ARI index values of the L-MCLA algorithm in 9 datasets under
different ensemble sizes. It can be seen from the observation that there is only a slight
fluctuation in the L-MCLA algorithm on most datasets and the fluctuation gradually
decreases after the integration scale reaches 40. In addition to the Thyroid dataset and
the Soybean dataset, the ARI value of the Thyroid data set increases sharply from 10 to
20, and then shows a state of fluctuating increase with the increase of ensemble sizes.
With the increase of base clusterings, the ARI value of the Soybean dataset shows a
slow decline but the range is small.

Figure 5 shows the NMI index values of the L-MCLA algorithm on 9 datasets
under different ensemble sizes. It can be seen from observation that the NMI values of
most datasets tend to be stable except for the Thyroid datasets. However, the NMI
value of the Thyroid dataset shows a significant upward trend when the base clusterings
are about 10–40, but slightly decreases when the base clusterings is 40–50, and then
shows an upward trend and gradually stabilizes.

According to the above experimental analysis, the ensemble size has little influence
on L-MCLA algorithm. On most datasets, L-MCLA algorithm relys on fewer base
clusterings to obtain more robust results.

5 Conclusion

Ensemble clustering is the use of multiple clustering results to generate better clustering
results. However, the existing ensemble clustering algorithms often only pay attention
to the direct inter-cluster connection and ignore the indirect connection. In this paper,

Fig. 5. Average NMI scores of L-MCLA under different ensemble size
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we propose a link-based meta-clustering algorithm which uses connected triple to
explore indirect connection. Link-based method is used to enrich similarity matrix for
generating better results. Our algorithm has the following advantages: 1. This algorithm
considers the information from the cluster level and the object level. 2. It use the link-
based method to explore the indirect connection between clusters. A series of exper-
iments proved the advantages of our algorithm. Our future work is to further explore
the hidden information in the base clustering and improve the clustering results in this
way.

Acknowledgements. This work is supported by the National Natural Science Foundation of
China under Grant No. 61672522 and No. 61976216.
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Abstract. In spectral clustering, Nyström approximation is a powerful tech-
nique to reduce the time and space cost of matrix decomposition. However, in
order to ensure the accurate approximation, a sufficient number of samples are
needed. In very large datasets, the internal singular value decomposition
(SVD) of Nyström will also spend a large amount of calculation and almost
impossible. To solve this problem, this paper proposes a large-scale spectral
clustering algorithm with stochastic Nyström approximation. This algorithm
uses the stochastic low rank matrix approximation technique to decompose the
sampled sub-matrix within the Nyström procedure, losing a slight of accuracy in
exchange for a significant improvement of the algorithm efficiency. The per-
formance of the proposed algorithm is tested on benchmark data sets and the
clustering results demonstrate its effectiveness.

Keywords: Spectral clustering � Nyström approximation � Stochastic SVD �
Large dataset

1 Introduction

Spectral clustering algorithms can well deal with the datasets of non-convex structures,
and they have been successfully applied in many fields. But the traditional spectral
clustering algorithms only suit for small-scale datasets, because they need to store an
n � n affinity matrix and make eigen-decomposition on it. The required space com-
plexity and time complexity are respectively O(n2) and O(n3). The high complexity
problems limit the application of spectral clustering methods in large data [1].
Therefore it is needed to develop a new data processing strategy to adapt to the
continuous growth of the data size while maintaining the quality and speed of the
clustering.

Fortunately, the spectral clustering method only needs a small part of the head (or
tail) of the eigenvalues/eigenvectors, then we can use the Arnoldi method to do partial
SVD [2]. However, experience shows that only when the matrix is sparse or very few
eigenvectors are extracted, the running time will be significantly reduced. Another
method to reduce the computational complexity is using low rank matrix approxima-
tion, such as the commonly used Nyström method [3]. It selects a subset of m � n
columns from the kernel matrix, and then constructs the low rank approximation of the
kernel matrix by using the correlation between the samples and the remaining columns.
In computation, the Nyström method only requires the decomposition of a small
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m � m sub-matrix and the time complexity can be significantly reduced; in the
occupied space, it is only need to store the sampled m columns, and other matrix
involved in the computation can be calculated by the m columns, so its space com-
plexity is small. This makes the Nyström method has high scalability. Fowlkes et al. [4]
successfully apply it to spectral clustering for image segmentation. In order to improve
the accuracy of Nyström approximation, we need to select a lot of samples, but the
large sampled sub-matrix is also very difficult to decompose [5].

Halko et al. [6] propose a stochastic SVD method to construct approximate low
rank matrix factorization. This method extends the Monte Carlo algorithm in literature
[7]. Similar to the standard Nyström method, this method only need the eigen-
decomposition on part of matrix. But this method does not simply select a subset of
columns, it first construct a low dimensional subspace that captures the activity of the
input matrix. Then, compress the matrix into the subspace, and make the standard
factorization on the reduced matrix. Although the method is a stochastic algorithm,
experiments show that it has great potential to produce accurate approximations.
However, this algorithm needs to traverse at least once the input matrix, so it is more
time-consuming than the Nyström method which is only based on sampled columns.
On large data sets, the performance difference between these algorithms will be
significant.

In this paper, we combine the advantages of standard Nyström method and
stochastic SVD algorithm. Standard Nyström is very efficient, but need to collect a
large number of columns; stochastic SVD algorithm has high accuracy, but the effi-
ciency is relatively low. Inspired by this, when using the Nyström method for large
scale spectral clustering, we can use stochastic SVD to replace the original standard
SVD on the sampled sub-matrix to cope with efficiency decrease caused by the
increasing sample number m, and accelerate the process of calculating approximate
eigenvectors. The main contributions of this paper are:

• We propose a large-scale spectral clustering algorithm with stochastic Nyström
approximation, which can achieve a good balance between the clustering accuracy
and the operating efficiency.

• The approximation error of stochastic SVD process in the proposed method can be
compensated by selecting more sample columns.

• Experimental results show that the proposed method can further reduce the calcu-
lation complexity of Nyström spectral clustering.

The rest of this paper is organized as follows. Section 2 briefly reviews the related
research background. Section 3 introduces the proposed large-scale spectral clustering
algorithm with stochastic Nyström approximation. The experimental results are given
in Sect. 4, and the last section is conclusion.
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2 Research Background

2.1 Nyström Approximation

The spectral methods such as Ratio Cut and Normalized Cut are based on the eigen-
vectors of Laplacian matrix to do clustering [8]. Suppose the Laplacian matrix is
L ¼ D�1=2WD�1=2, where D is the degree matrix and W is the weight matrix. The
eigenvector matrix U can be calculated by the eigen-decomposition of Laplacian matrix
L, namely LU ¼ UKL. The eigenvectors in matrix U are orthogonal and these eigen-
vectors embed the data objects into a low dimensional subspace. Then we may use
k-means algorithm to cluster U, and obtain the final partition results. When the amount
of data n is very large, it becomes very difficult to decompose the Laplacian matrix. The
Nyström method use a subset of matrix columns (or rows) to do approximate spectral
decomposition for a large matrix, which can significantly reduce the computational
complexity [9].

Given the n � n weight matrixW, we randomly select m � n data points from data
set and rearrange matrix W as follows:

W ¼ A B
BT C

� �
ð1Þ

where A 2 R
m�m contains the similarities among the data samples, B 2 R

m�ðn�mÞ

contains the similarities among the samples and the rest points, and C 2 R
ðn�mÞ�ðn�mÞ

contains the similarities among the rest points.
Nyström approximation gets the approximate eigenvectors of Laplacian matrix

using the eigenvectors of a small sub-matrix. Let matrix H ¼ A B½ �T , matrix W can
be approximated as:

~W ¼ HA�1HT ð2Þ

To get the orthogonal approximate eigenvectors of ~W , Fowlkes et al. [4] define a
matrix M ¼ AþA�1=2BBTA�1=2. We decompose M as M ¼ UMKMUT

M . The eigen-
vector matrix of ~W are:

UW ¼ HA�1=2UMK
�1=2
M ð3Þ

where ~W ¼ UWKMUT
W . It can be proved that UW and its transpose matrix are

orthogonal, namely UT
WUW ¼ I.

In order to compute the first k approximate eigenvectors and eigenvalues of W, the
total time complexity of this algorithm is O(m3 + kmn), where O(m3) is the eigen-
decomposition time of M, and O(kmn) is corresponding to the multiply operations
about matrix H. Because m � n, its complexity is much lower than the O(n3) com-
plexity that directly SVD on W. Although the efficiency of Nyström method is high,
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it needs to select a sufficient number of samples to better approximate the original
eigen-space. Then we consider use stochastic SVD to further reduce the complexity of
Nyström method.

2.2 Stochastic SVD

Halko et al. [6] propose a simple and efficient stochastic SVD algorithm, which is used
to solve the approximate eigenvalues and eigenvectors of the low rank matrix. Given a
real symmetric matrix M 2 R

m�m, this stochastic SVD algorithm includes two stages:
first, it uses random sampling to construct a low dimensional subspace to approximate
the range of M; then, it limits M in the obtained sub-space, and makes standard QR or
SVD decomposition based on the reduced matrix. The following Algorithm 1 gives the
concrete steps of the stochastic SVD, through which we can quickly obtain a low rank
approximation of a real symmetric matrix M.

Algorithm 1. Stochastic SVD.

Input: symmetric matrix M 2 R
m�m, matrix rank k, over sampling parameter p,

power parameter q.
Output: the eigenvector matrix UM, the eigenvalue matrix KF.
Step 1. Construct an m � (k + p) standard Gaussian random matrix X.
Step 2. Calculate matrix Z = MX and Y = Mq−1Z.
Step 3. Find an orthogonal matrix Q through the QR decomposition, so that
Y = QQTY.
Step 4. According to F(QTX) = QTZ, compute the matrix F.
Step 5. Conduct SVD on F and get F ¼ UFKFUT

F .
Step 6. Compute matrix UM ¼ QUF .

Specifically, the first stage of Algorithm 1 includes Step 1–Step 3. It first produces
an m � (k + p) standard Gaussian random matrix X, each element of X is independent
Gaussian random variables, the mean is 0, the variance is 1. Among them, p is an over
sampling parameter, so that the column number of X is slightly higher than the required
rank k. Then calculate the matrix Y = MX, and construct the matrix Q 2 R

m�ðkþ pÞ

through the QR decomposition.Q is an orthogonal matrix, and its column constitutes the
orthogonal basis of Y. In order to make Y = MX have a larger range to extend to the
k dimensional subspace ofM, the value of p is generally a small number, such as 5 or 10.

The second stage of Algorithm 1 includes Step 4–Step 6. M is restricted to the
subspace generated by Y, we can further obtain the reduced matrix F = QTMQ. And
then conduct the standard SVD on F, that is F ¼ UFKFUT

F . The SVD of M can be
approximated as:

M ’ QFQT ¼ ðQUFÞKFðQUFÞT ð4Þ

Finally, let UM ¼ QUF , we can obtain the low rank approximation of M as
M � UMKFUT

M . The time complexity of Algorithm 1 is O(m2k + k3), which is pro-
portional to the square of m. Algorithm 1 is easy to implement, and can be applied to
large scale clustering problem. Therefore, we introduce the stochastic SVD into
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Nyström approximation to deal with the complex eigen-decomposition problem when
the sampled sub-matrix is too large.

3 Large-Scale Spectral Clustering with Stochastic Nyström
Approximation

The Nyström approximation technology uses the sample points to compute the
approximate eigenvectors. It can effectively reduce the computational complexity of
traditional spectral clustering algorithm. The performance of Nyström approximation is
closely related to sample number. Although improving the sampling proportion can
improve the clustering results, the complexity of the algorithm is also significantly
increased. Careful observation can be found that when the sample number m is large,
the most time-consuming operation of the algorithm is the eigen-decomposition of the
m � m sub-matrix M. In order to solve this problem, we develop the stochastic
Nyström approximation method to solve the approximate eigenvalue and eigenvector
of M. We try to improve the efficiency of the algorithm as far as possible in the premise
of ensuring the clustering accuracy. Therefore we propose a large-scale spectral clus-
tering algorithm with stochastic Nyström approximation. The details of the proposed
algorithm is shown in Algorithm 2.

Algorithm 2. Large-scale spectral clustering with stochastic Nyström approximation
(SNA-SC).

Input: data set X of n data points, number of sample points m, number of classes k.
Output: clustering results of k clusters.
Step 1. According to Eq. (1), form matrix A 2 R

m�m and matrix B 2 R
m�ðn�mÞ with

the m sample points.

Step 2. Calculate the diagonal degree matrix D ¼ diag
A1m þB1n�m

BT1m þBTA�1B1n�m

� �� �

with matrix A and B.

Step 3. Calculate the normalized matrix A and B as �A ¼ D�1=2
1:m;1:mAD

�1=2
1:m;1:m,

�B ¼ D�1=2
1:m;1:mBD

�1=2
mþ 1:n;mþ 1:n, and form matrix H ¼ �A �B

� �T
.

Step 4. Construct matrix M ¼ �Aþ �A�1=2�B�BT �A�1=2 with matrix �A and �B.
Step 5. Make the eigen-decomposition of M by Algorithm 1, namely
M � UMKFUT

M , and ensure the descending order of the eigenvalues in KF.
Step 6. Calculate the top k orthogonal eigenvectors of the Laplacian matrix using

Eq. (3): ~V ¼ H�A�1=2ðUMÞ:;1:kðK�1=2
F Þ1:k;1:k .

Step 7. Normalize matrix ~V by Eq. (5) and get matrix ~U.

~Uij ¼
~VijffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPk
r¼1

~V2
ir

q ; i ¼ 1; � � � ; n; j ¼ 1; � � � ; k ð5Þ
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Step 8. The rows of ~U can be seen as new data points and we can divide them into
k clusters by traditional clustering algorithms, such as k-means.

The proposed Algorithm 2 combines the advantages of Nyström approximation
and the stochastic SVD, and has a good performance in the clustering efficiency and
accuracy. In essence, the low rank approximation of the original n � n affinity matrix
W can be expressed as ~W ¼ HA�1HT ¼ UWKMUT

W ¼ UWUT
MMUMUT

W according to
Eq. (3). Through Algorithm 1 and Eq. (4), we can obtain the approximate M as
M ’ QFQT . So the more accurate approximation form of W in Algorithm 2 is as
follows:

~W ’ UWU
T
MQFQ

TUMU
T
W ð6Þ

Different with the Nyström method, Algorithm 2 adopts stochastic SVD method for
solving the approximate eigenvalues and eigenvectors of matrix M. Its time complexity
is O(m2k + k3). In addition, the matrix H related multiplication operations need to
spend O(kmn) time. Usually n � m	 k, so the total time complexity of Algorithm 2 is
O(k3 + kmn). Compared to the O(m3 + kmn) complexity of Nyström method, the
complexity of Algorithm 2 is lower. This means that, for the same size of problem,
Algorithm 2 can finish the task in a shorter time.

4 Experimental Analysis

To validate the performance of the proposed SNA-SC algorithm, our experiments are
done on the four real world data sets from UCI machine learning repository. These data
sets are listed in Table 1.

Based on the data sets in Table 1, we compare three different clustering algorithms
in the experiments. In addition to the proposed SNA-SC algorithm, there are approx-
imate kernel k-means algorithm (AKK-means) [10], the spectral clustering algorithm
based on Nyström extension (Nyström-SC) [11]. The performance of each algorithm
are evaluated by the clustering accuracy and running time. All algorithms are imple-
mented by MATLAB, running on a high-performance workstation with 3.20 GHz
CPU. In the experiments, the affinities of data points are measured by radial basis
function. The max iterations of AKK-means algorithm is 1000. The sample points in
Nyström-SC and SNA-SC algorithm are obtained by random sampling.

Table 1. Basic properties of the data sets.

Data set Data points’ number Attributes’ number Clusters’ number

Corel 2074 144 18
Seismic 98528 50 3
RCV1 193844 47236 103
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Table 2 is the clustering accuracy of these algorithms on each data set, in which the
bold value is the best clustering result. AKK-means, Nyström-SC and SNA-SC use part
of the kernel matrix for approximate computation, so they need to sample some data
points. From Table 2, we know that the clustering accuracy of each algorithm is
different in different sampling proportion. Overall, the increase in the proportion of
sampling is helpful to improve the quality of clustering. However, sometimes more
samples will also make the clustering quality slightly worse, because it contains more
noise data. AKK-means algorithm constructs the approximate kernel matrix by random
sampling, and based on this, it can reduce the space complexity of the original kernel k-
means by computing the class center of kernel k-means in a smaller subspace. AKK-
means clustering can get the highest accuracy on Corel data set. However, on other data
sets, AKK-means is not as good as Nyström-SC and SNA-SC algorithm. Nyström-SC
is suitable for processing RCV1 data set. SNA-SC has good performance on Seismic
data set.

The clustering time of different algorithms are compared in Table 3. Table 3 shows
that SNA-SC has the highest running efficiency on each data set. On RCV1 data set,
SNA-SC only takes 44 s to do the clustering under 8% sampling rate, while Nyström-
SC takes 162 s. Because with the sampling rate increase, the decomposition of the
internal sub-matrix in Nyström-SC will cost a lot of time. AKK-means is a k-means-
like algorithm. It repeatedly relocate the cluster center to optimize the lose function.
The clustering time of AKK-means is mainly related to the iteration times. Although
more samples will help increase the approximation accuracy, but it also increases the
clustering time. For AKK-means and SNA-SC, their clustering time increase linearly
with the sampling ratio increasing. But the clustering time of Nyström-SC has violent
changes because of the cubic time complexity of the eigen-decomposition of the
internal sub-matrix.

Table 2. Clustering accuracy of algorithms (%).

Data set Sampling
ratio (m/n)

Algorithm
AKK-means Nyström-SC SNA-SC

Corel 2% 31.62 (±1.51) 30.42 (±0.76) 31.21 (±1.63)
4% 34.16 (±1.07) 30.92 (±0.85) 33.64 (±1.41)
6% 37.27 (±0.54) 32.46 (±0.72) 36.86 (±1.25)
8% 38.58 (±0.76) 33.27 (±0.57) 37.16 (±1.08)

Seismic 2% 62.46 (±1.24) 60.48 (±1.56) 64.13 (±1.29)
4% 64.14 (±0.43) 62.57 (±1.12) 67.23 (±0.42)
6% 64.81 (±0.62) 63.44 (±1.81) 67.75 (±0.83)
8% 65.27 (±0.53) 64.91 (±0.34) 68.34 (±0.37)

RCV1 2% 12.55 (±0.76) 11.27 (±0.65) 12.43 (±0.84)
4% 13.82 (±0.53) 14.24 (±0.46) 14.67 (±0.39)
6% 15.42 (±0.72) 16.73 (±0.67) 15.94 (±0.65)
8% 16.26 (±0.51) 18.12 (±0.34) 16.63 (±0.41)
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5 Conclusion

Nyström approximation will help reduce the complexity of spectral clustering using
approximate eigenvectors. However, when the sample number is too large, internal
SVD of Nyström will take a very long time. This paper applies the stochastic SVD
algorithm to improve the performance of large-scale Nyström spectral clustering.
Unlike standard Nyström method, we use the stochastic low rank matrix approximation
strategy to do the eigen-decomposition of the internal sub-matrix, and propose a large-
scale spectral clustering called SNA-SC. Experimental results show that SNA-SC is
more efficient than standard Nyström spectral clustering, and it can well balance the
clustering accuracy and efficiency.

Acknowledgement. This work was supported by the National Natural Science Foundations of
China (grant numbers 61906077, 61601202), the Natural Science Foundation of Jiangsu Pro-
vince (grant numbers BK20190838, BK20170558), and the Natural Science Foundation of the
Jiangsu Higher Education Institutions of China (grant number 18KJB520009, 16KJB520008).

References

1. Kang, Z., et al.: Multi-graph fusion for multi-view spectral clustering. Knowl.-Based Syst.
189 (2020). https://doi.org/10.1016/j.knosys.2019.105102

2. Tang, M., Marin, D., Ayed, I.B., Boykov, Y.: Kernel cuts: kernel and spectral clustering
meet regularization. Int. J. Comput. Vis. 127(5), 477–511 (2019). https://doi.org/10.1007/
s11263-018-1115-1

3. Jia, H., Ding, S., Du, M.: A Nyström spectral clustering algorithm based on probability
incremental sampling. Soft Comput. 21(19), 5815–5827 (2016). https://doi.org/10.1007/
s00500-016-2160-8

Table 3. Clustering time of algorithms (s).

Data set Sampling
ratio (m/n)

Algorithm
AKK-means Nyström-SC SNA-SC

Corel 2% 0.11 0.06 0.05
4% 0.14 0.09 0.05
6% 0.16 0.10 0.07
8% 0.18 0.36 0.08

Seismic 2% 6.10 0.82 0.72
4% 7.69 3.03 1.75
6% 11.68 6.15 2.68
8% 19.38 26.75 5.86

RCV1 2% 40.44 21.36 20.66
4% 56.01 27.33 25.02
6% 73.94 64.29 31.25
8% 110.96 162.32 44.12

Large-Scale Spectral Clustering with Stochastic Nyström Approximation 33

https://doi.org/10.1016/j.knosys.2019.105102
https://doi.org/10.1007/s11263-018-1115-1
https://doi.org/10.1007/s11263-018-1115-1
https://doi.org/10.1007/s00500-016-2160-8
https://doi.org/10.1007/s00500-016-2160-8


4. Fowlkes, C., Belongie, S., Chung, F., Malik, J.: Spectral grouping using the Nystrom
method. IEEE Trans. Pattern Anal. Mach. Intell. 26(2), 214–225 (2004)

5. Li, M., Bi, W., Kwok, J.T., Lu, B.L.: Large-scale Nyström kernel matrix approximation
using randomized SVD. IEEE Trans. Neural Netw. Learn. Syst. 26(1), 152–164 (2014)

6. Halko, N., Martinsson, P.G., Tropp, J.A.: Finding structure with randomness: Probabilistic
algorithms for constructing approximate matrix decompositions. SIAM Rev. 53(2), 217–288
(2011)

7. Drineas, P., Kannan, R., Mahoney, M.W.: Fast Monte Carlo algorithms for matrices II:
computing a low-rank approximation to a matrix. SIAM J. Comput. 36(1), 158–183 (2006)

8. Jia, H., Ding, S., Du, M., Xue, Y.: Approximate normalized cuts without Eigen-
decomposition. Inf. Sci. 374, 135–150 (2016)

9. Wang, S., Gittens, A., Mahoney, M.W.: Scalable kernel K-means clustering with Nyström
approximation: relative-error bounds. J. Mach. Learn. Res. 20(1), 431–479 (2019)

10. Chitta, R., Jin, R., Havens, T.C., Jain, A.K.: Approximate kernel k-means: solution to large
scale kernel clustering. In: Proceedings of the 17th ACM SIGKDD International Conference
on Knowledge Discovery and Data Mining, pp. 895–903. ACM, San Diego (2011)

11. Chen, W.Y., Song, Y., Bai, H., Lin, C.J., Chang, E.Y.: Parallel spectral clustering in
distributed systems. IEEE Trans. Pattern Anal. Mach. Intell. 33(3), 568–586 (2011)

34 H. Jia et al.



Feature Selection Algorithm Based
on Multi Strategy Grey Wolf Optimizer

Guangyue Zhou1, Kewen Li1(B), Guoqiang Wan2, and Hongtu Ji2

1 College of Computer Science and Technology, China University of Petroleum,
Qingdao 266580, China

guangyuezhou@qq.com, likw@upc.edu.cn
2 Shengli Oilfield Company, SINOPEC, Dongying 257015, China

{wanguoqiang.slyt,jihongtu.slyt}@sinopec.com

Abstract. Feature selection is an important part of data mining, image
recognition and other fields. The efficiency and accuracy of classifica-
tion algorithm can be improved by selecting the best feature subset. The
classical feature selection technology has some limitations, and heuristic
optimization algorithm for feature selection is an alternative method to
solve these limitations and find the optimal solution. In this paper, we
proposed a Multi Strategy Grey Wolf Optimizer algorithm (MSGWO)
based on random guidance, local search and subgroup cooperation strate-
gies for feature selection, which solves the problem that the traditional
grey wolf optimizer algorithm (GWO) is easy to fall into local optimiza-
tion with a single search strategy. Among them, the random guidance
strategy can make full use of the random characteristics to enhance the
global search ability of the population, and the local search strategy
makes grey wolf individuals make full use of the search space around
the current best solution, and the subgroup cooperation strategy is very
important to balance the global search and local search of the algorithm
in the iterative process. MSGWO algorithm cooperates with each other
in three strategies to update the location of grey wolf individuals, and
enhances the global and local search ability of grey wolf individuals.
Experimental results show that MSGWO can quickly find the optimal
feature combination and effectively improve the performance of the clas-
sification model.

Keywords: Feature selection · Heuristic optimization algorithm ·
Multi Strategy Grey Wolf Optimizer algorithm

1 Introduction

Feature selection plays an important role in machine learning, data mining and
other classification applications. Its goal is to remove the noise in the original
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data and select the best identification feature. In addition, feature selection can
improve the efficiency of classification by reducing the dimension of the original
data. In recent years, more and more heuristic search algorithms are used for fea-
ture selection. Heuristic search algorithm can get a group of solutions at a time,
which can get good results with less time and calculation cost. Many experts and
scholars have done a lot of research on heuristic search algorithm: Genetic Algo-
rithm (GA) is an evolutionary algorithm, which can search randomly and find
the optimal solution based the evolution law of nature [1]. Particle Swarm Opti-
mization (PSO) is a classical swarm intelligence optimization algorithm, which
is based on the research of birds’ predatory behavior. Each solution is regarded
as a particle with a specific position, fitness and speed vector, and its motion
direction and speed are adjusted according to the global optimal solution and the
optimal solution found by the particle itself, and gradually approach the optimal
solution [2]. The Whale Optimization Algorithm (WOA) is a heuristic optimiza-
tion algorithm, which simulates the predatory behavior of humpback whales in
nature. Compared with other swarm optimization algorithms, the main differ-
ence is that WOA simulates the bubble net attack of whales by following the
best or random individuals and using the spiral mechanisms [3]. The Grey Wolf
Optimizer (GWO) is a new evolutionary algorithm, which mainly simulates the
predatory behavior of grey wolf group, through the process of wolves tracking,
encircling, chasing and attacking to achieve the purpose of optimized search [4].
As GWO has the advantages of simple principle, few parameters to be adjusted,
easy to realize and strong global search ability, its research has made remarkable
progress. Emary and others first applied GWO to feature selection in 2015, and
proposed two binary GWO feature selection methods based on different update
mechanisms [5].

GWO algorithm can not effectively find the global optimal feature com-
bination due to its single search strategy and insufficient global search abil-
ity [6]. Therefore, in order to improve the effectiveness of GWO for feature
selection, this paper proposes a Multi Strategy Grey Wolf Optimizer algorithm
(MSGWO), which solves the problem caused by a single search strategy and
improves the accuracy of the original GWO. MSGWO includes three differ-
ent search strategies—Random guidance strategy, local search strategy and sub
group cooperation strategy. The grey wolf optimizer algorithm with three strate-
gies can further improve the search efficiency and find the optimal feature com-
bination.

2 Grey Wolf Optimizer (GWO)

GWO is an intelligent optimization algorithm proposed by Mirjalili [4] in 2014.
Due to its simple principle, fewer parameters to be adjusted, simple implemen-
tation and strong global search ability, the method is becoming more and more
popular. Many research have been carried out using GWO [7–11]. GWO algo-
rithm is inspired by the predatory behavior of grey wolves, and it optimizes
search through hunting, searching for prey, encircling prey, and attacking prey.
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There is a strict hierarchy between them. α, β, δ and ω represent different grades
of grey wolves, and the dominance rate decreases from top to bottom. In order to
model the grey wolf’s social system mathematically, α is regarded as the optimal
solution, β and δ are regarded as the suboptimal solution and the third optimal
solution, respectively. They lead other wolves toward the possible position of
prey. ω is regarded as the rest of the solutions, which is updated according to
the positions of α, β and δ. Three definitions of the algorithm [4] are given below.

Definition 1. Distance between Grey Wolf and Prey

−→
D = |−→C · −→

Xp(t) − −→
X (t)| (1)

where t indicates the current iteration,
−→
Xp represents position vector of prey,−→

X (t) represents current position vector of grey wolf.

−→
C = 2 · −→r1 (2)

where r1 is random vector in [0, 1],
−→
C is coefficient vector. We can explore and

exploit search space by randomly enhancing (C > 1) or weakening (C < 1) the
distance between prey and grey wolf.

Definition 2. Update position of Grey Wolf

−→
X (t + 1) =

−→
Xp(t) − −→

A · −→
D (3)

−→
A = 2−→a · −→r2 − −→a (4)

where components of −→a are linearly decreased from 2 to 0, r2 is random vector
in [0,1]. As A decreases, half of the iterations are used for exploring (|A| > 1),
and the rest for exploiting (|A| < 1).

Definition 3. Determine position of prey
In the abstract search space, the exact position of the prey (optimal solution)

is not known. According to the hierarchy of grey wolves, hunting is usually guided
by α, β and δ. Therefore, it is assumed that α (optimal candidate solution), β
(suboptimal candidate solution), and δ (third optimal candidate solution) have
a better acquaintance of the position of prey. It is known that grey wolves α, β
and δ are closest to prey. By preserving the obtained three optimal solutions
during each iteration, the orientation of prey can be determined according to
the positions of the three optimal solutions, and other grey wolf individuals are
forced to update their positions according to the three optimal solutions. The
mathematical descriptions of grey wolf individuals tracking prey orientation are
as follows:

−→
Dα = |−→C1 · −→

Xα − −→
X |,−→Dβ = |−→C2 · −→

Xβ − −→
X |,−→Dδ = |−→C3 · −→

Xδ − −→
X | (5)

−→
X1 =

−→
Xα − −→

A1 · −→
Dα,

−→
X2 =

−→
Xβ − −→

A2 · −→
Dβ ,

−→
X3 =

−→
Xδ − −→

A3 · −→
Dδ (6)

−→
X (t + 1) = 1/3(

−→
X1 +

−→
X2 +

−→
X3) (7)
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The distances between grey wolf individuals and α, β and δ are calculated in
terms of formulas (5) and (6). Then the direction of grey wolf individuals moving
towards prey are judged in terms of formula (7). Where

−→
Xα,

−→
Xβ ,

−→
Xδ represent

the positions of α, β, δ respectively,
−→
C1,

−→
C2,

−→
C3 are random vectors and

−→
X is the

position of the current solution.

3 Multi Strategy Grey Wolf Optimizer Algorithm

3.1 Random Guidance Strategy

In GWO, α, β and δ lead ω to the promising region to search for the optimal
solution, but only following the optimal solution to update is easy to lead to
premature convergence in the current optimal position, making GWO fall into
the local optimum. In this paper, we randomly select a grey wolf position

−−−→
Xrand,

and make other individuals update the position according to
−−−→
Xrand. The math-

ematical description is as follows:

−−−→
Drand = |−→Cg · −−−→

Xrand − −→
X | (8)

−→
Xg =

−−−→
Xrand − −→

Ag · −−−→
Drand (9)

−→
X (t + 1) =

−→
Xg (10)

where
−−−→
Drand is the distance between grey wolf individual and

−−−→
Xrand,

−→
X (t + 1)

is the updated position, and
−→
Cg is the random vector.

This strategy can make the gray wolf individuals that converge too early jump
out of the local optimum, expand the global search range of the population, and
increase the possibility of finding the global optimum solution.

3.2 Local Search Strategy

Because the whale optimization algorithm approaches the prey according to the
shrinking encirclement mechanism, and moves along the spiral path according
to the spiral renewal mechanism, it can expand the local search range of whales.
Inspired by the whale optimization algorithm, this paper improves the single
update mechanism of grey wolf position, which makes the grey wolf individuals
explore the surrounding solutions while moving towards the optimal solution,
greatly expanding the range of local search. The mathematical description of
the strategy is as follows:

−−→
Xloc =

−→
D

′ ∗ ebl ∗ cos(2πl) +
−→
X (11)

−→
D

′
= 1/3(

−→
Dα +

−→
Dβ +

−→
Dδ) (12)
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Where
−→
D

′
is the mean distance between grey wolf individual and α, β, δ, b is

constant defining the shape of a logarithmic spiral, and l is the random number
between [−1, 1].

The local search strategy is to make the grey wolf move along the spiral
path as well as within the shrinking circle. In order to simulate the two simul-
taneous behaviors, we assume that there is a 0.5 probability of the contraction
encirclement mechanism or spiral update mechanism to choose to update the
location of the grey wolves. The mathematical description of the strategy is as
follows:

−→
X (t + 1) =

{
1/3(

−→
X1 +

−→
X2 +

−→
X3) p < 0.5−−→

Xloc p >= 0.5
(13)

where p is the random number between [0, 1].

3.3 Sub Group Cooperation Strategy

In order to give full play to the advantages of random guidance strategy and local
search strategy, expand the search space of the algorithm as much as possible,
and guide algorithm jump out of the local optimum, this paper proposes a sub
group cooperation strategy, the basic idea is as follows:

In the evolutionary process, the population is divided into three subgroups
A, B and C according to the fitness values. A represents the subgroup with
large fitness value, B represents the subgroup with medium fitness value, and C
represents the subgroup with poor fitness value. The fitness value of grey wolf
individuals in subgroup A is large, which indicates that the convergence degree
is high and it is easy to fall into local optimum. In this case, grey wolf indi-
viduals update their positions according to formula (13), so that the individual
can search around the extreme point more finely, find the position with better
fitness than before, enhance the local search ability. The fitness value of grey
wolf individuals in subgroup B is medium, which is updated according to the
formulas (5)–(7) in the standard grey wolf algorithm. The fitness value of grey
wolf individuals in subgroup C is poor, which is updated according to the for-
mulas (8)–(10), and this subgroup can cover all possible solutions as much as
possible by the random guidance strategy, so as to enhance the global search
ability. The grey wolf individuals in subgroups A, B and C evolve according to
their own update strategies, and each grey wolf individual migrates to the corre-
sponding subgroup according to the new fitness value after every iteration until
the termination condition is satisfied.

3.4 Multi Strategy Grey Wolf Optimizer Algorithm (MSGWO)

In this paper, we combine the random guidance strategy, local search strategy,
sub group cooperation strategy and the standard grey wolf algorithm to propose
a Multi Strategy Grey Wolf Optimizer algorithm. In the continuous MSGWO,
each individual can change its position to any point in the space. The purpose
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of this paper is to use MSGWO for feature selection, so the value of each dimen-
sion in the individual position is limited to 0 or 1. 0 means that the feature in
the corresponding position is not selected, and 1 means that the feature in the
corresponding position is selected. Thus, the updating formula of MSGWO for
feature selection is as follows:

xk+1
in =

{
1 if sigmoid(xk+1

in ) >= 0.5
0 otherwise

(14)

sigmoid is defined as follows:

sigmoid(a) = 1/(1 + e−10(a−5)) (15)

In order to provide the more intuitive description of the MSGWO algorithm, we
draw an algorithm flowchart of it. It is shown in Fig. 1.

Fig. 1. The flow chart of MSGWO
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As can be seen from Fig. 1, the local search strategy enables grey wolf indi-
viduals to make full use of the search space around the current best solution,
which has good local search ability and helps to find more accurate solutions. For
the random guidance strategy, we make full use of the random characteristics to
improve the diversity of the population, thus enhancing the global search ability.
In addition to the above two strategies, the sub group cooperation strategy is
very important to balance the global search and local search in the iterative
process. It not only guarantees the convergence speed of the algorithm, but also
expands the search range of the population, and prevents the algorithm from
falling into local stagnation in the later stage of the iteration. Due to the slow
convergence speed in the early stage and the fast convergence speed in the later
stage, the time complexity of the MSGWO is the same as that of the GWO.

4 Experiment

In order to prove the effectiveness of MSGWO proposed for feature selection in
this paper, we evaluated the proposed algorithm using the Vehicle, Wine, Glass,
Zoo, Landsat and Segment public datasets from UCI repository. Table 1 lists the
details of the six datasets used in the evaluation. In order to prove the superi-
ority of MSGWO in feature selection, we used the classical K-Nearest-Neighbor
(KNN) classifier and Support Vector Machine (SVM) as the benchmark classifier,
and compared the performance on six public datasets of our proposed MSGWO
method and several classical feature selection methods including analysis of vari-
ance (ANOVA) [12], principal component analysis (PCA) [13], PSO [2], WOA [3]
and GWO, in which no feature selection is recorded as NFS. In the experiment,
KNN and SVM adopt default parameters. For KNN, k-value is set to 5. For
SVM, penalty parameter c is set to 1 and the gauss kernel is set to the kernel
function. We carried on experiments by using five-folds cross validation for 5
times, and set the number of grey wolves in GWO, particles in PSO and killer
whales in WOA were all set to 15. Table 2 and Table 3 list the comparison of
the average values of accuracy and F1 of five-folds cross validation on SVM and
KNN, respectively.

Table 1. Details of the six datasets used in the evaluation

No Dataset Number of samples Dimension of samples Number of categories

1 Vehicle 946 18 4

2 Wine 178 13 3

3 Glass 214 9 6

4 Zoo 101 16 7

5 Landsat 2000 36 6

6 Segment 2100 18 7
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Table 2. Comparison of classification performance between various feature selection
algorithms on SVM

Datasets Metrics NFS ANOVA PCA PSO WOA GWO MSGWO

Vehicle Accuracy 0.633 0.709 0.639 0.825 0.819 0.825 0.846

F1 0.584 0.695 0.592 0.822 0.827 0.836 0.849

Wine Accuracy 0.613 0.894 0.736 0.993 0.992 0.992 1

F1 0.554 0.892 0.711 0.994 0.996 0.997 1

Glass Accuracy 0.784 0.846 0.776 0.921 0.927 0.920 0.940

F1 0.747 0.829 0.738 0.915 0.918 0.924 0.943

Zoo Accuracy 0.733 0.940 0.733 0.978 0.984 0.974 0.988

F1 0.685 0.923 0.685 0.974 0.985 0.993 0.997

Landsat Accuracy 0.696 0.822 0.710 0.868 0.870 0.874 0.885

F1 0.673 0.819 0.689 0.863 0.868 0.877 0.893

Segment Accuracy 0.885 0.926 0.879 0.950 0.953 0.955 0.970

F1 0.889 0.926 0.881 0.949 0.951 0.956 0.964

Table 3. Comparison of classification performance between various feature selection
algorithms on KNN

Datasets Metrics NFS ANOVA PCA PSO WOA GWO MSGWO

Vehicle Accuracy 0.697 0.675 0.697 0.813 0.810 0.805 0.826

F1 0.670 0.635 0.667 0.802 0.798 0.816 0.833

Wine Accuracy 0.955 0.961 0.949 0.994 0.994 0.992 0.996

F1 0.960 0.960 0.949 0.992 0.993 0.992 0.996

Glass Accuracy 0.841 0.856 0.808 0.945 0.951 0.940 0.962

F1 0.826 0.846 0.781 0.938 0.960 0.952 0.963

Zoo Accuracy 0.928 0.962 0.919 0.987 0.997 0.991 1

F1 0.915 0.953 0.906 0.993 1 0.996 1

Landsat Accuracy 0.825 0.833 0.826 0.861 0.863 0.869 0.875

F1 0.820 0.829 0.821 0.861 0.861 0.867 0.876

Segment Accuracy 0.914 0.922 0.903 0.945 0.949 0.951 0.964

F1 0.911 0.921 0.900 0.944 0.949 0.951 0.964

From Table 2 and Table 3, we can see that the classification effect of NFS
is very poor, which shows the necessity of feature selection. The performance
of ANOVA and PCA is not high, because the filter selection method needs to
manually specify the number of selected features, and the most appropriate
number of features is difficult to determine. The results of feature selection by
heuristic method are ideal. The performance of standard GWO algorithm for
different datasets is sometimes better than PSO and WOA, and sometimes lower
than PSO and WOA. The MSGWO proposed in this paper is not only better
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than GWO, but also better than PSO and WOA for all the datasets listed in
this paper in terms of accuracy and F1 value, which proves the effectiveness of
MSGWO.

Because the heuristic method is a random search method, the results of each
search may be different. In order to verify that the MSGWO method proposed in
this paper can not only select the optimal feature combination, but also has good
stability. In this paper, only the accuracy is analyzed. Figure 2 and Figure 3 show
the box diagram of the accuracy of five times random experiments among four
feature selection algorithms on SVM and KNN classifiers. From Fig. 2 and Fig. 3,
it can be concluded that whether SVM or KNN is used as the base classifier, the
maximum, minimum and average accuracy of MSGWO algorithm is superior to
the other three heuristic methods, which further proves that MSGWO can effec-
tively improve the performance of the classifier. In addition, by introducing the
standard deviation to further analyze the stability of the algorithm, the stan-
dard deviations of the accuracy of five times random experiments are recorded
in Table 4. According to Table 4, it can be seen that accuracy of MSGWO is rel-
atively stable and the standard deviation is the smallest in almost all datasets,
which proves that MSGWO is stable.

Fig. 2. Comparison of the accuracy of heuristic feature selection methods on SVM

Fig. 3. Comparison of the accuracy of heuristic feature selection methods on KNN
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Table 4. Comparison of classification performance between various feature selection
algorithms on SVM and KNN

Datasets SVM KNN

PSO WOA GWO MSGWO PSO WOA GWO MSGWO

Vehicle 1.03E−2 5.84E−3 8.51E−3 4.40E−3 6.41E−3 6.24E−3 9.88E−3 4.17E−3

Wine 3.93E−3 2.99E−3 0 0 0 0 2.44E−3 2.44E−3

Glass 6.07E−3 6.11E−3 5.17E−3 4.26E−3 5.53E−3 2.00E−3 1.03E−2 0

Zoo 8.90E−3 9.48E−3 6.31E−3 5.11E−3 7.80E−3 4.40E−3 7.91E−3 0

Landsat 4.13E−3 5.85E−3 3.30E−3 1.61E−3 1.73E−3 1.73E−3 2.19E−3 1.16E−3

Segment 3.87E−3 3.28E−3 3.80E−3 2.74E−3 3.40E−3 2.65E−3 1.78E−3 9.80E−4

5 Conclusion

In this paper, we propose a Multi Strategy Grey Wolf Optimizer algorithm based
on random guidance, local search and sub group cooperation strategies for fea-
ture selection. In MSGWO, the search agent updates its position through the
cooperation of three search strategies, which improves the global and local search
ability of the algorithm. MSGWO not only retains the advantages of the fast
convergence speed of GWO algorithm, but also makes full use of characteris-
tics of various search strategies, and balances the global and local search ability,
which makes it easy to find the optimal feature subset. In this paper, we use
a variety of feature selection methods on six public datasets for comparative
experiments. The results show that our MSGWO feature selection method can
improve the accuracy of search, find the optimal solution, and is an efficient and
reliable algorithm.
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Abstract. Fuzzy C-means (FCM) clustering algorithm is a fuzzy clustering
algorithm based on objective function. FCM is the most perfect and widely used
algorithm in the theory of fuzzy clustering. However, in the process of clus-
tering, FCM algorithm needs to randomly select the initial cluster center. It is
easy to generate problems such as multiple clustering iterations, low conver-
gence speed and unstable clustering. In order to solve the above problems, a
novel fuzzy C-means clustering algorithm based on local density is proposed in
this paper. Firstly, we calculate the local density of all sample points. Then we
select the sample points with the local maximum density as the initial cluster
center at each iteration. Finally, the selected initial cluster center are combined
with the traditional FCM clustering algorithm to achieve clustering. This method
improved the selection of the initial cluster center. The comparative experiment
shows that the improved FCM algorithm reduces the number of iterations and
improves the convergence speed.

Keywords: Fuzzy C-means algorithm � Local density � Clustering

1 Introduction

Cluster analysis [1–5] is an important function of data mining, and the clustering
algorithm is the core of current research. Clustering is to divide the data set into
multiple clusters or classes based on the similarity between a set of unlabeled data
objects. A good clustering algorithm should be able to produce high-quality clustering
results: clusters. These clusters must have two characteristics: (1) high intra-cluster
similarity; (2) low inter-cluster similarity. The quality of the clustering results depends
not only on the similarity evaluation method and its specific implementation, but also
on whether the method can find some hidden patterns or all hidden patterns [6].

Fuzzy C-means (FCM) clustering algorithm [7–10] is one of the widely used fuzzy
clustering algorithms. FCM algorithm belongs to the category of fuzzy clustering
algorithms based on objective functions. However, the traditional FCM algorithm has
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some disadvantages. One of the issues is that the number of clusters needs to be
determined manually, and the algorithm is sensitive to the initial cluster center. In
addition, the FCM algorithm is prone to problems such as multiple clustering iterations,
low convergence speed and local optimal solution. Many algorithms have been pro-
posed to improve the FCM algorithm. Wang et al. [11] systematically improved the
traditional fuzzy clustering algorithm. They proposed a new method by combining PSO
(particle swarm optimization) and fuzzy C-means algorithm. By a simple and effective
particle encoding method, the best initial cluster center and fuzzy weighting exponent
were both searched in the process of PSO. Li et al. [12] proposed a scheduling algo-
rithm based on fuzzy clustering and two-level scheduling mode. Geweniger et al. [13]
combined the median c-means algorithm with the fuzzy c-means method to improve
the accuracy of the algorithm. Median clustering is a powerful methodology for pro-
totype based clustering of similarity/dissimilarity data. The approach is only applicable
for vector (metric) data in its original variant. Wang et al. [14] presented a rough-set
[15, 16] based measurement for the membership degree of fuzzy C-means algorithm,
and take the advantage of the positive region set and the boundary region set of rough
set. Lai et al. [17] presented a rough k-means clustering algorithm by minimizing the
dissimilarity to solve the divergence problem of the original approaches that the cluster
centers may not be converged to their final positions. Cai et al. [18] proposed a novel
initial cluster centroids selection algorithm, called WLV-K-means (weighted local
variance K-means). The WLV-K-means algorithm employs the weighted local variance
to measure the density of each sample, which can find samples with higher density.
This algorithm also uses the improved max-min method to select cluster centroid
heuristically. Liu et al. [19] proposed to combine the FCM algorithm and DPC
(Clustering by fast search and find of density peaks) algorithm. Firstly, DPC algorithm
is used to automatically select the center and number of clusters, and then FCM
algorithm is used to realize clustering. The comparison experiments show that the
improved FCM algorithm has a faster convergence speed and higher accuracy. Khan
and Ahmad [20] proposed a new cluster center initialization algorithm (CCIA). By
clustering the samples in each dimension, we find that the K′ (K′ > K) clusters have the
same pattern points, and get the center points of the K′ clusters. Then we use the data
compression method in reference [21] to merge the neighborhood of high-density
samples, and finally get the K initial center points. In this paper, we fully consider the
constraints of cluster centers in the process of cluster center selection and optimization.
Firstly, the initial cluster center is selected by calculating the local density of each
sample point. Then the selected initial cluster center is combined with the traditional
FCM algorithm to cluster the data. Therefore, we propose a novel fuzzy C-means
clustering algorithm based on local density (LD-FCM).

The rest of this paper are organized as follows. In Sect. 2, the concept of fuzzy
clustering and Fuzzy C-means clustering algorithms are briefly reviewed. Some
important preliminary knowledge used in our proposed approaches are stated. In
Sect. 3, we present the algorithms proposed in this paper, and some theories and
analysis necessary in it. In Sect. 4, experimental studies are conducted to verify the
effectiveness of our proposed algorithm. Section 5 concludes the paper.
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2 Preliminaries

2.1 Fuzzy Cluster Analysis

The concept of fuzzy clustering was firstly proposed by Professor Ruspiniv [22]. Fuzzy
clustering is an algorithm combining fuzzy mathematics with clustering methods.
Fuzzy clustering determines the fuzzy relationship between the samples by method of
fuzzy mathematics. In other words, the clustering results are blurred, so that the
problem of data attribution in the real world can be described objectively from multiple
angles. Therefore, fuzzy clustering analysis has become one of the mainstream direc-
tions of clustering research.

Fuzzy clustering [23] calculates the similarity between different data samples by
using some distance measurement method. Each data sample is divided into different
clusters according to the similarity between data samples. For any number of data sample
subsets k (1 � k � C), whereC is the number of clusters, the data sampleXi 1� i�Nð Þ
(N is the number of samples) will belong to this cluster with a fuzzy membership degree,
which is similar to a probability value. The fuzzy clustering will obtain membership
matrix uik½ � 1� k�C; 1� i�Nð Þ and cluster center V ¼ v1; v2; � � � vcf g. And then the
membership matrix is judged by hardening matrix technology to determine the final
attribution result of data samples. The membership matrix is composed of the fuzzy
degree that each data sample belongs to a subset. The value range of each element in the
membership matrix is [0, 1]. In other words, if the membership degree of data sample to a
subset is greater than that of other subsets, it means that the sample is more likely to
belong to the subset.When uik ¼ 1, it means that xi belongs completely to the k-th cluster,
while when uik ¼ 0, it means that xi does not belong to the k-th cluster at all.

2.2 Fuzzy C-means Clustering Algorithm

Fuzzy C-means (FCM) clustering algorithm [8] is an improvement of the common C-
means algorithm. The common C-means algorithm is hard for data classification, while
FCM is a soft fuzzy division. Many of the discussions in this paper are based on the
FCM algorithm. Therefore, the FCM algorithm is described in detail.

Supposed that the data sample set X ¼ x1; x2; . . .; xnf g � Rs is an s-dimensional
data set in Euclidean space, n is the number of samples. Where xi contains the s di-
mensions, which is expressed as xi ¼ x1i ; . . .; x

d
i ; . . .; x

s
i

� �
. FCM algorithm divides

X into C classes (2�C� n), and has C cluster centers V ¼ v1; v2; . . .; vcf g. Thus, FCM
algorithm can be expressed as the following mathematical programming matters:

Minimize J X;U;Vð Þ ¼
Xn

j¼1

Xc

i¼1
uij
� �m

xj � vi
�� ��2 ð1Þ

And satisfied

Xc

i¼1
uij ¼ 1 j ¼ 1; 2; � � � ; nð Þ ð2Þ
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Where uij is the membership degree of data sample xj belonging to a certain class i.
U ¼ ðuijÞc�n is the fuzzy partition matrix. The value of membership degree of each data
sample relative to each cluster can be found from the fuzzy partition matrix. The
similarity between the data sample xj and the class center of the class i is calculated by
Euclidean distance, which is recorded as dij ¼ xj � vi

�� ��. m is the fuzzy weight index,
also known as the fuzzy factor. m is mainly used to adjust the fuzzy degree of the fuzzy
partition matrix.

The specific steps of the algorithm are as follows.

Step 1: We set the number of clusters C and the fuzzy factor m (usually 1.5 to 2.5),
We initialize the membership matrix U cð Þ c ¼ 0ð Þ, and make it satisfy the Eq. (2);
Step 2: The cluster center V cþ 1ð Þ ¼ v1; v2; . . .; vcf g is updated according to Eq. (3);

v cþ 1ð Þ
i ¼

Pn
j¼1ðu cð Þ

ij Þm � xjPn
j¼1ðu cð Þ

ij Þm
; i ¼ 1; 2; . . .; c ð3Þ

Step 3: The membership matrix U cþ 1ð Þ ¼ ðuijÞc�n is updated according to Eq. (4);

u cþ 1ð Þ
ij ¼ ½

Xc

k¼1

xj � vi
�� ��2 cð Þ

xj � vk
�� ��2 cð Þ

 ! 2
m�1

��1; i ¼ 1; 2; . . .; c; j ¼ 1; 2; . . .; n ð4Þ

Step 4: We calculate e ¼ U cþ 1ð Þ � U cð Þ�� ��. If e� g (g is the threshold, generally
0.001 to 0.01), then the algorithm stops; Otherwise, c ¼ cþ 1, go to Step 2.
Step 5: The samples are classified and output according to the final membership
matrix U. If the sample xj satisfies uij [ ukj, then xj is classified into the i-th cluster,
where uij represents the membership degree of the sample xj to the cluster center vi.

The FCM algorithm [24] is a point-by-point iterative clustering algorithm based on
the sum of squared errors as a criterion function. This iterative process starts from a
random cluster center. In order to find the minimum value of the objective function
J X;U;Vð Þ, the cluster center V and the membership matrix U are iteratively calculated
by Eq. (3) and Eq. (4). Therefore, the value of the objective function J X;U;Vð Þ is
continuously reduced until the value is minimized. Generally, the convergence con-
dition of the algorithm is that the difference between the objective functions of two
iterations is less than the threshold g, or the specified number of iterations is reached.
When the objective function is minimized, the final clustering result of the data samples
is obtained, that is, the cluster center V and the membership matrix U after the fuzzy
division. Then the purpose of determining the sample category is achieved.
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3 Fuzzy C-means Clustering Algorithm Based on Local
Density (LD-FCM)

3.1 Selection of Initial Cluster Center

The traditional FCM clustering algorithm is a sort of local optimal search algorithm.
FCM algorithm has some imperfections, such as being sensitive to the initial cluster
center and tending to be trapped in the local optimal solution. The random selection of
the initial cluster center of the FCM algorithm will lead to the unstable clustering
results that are different each time. Therefore, the effect of the clustering may not be
best every time, which limits the application of the algorithm. In order to solve the
above problems, the paper improve the selection of initial cluster centers in the FCM
algorithm. We propose a novel fuzzy C-means clustering algorithm based on local
density (LD-FCM). LD-FCM algorithm calculates the local density qi of all sample
points in the algorithm and select the sample point with the local maximum density as
the initial cluster center by using the distance matrix D and the distance threshold a in
each iteration. In this way, the selection of the initial cluster center not only ensures the
compactness of the objects in the same cluster, but also ensures the separation of the
cluster centers [25]. The specific improvements on the selection of the initial cluster
center are as follows:

Supposed that the data sample set X ¼ x1; x2; . . .; xnf g � Rs is an s-dimensional
data set in Euclidean space, n is the number of samples. Where xi contains the s di-
mensions, which is expressed as xi ¼ x1i ; . . .; x

d
i ; . . .; x

s
i

� �
. LD-FCM algorithm divides

X into C classes (2�C� n), and has C cluster centers V ¼ v1; v2; . . .; vcf g.
Step 1: Calculate the distance between any two samples according to Euclidean
Distance Eq. (5), and generate a distance matrix D

dij ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXs

d¼1
xdi � xdj
� 	2r

ð5Þ

Step 2: Calculate the local density qi of the data object xi according to Eq. (6)

qi ¼
X

xj2X v dij � dc
� � ð6Þ

Where dc represents the truncation distance. v xð Þ ¼ 1; x� 0
0; x[ 0



, the meaning of

this equation is to count the number of data points whose distance to the i-th data
point is less than the truncation distance dc, and use it as the local density of the i-th
data point.
Step 3: Arrange the local density of each sample point from large to small:
qi [ qj [ qk [ � � � [ qn, and take the sample point with the local maximum
density qi as the first cluster center v1.
Step 4: Select the distance threshold a, then find all samples whose distance from
the first cluster center v1 is greater than a by using the distance matrix D. And select
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the sample point with the highest local density among these samples as the second
cluster center v2.
Step 5: Similarly, find all samples whose distance from the found sample points is
greater than a in the remaining samples, and select the sample point with the highest
local density among these samples as the third cluster center v3.
Step 6: Repeat Step 5 until C clusters are found. In this way, C initial cluster centers
will be obtained.

3.2 The LD-FCM Algorithm

LD-FCM clustering algorithm is divided into two stages. In the first stage, the method
of local maximum density and the distance threshold a are used to select the initial
cluster center. In the second stage, the FCM algorithm is performed with the initial
cluster center that obtained in the first stage. The specific steps of the LD-FCM
algorithm are as follows.

Step 1: Calculate the distance between any two samples according to Euclidean
Distance Eq. (5), and generate a distance matrix D;
Step 2: Calculate the local density qi of the data object xi according to Eq. (6).
Arrange the local density of each sample point from large to small:
qi [ qj [ qk [ � � � [ qn, and take the sample point with the highest local density
qi as the first cluster center v1;
Step 3: Select the distance threshold a (a[ 0), then find all samples whose distance
from the first cluster center v1 is greater than a by using the distance matrix D. And
select the sample point with the highest local density among these samples as the
second cluster center v2;
Step 4: Similarly, find all samples whose distance from the found sample points is
greater than a in the remaining samples, and select the sample point with the highest
local density among these samples as the third cluster center v3;
Step 5: Repeat Step 4 until C clusters are found. In this way, C initial cluster centers
viðkÞ; ði ¼ 1; 2; . . .;CÞ iterations will be obtained;
Step 6: Set the number of iterations k = 1, and use the result of Step 5 as the initial
cluster center viðkÞ; ði ¼ 1; 2; . . .;CÞ;
Step 7: The membership matrix U cþ 1ð Þ ¼ ðuijÞc�n (i = 1, …, c, j = 1, …, n) is
updated according to initial cluster center vi kð Þ and Eq. (4);
Step 8: The cluster center V cþ 1ð Þ ¼ v1; v2; . . .; vcf g is updated according to Eq. (3);
Step 9: We calculate e ¼ U cþ 1ð Þ � U cð Þ�� ��. If e� g (g is the threshold, generally
0.001 to 0.01), then the algorithm stops; Otherwise, c ¼ cþ 1, go to Step 7.
Step 10: The samples are classified and output according to the final membership
matrix U. If the sample xj satisfies uij [ ukj, then xj is classified into the i-th cluster,
where uij represents the membership degree of the sample xj to the cluster center vi.
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4 Results

In order to test the effect of the LD-FCM algorithm, we have used several artificial
datasets and real datasets in UCI for experiments. We also compared the LD-FCM
algorithm proposed in this paper with FCM algorithm, K-means algorithm, DBSCAN
(Density-Based Spatial Clustering of Applications with Noise) algorithm and DP-FCM
(Density peak-based FCM) algorithm. The K-means algorithm and the DBSCAN
algorithm are classic algorithms in the partition-based clustering algorithm and the
density-based clustering algorithm, respectively. In the K-means [26] algorithm, each
cluster is represented by the mean of the objects in the corresponding cluster. However,
K-means algorithm can only obtain local optimal solution by adopting iterative algo-
rithms. In addition, K-means algorithm work well when analyzing small and medium-
sized data sets to find circular or spherical clusters. But K-means algorithm perform
poorly when analyzing large-scale data sets or complex data types, so they need to be
extended [27–29]. DBSCAN [30] algorithm derives the maximum density connected
set according to the density reachability relationship, which is a category or cluster for
our final clustering. DBSCAN algorithm can divide areas with enough density into
clusters, and find clusters of arbitrary shape in the spatial database with noise [31]. The
DP-FCM algorithm is proposed by Liu et al. [19]. Firstly, DPC algorithm is used to
automatically select the center and number of clusters, and then FCM algorithm is used
to realize clustering.

4.1 The Datasets and Evaluation Indexes of Experiment

The information of the experimental datasets is shown in Table 1 and Table 2, where
Table 1 is artificial datasets and Table 2 is a real datasets in UCI [32]. These datasets
have some discrimination in the number of attributes and the number of clusters.

Table 1. Description of the artificial datasets.

Dataset Size Attribute Number of class

Set 5000 2 15
R15 600 2 15
Shape 1000 2 4
Sizes 1000 2 4
Twenty 1000 2 20
Target 770 2 6
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Table 2. Description of the real datasets in UCI.

Dataset Size Attribute Number of class

Iris 150 4 3
Aggregation 788 2 7
Wine 178 13 3
Pima 768 8 2
Compound 399 2 6
Seeds 210 7 3
Wingnut 1016 2 2
Glass 214 10 7

The evaluation indexes of the experimental results are Accuracy, NMI (Normalized
Mutual Information) and ARI (Adjusted Rand index) [33, 34]. Accuracy is the number
of right samples divided by the total number of samples. NMI is an information
measure in information theory, and its value range is [0, 1]. ARI is the goodness of fit
which measures the distribution of two data, and its value range is [−1, 1]. The larger
the values of the three evaluation indexes are, the better the clustering result is. Their
definitions are as follows.

ACC ¼
Pk

i¼1 ai
Uj j ð7Þ

Where K is the number of clusters, ai is the number of samples correctly classified into
Ci, and U is the all samples.

I X; Yð Þ ¼
Xk að Þ

h¼1

Xk bð Þ
l¼1

nh�llog
n � nh�l
n að Þ
h nbl

 !
ð8Þ

H Xð Þ ¼
Xk að Þ

h¼1
n að Þ
h log

n að Þ
h

n
ð9Þ

H Yð Þ ¼
Xk bð Þ

l¼1
n bð Þ
l log

n bð Þ
l

n
ð10Þ

NMI X; Yð Þ ¼ I X; Yð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
H Xð ÞH Yð Þp ð11Þ

Where X and Y are the random variables, I(X; Y) represents the mutual information of
two variables, and H(X) is the entropy of X.

RI ¼ aþ b

Cnsamples
2

ð12Þ
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ARI ¼ RI � E RIj j
max RIð Þ � E RIj j ð13Þ

Where C is the actual category information. K is the clustering result. a represents the
logarithms of elements of the same categories in both C and K. b represents the
logarithms of elements of the different categories in both C and K. Cnsamples

2 represents
the logarithm that can be formed in the datasets. RI represents the Rand index. E is the
expectation. max() is the function to find the maximum value.

4.2 Results on the Artificial Datasets

As shown in Fig. 1(a)–(f), it shows the clustering results of the LD-FCM algorithm on
six different artificial datasets. The datasets including Set, R15, Shape, Sizes, Twenty
and Target. Figure 1 shows that the LD-FCM algorithm can correctly cluster the
datasets with spherical or elliptical shapes. The experimental results show that the LD-
FCM algorithm is very effective in seeking clusters with any shape, density, distri-
bution and number. LD-FCM algorithm solves the disadvantages of the original
algorithm. LD-FCM algorithm can reasonably select the initial cluster center, then
correctly calculate the membership of each sample, and each clustering result is rela-
tively stable.

(a) Set (b) R15 (c) Shape

(d) Sizes (e) Twenty (f) Target

Fig. 1. Clustering result graph.
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4.3 Results on the Real Datasets in UCI

The experimental results of the real datasets in UCI are shown in Table 3, Table 4 and
Table 5. These tables show the Accuracy, NMI and ARI of each clustering result in
every algorithm. The experimental results are showed by the way of percentages. The
numbers highlighted in bold in the three tables indicate the best performance in the
evaluation aspect.

Table 3. Comparison of accuracy of clustering algorithms.

Dataset K-means (%) DBSCAN (%) FCM (%) DP-FCM (%) LD-FCM (%)

Iris 74.56 63.45 89.33 91.33 91.69
Aggregation 69.25 77.23 64.34 92.21 80.25
Wine 67.93 75.74 70.79 70.79 95.50
Pima 65.84 65.21 66.66 65.12 69.34
Compound 65.77 63.34 61.74 65.91 66.79
Seeds 90.56 62.85 87.22 87.27 90.47
Wingnut 93.24 92.58 92.08 98.43 95.29
Glass 83.42 80.33 79.85 85.49 85.83

Table 4. Comparison of NMI of clustering algorithms.

Dataset K-means (%) DBSCAN (%) FCM (%) DP-FCM (%) LD-FCM (%)

Iris 70.93 72.19 70.21 74.96 73.03
Aggregation 76.22 79.69 73.35 82.99 83.15
Wine 79.04 80.31 71.20 38.33 84.35
Pima 1.84 2.06 1.29 4.05 3.97
Compound 69.22 66.15 67.23 70.03 70.12
Seeds 70.03 56.83 60.52 61.51 67.35
Wingnut 81.92 86.22 67.88 85.73 73.92
Glass 63.22 65.83 29.14 40.27 47.32

Table 5. Comparison of ARI of clustering algorithms.

Dataset K-means (%) DBSCAN (%) FCM (%) DP-FCM (%) LD-FCM (%)

Iris 70.83 62.32 70.02 74.64 72.49
Aggregation 70.04 76.21 57.15 83.62 71.34
Wine 76.35 60.06 79.22 37.21 84.97
Pima 3.97 3.22 5.93 9.32 10.69
Compound 50.94 32.72 50.01 51.99 52.72
Seeds 70.65 48.67 70.40 64.29 71.62
Wingnut 92.29 81.03 73.21 90.87 77.01
Glass 37.76 42.22 16.67 33.73 34.11
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Based on the three evaluation indicators, it can be found that the clustering results
of the LD-FCM algorithm are generally better than the other four algorithms. LD-FCM
algorithm can effectively cluster the data set and produces improved clustering results.
For datasets with a large number of clusters and high dimensions, the LD-FCM
algorithm can still effectively cluster the datasets. In addition, when there are many
noise samples in the data set and the boundaries between clusters are not clear, the LD-
FCM algorithm is more suitable, which also proves the effectiveness of the LD-FCM
algorithm.

Table 6 shows the time performance of each algorithm on different datasets. From
the experimental results, we can see that the algorithm in this paper inherits the time
advantage of FCM algorithm, and running time takes less time than other algorithms,
so it has some advantages in both running time and memory consumption.

5 Conclusion

Firstly, this paper introduces the concepts of fuzzy clustering. The principle of fuzzy C-
means clustering algorithm is explained. Considering that the selection of the initial
cluster center of the traditional FCM clustering algorithm is random, which will lead to
the unstable clustering results and the clustering effect may not be the best each time. In
order to solve the above problems, a novel fuzzy C-means clustering algorithm based
on local density is proposed in this paper. This algorithm uses the local maximum
density of sample points to improve the selection of the initial cluster center, which
reduces the number of iterations and avoids falling into a local optimal solution.
Through specific experiments, better clustering results are obtained by using artificial
datasets. The real datasets in UCI were used to analyze the algorithm from three
evaluation indexes about Accuracy, NMI, ARI and running time of real datasets. The
experimental results show that the LD-FCM algorithm is better than FCM algorithm,
K-means algorithm, DBSCAN algorithm and DP-FCM algorithm. Running time of
LD-FCM algorithm takes less time than other algorithms. Therefore, it can be con-
cluded that the LD-FCM algorithm has good effectiveness and robustness.

Table 6. Comparison of running time of clustering algorithms (seconds/s).

Dataset K-means (%) DBSCAN (%) FCM (%) DP-FCM (%) LD-FCM (%)

Iris 0.059 0.565 0.148 0.884 0.032
Aggregation 0.309 1.016 2.602 3.068 0.059
Wine 0.098 0.832 0.168 1.203 0.032
Pima 0.223 1.457 0.372 1.776 0.099
Compound 0.984 5.223 0.564 4.251 0.090
Seeds 0.122 0.973 0.164 0.932 0.074
Wingnut 0.159 1.006 0.439 2.041 0.197
Glass 8.722 10.021 0.313 0.806 0.912
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Abstract. Linear discriminant analysis (LDA) is one of the most clas-
sical linear projection techniques for feature extraction, widely used in
kinds of fields. Classical LDA is contributed to finding an optimal projec-
tion subspace that can maximize the between-class scatter and minimize
the average within-class scatter of each class. However, the class sepa-
ration problem always exists and classical LDA can not guarantee that
the within-class scatter of each class get its minimum. In this paper, we
proposed the k-classifiers method, which can reduce every within-class
scatter of classes respectively and alleviate the class separation problem.
This method will be applied in LDA and Norm LDA and achieve sig-
nificant improvement. Extensive experiments performed on MNIST data
sets demonstrate the effectiveness of k-classifiers.

Keywords: Linear discriminant analysis · Class separation problem ·
Within-class scatter

1 Introduction

Linear discriminant analysis (LDA) is one of the most popular linear dimension
reduction (LDR) and feature extraction methods, which has been widely used in
kinds of fields, such as face recognition, cancer classification and text document
classification [9]. It is a supervised learning technique that finds an orientation
W to project the feature vectors from the original sample space to a lower
space in such a way that maximizes the between-class scatter and minimizes the
within-class scatter simultaneously.

LDA was first proposed by Fisher (FLDA) [2] to solve the binary classifica-
tion problem and then was generalized by Rao [6] to multiple classes. Although
LDA is a classical LDR method, it still suffers from the class separation prob-
lem, close class pairs tend to mix up in the subspace. For a K-class problem, the
Fisher criterion is actually decomposed into pairwise Fisher criteria under cer-
tain assumptions [5]. Conventional LDA seeks to maximize the average pairwise
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distance between class means and minimize the average within-class pairwise dis-
tance over all classes. It is, in fact, desirable for every pairwise distance between
two class means to be as large as possible and every within-class pairwise dis-
tance to be as small as possible. There are three main kinds of methods used to
relieve the class separation problem. First, it is the optimal choice to design a
Bayes optimal criterion for general multi-class discriminative dimension reduc-
tion [3,7,12]. However, this kind of method is quite difficult, as the Bayes error
cannot be expressed analytically [3]. Second, many weighting methods have been
proposed. In these methods, approximate weights are introduced into FLDA
[1,5,10]. Whereas, the above weights methods cannot address the problem thor-
oughly. Lastly, the max-min methods have also been applied to solve the Class
separation problem. These methods focus on maximizing the minimum pairwise
between-class distance of all classes in the projected subspace [1,8,13].

The methods above almost all focus on how to make the pairwise distance
larger and larger, and they all ignore reducing each within-class pairwise distance
except WLDA [13]. However, for WLDA, only the maximum within-class scatter
is minimized. We propose a novel method called k-classifiers to reduce every
within-class scatter respectively and the method is applied in LDA and Norm
LDA to improve their corresponding classification performance in this paper.
For LDA, k-classifiers method can make every within-class of each class smaller
as far as possible. For Norm LDA, k-classifiers method can make the scatter
of orientation in maximum scatter smaller as far as possible. The difference
of k-classifiers method in LDA and Norm LDA depends on its own geometric
meaning. Norm LDA is an LDA method which based on different criterion refer
to Sect. 2.2.

The rest of the paper is organized as follows: Sect. 2 introduces briefly FLDA
and Norm LDA. The idea of k-classifiers and the corresponding classification
strategy are presented in Sect. 3. The experiments are presented in Sect. 4.
Finally, we give conclusions and future work in Sect. 5.

2 Related Work

In this section, we briefly review two supervised dimensionality reduction meth-
ods, i.e., LDA and Norm LDA, which is the basis of the proposed method.

2.1 Classical LDA

Given a set of data containing C classes {Zi}Ci=1, with each class consisting
of a number of samples: Zi = {zij}Ci

j=1, a total of N =
∑C

i=1 Ni samples are
available in the set. Each sample is represented as a column vector of length n,
i.e. zij ∈ Rn, where Rn denotes the n-dimensional real space. We can define the
within-class scatter Sw and between-class scatter Sb as follow:

Sw =
1
N

C∑

i=1

∑

x∈Zi

(x − mi)(x − mi)T , (1)
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Sb =
1
N

C∑

i=1

(mi − m)(mi − m)T , (2)

where mi = 1
Ni

∑
x∈Zi

x is the mean of the samples in class Zi, and m =
1
N

∑
x∈Z x is the mean of all the samples.

For multi-class problem, based on maximizing the between-class scatter and
minimizing the within-class scatter simultaneously, the trace ratio criterion is
proposed naturally:

W = arg max
W

trace(WTSbW )
trace(WTSwW )

. (3)

In fact, there does not exist a closed-form solution for the trace ratio criterion
[11]. For easy to solve, a suboptimal substitute of the trace ratio criterion has
been proposed, which called determinant ratio (ratio trace):

W = arg max
W

|WTSbW |
|WTSwW | . (4)

Solving the above criterion with the Lagrange equation, we can find that
the basis vectors W correspond to the first M eigenvectors with the largest
eigenvalues of (S−1

w Sb), when Sw is non-singular.

2.2 Norm LDA

As we all know, the conventional criterion or the criterion having the similar
geometric meaning with conventional criterion can’t always get the optimal per-
formance in all database. Since Sw and Sb are positive semi-definite, we can
always find Q and R such that Sw = QQT and Sb = RRT . A series of objective
functions can be represented as:

J(W ) = arg max
W

‖ (WTR)T ‖
‖ (WTQ)T ‖ , (5)

where ‖ · ‖ is a sub-multiplicative and unitary invariant matrix norm, i.e. ‖
AB ‖≤‖ A ‖‖ B ‖ with A and B being any compatible matrix, and ‖ AB ‖=‖
B ‖ with B being any unitary matrix.

By using the F-norm, the objective (5) is equivalent to:

trace(WTSbW )
trace(WTSwW )

=
‖ (WTR)T ‖
‖ (WTQ)T ‖ , (6)

Which is the trace ratio of WSbW
T and WSwWT .

By using the 2-norm, the objective (5) becomes:

J(W ) = arg max
W

‖ (WTR)T ‖2
‖ (WTQ)T ‖2 , (7)

Which is the ratio between the largest eigenvalue of WSbW
T and WSwWT .
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We can also define the objective function by using mixed norms, i.e.

J(W ) = arg max
W

‖ (WTR)T ‖F
‖ (WTQ)T ‖2 . (8)

Q can be decomposed by singular value decomposition (SVD) as:

Q = UΣV T , (9)

where UUT = In × n, V V T = In × n.
Without loss of generality, we set W = UΣ−W̃ . Then we can get the unified

analytical solution to the objective function (7) and (8), W = UΣ−. However, it
is not the solution to the objective function (6). We should emphasize that this
unified analytical solution is only a projection and will not reduce the dimension
of the feature space, and thus, we should conduct PCA to reduce dimensional-
ity before using this method when the SSS problem occurs. According to the
geometric meanings of SVD and eigenvalue, the distribution of discriminant
information in each feature generated by Norm LDA is more uniform than in
LDA. i.e. W ∈ Rn × n, and any W �= UΣ− results in

J(W ) ≤ J(UΣ−). (10)

As we know many LDA methods reduce the dimension of the feature space
through the linear projection. Nevertheless, it is apparent that any W with
m < n cannot deliver a better result than W = UΣ− in sense of Eqs. (7)
and (8).

3 Method

As formulated in Eq. (3), LDA simultaneously seeks to maximize the average of
between-class scatter of each two classes and minimize the average within-class
scatter of each all classes. However, the Fisher criterion cannot guarantee class
separation since within-class scatter matrixes of each class are different. In this
section, k-classifiers method is proposed to ensure the every within-class scatter
as smaller as possible by designing k criterion according to k classes.

3.1 k-Classifiers Method

Methods about LDA proposed in the above literatures all contain just one pro-
jection orientation. They cannot diminish every within-class scatter matrix as far
as possible. When the k-classifiers method is applied into LDA, the k criterions
can be got corresponding to k within-class scatter matrixes as follow:

F (Wi) = arg max
Wi

|WT
i SbWi|

|WT
i SwiWi| , (11)

where i = 1, 2, ..., k. Inspired by the solution in Sect. 2.1, i-th (1 ≤ i ≤ k)
criterion can be solved and we can find that when Swi is non-singular, the basis
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vectors Wi correspond to the first M eigenvectors with the largest eigenvalues
of (S−1

w Sb). According to the geometric meaning of the above criterion, we can
find that for LDA, k-classifiers method can make the every within-class of each
class smaller as far as possible.

When the k-classifiers is applied into Norm LDA, we can obtain k criterions
as follow:

J(Wi) = arg max
Wi

‖ (WT
i R)T ‖

‖ (WT
i Q)T ‖ , (12)

where i = 1, 2, ..., k. By the method proposed in Sect. 2.2, we can solve the
above k criterions. The i -th optimal projection matrixes can be calculated and
Wi = Σ−

i Ui.
By the prove in the Sect. 2.2, we can work out that any Wi �= Σ−

i Ui results
in J(Wi) ≤ J(UiΣ

−
1 ). We can define k classifiers by the k optimal projection

matrixes according to the geometric meaning of 2-Norm and the above criterion,
it’s obvious that for Norm LDA, k-classifiers method can make the scatter of
orientation in maximum scatter smaller as far as possible.

Similarly, this method also can be applied to many other methods proposed
in the literature.

3.2 Classification Strategy

Assuming normal distribution for each class with the common covariance matrix,
classification based on maximum likelihood estimation results in a nearest class
centroid rule. Assuming equal prior for all classes for simplicity, a test point y
is classified as class j if

‖ WT
j (y − cj) ‖2F (13)

is minimized over j = 1,...,k. It can be shown as:

arg maxj{‖ WT
j (y − cj) ‖2F }, (14)

where Wj is the optimal projection matrix corresponding to LDA and Norm
LDA and cj is described as follows, i = 1, 2, ..., k:

cj =
1
Ni

∑

x∈zi

WT
i x. (15)

Classifier can be built based on Eq. (14). The applications of k-classifiers
method in LDA and Norm LDA are described as follows:

1. Calculate the k optimal projection places of LDA and Norm LDA from train
data by the (S−

wiSb) and Σ−
i Ui respectively.

2. Project i-th class into i-th place and the center of i-th class in i-th place is
achieved, i = 1, 2, ..., k.

3. For a test point y, the j-th distance between y and the each j-th class in the
corresponding place can be calculated by Eq. (13).

4. Classifiers can be built by the Eq. (14). If the j-th distance is the minimum
of k distances, then the point y belongs to j-th class.
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4 Experiment

In order to demonstrate the effectiveness of the proposed fault diagnosis method,
the MNIST database is used.

4.1 Experiments on the MNIST Database

The MNIST database [4] of handwritten digits is a widely known benchmark that
consists of a training set of 60,000 examples, and a test set of 10,000 examples.

In this experiment, we conduct PCA firstly to reduce the dimension. Then we
select the training set to calculate the optimal projection matrixes corresponding
to four methods. The dimensionality of the subspace generated by LDA is at most
k − 1, which depends on the rank of the between-class scatter matrix. When the
dimension reduced by PCA is less than nine-dimensional, LDA will not be used as
a dimension reduction method, and it just as a projection method. Otherwise, the
subspace generated by LDA will be a nine-dimensional space. Lastly, classifiers
corresponding to four methods will be designed based on the methods proposed
in Sect. 2. We repeat the experiment 20 times, and the average classification
accuracy rates have been shown in Fig. 1.
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Fig. 1. Average classification accuracy rates on the MNIST database

Figure 1 shows that on the whole, the methods with k-classifiers obtain better
classification results than the methods with 1 classifier. So, the application of
k-classifiers is very successful and k-classifiers can actually alleviate the Class
separation problem. We can conclude that decreasing the within-class scatter
of each class by the k-classifiers method can actually improve the classification
performance. It is also obvious that Norm LDA is a little better than LDA in
both low and high dimension, under this kind of data distribution.
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4.2 Experimental Result Analysis

We summarize the observations from the above experiments and then make the
analysis as follows:

(1) On the whole, the method of Norm LDA with k-classifiers outperforms
the other three methods in the high dimension, and sometimes in the low
dimension. LDA emphasizes the increase of determinant ratio between-class
scatter and average within-class scatter of each class. Norm LDA devotes to
increasing the ratio between the largest eigenvalue of between-class scatter
and average within-class scatter of each class. For some datasets, Norm LDA
is more suitable than LDA.

(2) The application of k-classifiers in Norm LDA is very successful. When the
method of k-classifiers is applied in LDA, the method of LDA with k-
classifiers is better than LDA with 1 classifier in both low and high dimen-
sions. Norm LDA and LDA emphasize the equal decrease of within-class
scatter of each class. The combination of k-classifiers and LDA, Norm LDA
is devoting to the reduction of the within-class scatter of each class. As a
result, on the whole, methods with k-classifiers can have a better perfor-
mance.

5 Conclusions and Future Work

The class separation problem occurring in LDA has been continuously studied
in recent years. Many ideas have been applied in LDA to improve its perfor-
mance, including weights schemes, max-min, and Bayes optimal criterion. The
application of weights schemes and max-min methods all ignored the importance
of decreasing every within-class scatter. In this paper, we present a k-classifiers
method to reduce every within-class pairwise. We also apply k-classifiers method
into LDA and Norm LDA. Based on the MNIST handwriting database, we have
demonstrated that the applications of k-classifiers method in LDA and Norm
LDA are very successful.

There is still room to improve the classification performance. We can put
the max-min ideas and weights schemes into our method to make every pairwise
distance between two classes as larger as possible, and make within-class scatter
of every class as smaller as possible.
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dation (No. 2017M621862) and Jiangsu Planned Projects for Postdoctoral Research
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Abstract. A multi-label classification method of short text based on similarity
graph and restart random walk model is proposed. Firstly, the similarity graph is
created by using data and labels as the node, and the weights on the edges are
calculated through an external knowledge, so the initial matching degree of
between the sample and the label set is obtained. After that, we build a label
dependency graph with labels as vertices, and using the previous matching degree
as the initial prediction value to calculate the relationship between the sample and
each node until the probability distribution becomes stable. Finally, the obtained
relationship vector is the label probability distribution vector of the sample pre-
dicted by the method in this paper. Experimental results show that we provides a
more efficient and reliable multi-label short-text classification algorithm.

Keywords: Multi-label classification � Short text � Similarity graph � Restart
random walk � WordNet

1 Introduction

Traditional single-label classification learning means that each sample has a unique
category label, where each label belongs to a mutually exclusive label set L(|L| > 1).
However, In practical applications, usually a sample belong to multiple categories at
the same time, we call such data as multi-label data [1]. For example, a news report can
could be classified into “entertainment” and “technologies”, simultaneously. A movie
can be both an “action movie” and a “thriller”. The multi-label classification is sig-
nificantly different from the traditional single-label classification. The correlation and
co-occurrence between categories lead to those existed single-label classification
method cannot be directly applied to the multi-label classification problem. But also
multi-label classification is gradually becoming the current research hotspot and dif-
ficulty, especially in the fields of text classification, gene function classification, image
semantic annotation, etc.

Researchers is finding the optimal classification algorithm to improve the classi-
fication accuracy of multi-label data. There are two most common ideas for multi-label
classification [2]. One is to convert multi-label dataset into single-label dataset, and
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then apply traditional data classification algorithm to them (abbreviated as PT). Binary
Relevance (BR) [3] is a typical PT method. BR considers the prediction of each label as
an independent single classification problem, and designs an independent classifier for
each label, and trains each classifier using all training data. However, it ignores the
interrelationships between tags, and often fails to achieve satisfying classification
performance. Guo [4] propose a improved binary relevance algorithm, it sets two layers
to decompose the multi-label classification problem into L-independent binary classi-
fication problems respectively. Liu [5] propose a classifier chain algorithm based on
dynamic programming and greedy classifier chain algorithm to search for global
optimal labels, which compensated for the Classifier Chain algorithm (CC) defects
sensitive to label selection [6]. Label Powerset (LP) [7] encodes every label permu-
tation as a binary number and obtains new labels. Another idea is to modify existing
single-label learning algorithm to solve multi-label learning problem. For example, the
MLkNN algorithm calculates the prior probability of each label through statistics in the
label set, and the probability of the sample with labeled and no label, and then predicts
whether the sample has label [8]. Tsoumakas [9] proposed the Random k-Labelsets
method to decompose the initial label set into several small random subsets, and use the
Label Powerset algorithm to train the classifier. In addition, other researchers have also
used various methods for multi-label classification research [10–13]. In the data pre-
diction training process, the existing multi-label classification algorithms either ignore
the interdependence between category labels, or ignore the important influence of
initial features on the predicted value, and even add these tags to the original features as
an additional function. It makes the feature set that has a very high dimension more
complicated. Even if the dependency relationship between category labels is fully
utilized, the multi-label classification algorithm ignores the initial prediction value
between the label set and the training set, it maks the multi-label classification
inaccurate.

We propose a multi-label short-text classification algorithm which combines the
similarity graph and the restart random walk model (abbreviated as SGaRW). On the
one hand, the similarity graph is used to calculate the original relationship between the
text and the labels, and on the other hand, we utilize the restarted random walk model
to calculate the potential semantic relationships between the labels and the labels.
Finally, reasonable fusion is performed to make multi-label classification result more
accurate.

2 Preliminary and Background

We review the existing basic concepts and define the problem of multi-label classifi-
cation in this section.

2.1 Multi-label Classification

Fundamentally, multi-label classification can be considered as a label ranking problem
[14, 15]. This correlation is scored based on the correlation between the test sample and
each category label, and then the label to which the sample belongs is determined based
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on the score value. Assume that X ¼ x1; x2; . . .; xnf g indicates the sample set, Y ¼
y1; y2; . . .; ymf g is label set, and D ¼ xi; Yið Þj1� i� nf g is dataset, Yi � Y is label set

of the sample xi. Thus prediction of the label for sample x could be expressed as
following vector H(x).

HðxÞ ¼ ðh1ðxÞ; � � � ; hiðxÞ; � � � ; hmðxÞÞ ð1Þ

In the vector, hi xð Þ 2 [0,1] describes relevancy between sample x and label yi.
Multi-label classification is to achieve a classifier h: X ! 2Y using training data. Given
new sample x, the classifier can predict label set of the sample x subsumes. Therefore,
multi-label classification is to seek an optimal classification algorithm to construct a
high-precision score vector H(x) to achieve the purpose of accurate classification.

2.2 Similarity Graph

Similarity graph [16, 17] built based on WordNet is a directed weighted graph G = (V,
E) is used to calculate semantic similarity among nodes in the graph, V = {itemsset,
senseset}, itemsset is a collection of nodes (item) that represent words, senseset is a set
composed of nodes (sense) that represent senses. According to the corresponding
relationship between them, a directed edges <vi, vj> is added between two sense nodes,
or between an item and a sense, or between two items. weight on the edge is signed as
wij, wij represents the probability of thinking of the node vj definitely when seeing the
current node vi, therefore, the weight wij reflects a conditional probability. So the
similarity graph can be called a probability graph.

document with 100 non-noise words with the word adventure  appearing 2 
times and the word thrilling  appearing 1 time

A wild and exciting undertaking lawful

Something that people do or cause to happen

Fig. 1. Similarity graph
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Such as the similarity graph shown in Fig. 1, itemsset = {adventure, thrilling,
action}, senseset = {“a wild and exciting undertaking lawful”, “take a risk in the hope
of …”, “something that people do or cause to happen”}. In WordNet, the word “ad-
venture” has two meanings in total, the using frequency of the first meaning is 0.92,
and using frequency of the second meaning is 0.08, so the weight from the item node
“adventure” to the first sense node “a wild and exciting undertaking lawful” is 0.92,
which means that the probability that someone is interested in the first meaning after
seeing the word “adventure” is 0.92. In turn, The weight from sense node “a wild and
exciting undertaking lawful” to item node “adventure” is 1, which means that someone
must think of the word “adventure” when they see either “a wild and exciting
undertaking lawful” or “take a risk in the hope of …”.

3 Implement Multi-label Classification of Short Text

Implementing multi-label classification of text is divided into two stages in this paper.
At the first step, we create a similarity graph based on the text content, and calculates
the original relationship between the text and the label set, which is the initial predicted
value H(x). In the second phase, a label dependency graph is constructed and the restart
random walk algorithm is performed on this graph to mine the potential semantic
relationships between the labels. When the algorithm converges, we can obtain a vector
consisting of the probability that the text belongs to each label, so we get labels which
belong to the text.

3.1 Calculate Initial Association Between Sample and Labels

We consider short texts as sense nodes, map labels to item nodes, and create similarity
graph G1 = (V1, E1). Then affinity score between the text and the label on a directed
path can be defined as the product of the weights of all adjacent edges between the text
node and the label node on the path [18], as shown in formula (2):

affinityptðvdocjvlabelÞ ¼
Y

vi; vj 2 pt
ðvi; vjÞ 2 E1

PptðvijvjÞ ð2Þ

Where, affinitypt(vdoc|vlabel) is affinity score from vdoc to vlabel, nodes sequence
pt = <vdoc, … vi, vj, … vlabel> is a directed path from vdoc to vlabel, ppt(vi|vj) is weight
on the edge between vi and vj in G1, which support calculating affinity scores between
two nodes. According to Markov model, as the path length increases, the value of the
conditional probability decreases. The longer the path, the less evidence of an intimate
relationship between the two nodes.

We also know that there is more than one directed path from vdoc to vlabel in the
similarity graph G1. So affinity scores of the text-to-label on the entire graph G1 can be
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expressed as the sum of the affinity score on all directed paths between these two nodes.
Aff′(vdoc, vlabel) denote affinity scores in formula (3)

Aff 0ðvdoc; vlabelÞ ¼
X

affinityptðvdocjvlabelÞ ð3Þ

Due to the asymmetric nature of the affinity scores, the final affinity scores between
two nodes can be obtained by formula (4).

Aff vdoc; vlabelð Þ ¼ Aff 0ðvdoc; vlabelÞþAff 0ðvlabel; vdocÞ
2

ð4Þ

Treat the affinity scores between vdoc and vlabel as the correlation score hi(x) be-
tween sample x and label yi, That is:

hiðxÞ ¼ Aff x; yið Þ ð5Þ

Taking all the labels into account, we can get the correlation scores of the sample
x and all labels in label set Y, as shown in formula (6)

HðxÞ ¼ ½Aff x; y1ð Þ; . . .Aff x; yið Þ. . .Aff x; ymð Þ�T ð6Þ

3.2 Random Walk on Label Dependency Graph

3.2.1 Obtain Dependency Among Labels
We construct graph G2 = (V2, E2) to encode dependency among labels. Vertices in the
graph G2 represent labels in Y. If the label yi and yj mark the text x at the same time, add
an edge between yi and yj, and the weight wij is defined as the number of samples
labeled by labels yi and yj commonly:

wij ¼ xkjyi 2 xk ^ yj 2 xk
� ��� �� if i 6¼ j ð7Þ

The adjacency matrix is used to store graph G2 and m � m dimensional symmetric
matrix is obtained. Therefore, the obtained matrix after utilizing Eq. (8) to make it
asymmetric is represented as S, and its element sij is used to represent the jump
probability from label yi to label yj, mj is number of non-zero elements in the j-th
column.

sij ¼ wij

mj
ð8Þ

3.2.2 Restart Random Walk
Random walk with restart [19] is defined as Eq. (9), it starts from a random node to
retrieve graph. The retriever iteratively transmits to its neighborhood with the
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probability that is proportional to their edge weights, or it has some probability a to
return to the starting point, until the steady-state is reached.

Pi ¼ aSPi þð1� aÞH ð9Þ

Since prediction of every label can be delivered to other labels to some extent, label
prediction related to samples not only is determined by samples, but also could be
strengthened by other labels. We uses random walk model to predict multiple labels of
a sample. Additionally, initial probability between sample x and each label is defined
as 1/m.

PðYÞxð0Þ ¼ ½1m ; . . .; 1m�Tm
PðYÞðtþ 1Þ

x ¼ aSPðYÞðtÞx þð1� aÞHðxÞ

(
ð10Þ

P(Y)ðtÞx is probability distribution vector which represent the relationship between
the sample and each label at time t. S is probability transformation matrix. H(x) is
aforementioned initial prediction value vector of labels of sample x. The process
continues until P(Y)x converges. Prediction of the label is updated repeatedly,
dependency among labels could be utilized sufficiently.

4 Experimental Result and Analysis

In this section, we explain the means by which similarity graph and restart random
walk model are evaluated, whilst providing a description of the multi-label dataset and
other settings used in the experimental study. Finally, the experimental results on the
dataset and the statistical analysis are discussed.

4.1 Dataset

The data used in the experiment is English movie titles and overviews collected
manually, it is called Movies dataset. Dataset statistics is shown as Table 1, in which
label density equals to size of label set q divided by potential of the label set c,
indicating probability that a label appears.

4.2 Evaluation Metrics

Traditional single classification performance evaluation metrics, such as recall and
accuracy, cannot be used directly to evaluate the multiple-label classification perfor-
mance. Therefore, we use the following three metrics to measure the performance of
our method.

Table 1. Several statistical value

Dataset name Size Size of label set (q) Label density Size of elements in Y(c)

Movies 2000 14 0.212 2.972
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4.2.1 Hamming Loss
Hamming Loss [20] measures classification error based on single-label classification,
that is, labels that belong to the sample do not appear in the labels set, but labels that the
sample do not have appear. Smaller value means better performance of a classification
model. The best is when it is 0. It is defined as:

Hamming�lossðxi; yiÞ ¼ 1
Dj j

XD

i¼1

xorðxi; yiÞ
Lj j ð11Þ

|D| represents total number of samples. |L| represents total number of labels. xi and
yj represent prediction result and true label respectively.

4.2.2 Jaccard Index
Jaccard Index [21] measures how similar two sets are. It is defined as size of inter-
section divided by size of union. Bigger value means better performance of a classi-
fication model. It is defined as:

JaccardðA;BÞ ¼ A\Bj j
A[Bj j ð12Þ

4.2.3 Accuracy-Score
Accuracy-score [22] is used to compute accuracy of prediction. In multi-label classi-
fication, the function returns accuracy of subsets. The accuracy is 1 if entire prediction
labels are consistent with real labels, meaning it reaches the best performance, other-
wise is 0. It is defined as following:

accuracyðy; ŷÞ ¼ 1
Lj j
X Lj j

i¼1
1ðŷi ¼ yiÞ ð13Þ

ŷi is prediction value of the i-th sample and yi is corresponding real value.

4.3 Experimental Result and Analysis

Three experiments are designed to evaluate performance of algorithm of this paper on
multi-label text classification. (1) Analyze influence of different a on algorithm,
(2) Compare and analyze results by change the size of training set and test set v,
(3) Compare our algorithm with other algorithms.

Experiment 1. Analyze influence of different a on our method. Let a = 0.0001,
0.00007, 0.00004, 0.00001 to operate experiment respectively. From Table 2 we see
that three metrics reach all the largest when a = 0.00007, and the result is optimal at
this point. When a is larger than 0.00007 or smaller than 0.00007, the performance of
the algorithm tend to be poor. Generally speaking, influence of a on performance is
limited (not exceeds ±0.36%).
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Experiment 2. Use training set t and test set v of different sizes and analyze experi-
mental results. Use training set whose size is 300, 600, 900, 1200, 1500 and test set
whose size is 100, 300, 500. As Table 3 shows, when the size of test set |t| = 100 and
the size of training set |v| is 300, the performance outperforms the others. When
|t| = 300 and |v| = 1200, the result is wonderful. In summary, the performance obtained
by our method is optimal when |t| = 500 and |v| = 1500.

Next, we select a group of data with the best classification performance for further
comparative analysis. Specifically, |t| = 500, and the size of training set v has different
scales. It can be observed from Fig. 2 that Hamming’s Loss gradually decreases and
Accuracy-score continues to increase as the size of the training set increasing, it means
that classification performance of the algorithm tend to get better when the ratio
between training data and test data increases. When |v| = 1500, the classification score
both reaches the optimal.

Table 2. Experimental results when s values are different

a Hamming-loss Jaccard Accuracy-score

0.00010 0.1073 0.6588 0.8957
0.00007 0.1043 0.6610 0.8959
0.00004 0.1032 0.6609 0.8958
0.00001 0.1050 0.6573 0.8950

Table 3. Experimental results when the training set v is different from the test set t scale

Test (t) Training (v) Hamming-loss Jaccard Accuracy-score

|t| = 100 |v| = 300 0.1097 0.5609 0.8359
|v| = 600 0.1171 0.6512 0.8929
|v| = 900 0.1246 0.6017 0.8731
|v| = 1200 0.1464 0.5524 0.8536

|t| = 300 |v| = 900 0.1219 0.5803 0.8781
|v| = 1200 0.1117 0.6088 0.8583
|v| = 1500 0.1245 0.5734 0.8754

|t| = 500 |v| = 1000 0.1403 0.5219 0.8613
|v| = 1500 0.1073 0.6657 0.8786
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Fig. 2. When |t| = 500, changes in Hamming loss and accuracy-score with different |v|
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Experiment 3. To demonstrate how our method improves multi-label text classification
performance, we compare our method with other methods in comparison to those
existed similar methods, they are BR, LP, CC andMLkNN and so on. It should be noted
that the parameter value of the MLkNN algorithm is set to k = 20, and parameters in
other algorithms use the default value. The classifiers for the BR, LP and CC use the
Naive Bayes classification.

Figure 3 show that SGaRW algorithm has a larger Accuracy-score value compared
with MLkNN, it indicates that the accuracy of the labels of the text predicted by our
method is higher. The Jaccard index of our method is greater than MLkNN, while the
Hamming loss is less than MLkNN. In other words, using the SGaRW algorithm will
make the labels that do not belong to the text appear in the predicted label set as little as
possible, which reduce the error rate a lot. Comparison with BR, LP, CC and MLkNN
algorithms shows that SGaRW algorithm has great advantage over other algorithms.

5 Conclusion

We introduces a novel method SGaRW algorithm combining similarity graph and
random walk model, which can resolve multi-label text classification problems effi-
ciently. Utilizing prior information from WordNet to build similarity graph, and
computing initial match value between labels and texts on it. Then a label dependency
graph is constructed, and random walk with restart is been run on it. Finally labels of
the text are determined. Core of the future work is to consider expanding dataset,
introduce short text semantic understanding to improve performance of short text multi-
label classification and optimize effectiveness of the algorithm furtherly.

Acknowledgments. This work was supported in part by National Natural Science Foundation
of China (No. 61762078, 61862058, 61967013), Youth Teacher Scientific Capability Promoting
Project of NWNU (No. NWNU-LKQN-16-20).
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Abstract. Due to the influence of solar irradiation, temperature and other
environmental factors, the output power of photovoltaic power generation has
great randomness and randomness discontinuity. In this paper, a method for
analyzing environment data related photovoltaic power generation based on
ensembles of decision trees algorithm is studied. Firstly, the characteristics of
environmental factors of photovoltaic power generation are analyzed by K-means
clustering. And then the corresponding cluster label is assigned. Furthermore, the
Radom Forests is combined to build a model. Finally, the method is validated by
given data above from a real project. The results show that the proposed method
can provide reference for the forecasting of photovoltaic power.

Keywords: K-means clustering � Ensembles of decision trees � Photovoltaic
power generation � Environmental data � Feature analysis and prediction

1 Introduction

With the replace old growth drivers with new ones strategy being implemented [1, 2],
new energy industry has become a strategic and pioneering one in the world. Photo-
voltaic power generation has been developing rapidly due to its advantages in safety,
reliability, less geographic restrictions and short construction period [3]. At present,
photovoltaic generation related technology have matured, but the output power has
great randomness and randomness discontinuity by the influence of solar irradiation,
temperature and other environmental factors [4, 5]. Therefore, it is difficult to integrate
into the power grid, and which is also disadvantage to rational planning for using of
local energy. How to applying environmental data to analysis and predict solar power
generation will become a major energy in the future [6, 7].

The development of artificial intelligence, big data, data mining and other new
generation of information technology have provided a good solution for solving the
problem [8, 9]. The reference [10] applied the K-means clustering to the actual oper-
ation data processing of a PV station in the city of Foshan, Guangdong Province, and
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achieved the operation state pattern recognition. A short-term forecasting method for
photovoltaic (PV) power is proposed in the reference [11], which established an SVM
forecasting model and uses leave-one-out algorithm to optimize the Kernel parameter
and penalty parameter to achieve the forecasting of PV power. The reference [12]
proposed a novel model called forest for photovoltaic power generation (FPPG), which
is an assembly predict model composed by multi regression tree and can perform better
generated in power forecasting. However, photovoltaic power generation is influenced
by environmental factors greatly, such as temperature, humidity, irradiation and so on,
which are varies dramatically from one region to another. So how to make better those
data and improve data quality a still a hot topic.

In this paper, an approach which combined K-means clustering with random for-
ests, an ensemble of decision trees method, are researched and analyzed by some
measured data from a photovoltaic power station in Shandong province. Firstly, some
environmental data related photovoltaic power generation are analyzed. At the same
time, measured data from a photovoltaic power station are given. And then, the
algorithm principle of K-means clustering and random forests are introduced briefly.
Moreover, an algorithm which combined K-means clustering with random forests and
its flow chart are proposed. Finally, the method is validated by given data above from a
real project. The results show that the proposed method can provide reference for the
forecasting of PV power.

2 Some Environmental Data Related Photovoltaic Power
Generation

The operating state of the photovoltaic power generation system is not only related to
the working state of the system internal components, but also related to the changes of
environmental parameters. There are many factors influencing the output power of

Fig. 1. Part of the samples
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(b) The relationship between temperature/humidity and power

(c) The relationship between air pressure /irradiation and power

(a) The relationship between wind speed/wind direction and power 

Fig. 2. (a)–(c) Various environmental factors and power line chart/day
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photovoltaic system. Furthermore, these factors also have a complex relationship with
the output power of photovoltaic power generation, especially the environmental data,
mainly including temperature, humidity, wind speed, air pressure, irradiation and so on,
which are the objective factors beyond human controlling but the key. Therefore, this
method has an experimental application and a research meaning to analyze the envi-
ronmental characteristics and find out the relationship between each factor and actual
power output for further prediction.

In this paper, the measured data samples of a 40 MW photovoltaic power station
system in Shandong province are given. The samples including the wind speed, wind
direction, temperature, humidity, air pressure, irradiation factor and power at the same
sampling time. The sampling data are sampled at a 15-min interval, 96 sampling points
per day. A total of 7,488 samples were collected from 78 consecutive days. Part of the
samples are shown in Fig. 1.

Where ‘SDATE’ stands for date marking, ‘TIME’ stands for sampling time,
‘SYCG_SUMP’ stands for power and ‘QX000’–‘QX005’ stands for: wind speed, wind
direction, temperature, humidity, air pressure and irradiation, respectively.

The relationship between environmental factors and power are visualized by using
line graphs. For the clarity of the data presentation, take only diurnal variation as an
example, which are shown in Fig. 2(a)–(c).

From Fig. 2, we can see that power output has obvious correlation with tempera-
ture, irradiation and humidity, but poor correlation with wind speed, wind direction and
air pressure, which can apply to preprocessed for subsequent cluster analysis to
accurately cluster data ranges.

3 The Algorithm Principle of K-means Clustering
and Random Forests

3.1 K-means Clustering [14]

The goal of cluster analysis is to partition the observations into groups (“clusters”) so
that the pairwise dissimilarities between those assigned to the same cluster tend to be
smaller than those in different clusters. The K-means algorithm is one of the most
popular iterative descent clustering methods. It is intended for situations in which all
variables are of the quantitative type, and squared Euclidean distance Eq. (1) is chosen
as the dissimilarity measure.

dðxi; xi0Þ ¼
Xp

j¼1
xij � xi0j
� � ¼ xi � xx0k k ð1Þ

Note that weighted Euclidean distance can be used by redefining the xij values.
The within-point scatter can be written as

WðCÞ ¼ 1
2

XK

k¼1

X
CðiÞ¼k

X
Cði0Þ¼k

xi � xi0k k2 ¼
XK

k¼1
Nk

X
CðiÞ¼k

xi � �xkk k2 ð2Þ
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Where �xk ¼ �x1k; � � � ;�xpk
� �

is the mean vector associated with the kth cluster, and

Nk ¼
PN

i¼1 I C ið Þ ¼ kð Þ. Thus, the criterion is minimized by assigning the N observa-
tions to the K clusters in such a way that within each cluster the average dissimilarity of
the observations from the cluster mean, as defined by the points in that cluster, is
minimized.

3.2 Ensembles of Decision Trees– Random Forests [13, 14]

Decision trees are a widely used models for some machine learning tasks. But a main
drawback of decision trees is that they tend to overfit the training data. Although there are
some measures for prevent it, such as pre-pruning and post-pruning, even with the use of
pre-pruning, decision trees tend to overfit, and provide poor generalization performance.

Ensembles are methods that combine multiple machine learning models to create
more powerful models, which are one way to address this problem. Random Forests are
the model that belong to this category. Random forests are essentially a collection of
decision trees, where each tree is slightly different from the others. To implement this
strategy, we need to buildmany decision tree. The specific algorithm is as followTable 1:

Firstly, we first take what is called a bootstrap sample of our data. A bootstrap
sample means from our n_samples data points, we repeatedly draw an example ran-
domly with replacement (i.e. the same sample can be picked multiple times), n_samples
times. This will create a dataset that is as big as the original dataset, but some data
points will be missing from it, and some will be repeated.

Next, a decision tree is built based on this newly created dataset. The bootstrap
sampling leads to each decision tree in the random forest being built on a slightly
different dataset. Because of the selection of features in each node, each split in each
tree operates on a different subset of features. Together these two mechanisms ensure
that all the trees in the random forests are different.

Table 1. The algorithm of random forests [14]
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4 The Algorithm Combined K-means Clustering
with Random Forests and Engineering Testing

4.1 The Algorithm Combined K-means Clustering with Random Forests

In Random Forests Algorithm, critical parameter in this process is max_features. If we
set max_features to n_features, that means that each split can look at all features in the
dataset, and no randomness will be injected. If we set max_features to one, that means
that the splits have no choice at all on which feature to test, and can only search over
different thresholds for the feature that was selected randomly [13]. So, we applied K-
means Clustering to preprocessing the data, thus, we can obtain a cluster label for every
sampling point. Next, we let this label as the target function to establish a random forest
to achieve forecast. The specific algorithm flow is shown in Fig. 3.

4.2 Engineering Testing

Based on Spark/Hadoop framework and python language, the data of the second part
above are applied and analyzed. Due to limited space, only 1 day’s data sampling point
is taken as a legend and 7 days’ data analysis is taken as a table example in Fig. 4 and
Table 2. It can be seen that K-means clustering has well realized self-analysis of data,
and given cluster labels. In the last, a stable prediction accuracy is obtained.

Fig. 3. Algorithm flow
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5 Conclusions

One method based on ensembles of decision trees is studied in this paper. By K-means
clustering, the characteristics of environmental factors of photovoltaic power genera-
tion are analyzed, and data related to the power output through visualization are found
out, and simultaneously, the corresponding cluster label is assigned. After that, the
Radom Forests is combined to build a model, and then power generation environment
data and predict the power are analyzed. The results show that this method has stable
prediction accuracy and certain reference value for the environment data analysis and
power prediction of photovoltaic power generation.
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Abstract. The mechanism of the contradiction between two different objects u
and v is attributed to a mechanism that their opposite position information “xu”
and “xv” of u and v are transmitted, respectively, from the initial time t0 , at
different speeds _xu tð Þ and _xv tð Þ _xv ¼ �1 _xu tð Þð Þ, and is meeting at the contra-
diction point t ¼ tk and x ¼ xk. Because the coordinate of contradiction point
can be noted by zk tk; xkð Þ and z�k xk; tkð Þ in two space time Complex Coordinates
Systems which origins are zo 0t; 0xð Þ and z�o 1t; 1tð Þ, respectively, such that the
time tk and the position xk of the contradictory points can be expressed as the
sum of the complex numbers zk tk; xkð Þ and its conjugate �zk tk; xkð Þ : tk ¼
zk tk; xkð Þþ�zk tk; xkð Þ ¼ wk zk;�zkð Þ, and the difference of z�k xk; tkð Þ and its con-
jugate: �z�k xk; tkð Þ : xk ¼ z�k xk; tkð Þ � �z�k xk; tkð Þ ¼ w�

k z�k;�z
�
k

� �
. By synthesizing the

time-space coordinate and the space-me coordinate, such their time axis 0t; 1t½ �
and the space axis 1x; 0x½ � of the two complex coordinate systems are coincide
with the intervals u; v½ �, respectively, then the contradiction point can be
expressed in the synthesis Coordinate System to be a wave function:
w wk;w�

k

� � ¼ tk � ixk ¼ wk � iw�
k. Because of the varying direction of two

information “xu” and “xv” and their increments Dxu Dutð Þ ¼ _xu Dutð ÞDut and
Dxv Dvtð Þ ¼ _xv Dvtð ÞDvt with time t and increment Dt ¼ t � 0t are opposite each
other, so the tk of the wave function wis on the time axis 0t; 1t½ � and the xk on the
space axis 1x; 0x½ �, constructed a pair of information transmission streams
entangled in opposite directions appear, such that the interval [u, v] constitutes a
space-time conjugate entangled manifold. The invariance of the contradiction
point or wave function w wk;w�

k

� �
, under the unit scale transformation of time

and distance measurement, not only make all points z t; xð Þ 2 u; v½ � is contra-
diction point, and makes k ¼ 1

2 and f ¼ k
1 � k It is also shown that since k

changes from 0 to 1
2 is equivalent to the integral for the on tk and xk in wave

function w from 0 to 1
2, respectively, by it not only the inner product w of the w

and the time component tk, respectively w w;w�ð Þ:tk, and the outer product of w
and the spatial component w w;w�ð Þ ^ xk can be get, but also their sum:
w w;w�ð Þ � wt þw w;w�ð Þ ^ wx can be gotten too.
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1 Introduction

According to Formal logic and Mathematical logic, there is no contradiction among the
most basic laws of the world. On the contrary, dialectical logic believes that the world
is full of contradictions, and regards “unity of opposites, mutual change between
quality and quantity and negation of negation” as “The basic law of universal
application”.

Can the law of non-contradiction and the law of contradiction be reconciled? How
to reconcile? These questions has long broken through the scope of philosophy,
epistemology and logic, and has become a basic subject that must be studied in almost
all fields involving mathematics, physics, chemistry, biology, psychology, intelligence,
thinking, as well as sociology, economics, political science, military science, etc. The
core question about how contradictions arise is the entrance to the study of
contradictions.

The source of contradiction between two oppositions u and v v 6¼ uð Þ has been
attributed to whether there exist a non-zero distance d xu; xvð Þ 6¼ 0 or not? The con-
tradiction of u and v is varying with time t has been conversed into the function of the
distance d xu; xvð Þ 6¼ 0ð Þ vary with time t, f tð Þ ¼ f d xu tð Þ; xvðtð Þð Þ.

In mathematics, the distance of xu tð Þ and xv tð Þ can be represented by complex
number zu t; xð Þ and zv t; xð Þ in Complex Coordinate, respectively, and the distance
d xu; xvð Þ is defined as the root of inner product of a pair of vectors zu t; xð Þ and zv t; xð Þ:
d xu tð Þ; xv tð Þð Þ ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

zu t; xð Þ � zv t; xð Þp
. Since an inner product is not only a core concept

throughout mathematics, physics and neural network, but also a polarization invariant
quantity under coordinate translation, by it an Entangled Vector and Clifford Geometric
Product can be induced too, as well as a category and a topos, such that Artificial
Neural Network defined by Inner Product can be converted into computing of tensor
follow.

The emergence of the contradiction between two different objects u and v is
attributed to a mechanism that their opposite position information is transmitted and is
meeting at a contradiction point. To describe this mechanism, the paper constructed the
a coordinate system in which the invariances of the contradiction points can perform
certain transformations, such as the phase switching of time and space, the scale
transformation of the measurement unit, and the invariances of the contradiction point
position transfers from 0 to 1 as the relative velocity ratio information of the two
opposite objects changes.

It is shown that the time-space (or spatial-time) complex coordinate system can be
obtained by shifting of the time (or space) axis to t ¼ � 1t

2 , and rotating the spatial (or
time) axis by h ¼ p

2, in which the mechanism of contradiction emerging and meeting at
the contradiction point can be expressed as a function of the position component of a
pair of conjugate complex numbers vary with time component (or on contrary) and
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meeting at the contradiction points, and by the transformation of plane-polar coordi-
nates, even to expressed as a wave function.

It is also shown that, by a synthesizing of the time-space coordinate and the space-
me coordinate, a Conjugate-Entangled Coordinate System can be constructed, in which
the Inner Product induced by the invariance of contradiction point transfer as the
relative velocity ratio information of the two opposite objects changes from 0 to 1. This
induces not only an integral for all contradiction points in interval ½0x; 1x�, but also a
Conjugate-Entangled Manifold, in which the invariance of Inner Product under the
transformation and rotating of coordinate system can be represented. It is known that
inner product is a key concept across philosophy, mathematics and physics, and arti-
ficial neural networks, and can be defined by inner product. However, we propose that
a qualitative mapping can be induced by inner product too such that a qualitative grid
computer can be proposed in this way.

2 The Representation for the Mechanism of Contradiction
Emerging

The mechanism of the emerging of the contradiction between two objects u and v,
which are separated by a unit distance, is attributed to that the location information of u

and v is transmitted to each other at unit velocities _xu tð Þ _xu tð Þj j ¼ 1x
1t

� �
and

_xv tð Þ ¼ _xu tð Þ ¼ � 1x
1t

� �
, respectively, from time t ¼ 0t, and meets at the midpoint of the

line segment connecting u and v in a half of unit time 1t
2 , or the contradiction point

(Fig. 1).

Because the objects u and v themselves do not move, the problem of the mechanism
of the contradiction in philosophy not only is translated into the relative transmission of
position information between u and v, but also such that the three major laws of two
contradiction u and v, i.e, t, the unity of contradiction, the mutual change of quality and
the negation of negation, are converted into the physical-mathematical-logical mech-
anism and structural problems at the contradiction point, which are the caused by
encounter and collision. This paper not only analyzes the relations and differences
between they and the related mechanisms and structures in physics, mathematics, logic,

Fig. 1. Contradiction point tcon; xu
1t
2

� �� � ¼ 1t
2 ;

1x
2

� �
(or xv

1t
2

� � ¼ � 1x
2 xv

1t
2

� � ¼ � 1x
2 xv

1t
2

� � ¼
� 1x

2 xv
1t
2

� � ¼ � 1x
2 xv

1t
2

� � ¼ � 1x
2 xv

1t
2

� � ¼ � 1x
2 ) position information xu � 0x and xv � 1x respec-

tively are moving at unit of velocity _xu tð Þ ¼ 1x
t
and _xv tð Þ ¼ �1x

t
forward to oppositions
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and artificial intelligence, but also provides a possible philosophical framework for
their unification.

For the convenience of mathematical discussion, let “xu � 0x” and “xv � 1x” be the
located positions of two opposite objects u and v v 6¼ uð Þ, their distance is
D u; vð Þ ¼ D xu; xvð Þ ¼ Dx ¼ xv � xu ¼ 1x � 0x, here, 1x � 0xj j is the unit of distance.
(Since there are not physical move of u and v, here xu and xv are only noted the position
of u and v, respectively.)

Let “t0 � 0t” and “t1 � 1t” be the starting point and the end point of the unit time

1t � 0tj j, respectively, _xu _xuj j ¼ 1x
1t

� �
and _xv _xv ¼ � _xuð Þ the transmission velocity of

position information “xu” and “xv”, then it takes the unit time for information “xu” from
the point “xu � 0x” to “xv � 1x”, as well as the information “xv” from the point
“xv � 1x” to “xu � 0x”.

Let Dut ¼ t � 0t and Dvt ¼ t � 1t the time increments, then the increment distance
of information xu and xv is varied respectively with the time increment Dut and Dvt can
be written as: Dxu Dutð Þ ¼ _xu Dutð ÞDut and Dxv Dvtð Þ ¼ _xv Dvtð ÞDvt.

Suppose t ¼ tk is the meeting time between the two increment distances of
Dxu Dutð Þ and Dxv Dvtð Þ, since the direction of time increment Dut opposite to the
direction of Dvt, then we have that:

Dut � Dvt ¼ tk � 0t � tk � 1tð Þ ¼ 1t � 0t ð2:1Þ

(2.1) shows us that when the two information “xu” and “xv” are meeting at the
contradiction point, the sum of the time increments of the two is exactly equal to the
unit time. On the contrary, since Dut and Dvt have opposite time directions, their sum is
equal to 0:

DutþDvt ¼ tk � 0t þ tk � 1t ¼ 2tk � ð1t þ 0tÞ ¼ 0 ð2:2Þ

Then we get that

tk ¼ 1t þ 0t
2

ð2:3Þ

In fact, when the information “xu” and “xv” meet at the contradiction point, the
transmission time of the two information “xu” and “xv” is exactly half of the unit time,
namely: tk ¼ 1t þ 0t

2 ¼ 1t
2 , so:

tk ¼ 1
2
0t þ 1

2
1t ð2:4Þ

This is mean that the time subscript of the contradiction point k ¼ 1
2 is valid.

The transmission increments of information “xu” and “xv” are respectively:

Dxu Dutð Þ ¼ _xu Dutð ÞDut ¼ xk � 0x
t1
2
� 0t

t1
2
� 0t

� �
¼ xk � 0x ð2:5Þ
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And

Dxv Dvtð Þ ¼ _xv Dvtð ÞDvt ¼ xk � 1x
t1
2
� 1t

t1
2
� 1t

� �
¼ xk � 1x ð2:6Þ

(2.5) − (2.6) we get:

Dxu Dutð Þ � Dxv Dvtð Þ ¼ 2xk þ 1x � 0x ¼ 0 ð2:7Þ

The (2.7) shows us that because Dxu Dutð Þ and Dxv Dvtð Þ are opposite each other,
when Dxu Dutð Þ transmits from 0x to xk, and Dxv Dvtð Þ also transmits from 1x to xk, the
whole interval from 0x to 1x is just covered by the sum of Dxu Dutð Þ and Dxv Dvtð Þ.

From the perspective of information transmission, the two statements are equiva-
lent: (1) the two location information “xu � 0x” and “xv � 1x” are meeting at the
contradiction point xk. (2) the information “xv � 1x” has being transmitted to the
location of u “xu � 0x”, as well as the location information of u “xu � 0x”. In
information term, the (2.5) − (2.6) such that Dxu Dutð Þ � Dxv Dvtð Þ = 0 is mean that
information transmission had being completed. It also can be interpreted as follows:
know the contradiction point xk, equivalent to know opposite. Therefore, the right side
of (2.7) is equal to 0, that is mean:

xk ¼ 0x � 1x
2

¼ � 1x
2

ð2:8Þ

So we get that kx ¼ � 1
2 is valid.

However, if the transmission velocity _xv Dvtð Þ and _xu Dutð Þ are not equal each other,
and suppose _xv Dvtð Þ ¼ �1 _xu Dutð Þ, then we get

Dxv Dvtð Þ ¼ _xv Dvtð ÞDvt ¼ xk � 1x
�t1

2
� 1t

�t1
2
� 1t

� �
¼ �1 _xu Dutð Þ ¼ �1

xk � 0x
t1
2
� 0t

t1
2
� 0t

� �

ð2:9Þ

Substituting (2.9) into (2.8), we have:

Dxu Dutð Þ � Dxv Dvtð Þ ¼ xk � 0x
tk � 0t

tk � 0tð Þþ 1
xk � 0x
tk � 0t

tk � 0tð Þ

¼ xk � 0x
tk � 0t

tk � 0tð Þ 1þ 1½ � ¼ 1x � 0x ð2:10Þ

xk � 0x ¼ 1x � 0x
1þ 1ð Þ ð2:11Þ

xk � 0x ¼ k� 1ð Þ0x þ 1� kð Þ1x ¼ 1� kð Þ 1x � 0xð Þ ¼ 1x � 0x
1þ 1ð Þ ð2:12Þ

1� kð Þ 1þ 1ð Þ ¼ 1 ð2:13Þ
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k 1þ 1ð Þ ¼ 1 ð2:14Þ

k ¼ 1
1þ 1ð Þ

1 ¼ k
1�kð Þ

(
ð2:15Þ

Together (2.4), (2.8) and (2.15) we have

kt ¼ 1
2 ;

1
2

� � ðtk ¼ 1
2 0t þ 1

2 1tÞ
kt ¼ 1

2 ;
1
2

� � ðtk ¼ 1
2 0t þ 1

2 1tÞ
1x ¼ kx

1�kxð Þ

8
<

: ð2:16Þ

3 The Topologic Space Induced by the Opposite Increment
of Dxu Dtuð Þ and Dxv Dtvð Þ and Calculus on It

Dxu Dtuð Þ ¼ _xu Dtuð ÞDtu ¼ _xu
1t
2

� �
1t
2
¼ 1x

2
ð3:1Þ

and

Dxv Dtvð Þ ¼ _xv tð ÞDtv ¼ _xv Dtð Þ 1t
2
¼ � 1x

2
ð3:2Þ

In other hand, since Dtv ¼ 1t � 0tð Þ, _xu ¼ lim
1t�0tð Þ!0

x1�x0
1t�0t

and Dxu Dtuð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Dtuð Þ2 þ _xuð Þ2

q
, such that the triangle Dz 0t ;0xð Þz 1t ;0xð Þz 1t ;1xð Þ can be constructed by three

points of z0 0t; 0xð Þ, z 0;1ð Þ 1t; 0xð Þ and z 0;1ð Þ 1t; 1xð Þ.
But

Dtu ¼ 1t � 0t ¼ 1t � 1t
2

� �
þ 1t

2
� 0t

� �
ð3:3Þ

So we get that

Dxu Dtuð Þ ¼ _xuDtu ¼ _xu 1t � 0tð Þ ¼ _xu 1t � 1t
2

� �
þ 1t

2
� 0t

� �� �

¼ _x
1t
2
u 1t � 1t

2

� �
þ _x0tu

1t
2
� 0t

� �
ð3:4Þ

Here

_xu ¼ lim
1t�0tð Þ!0

x1 � x0
1t � 0t

¼ dx
dt j0t

ð3:5Þ
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_x
1t
2
u ¼ lim 1t�1t

2ð Þ!0

x1�x1
2

1t�1t
2

¼ dx
dt j1t2

¼ dx
dt j1t2

ð3:6� 1Þ
_x0tu ¼ lim 1t

2�0tð Þ!0

x1
2
�x0

1t
2�0t

¼ dx
dt j0t ð3:6� 2Þ

8
><

>:

_x
1t
2
u 1t � 1t

2

� �
¼ lim

1t�1t
2ð Þ!0

x1 � x1
2

1t � 1t
2

1t � 1t
2

� �
¼ dx

dt j1t2

� �
1t � 1t

2

� �
þðx1 � x1

2
Þ ð3:7Þ

_x0tu
1t
2
� 0t

� �
¼ lim

1t
2�0tð Þ!0

x1
2
� x0

1t
2 � 0t

1t
2
� 0t

� �
¼ dx

dt j0t

1t
2
� 0t

� �
þ x1

2
� x0

� �
ð3:8Þ

(3.7) + (3.8)

dx
dt j1t2

� �
1t � 1t

2

� �
þðx1 � x1

2
Þþ dx

dt j0t

1t
2
� 0t

� �
þ x1

2
� x0

� �
ð3:9Þ

since Dtv ¼ 0t � 1tð Þ, _xv ¼ lim
0t�1tð Þ!0

x0�x1
0t�1t

and Dxv Dtð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Dtð Þ2 þ _xvð Þ2

q
, such that the

triangle Dz 1t ;1xð Þz 0t ;1xð Þz 0t ;0xð Þ can be constructed by three points of z0 1t; 1xð Þ, z 0;1ð Þ 0t; 1xð Þ
and z 0;1ð Þ 0t; 0xð Þ.

Since

Dtv ¼ 0t � 1t ¼ 0t � 1t
2

� �
þ 1t

2
� 1t

� �
ð3:10Þ

Dxv Dtvð Þ ¼ _xvDtv ¼ _xv 0t � 1tð Þ ¼ _xv 0t � 1t
2

� �
þ 1t

2
� 1t

� �� �
¼ _x

1t
2
v 0t � 1t

2

� �
þ _x1tv

1t
2
� 1t

� �

ð3:11Þ

Here

_xv ¼ lim
0t�1tð Þ!0

x0 � x1
0t � 1t

¼ dx
dt j1t

ð3:12Þ

_x
1t
2
v ¼ lim

0t�1t
2ð Þ!0

x0�x1t
2

0t�1t
2

¼ dx
dt j1t2

¼ dx
dt j1t2

ð3:13� 1Þ

_x1tv ¼ lim
1t
2�1tð Þ!0

x1
2
�x1

1t
2�1t

¼ dx
dt j1t ð3:13� 2Þ

8
>><

>>:

_x
1t
2
v 0t � 1t

2

� �
¼ lim

0t�1t
2ð Þ!0

x0 � x1
2

0t � 1t
2

0t � 1t
2

� �
¼ dx

dt j1t2

� �
0t � 1t

2

� �
þ x0 � x1

2

� �
ð3:14Þ

_x1tv
1t
2
� 1t

� �
¼ lim

0t�1t
2ð Þ!0

x1
2
� x1

1t
2 � 1t

1t
2
� 1t

� �
¼ dx

dt j1t

1t
2
� 1t

� �
þ x1

2
� x1

� �
ð3:15Þ

(3.14) + (3.15)
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dx
dt j1t2

� �
0t � 1t

2

� �
þ x0 � x1

2

� �
þ dx

dt j1t

� �
1t
2
� 1t

� �
þ x1

2
� x1

� �
ð3:16Þ

(3.8) + (3.16)

dx
dt j1t2

� �
1t � 1t

2

� �
þðx1 � x1

2
Þþ dx

dt j0t

� �
1t
2
� 0t

� �
þ x1

2
� x0

� �
þ dx

dt j1t2

� �
0t � 1t

2

� �

þ x0 � x1
2

� �
þ dx

dt j1t

� �
1t
2
� 1t

� �
þ x1

2
� x1

� �
¼ dx

dt j1t

� �
� dx

dt j1t2

� �	 

1t
2
� 1t

� �

þ dx
dt j0t

� �
� dx

dt j1t2

� �	 

1t
2
� 0t

� �
¼ � dx

dt j1t

� �
� dx

dt j1t2

� �	 

1t � 1t

2

� �
� dx

dt j0t

� �
� dx

dt j1t2

� �	 

0t � 1t

2

� �

ð3:17Þ

Here dx
dt j1t

� �
� dx

dt j1t2

� �
is the increment of the differential dxdt from t ¼ 1t

2 to t ¼ 1t, and

dx
dt j0t

� �
� dx

dt j1t2

� �
is the increment of the differential dx

dt from t ¼ 0t to t ¼ 1t
2 .

This is mean that the triangle Dz 1t
2 ;

1x
2ð Þz 1t

2 ;1xð Þz 1t ;1xð Þ can be constructed by the product

of the integration R1t

1t
2

_x
1t
2
u dt and 1t � 1t

2

� �
. Similarly, the triangle Dz 0t ;0xð Þz 1t

2 ;
1x
2ð Þz 1t

2 ;0xð Þ can

be constructed by the product of the integration R
1t
2

0t
_x
1t
2
v dt and 1t � 1t

2

� �
. Therefore, sum of

_x
1t
2
u 1t � 1t

2

� �þ _x0tu
1t
2 � 0t

� �h i
þ _x

1t
2
v 0t � 1t

2

� �þ _x1tv
1t
2 � 1t

� �h i
is the area of two reangle,

one equals to the sum of a pair of triangles: Dz 0t ;0xð Þz 1t
2 ;

1x
2ð Þz 1t

2 ;0xð Þ þDz 1t
2 ;

1x
2ð Þz 0t ;

1x
2ð Þz 0t ;0xð Þ,

other equal to the sum of triangles Dz 1t
2 ;

1x
2ð Þz 1t

2 ;1xð Þz 1t ;1xð Þ þDz 1t
2 ;

1x
2ð Þz 1t ;

1x
2ð Þz 1t ;1xð Þ (Fig. 2).

Since there is a right hand spiral can be produced by the pair of triangles, by which
a Clifford Geometric Product [1] can be induced too. In adding, because Dtu ¼ 1t � 0t
as the measurement unit of time is very arbitrary, this is mean that there is not only the

Fig. 2. Two triangles constructed by the product of the integration R1t

1t
2

_x
1t
2
u dt and 1t � 1t

2

� �
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invariances of the Contradiction Point under the scale transformation of unit, but also
an Entanglement between the pair of triangles, by which the opposite and unifying of
contradiction between the u and v can be represented, can be induced.

By the comparison and analysis of (3.1), (3.2), (3.3), (3.4), (3.5), (3.6-1), (3.6-2),
(3.12), (3.13-1), (3.13-2) and (3.17). It is found that the (3.17) is just a half of
(3.5) + (3.12), this means that by subdividing of [0t; 1t ¼� ½0t; 1t2Þ [ 1t

2 ; 1t
� �

, some of
interesting of mathematical construction, such as the Clifford Geometric Product,
Complex Analysis Function, and so on, could be produced by the position increment
Dxu Dtð Þ and Dxv Dtð Þ varies with time increment Dt, if adding matters mu and mv then
some of physical construction can be discussed in it.

It is need special to be point out that the scale of unit Dtu ¼j j1t � 0tj j is reduced by
right spiral, but is expanded by left spiral, in the extreme, the entanglement between a
pair of triangles could be changed to be the quantum entanglement, but the expanding
of they could be conversed in to relative expanding.

Since Artificial Neural Unit is defined as a Inner Product, and an Attribute Grid
Computer Based Qualitative Mapping [2], such that a Qualitative Grid Computer based
Conjugate Entangled Manifold can be build in this Frame.

It is natural to ask what coordinate system is for expressing some invariant of
contradiction point under the transformation of time-spatial component? and how to
achieve it?

4 The Conjugate Entangled Coordinate System
for Contradiction Point

Let the line from 0t to 1t be the time axis Tu for the time increment Dt, and translate it
by 1t

2 , then take the line of connecting xu and xv, xuxv as the space axis Xu, that for the
position increment Dxu Dtð Þ variating with increment Dt, and rotate it by p

2, and get the
time space Cartesian Coordinate System Zu ¼ Tu � Xu. Then the coordinate of con-
tradiction point zk tk; xkð Þ in Zu ¼ Tu � Xu can be noticed by following:

zk tk; xkð Þ ¼ zt1
2
t1
2
; x1

2

� �
ð4:1Þ

Since the function of position increment of v, Dxv Dtð Þ ¼ � 1x
2 can be described in

Zu ¼ Tu � Xu as the conjugate coordinate of zk tk; xkð Þ noted by following:

�zk t1
2
;�x1

2

� �
¼ �zt1

2

1t
2
;� 1x

2

� �
ð4:2Þ

The formula (3.1) makes people believe that there is not necessary to set up a
special coordinate system for describing the function of position increment of v.

However, due to the reverse transmission of information “xu” and “xv”, such that
not only a reciprocal convection between the two functions of position increment of u

and v, Dxu Dtð Þ and Dxv Dtð Þ can be arisen at the contradiction point z1
2
t1
2
; x1

2

� �
, by which

but also a series of oppositions, conflicts and struggles could be produced. Therefore, it
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is necessary to provide a Coordinate System for representing the transmission incre-
ment function of xv, Dxv Dtð Þ variating with time increment Dt.

Let the line from xv to xu be the space axis Xv, that for the position increment
Dxv Dtvð Þ variating with increment Dt, and rotate it by � p

2, then take the segment from
1t to 0t be the time axis Tv for the time increment Dt, and translate it by 1t

2 , then take the
segment of connecting xv and xu, xvxu as, and get the space time Cartesian Coordinate
System Zv ¼ Xv � Tv.

They are integrated to be a coordinate system:
W ¼ Zu � Zv ¼ Xu � Tu � Xvð Þ � Tv, where Tu � Xvð Þ is the integration of Tu and
Xv, in which the direction of Tu and Xv are opposites each other, and they are entangled
each other in one, so it is called entanglement axis.

Let T be the time axis, and X the spatial axis, and Z ¼ T � X the complex coor-
dinate system of time-spatial components, for t; xð Þ 2 T � X, let xu � 0x and xv � 1x
be the spatial positions of two opposite objects u and v, such that the distance
D u; vð Þ � 1x, then “xu � 0xð Þ” and “xv � 1xð Þ” in Z ¼ T � X, can be noted by
zuðt; xuÞ � zu 0t; 0xð Þ and zvðt; xvÞ � zv 1t; 1xð Þ, respectively, and _xu tð Þ ¼ 1x=t and
_xv tð Þ ¼ �1x=t the transmitting velocity of position information “xu � 0x” and
“xv � 1x”, respectively, and the function of position information of “xu � 0x” and
“xv � 1x” varying with t can be noted by xu tð Þ and xv tð Þ as following:

xu tð Þ ¼ _xut
xv tð Þ ¼ _xvt


ð4:3Þ

It is shown a conjugate complex coordinate system can be got by two transfor-
mations as following: (1) Take time as first axis of the systems, and translates it by
t ¼ � 1t

2 ; (2) Take space as the second axis of the system, and rotates it by h ¼ p
2, (or

(1’) Take space as first axis of the systems, and translates it by x ¼ � 1t
2 ; (2’) Take time

as the second axis of the system, and rotates it by t ¼ p
2,) can be noted by following:

tu ¼ t � 1t
2

xu ¼ ix


ð4:4Þ

It is obvious that a new Coordinate System can be got by (4.4), noted by
Z ¼ T � X, and the position xu tð Þ and xv tð Þ at t 2 T and x 2 X in the coordinate
Z ¼ T � X can be represented by a pair of conjugate complex numbers as follow:
zu t; xuð Þ ¼ tþ ixu tð Þ and �zv t;�xuð Þ ¼ t � ixv tð Þ. When time t equal to the meeting time
equql to tk ¼ 1t

2 , and two transmitted distances of the position information xuk
1t
2

� � ¼ 1x
2

and xvk
1t
2

� � ¼ � 1x
2 as shown in Fig. 3.

Because the two couple of time and position zk tk; xku
1t
2

� �� � ¼ zk
1t
2 ;

1x
2

� �
and

�zk tk; xkv
1t
2

� �� � ¼ �zk
1t
2 ;� 1x

2

� �
can be represented, by a pair of conjugate complex

zk
1t
2 ;

1x
2

� �
and �zk

1t
2 ;� 1x

2

� �
, in Time-Spatial Complex Coordinate System Z ¼ T � X, and

the time and space coordinates of the contradiction point are equal to the sum and
difference of a pair of conjugate complex zk

1t
2 ;

1x
2

� �
and �zk

1t
2 ;� 1x

2

� �
, respectively, as

well as in space-time coordinate, z�k
1x
2 ;

1t
2

� �
, �z�k

1x
2 ;� 1t

2

� � 2 Z�, here Z� ¼ X� � T� is the
space-time coordinate system, as shown in Fig. 3.
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Let w be the transformation from Z ¼ T � X toW Wj j;Nð Þ, w : Z ! W ¼ Tu � Xu,
such that for w tu; xuð Þ ¼ z t � 1t

2 ; x
� � 2 Z ¼ T � X, we have:

w tu; xuð Þ ¼ z t � 1t
2
; x

� �
ð4:5Þ

Then the Coordinate of the origin point in W ¼ Tu � Xu is

w 0ut ; 0
u
x

� � ¼ z � 1t
2
; 0x

� �
ð4:6Þ

The coordinate of the contradiction point in W ¼ Tu � Xu is

w1
2
tu1
2
; xu1

2

� �
¼ z1

2
0t;

1x
2

� �
ð4:7Þ

Let W Wj j;Nð Þ be the polar coordinate of contradiction point in the polar coordinate
system W Wj j;Nð Þ can be written as a wave function formal as follow: as shown in
Fig. 4(a).

Fig. 3. The conjugate coordinate system. (1) Translatting t ¼ � 1t
2 for the time axis of systems;

(1’) Translatting t ¼ � 1t
2 for the spatial axis of systems; (2) Spining of h ¼ p

2 for the spatial axis;
(2’) Spining of h ¼ p

2 for the time axis

Fig. 4. Conjugate entangled coordinate system of contradiction point
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W tu; xuð Þ ¼ Wj jeih ¼ Wj j coshþ isinhð Þ ð4:8Þ

Let the interval xu; xv½ � be the segment connected the two objects u and v, xu tð Þ ¼
_xut and xv tð Þ ¼ _xvt the position of informations xu and xv at t, then for the two velocities
_xu and _xv, there is a rate k ¼ _xu

_xv þ _xu
, such that for 8k ¼ _xu

_xv þ _xu
2 0; 1½ �,

9zk tk; xkð Þ 2 xu; xv½ �. When _xu ¼ _xv, k ¼ 1
2, z12 t1

2
; x1

2

� �
is here contradiction point, so its

coordinate in W ¼ Tu � Xu can be noticed by

wk¼1
2
tu1
2
; xu1

2

� �
¼ zk¼1

2
0t;

1x
2

� �
ð4:9Þ

Let w� be the transforposition from Z ¼ T � X to W� ¼ Tv � Xv ¼ W� W�j j;N�ð Þ
W ¼ Tu � Xu to, w� : W ! W� such that for

z� xv; tvð Þ 2 Xv � Tv;
xv ¼ x� 1x

2
tv ¼ it


ð4:10Þ

we have:

w� xv; tvð Þ ¼ z� x� 1x
2
; t

� �
ð4:11Þ

kx ¼ 1
2
;
1
2

� �
xk ¼ 1

2
0x þ 1

2
1x

� �

kt ¼ 1
2
;� 1

2

� �
tk ¼ 1

2
0t � 1

2
1t

� �

1t ¼ kt

1� ktð Þ

8
>>>>>>><

>>>>>>>:

ð4:12Þ

Since the sum of zk tk; xkð Þ and its conjugate �zk tk; xkð Þ and the difference of and the
difference of z�k xk; tkð Þ and its conjugate equal to the time component and space
component of contradictory point zk tk; xkð Þþ�zk tk; xkð Þ ¼ tk and z�k xk; tkð Þ�
�z�k xk; tkð Þ ¼ xk, respectively. If let w zk;�zkð Þ ¼ zk tk; xkð Þþ�zk tk; xkð Þ ¼ tk and
w� z�k;�z

�
k

� � ¼ z�k xk; tkð Þ � �z�k xk; tkð Þ ¼ xk, and w w;w�ð Þ ¼ 1
2 w� iw�ð Þ ¼ 1

2 tk � ixkð Þ,
then the integration for w w;w�ð Þ from k ¼ 0 to k ¼ 1

2 , and the inner product of
w w;w�ð Þ and its time component wt, w w;w�ð Þ:wt can be gotten an out product of
w w;w�ð Þ and its space component wx;w w;w�ð Þ ^ wx, and a Geometric Product can be
induced by the sum of w w;w�ð Þ:wt þw w;w�ð Þ ^ wx.

w tk; x
k

� �þ iw� tk; xk
� � ¼ 1

2
0t; 1tð Þþ 0x; 1xð Þ½ � � 1

2
i 0t; 1tð Þ � 0x; 1xð Þ½ � ð4:13Þ

And

w tk; x
k

� � � w� tk; xk
� � ¼ 1

4
0t; 1tð Þ2 þ 0x; 1xð Þ2

h i
� 1
4
i 0t; 1tð Þ2� 0x; 1xð Þ2
h i

ð4:14Þ

w zk;�zkð Þ ¼ 1
2
zk tk; xkð Þþ�zk tk; xkð Þ½ � ¼ tk

2
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Formule show us this is a Conjugate Coordinate in which the coordinate of con-
tradiction point is

w�
k¼1

2

1x
2
;
1t
2

� �
¼ z�1

2
0x;

1t
2

� �
ð4:15Þ

It is shown from the above discussion that the time and space positions of the
contradiction point z1

2
can be coordinated by two coordinate (4.9) and (4.15) in two

complex coordinate system, respectively (Fig. 5).
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Abstract. Wikipedia provides rich semantic features e.g., text, link,
and category structure. These features can be used to compute seman-
tic similarity (SS) between words or concepts. However, some existing
Wikipedia-based SS methods either rely on a single feature or do not
incorporate the underlying statistics of different features. We propose
novel vector representations of Wikipedia concepts by integrating their
multiple semantic features. We utilize the available statistics of these fea-
tures in Wikipedia to compute their weights. These weights signify the
contribution of each feature in similarity evaluation according to its level
of importance. The experimental evaluation shows that our new methods
obtain better results on SS datasets in comparison with state-of-the-art
SS methods.

Keywords: Semantic similarity · IC · tfidf · Vector representation

1 Introduction

Semantic similarity (SS) assessment between words or concepts is a critical issue
in natural language processing. The semantic features of Wikipedia concepts
(e.g., article title, text, hyperlinks, and categories) have encouraged several
researchers to develop word similarity methods. These different features com-
plement each other in expressing a particular Wikipedia concept, e.g., the title
represents a single concept, the article text narrates the subject matter, the
hyperlinks give the related articles, and categories categorize the article. More-
over, the underlying statistics of these features can be also be exploited for
weight computation. But some of the Wikipedia-based methods [4–6] either rely
on a single feature or ignore the important statistical details of these features.
In this paper, we propose a novel vector representation of a Wikipedia concept
by combining multiple features. The entries of a vector are the assigned weights
of the features computed using information content (IC) [11] and tfidf weight-
ing schemes. The weights of the features will reflect their level of importance in
similarity evaluation while multiple features will enhance the semantics of a con-
cept. The rest of the paper is organized as: In Sect. 2, we present our methods.
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In Sect. 3, the detail about the experiment and evaluation criteria is provided.
In Sect. 4, we present the result of our methods. Section 5 provides the related
work on Wikipedia-based similarity measures. Section 6 concludes the paper.

2 Proposed Methods

Wikipedia is the largest freely available encyclopedic knowledge resource. It cov-
ers more than five million articles in various domains of life. Each of these arti-
cles describes its corresponding concept. In this paper we will refer a Wikipedia
article as “concept”, which comprises on multiple features such as title, text (or
words), hyperlinks (or links) and categories etc. In order to represent a Wikipedia
concept as a concept vector, we propose following weighting methods to compute
the weights of the features.

2.1 Measurement of the Weights of the Features

The IC-based method to compute the weights of the links and categories in
Wikipedia is defined as:

Definition 1 (IC of features). Let fi be a feature (link or category) of a
Wikipedia concept, Fr(fi) be its frequency and N is the total number of Wikipedia
concepts. Then, the IC of the feature fi is computed as:

IC(fi) = log (
1

P (fi)
) = −log(P (fi)) = −log(

Fr(fi)
N

), (1)

where P (fi) = Fr(fi)
N is the probability of the feature fi.

The tfidf (term frequency (tf) and inverse document frequency (idf)) is
widely used to compute the weights of words in a corpus. These weights quan-
tify the strength of association between words and concepts [2]. We use tfidf
weighting metric to compute the weights of the words appearing in the gloss of
a Wikipedia concept. We first convert a gloss into a set of individual words (we
remove all the stop words, special characters and numbers). The weights of the
words can be computed as:

Definition 2 (tfidf weight of gloss words). Let wi be a word in a gloss G
of a Wikipedia concept. The tfidf weight of wi is computed as:

tfidf(wi, G) = tf(wi, G) × log(
N

Gwi
+ 1

), (2)

where tf(wi, G) is the term frequency of ith word in gloss G, Gwi
is the number

of glosses (document frequency) in Wikipedia that contain the word wi and N
is the total number of Wikipedia concepts.

Wikipedia Category Graph (WCG) is considered as a very large semantic
network, where categories are organized via semantic relationships (hypernymy
(hypers) and hyponymy) (hypos). These semantic relationships can be used in
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similarity computation [4,5]. In Wikipedia some similar concepts don’t have
common categories but some of their categories do have common hypers in WCG.
The intuitive idea is that two concepts will be more similar if their categories have
common hypers as well. However, the huge size of WCG poses two challenges, i.e.,
large search space and strongly connected upper regions [5]. Therefore, instead
of traversing whole WCG, researchers preferred to restrict the search space to a
limited depth [4,5]. In this paper, we also extract the hypers of a category c in its
limited search space (k − neighborhood of c). Intuitively, the k − neighborhood
is a subgraph, i.e., it is the set of all the categories that can be traversed from
hypers and hypos of the category c via at most k edges [5]. The weight of hypers
is computed with Eq. 1.

2.2 Vector Construction

Definition 3 (Features vector). Let con be a Wikipedia concept and wp, lq, cr
and hs be its gloss words, links, categories and hypers respectively. Let tfidfweight

(Eq. 2) be the weight of words and ICweight (Eq. 1) be the weights of links, cate-
gories and hypers. The features vectors are defined as:

vw = (tfidfweight(w1), tfidfweight(w2), ..., tfidfweight(wp)),
vl = (ICweight(l1), ICweight(l2), ..., ICweight(lq)),
vc = (ICweight(c1), ICweight(c2), ..., ICweight(cr)),
vh = (ICweight(h1), ICweight(h2), ..., ICweight(hs)).

(3)

we propose three novel representations of the Wikipedia concept as a concept
vector, e.g., (1) GLCcon , (2) GLHcon , and (3) hyperscon .

Definition 4 (Concept vector). Let con be a Wikipedia concept and vw , vl,
vc , and vh be its features vectors. The concept vectors of con are:

GLCcon = vwi
⊕ vli ⊕ vci ,

GLHcon = vwi
⊕ vli ⊕ vhi

,
hypercon = vhi

,
(4)

where ⊕ represents the concatenation of different features vectors.

2.3 Semantic Similarity Computation

Definition 5 (Semantic similarity). Let coni be a pair of Wikipedia concepts,
and GLCconi

, GLHconi
, and hyperconi

be its concept vectors respectively.
The similarity between two vectors is defined as:

Sim1(con1, con2) = cosine(GLCcon1 ,GLCcon2),
Sim2(con1, con2) = cosine(GLHcon1 ,GLHcon2),
Sim3(con1, con2) = cosine(hypercon1

,hypercon2
).

(5)

Figure 1 illustrates the similarity computation between con1 and con2 using
GLCcon concept vector. The elements of each vector are the weights of the
features of corresponding concepts. To give more importance to the common
words between two concept vectors, we will use the maximum tfidfweight for
that particular word in both the concept vectors [12].
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Fig. 1. GLCcon concept vector of Wikipedia concept pair.

3 Evaluation

We implement our approach using a Wikipedia snapshot as of December, 2018.
We use Java Wikipedia Library to extract Wikipedia features, e.g., articles, cat-
egories and link structure. We remove the stop words, rare words and hyperlinks.
To improve the efficiency of our approach, we compute the weights of the features
offline. For k − neighborhood we get the optimal results with k = 4.

3.1 Datasets and Evaluation Metric

We use the Pearson correlation coefficient metric to analyze the accuracy of our
SS approaches on RG65 [10], MC30 [8], WS203 [1], and SimLex [3] benchmarks.
We normalize the similarity judgment scales of different datasets in the range
of [0,1]. Some of the terms in above benchmarks are ambiguous in Wikipedia,
i.e., Wikipedia may have more than one articles for a term, e.g., minister, agony,
journey, or crane etc. We adopted a simple strategy to disambiguate such con-
cepts, i.e., we compute SS between all the associated ambiguous concepts using
SS method Sim2 and select the concept pair with highest SS score [9].

3.2 Comparison Systems

We compare our approaches with following well-known SS methods: the first sys-
tem is wpath, it has two methods wpathgraph and wpathcorpus [13]. The meth-
ods measure the semantic similarity between the concepts in Knowledge Graphs
(KGs) such as WordNet and DBpedia. However, in this paper we implemented
wpath methods in WCG. The second system is Word2Vec [7], where a neural
network is used to learn continuous representations of word embedding. The
third system is ESA [2] that represents the meaning of texts as high-dimensional
weighted vectors of Wikipedia-based concepts. Finally, we select three methods
from our previous works, SimFoucon [6] and SimSeccon and SimSeccat [9]. We
implement all the comparison systems on the same Wikipedia version.

4 Results and Discussion

Table 1 shows the Pearson correlation performance of our methods and compar-
ison systems on gold standard SS benchmarks. As we can see, both Sim1 and
Sim2 achieve good results on all the benchmarks. Sim2 performs better than
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Table 1. Pearson correlation coefficient of proposed and comparison methods

Methods MC30 RG65 WS203 SimLex

Sim1 0.874 0.852 0.719 0.514

Sim2 0.885 0.868 0.749 0.515

Sim3 0.793 0.829 0.651 0.416

wpath(corpus) 0.514 0.781 0.482 0.356

wpath(graph) 0.582 0.824 0.508 0.381

SimFoucon 0.824 0.811 0.647 0.449

SimSeccon 0.845 0.827 0.712 –

SimSeccat 0.842 0.836 0.686 –

Word2V ec 0.833 0.853 0.763 0.458

ESA 0.577 0.563 0.423 0.159

Sim1. The reason is that combining hypers of the categories with other features
(gloss words and links) yields a better semantic representation of a Wikipedia
concept. It is because the concept pair will be more similar if their categories
have common hypers even though they don’t have a set of common categories.
Our best method Sim2 outperforms all the comparison methods on all MC30,
RG65, SimLex. On benchmark WS203, Word2vec obtains the best correlation
while Sim2 shows the second best performance. All of our methods and other
comparison methods relatively under-perform on SimLex as compared to other
benchmarks. It is because in SimLex dataset the antonym pairs are rated dis-
similar. While in KRs antonyms have a high degree of similarity.

5 Related Work

Jiang et al. [5] proposed IC-based measures by treating WCG as a large seman-
tic ontology. However, in these methods other Wikipedia features like text and
hyperlinks are not considered. Moreover, due to multiple inheritance in WCG,
it is difficult to identify a single least common subsumer of two comparing cate-
gories [4]. Hussain et al. [4] proposed SS methods using multiple inheritance fea-
ture in WCG. However, the limitation of their methods is that they also do not
consider the semantic details of other Wikipedia features. Qu et al. [9] proposed
a series of hybrid SS methods, they combine text and categories to compute
SS of Wikipedia concepts. Their methods require fine tuning of five weighting
parameters to balance the contribution of each feature w.r.t Wikipedia versions
and benchmarks. This hampers their applicability as a general-purpose solution
in Wikipedia. In contrast, our approaches combines different Wikipedia features
to construct a concept vector. Our approaches do not require any parameter
tuning. Finally the results of our methods show better performance in term of
correlation with human judgment.
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6 Conclusion

We represent Wikipedia concept as a concept vector by integrating multiple
Wikipedia features and their statistics. We use IC and tfidf weights for the
features. Our methods obtain show better performance on gold standard bench-
marks in comparison with other SS methods. Especially the method Sim2 proved
to be more robust on all the benchmarks. The empirical evaluation shows that
the integration of multiple weighted features improves the similarity assessment
between concepts.
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Abstract. This work presents AdaptiveSGA, a model for implementing
Dynamic Difficulty Scaling through Adaptive Game AI via the Symbiotic Game
Agent framework. The use of Dynamic Difficulty Balancing in modern com-
puter games is useful when looking to improve the entertainment value of a
game. Moreover, the Symbiotic Game Agent, as a framework, provides flexi-
bility and robustness as a design principle for game agents. The work presented
here leverages both the advantages of Adaptive Game AI and Symbiotic Game
Agents to implement a robust, efficient and testable model for game difficulty
scaling. The model is discussed in detail and is compared to the original
Symbiotic Game Agent architecture. Finally, the paper describes how it was
applied in simulated soccer. Finally, experimental results, which show that
Dynamic Difficulty Balancing was achieved, are briefly analyzed.

Keywords: Dynamic Difficulty Balancing � Adaptive Game AI � Intelligent
Agent Design � Symbiotic Game Agents

1 Introduction

Players interact with computer games uniquely and are, therefore, most likely to pursue
unique strategies in order to win. This means that non-player characters (NPC) expe-
rience each player differently [1]. This phenomenon is foundational to the realisation of
Adaptive Game Artificial Intelligence (AGAI): game AI that can change its behaviour
based on the player’s behaviour [2]. AGAI has a chance of providing entertainment to
players. This adds more value to a game than static game AI since the value of a
computer game is directly related to its level of entertainment [3, 4].

Dynamic Difficulty Balancing (DDB), on the other hand, refers to the act of
automatically adapting the challenge the game presents to the player depending on the
player’s proficiency [5, 6]. This technique may help accommodate players with dif-
ferent playing abilities [7]. In addition, DDB aims to achieve an even game between the
game AI and the human player. An even game is one where the difference between the
number of wins and losses for each agent is relatively small [2, 4]. Furthermore,
research done by Hagelback and Johansson [8] has shown that players First Person
Shooter games enjoyed an even game more than one static difficulty.

In order to achieve successful DDB, the following three requirements must be met
[9]: (1) the game should be quick in classifying and adapting itself to the player’s
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proficiency, (2) efficient in identifying improvements and lapses in the player’s per-
formance and (3) adapting itself in a believable way.

Game AI may be implemented in various ways as an NPC controller. A natural
approach to implementing an AI-based NPC controller is the use of an intelligent agent
[10]. An agent typically has three main components: (1) perception, (2) decision-
making and (3) action. A game agent architecture essentially follows the same con-
vention. Therefore, the choice of the intelligent agent architecture to be used is critical
to the success of a game. This work proposes the use of the Symbiotic Game Agent
(SGA) architecture to achieve DDB.

SGA is a special kind of multi-agent system based on biological symbiosis [11],
which is the formation of persistent relationships among candidates of different species.
Symbiosis can be observed across a broad spectrum of animal and plant life on earth
and is more potent than lateral gene transfer – a transferal of traits that may occur
between different species. This is because symbiotic relationships between two entities
may result in a more genetically, biochemically and behaviorally complex organism
[12].

The rest of the paper is organized as follows: Sect. 2 is the problem background.
Section 3 provides a literature review of similar works. Section 4 presents the model -
AdaptiveSGA. Section 5 presents the experiment setup. Finally, Sect. 6 discusses
experimental results, and Sect. 7 concludes the paper.

2 Problem Background

The problem this works aims to solve is designing an SGA-based model for efficiently
performing AGAI-based DDB. Game AI that is adaptive alleviates the shortcomings of
traditional game AI by allowing for the creation of NPCs that can effectively react to
changing situations in unpredictable ways [3]. An essential part of DDB is measuring
how challenging the player is finding a game to be at a given moment. This can be done
by defining a challenge function [9] that maps the player’s performance to a suitable
difficulty level.

It is important to note that AGAI is not a requirement for DDB. DDB can be
achieved in various ways and has been implemented in games without the use of
AGAI. One common approach is to continuously modify game parameters (e.g.
opponent health, the time provided to complete a task, game speed, etc.) to change the
difficulty of a game. Although this approach may work, it does not solve the problem of
making game AI adaptive in terms of behaviour [2]. The work presented here aims to
achieve DDB through AGAI.

DDB is a worthwhile goal to achieve because it supports the concept of designing
weak AI (i.e. AI that behaves reasonably intelligent to players) for games, as opposed to
strong AI (i.e. AI that always makes the correct, desirable or optimal decisions and
potentially surpassing human cognition).
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3 Literature Review

3.1 Dynamic Difficulty Scaling Through Adaptive Game AI

Tan et al. [1] proposed two algorithms to achieve DDB through adaptive, behaviour-
based AI: Adaptive Uni-Chromosome Controller (AUC) and Adaptive Duo-
Chromosome Controller (ADC). Both AUC and ADC were behaviour-based con-
trollers and were defined in terms of 7 possible behaviour states which were encoded as
a chromosome vector. Each element of the vector stored a real number indicating the
probability of that behaviour being activated.

Experimental results showed that the AUC and ADC controllers both achieved
DDB by maintaining an even game against static controllers through 5000 game
instances for each experiment. Moreover, both algorithms were able to achieve a score
difference of 4 or lower for 70.22% of the time [1].

Spronck et al. [4] also proposed the use of AGAI to achieve DDB. Their method
utilized dynamic scripting [3] to generate new opponent strategies (AGAI) while also
scaling the difficulty level of game AI (DDB). Three approaches were used to achieve
this: (1) high fitness penalizing, (2) weight clipping and (3) top culling, which was the
highest performing approach.

3.2 Dynamic Difficulty Balancing Through Symbiotic Game Agents

Obodoekwe et al. [13] proposed the use of SGA to perform DDB in a serious game in
order to maintain player immersion. Facial expression analysis was used to classify the
expression on the player’s face, and this information determined how the difficulty of
the game would be adjusted.

The task of the facial expression recogniser was to continuously analyse the
player’s facial expression and compare it to the following basic expressions: anger,
sadness, surprise, disgust, happiness and fear. The information on the player’s emotion
and duration was then passed to the play classifier, which modified the game’s diffi-
culty accordingly.

After a given time interval, the player’s emotion and difficulty level were matched
up with the player’s score. A fitness value was then assigned to the emotion, difficulty
and score combination, and a genetic algorithm was used to optimise the choice of
difficulty for a given facial expression. This method performed well as it resulted in the
overall increase in player scores over long periods of time [13].

4 AdaptiveSGA

The work presented here aims to achieve AGAI-based DDB through the SGA model.
Although DDB has been implemented by Obodoekwe et al. through SGA [13], the
paper did not mention the use of AGAI to achieve it. DDB was achieved by modifying
two parameters: game speed and question difficulty. This does not necessarily change
the game AI’s behaviour. Moreover, the use of computer vision involves recording the
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player’s face and surroundings. Some players might not be comfortable with this
approach from a privacy perspective.

The discussed approaches proposed by Spronck et al. and Tan et al. used AGAI to
achieve DDB through dynamic scripting and adaptive controllers (AUC and ADC),
respectively. However, the work presented here seeks to achieve DDB using SGA
(Please refer to Fig. 1) due to the flexibility offered by this architecture.

By using SGA, for example, one can swap symbiont agents without having to take
their architecture into consideration. In addition, the swapping of agents may happen in
real-time, without having to suspend gameplay. Cotterrell et al. performed this using a
control symbiont agent. Please refer to Fig. 2 for the original SGA model by Cotterrell
et al. [11].

The control symbiont agent is essentially an added agent with the purpose of
facilitating communication among the various symbiont agents. In order to alleviate
this issue, this work proposes an SGA model that does not make use of a control

Fig. 1. A flow diagram indicating how the different concepts discussed thus far are used to
realise the proposed model.

Fig. 2. The initial SGA model. Proposed by Cotterrell et al. Image adapted from [11].
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symbiont agent. This is achieved by placing more responsibility on the communication
membrane. Figure 3 illustrates the proposed SGA model without a control symbiont
agent.

Game Environment. This is where the NPC agent interacts with the game’s elements
and other NPCs. Every action that the NPC performs affects the game environment
accordingly. For games with dynamic environments, the environment, as well as the
entities inside it, have the potential of changing the state of the NPC even if the NPC is
idle.

Symbiont Environment. This environment is separated from the game environment
by the communication membrane. Events that occur in the game environment cannot
directly affect the symbiont environment. Symbiont agents interact with the commu-
nication membrane the shared memory within the symbiont environment.

Communication Membrane. Information about the game state is sent to the symbiont
environment via the communication membrane. Furthermore, the communication
membrane acts as a filter which allows only certain information to flow from the game
environment into the symbiont environment and vice-versa.

4.1 NPC Agent and Symbiont Agents

The NPC Agent is the symbiotic agent and serves as the NPC controller. The NPC
agent’s internal workings are enabled by a multi-agent system of symbiont agents. The
symbiont agents only interact with the communication membrane and shared memory.

Perception Agent. The role of the perception agent is to maintain a percept history in
the shared memory for later use by the classification agent. This agent has the
autonomy to decide in what format the data should be stored.

Fig. 3. The AdaptiveSGA model for achieving DDB through AGAI.
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Decision-Making Agent. The decision-making agent is only responsible for decisions
that the NPC makes in the game environment. Decisions relating to the symbiont
environment are made by the communication membrane in conjunction with the
classification agent. The decision-making agent typically makes use of algorithms such
as finite-state machines, decision trees, behaviour trees, etc. to help the NPC make
appropriate decisions in the game environment.

Execution Agent. The execution agent’s task is to process decisions made by the
decision-making agent and translate them into literal actions. The reason for having two
separate symbiont agents for decision-making and execution is to separate decision-
making models from code that translates a decision to low-level actions. This provides
flexibility because, in some cases, it may be unnecessary to replace a decision-making
symbiont agent simply to modify the efficiency with which actions are executed.

Classification Agent. The task of the classification agent is to continuously analyse
the historical data stored in shared memory in order to classify the player’s current
proficiency. Classifying proficiency helps in choosing the right difficulty for future
game instances.

5 Experimental Setup

5.1 Prototype

In order to test the applicability and feasibility of the model, we applied it to the
problem of achieving DDB in simulated soccer. The soccer game application was
designed using the Java programming language, and a screenshot of it is shown in
Fig. 4. The team in yellow is controlled by a static game AI while the team in blue is
controlled by AGAI-based SGA. Some of the rules of real-world soccer were excluded
in this prototype because they do not significantly contribute to the aim of this research.

Fig. 4. Simulated soccer. The team in yellow is controlled by a static game AI while the team in
blue is controlled by AGAI-based SGA. (Color figure online)

112 S. P. Sithungu and E. M. Ehlers



As such, goalkeepers were excluded from the game. The offside rule does not apply.
When the ball leaves the pitch, it is placed at the centre of the pitch, and the game
continues. Each match (game instance) was 1 min 20 s with each update cycle occurring
every 80 ms. This resulted in each match lasting 1000 time steps. It should be noted that
all real-world soccer rules can be incorporated into the prototype, although the problem
that is being addressed by this work does not depend on their presence.

There were 8 available conditions an NPC could evaluate at any point during the
game: (1) Opponent’s goals close? (2) Own goals close? (3) Teammate has the ball?
(4) Opponent has the ball? (5) Do I have the ball? (6) Am I close to a teammate?
(7) Teammate ahead? (8) Am I close to the ball?

There were 7 available states for an NPC to transition to at any point during the
game: (1) Shoot, (2) Pass the ball to a teammate ahead, (3) Pass the ball to the closest
teammate, (4) Make an attacking run, (5) Make a defensive run, (6) Chase the ball, or
(7) Dribble.

5.2 Achieving DDB Through AGAI

Static Game AI Implementation. As mention in Subsect. 5.1, the yellow team was
controlled by a static game AI which did not use SGA to control the NPCs. The static
game AI object made use of a finite-state machine (FSM) to make decisions and it
executed the decisions itself. The FSM used by the static game AI followed the design
depicted in Fig. 5.

Adaptive Game AI Implementation. The blue team was controlled by the AGAI-
based SGA controller. In order to achieve AGAI, we leveraged the flexibility that SGA
brings as an agent design principle: the ability to swap in and out symbiont agents
during the execution of the game without interruption. Three difficulty settings were
implemented: EASY, MEDIUM and HARD. The classification symbiont agent was
responsible for predicting an appropriate difficulty setting.

Fig. 5. FSM used by the static game AI to control the yellow team. (Color figure online)
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The rules for choosing a difficulty setting were inspired by the concept of achieving an
even game with the static game AI. The even-game approach is the same approach that
was followed by Spronck et al. [4] and Tan et al. [1]. Therefore, the primary goal of the
classification symbiont agent was to ensure that the adaptive team achieved an even
game with the static team.

At the end of every match, the communication membrane provided the classifi-
cation symbiont agent with the match result and the current difficulty setting. Upon
predicting the next appropriate difficulty setting, the classification agent provided the
new difficulty setting to the communication membrane. The communication membrane
would then swap decision-making agents accordingly in order to scale the difficulty of
the game (Please refer to Fig. 6).

Three decision-making symbiont agents designed for this game: (1) BasicDeci-
sionMakingAgent, (2) IntermediateDecisionMakingAgent and (3) AdvancedDeci-
sionMakingAgent. Each decision-making symbiont agent used a different algorithm to
reach decisions.

The BasicDecisionMakingAgent and IntermediateDecisionMakingAgent used FSMs
of different logical structure and complexity. The AdvancedDecisionMakingAgentmade
use of a decision tree. Each decision made by the decision-making symbiont agent during
the game was passed to the communication membrane, which further passed it as a
percept to the execution symbiont agent, which determined the final action to be taken
by the respective NPC. At the end of every match, the perception agent was responsible
for storing the following match-related data in persistent storage for later analysis:
(1) difficulty setting, (2) yellow team’s score and (3) blue team’s score.

6 Experimental Results

In order to test the ability of the SGA model to achieve AGAI-based DDB, we sim-
ulated 100 matches between the static game AI (yellow team) and the adaptive game AI
(blue team). The aim of collecting this data was to determine if the blue team could

Fig. 6. An illustration of how the swapping of decision-making symbiont agents is performed
by the communication membrane.
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achieve an even game with the yellow team over 100 matches. We used Eq. (1) [1] to
measure how evenly matched the two teams were based on the results of each of the
100 matches.

W ¼ L ¼ n� Dð Þ
2

ð1Þ

where W is the number of wins by the blue team, L is the number of losses by the blue
team and n is the number of matches, and D is the number of draws. According to a
survey performed by Tan et al., players deem a large number of draws as more
frustrating than. Therefore, having achieved an even game, it is also desirable to
achieve a small number of draws. Moreover, a relatively high score difference between
the two teams signifies an entertaining game [1].

6.1 Achieving an Even Game

Please refer to Fig. 7 for the trend in difficulty adjustment throughout the 100 matches.
For most of the matches, the difficulty transitioned between EASY and MEDIUM. It
was only in match 12 and 24 that the AdvancedDecisionMakingAgent (i.e. HARD
difficulty) had to be swapped in order to maintain an even game.

With regards to achieving an even game, we defined the threshold for an uneven
game as W � Lj j ¼ 0:1 � n. Therefore, if the difference between wins and losses
exceeds 10% of the total games, we declared the encounter as uneven. The number of
wins for the blue team was 35 (W ¼ 35) while the number of losses was also
35 (L ¼ 35), which means that W � Lj j ¼ 0. This means that the adaptive game AI was
able to achieve an even game against the static game AI.

6.2 Achieving Entertainment Value

With regards to the number of draws, we defined the requirement for a non-frustrating
game as D\0:1 � n, which is 10% of the total games. The total number of draws was
30 (D ¼ 30), which amounts to 30% of the total number of games. The adaptive game
AI can be improved, in this aspect, so that the encounter causes the least amount of
frustration for the opponent.

Fig. 7. A line graph depicting how the difficulty was adjusted at each game instance (match).
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When looking at the score-difference history (Please see Fig. 8), we can see that
87% of all drawn matches took place within the first 50 matches. This means that the
game was less frustrating in the final 50 matches. Therefore, there is definitely room for
improvement. Finally, in terms of score difference - which we translated into goal
difference for a soccer game - the adaptive game AI achieved a fairly entertaining game
with the goal difference between the two teams being 47. This is a promising result.

7 Conclusion

The aim of this work was to achieve DDB through AGAI by making use of SGA
architecture. According to experimental results, DDB was indeed achieved when using
the even-game approach as a performance measure. However, there is still room for
improvement with regards to reducing the level of frustration by further minimizing the
number of draws. One approach may be to use a goal-based classification agent that
incorporates historical data in its predictions.

The advantage of the presented model is that it requires no training phase. However,
there is still the limitation that, once the adaptive game AI faces an opponent that is
stronger than the AdvancedDecisionMakingAgent, there is no way to dynamically
improve the AdvancedDecisionMakingAgent in real-time. This is similar to the problem
faced by Tan et al.’s method in the sense that the adaptive controllers cannot learn. Once
a player is as good as the controller’s full potential, DDB will no longer be achievable.
Future work will focus on the use of machine learning approaches to enable decision-
making symbiont agents that can learn useful behavioural traits from opponents.
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Abstract. Vector representations learning (also known as embeddings) for
users (items) are at the core of modern recommendation systems. Existing works
usually map users and items to low-dimensional space to predict user prefer-
ences for items and describe pre-existing features (such as ID) of users (or items)
to obtain the embedding of the user (or item). However, we argue that such
methods neglect the dual role of users, side information of users and items (e.g.,
dual citation relationship of authors, authoritativeness of authors and papers)
when recommendation is performed for scientific paper. As such, the resulting
representations may be insufficient to predict optimal author citations.
In this paper, we contribute a new model named scientific paper recom-

mendation using Author’s Dual Role Citation Relationship (ADRCR) to capture
authors’ citation relationship. Our model incorporates the reference relation
between author and author, the citation relationship between author and paper,
and the authoritativeness of authors and papers into a unified framework. In
particular, our model predicts author citation relationship in each specific class.
Experiments on the DBLP dataset demonstrate that ADRCR outperforms state-
of-the-art recommendation methods. Further analysis shows that modeling the
author’s dual role is particularly helpful for providing recommendation for
sparse users that have very few interactions.

Keywords: Matrix factorization � Dual role � Citation relationship �
Authoritativeness � Clustering

1 Introduction

With the continuous development of information technology, scientific social networks
have become the fastest and most suitable way for researchers to communicate with
each other. However, as a growing numbers of scientific papers are shared in scientific
social networks, which makes it difficult for researchers to locate the papers they are
interested in from a large number of scientific papers. Therefore, how to recommend
scientific papers of interest to researchers in social networks has become a hot research
topic. Essentially, recommender system [1] provides suggestions of items that may
interest to users. At present, scientific paper recommendation methods can be divided
into two categories: content-based recommendation [2] and collaborative filtering [3].
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In the content-based recommendation method, researchers usually apply the title,
abstract and keywords of scientific papers to generate the recommendation. Collabo-
rative Filtering is a technique widely adapted in recommendation systems which
assesses items (in this case papers) according to the former users-items interactions [4].
In this recommendation method, the researchers obtain the prediction score for the
scientific papers by the researchers’ scoring information on the scientific papers, and
finally get a recommended list of scientific papers. Hybrid recommendation method
usually combines the content-based recommendation method with the collaborative
filtering recommendation method. It usually generates better recommendation results
than that of recommendation methods only using one strategy, but it still has the
disadvantages of data sparsity and low recommendation accuracy. To effectively
improve the accuracy of scientific papers recommendation, we propose a new model
named scientific paper recommendation using Author’s Dual Role Citation Relation-
ship (ADRCR), which incorporates information on both authors and papers. The
contributions are summarized as follows.

• We emphasize the importance of clustering scientific papers by topic to improve the
performance of recommendation.

• We develop a novel ADRCR method to learn authors’ preferences for dual role by
building models of explicit interactions (e.g., citation and reference) and implicit
connections.

• We perform experiments on the DBLP dataset and demonstrate that the ADRCR
method can improve the accuracy of scientific papers more effectively than other
baseline methods.

2 Related Work

We review existing work on common latent space approach for recommendation and
methods based on user feature matrix shared representation, which are related to our
work, together with the emphasize of differences from ADRCR.

2.1 Common Latent Space Approach for Recommendation

The matrix decomposition method is a factual method of collaborative filtering using
explicit feedback. The basic idea is to embed users and items into shared potential
spaces [5]. By merging reference relationships into matrix factorization techniques,
several methods have been considered from the perspective of users and items, such as
item-based methods [6], user-based methods [7] and combinations of these two
methods [8]. The hybrid model [8] associates the user with the paper through the label
information of the paper to build a user model and a paper model. This recommen-
dation model effectively alleviates the cold start problem. The previously proposed
cross-domain model does not consider the two-way potential relationship between
users and items, nor does it explicitly model user information and project character-
istics. The [9] method extracts multiple user preferences in the domain while retaining
the relationship between users in different potential spaces to provide recommendations
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in each domain [10]. This method is based on the perspective of deep learning, taking
users and items characteristics as the original input, using the proposed model to learn
the potential factors of users and items, and then combining the obtained potential
factors to make fast and accurate predictions. However, these methods only consider
the single role of the user.

2.2 Method Based on User Feature Matrix Shared Representation

There are many recommendation models based on the shared representation of user
feature matrices. User feature matrix shared representation refers to the simultaneous
decomposition of the rating matrix and the social relationship matrix. The recom-
mendation model assumes that the user feature matrix is hidden in both the rating
information and the social information. Several remarkable works in the field [11, 12]
take user rating and social information into account, but they do not consider additional
information about users and items. In fact, ratings and reviews are complementary and
can be viewed as two different aspects of users and items. Therefore, [13] merging the
scoring model and text reviews can effectively learn more accurate representations of
users and recommended items [14]. This method considers the correlation between
users. It use three independent autoencoders to learn user functions with roles of rater,
truster and trustee, respectively. The method [12] is most similar to our method, but it
only reflects the information of the user, not the information of the item. Our proposed
method considers not only the user and item perspectives, but also the different roles
assigned to the user.

3 Matrix Decomposition: A Model-Based Method

3.1 Notation and Problem Statement

Notation. We first introduce some frequent notations utilized in the following sec-
tions. We use bold capital with subscripted letters to represent column vectors (e.g.,
Mp), and apply bold capital letters and subscripts with transpose superscript T to
represent row vectors (e.g., (La)

T), respectively. We indicate all matrices by bold upper
case letters (e.g., Q), and qap denotes the entry of matrix Q corresponding to the row
a and column p. We denote a predicted value, by having a ^ over it (e.g., q̂).

Problem Statement. Given a recommendation system with n authors and m papers,
Q = [qap]n�m represents the author-paper citation matrix, where qap is the number of
times that the author a cites the paper p. Authors and papers are usually mapped to the
low-dimensional feature space. After the Q decomposition, the author a vector La of k-
dimensional and the paper p vector Mp are obtained, respectively. Finally, we learn the
feature matrices L and M by minimizing the sum of squares loss function:
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min
L;M

1
2

X
ða;pÞ2c

ðððLaÞTMpÞ � qapÞ2 þ k1

2
kLk2F þ

k2

2
kMk2F ð1Þ

where, c is the set of observable (author, paper) pairs in Q; jj � jj2F Frobenius paradigm;
Regularization terms jjLjj2F and jjMjj2F are used to avoid over-fitting. The stochastic
gradient descent algorithm is used to solve the local optimal solution of the function
defined by Eq. (1), and the product of L and M is adopted to approximate the citation
matrix Q. For the missing items q̂ap in the citation matrix Q, we apply the inner product
of La and Mp to predict:

q̂ap ¼ ðLaÞTMp ð2Þ

3.2 Matrix Decomposition in Scientific Research Reference Network

Let G = (A, E, T, W) denote a directed social reference relation network with n nodes,
where A represents a set of authors and E represents the edge set. T = [tae]n�n denotes
the transfer matrix of influence propagation, and tae indicates the propagation proba-
bility from author a to author e; If there is an edge from e to a in the social citation
network (i.e., e trusts a), then tae > 0, and otherwise, tae = 0. The structure of G is
described using the reference relation asymmetric matrix W = [wea]n�n between
authors, and wea expresses the strength of the reference relation between author e and
author a, that is, the weight of the edge. Due to dissymmetrical property of citation, we
map each author a of reference network as two distinct latent feature vectors, depicted
by reference-specific feature vector La and referenced-specific feature vector Ua,
respectively. La and Ua characterize the behaviors of ‘to reference others’ and ‘to be
referenced by others’, respectively. After giving two vectors, the strength wea of the
reference relationship is modeled as the inner product of La and Ue, and the feature
matrix L 2 R

k�n and U 2 R
k�n can be learned by minimizing the following objective

function:

min
L;U

1
2

X
ðe;aÞ2d

ðððLaÞTUeÞ � weaÞ2 þ k1

2
kLk2F þ

k2

2
kUk2F ð3Þ

Where d is an observable (author, author) pair sets in W, the specific calculations of tae
and wea in the T and W matrices will be introduced below. The superscript c mentioned
below represents a specific class.

Please note that both objective function (1) and objective function (3) use the idea
of matrix factorization. The difference is that the objective function (1) learns the
author’s citations to the paper, while the objective function (3) learns authors’ and
authors’ citations. The two objective functions are fused into the final objective
function, reflecting the main purpose of this article, that is, the author’s dual-citation
role.
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4 The Propose Method

4.1 Basic Framework

We now represent the proposed ADRCR model, the framework of which is illustrated
in Fig. 1.

There are five components in the framework: (1) Dividing author-paper citation
matrix and reference network between authors; (2) Clustering papers by topic and
deriving social reference networks for authors (excluding authors who have not cited
any papers) in a specific class; (3) Calculating the strength of citation relationships
between authors and the authority of authors and papers; (4) Enhancing the matrix
decomposition for authors and papers; and (5) Predicting the author’s citation to the
paper.

4.2 Citation Relationship Strength and Authoritative Calculation

Citation Relationship Strength Calculation. In a specific scientific social reference
relation network, if author e and author a have a reference relationship in class c, the
number of times that author e cites author a’s paper will be used to measure the
strength of the reference relation between them, that is, the weight on the edge is
xcea [15].

The author’s research interests may also change over time. According to the
number of papers published in the six research fields on the DBLP dataset, we con-
struct the attribute vector of each author a, and the attribute value of each dimension
corresponds to the author a. The number of papers published in these fields can be
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Fig. 1. The framework of ADRCR
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adopted to calculate the similarity of author’s research interest using cosine similarity,
which is defined as follows:

scea ¼
1; a ¼ e
ba�be

jbaj�jbej ; a 6¼ e ^ a; eð Þ 2 E

0; others

8><
>:

ð4Þ

Finally, the edge weights constructed by authors a and e are defined as follows:

wc
ea ¼

1
1þ lgðxcea � sceaÞ

ð5Þ

Influence Calculation. In the scientific social reference network, the structure of the
node reflects the author’s authority to a certain extent. Authors with higher authority
can provide valuable reference information to other authors; Low authority authors are
willing to refer to the suggestions of authoritative authors. In this paper, the influence
propagation algorithm is used to calculate the authoritative value of the author in each
class [16]. Let f c

a!e
denote the influence of author a on author e in class c as follows:

f c
a!e

¼ 1
1þ k

ð
X
k2Nc

e

tckef
c
a!k

þ vc
a!e

Þ ð6Þ

s:t: f ca!a ¼ aca; e ¼ a ; and aca [ 0 ð7Þ

Where Nc
e
¼ e1; e2; � � �; enf g denotes a set of trusted friends of author e in class c (i.e.,

author e refers to a class of other authors). tcke represents the propagation probability
from author k to author e, and

Pn
k¼1 t

c
ke � 1. The parameter k is the damping coefficient,

and aca 2 0; 1½ � is the domain knowledge of the author a. In particular, f c
a
and vca;a are set

as default in reference [16].

Centrality Calculation. We utilize three centralities to evaluate the status of nodes in
the network. The central node can be regarded important because it has a favorable and
influential position in the network. When a given node has more neighbors, it will
occupy an important position. For a given node a, the final status of the node in the
network is obtained by calculating the average of the three centralities [17], which is
defined as follows:

ACc
a ¼

Pz
k¼1

Cc
k

z
ð8Þ
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where z is the number of centralities, and Cc
k is the centrality value of node a measured

according to the centrality. In our example, the value of k is 3, since we adopt three
centralities.

If author a has a greater influence on author e and a very important status, then
author a is more authoritative. We sort the influence and centrality of nc authors, then
let author a rank as sca ¼ f ca!e � ACc

a and sca 2 ½1; nc�, where nc denotes the number of
authors in Wc. The authoritative value of author a is defined as:

Oc
a ¼

1
1þ lgðscaÞ

ð9Þ

It can be seen from the above formula that when the author’s influence value ranks
first in class c, then Oc

a = 1, and Oc
a decreases as the author’s ranking decreasing, that

is, the author’s influence value ranks lower, and the corresponding authoritative value
is lower. Therefore, the authoritative values of all authors can be calculated using
Eq. (9).

Authoritative Calculation of the Paper. Generally, the higher the authority, the more
important the paper is on the scientific research platform, and the higher the citation
rate of the paper by authors in related fields. On the contrary, the lower the authority,
the lower the citation rate is. We then calculate the weight Hc

ðpÞ as follows:

Hc
ðpÞ ¼ b

1; pc 2 A

2=3; pc 2 Bþð1� bÞe
�ðt�ypÞþ 1

gp þ 1

1=3; pc 2 C

8<
: ð10Þ

where b is a parameter. (A, B, C) respectively represents the collection of A, B and
C category papers recommended by the CCF Association, and pc 2 A indicates that the
paper p in category c belongs to A category. t represents the current time. yp represents
the publication time of the paper p, and gp indicates the number of times the paper p has
been cited. The authoritative value Icp of the paper p is normalized using the Sigmoid
function.

4.3 Recommendation Model

In the scientific social reference network, if an author is more authoritative, it means
that he has more citation times to high-quality papers; If the authoritativeness of a paper
is higher, it demonstrates that it will be cited by many authors in the field. Therefore,
this article also uses the authority of the author and the paper to measure the author’s
citations of the paper, namely:

min
LcMc

1
2

X
ða;pÞ2cc

Oc
aI

c
pðgððLc

aÞTMc
pÞ � qcapÞ2 þ

k1

2
k Lc k2F þ k2

2
k Mc k2F ð11Þ
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cc is a set of pairs (authors, papers) in Qc. In formula (11), if author a has higher
authority in class c and the authority of the paper is also high, it means that author a has
cited the paper multiple times. That is, the error between the predicted number of
citation and the actual number of citation is small; In contrast, there is a large error
between the predicted citation times and the actual citation times.

In order to more conveniently learn the parameters, the author’s authorization value
should be set between 0 and 1, thus the time of citation is mapped to the [0,1] interval
by using the function f ðxÞ ¼ x=Qmax, where Qmax is the maximum citation time. The
Logistic function gðxÞ ¼ 1=ð1þ expð�xÞÞ fixes the inner product of the predicted
citation case ðLc

aÞTMc
p to the interval [0,1]. Therefore, the optimization objective

function in the citation model is defined as follows:

Z ¼ 1
2

X
ða;pÞ2cc

Oc
aI

c
PðgððLc

aÞTMc
pÞ � qcapÞ2 þ

1
2
kc

X
ðe;aÞ2dc

wc
eaðgððUc

eÞTLc
aÞ � wc

eaÞ2 þ aðL;M;UÞ
ð12Þ

aðL;M;UÞ ¼ k1

2
k Lc k2F þ k2

2
k Mc k2F þ k3

2
k Uc k2F ð13Þ

The above objective function can be minimized by performing the following gradient
descent for all authors and papers Mc

p, L
c
a, U

c
e . Parameter kc controls the influence

proportion between the times of citations and the reference relationship in the training
model.

5 Experiments

All experiments are performed on a computer with an Intel (R) Core (TM) i5-6402P
CPU, 2.80 GHz, and 8 GB RAM. The Operation System is Windows 10 Professional,
using MATLAB2017 data processing. We perform experiments on DBLP dataset to
answer the following research questions:

• RQ1: How does the performance of our proposed ADRCR compare with state-of-the-
art recommended methods designed to learn from a large number of recommended
scientific papers?
• RQ2: Can ADRCR help to solve data sparsity problem?

In what follows, we will first describe the experimental settings and then answer the
above two questions.

5.1 Experimental Settings

In order to verify the effectiveness of the proposed method, the experiment is designed
and verified.
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Dataset. In order to verify the effectiveness of the proposed method, 8,301 papers
published by journalists in the field of data mining (DM) in journals (DMKD, TKDE)
or conferences (KDD, ICDM, SDM) are selected.

Evaluation Metrics. Two of the most classic evaluation metrics [18] are used in our
experiments: mean absolute error (MAE) and root mean square error (RMSE). We
perform 10-fold cross-validation. In each fold, 20% of the data set is randomly selected
as the test set, and the remaining 80% is used as the training set.

Comparison Methods and Parameter Setting. To compare and evaluate the per-
formance of our proposed methods, we chose the following three representative
methods as competitors. We set the best parameters according to the corresponding
references or based on our experiments.

• IBCF [6] and UBCF [7]: These methods are chosen to consider only unilateral
item or user information.

• TrustMF [12]: It considers the dual role of users and the social trust network
between the same users to improve the performance of the recommendation system, but
it does not think over the information of the item.

The parameters b, kc, k, k1, k2, k3 and the dimension k of the implicit feature vector
will affect the recommended performance. By performing many experiments, it is
found that the performance of this method is the best when the parameters b = 1/2,
kc = 1, k = 0.176, k1 = k2 = k3 = 0.001, and k = 10.

5.2 Experimental Results and Analysis

Performance Analysis (RQ1). We first compare our method with the collaborative
filtering recommendation performance of state-of-the-art methods. Then, we study
performance when the recommended number N is set to [10, 20, 50, 80]. Please note
that for a author, our evaluation measure will rank all the unobserved papers in the
training set. In this case, a smaller value of N will make the result more unstable.
Therefore, we report relatively large results. The experimental results are recorded in
Table 1, where k is the dimension of the feature space. The main observations of this
experimental study are summarized in Table 1.

Table 1. Performance comparisons on DBLP dataset

N 10 20 50 80
Methods MAE RMSE MAE RMSE MAE RMSE MAE RMSE

k = 10 IBCF 0.951 1.235 0.942 1.223 0.922 1.211 0.904 1.205
UBCF 0.942 1.217 0.933 1.215 0.917 1.205 0.902 1.203
TrustMF 0.832 1.072 0.821 1.079 0.817 1.062 0.806 1.059
ADRCR 0.815 1.051 0.811 1.047 0.818 1.034 0.798 1.023
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We can observe that in terms of MAE and RMSE, the proposed ADRCR method
always outperforms other state-of-the-art methods. In particular, compared with the
best method TrustMF, When the recommended number N is 20, 50, 80, and k = 10, on
RMSE, the performance of the ADRCR method is improved by 2.1%, 2.8% and 3.6%,
respectively. In addition, as the number of recommended papers increases, so does the
recommendation efficiency. This shows that an accurate dual role and an approach that
takes into account both users and items information modeling can improve recom-
mendation performance.

Impact of Data Sparsity (RQ2). The problem of sparsity usually limits the expression
of recommendation systems, since some papers are rarely cited by authors. Therefore,
we investigate how our proposed ADRCR model can improve the recommendation
performance of the paper with few citations. Specifically, we divide all authors into
groups based on the number of citation records: [0–5, 6–10, 11–15, 16–20, >20]. In
each group, the number of authors ranges from 100 to 200, which can eliminate the
randomness of the experimental results. For every group, we compare the performance
of our method with the benchmark methods. The results are shown in Fig. 2.

It can be seen from the results that when the author cites becomes sparse, the
proposed ADRCR performance is better than other methods. Especially for RMSE, the
performance of ADRCR is improved by 7.07% from the fifth group to the first group,
while the performance of UBCF and TrustMF is improved by 4.70% and 5.06%,
respectively. It is found that as the data becomes sparse, the performance gap between
ADRCR and other methods becomes more apparent. Because the ADRCR model
considers both authors and papers information, it can achieve good recommendation
performance for authors with sparse citations.

(a)MAE result with a recommended number  
of 50 

 (b) RMSE result with a recommended number 
of 50 
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Fig. 2. Performance of IBCF, UBCF, TrustMF and ADRCR on authors with different number
of citation records
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6 Conclusions

The traditional method of recommending scientific papers does not think over the
information of authors and papers simultaneously. To this end, we propose a recom-
mendation method that considers the authority of authors and papers concurrently.
Through the author’s citations of scientific papers, find the scientific papers that the
author is interested in, and recommend them to a large number of scientific papers. The
experimental results show that compares with other traditional recommendation
methods, the proposed method has achieved good recommendation results on both
evaluation indicators. Especially in the topic of scientific papers, clustering is divided
into different class by offline clustering. This not only enhances the recommendation
speed, but also improves the recommendation efficiency.

Acknowledgement. This work is supported by the National Natural Science Foundation of
China (61762078, 61363058, 61966004), Major project of young teachers’ scientific research
ability promotion plan (NWNU-LKQN2019-2) and Research Fund of Guangxi Key Lab of
Multi-source Information Mining and Security (MIMS18-08).

References

1. Li, Z., Zhao, H., Liu, Q., Huang, Z., Mei, T., Chen, E.: Learning from history and present:
next-item recommendation via discriminatively exploiting user behaviors. In: 24th
International Conference on SIGKDD, pp. 1734–1743. ACM, London (2018)

2. Joseph, K., Jiang, H.: Content based news recommendation via shortest entity distance over
knowledge graphs. In: The World Wide Web Conference, pp. 690–699. ACM, San
Francisco (2019)

3. Huang, L., Ma, H., Li, N., Yu, L.: Collaborative filtering recommendation algorithm based
on bipartite graph and joint clustering. Comput. Eng. Sci. 41(11), 2040–2047 (2019)

4. Jannach, D., Zanker, M., Felfernig, A., Friedrich, G.: Recommender Systems: An
Introduction. Cambridge University Press, Cambridge (2010)

5. Li, H., Ma, X.P., Shi, J.: Incorporating trust relation with PMF to enhance social network
recommendation performance. Int. J. Pattern Recognit. Artif Intell. 30(06), 1659016 (2016)

6. West, J.D., Wesley, S.I., Bergstrom, C.T.: A recommendation system based on hierarchical
clustering of an article-level citation network. IEEE Trans. Big Data 2(2), 113–123 (2017)

7. Dai, T., Li, Z., Cai, X., Pan, S., Yuan, S.: Explore semantic topics and author communities
for citation recommendation in bipartite bibliographic network. J. Ambient Intell. Hum.
Comput. 9(9), 1–19 (2017)

8. Wang, H., Shi, X., Yeung, D.Y.: Relational stacked denoising autoencoder for tag
recommendation. In: Twenty-ninth AAAI Conference on Artificial Intelligence, pp. 3052–
3058. AAAI Press, Texas (2015)

9. Li, P., Tuzhilin, A.: DDTCDR: deep dual transfer cross domain recommendation. In:
Proceedings of the 13th International Conference on Web Search and Data Mining, pp. 331–
339. ACM, Houston (2020)

10. Nassar, N., Jafar, A., Rahhal, Y.: A novel deep multi-criteria collaborative filtering model for
recommendation system. Knowl. Based Syst. 187, 104811 (2020)

Scientific Paper Recommendation Using ADRCR 131



11. Tang, J., Hu, X., Gao, H., Liu, H.: Exploiting local and global social context for
recommendation. In: Twenty-Third international Joint Conference on Artificial Intelligence,
pp. 2712–2718. AAAI Press, Beijing (2013)

12. Yang, B., Lei, Y., Liu, J., Li, W.: Social collaborative filtering by trust. IEEE Trans. Pattern
Anal. Mach. Intell. 39(8), 1633–1647 (2017)

13. Liu, H., et al.: Hybrid neural recommendation with joint deep representation learning of
ratings and reviews. Neurocomputing 374, 77–85 (2020)

14. Pan, Y., He, F., Yu, H.: A correlative denoising autoencoder to model social influence for
top-N recommender system. Front. Comput. Sci. 14(3), 143301 (2020). https://doi.org/10.
1007/s11704-019-8123-3

15. Ma, F., Wu, Y.S.: Citation identity—a noticeable concept. Libr. Inf. Work 53(16), 27–115
(2009)

16. Liu, Q., et al.: An influence propagation view of PageRank. ACM Trans. Knowl. Disc. Data
11(3), 1–30 (2017)

17. Shao, Z., Liu, S., Zhao, Y.: Correction to: identifying influential nodes in complex networks
based on neighbours and edges. Peer-to-Peer Netw. Appl. 12(6), 1538 (2019)

18. Ma, H., Zhou, D., Liu, C., Lyu, M.R., King, L.: Recommender systems with social
regularization. In: The Forth International Conference on Web Search and Web Data
Mining, pp. 287–296. ACM, Hong Kong (2011)

132 D. Hu et al.

https://doi.org/10.1007/s11704-019-8123-3
https://doi.org/10.1007/s11704-019-8123-3


A Genetic Algorithm for Travel Itinerary
Recommendation with Mandatory

Points-of-Interest

Phatpicha Yochum, Liang Chang(B), Tianlong Gu, Manli Zhu,
and Hongliang Chen

Guangxi Key Laboratory of Trusted Software,
Guilin University of Electronic Technology, Guilin 541004, China

changl@guet.edu.cn

Abstract. Traveling as a very popular leisure activity enjoyed by many
people all over the world. Typically, people would visit the POIs that
are popular or special in a city and also have desired starting POIs
(e.g., POIs that are close to their hotels) and destination POIs (e.g.,
POIs that are near train stations or airports). However, travelers often
have limited travel time and are also unfamiliar with the wide range
of Points-of-Interest (POIs) in a city, so that the itinerary planning is
time-consuming and challenging. In this paper, we view this kind of
itinerary planning as MandatoryTour problem, which is tourists have to
construct an itinerary comprising a series of POIs of a city and includ-
ing as many popular or special POIs as possible within their travel
time budget. We term the most popular and special POIs as manda-
tory POIs in our paper. For solving the presented MandatoryTour prob-
lem, we propose a genetic algorithm GAM. We compare our approach
against several baselines GA, MaxM, and GreedyM by using real-world
datasets from the Yahoo Flickr Creative Commons 100 Million Dataset
(YFCC100M), which include POI visits of seven touristic cities. The
experimental results show that GAM achieves better recommendation
performance in terms of the mandatory POIs, POIs visited, time budget
(travel time and visit duration), and profit (POI popularity).

Keywords: Travel recommendations · Itinerary recommendations ·
Recommendation systems · Location recommendations

1 Introduction

Traveling is entirely considered as a pleasure activity and it does not take long for
travelers to travel. People have high travel expectations and enjoy their journeys
and experiences. Travel itinerary or tour planning is one of the most important
tasks for people to travel to unfamiliar cities and places. It mainly focuses on
a plan with a sequence of visits of a given number of Points-of-Interest (POIs),
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which must be visited within a limited time. Additional information is also con-
sidered such as the number of POIs visited, travel time, and POI visit duration
of the trip. Especially, in order to maximize the number of POIs and/or the visit
duration, the travel time or the distance between POIs should be cut down. It
is intuitive to include mandatory POIs, which are everywhere on the user’s trip
as they are often very popular or special POIs where tourists should visit in a
city.

The existing works adapt a simple measure based on user interest and POI
popularity for itinerary recommendations. In our work, we view this kind of
itinerary planning as MandatoryTour problem, which is tourists have to con-
struct an itinerary comprising a series of POIs of a city and including as many
popular or special POIs as possible within their travel time budget. Hence,
mandatory POIs are the term of the most popular and special POIs. We propose
a travel itinerary recommendation approach, named GAM, to solve the Mandato-
ryTour problem by using a genetic algorithm. Besides, we use real-world datasets
which are derived from the Yahoo Flickr Creative Commons 100 Million Dataset
(YFCC100M) provided by [1] to evaluate our approach. We make contributions
to the field of itinerary recommendation as follows:

1. We introduce and formulate the MandatoryTour problem, which is the term
the most popular and special POIs.

2. We propose the GAM algorithm for recommending an itinerary comprising a
series of POIs of a city and including as many mandatory POIs as possible
within travel time budget.

3. The results show that GAM outperforms better than several baseline methods
and achieves good recommendation performance in terms of the mandatory
POIs, POIs visited, time budget (travel time and visit duration), and profit
(POI popularity).

The remainder of this paper is organized as follows. Section 2 introduces
related work. Section 3 describes the problem definition and genetic algorithm
model. In Sect. 4, our experiments are presented. The results and discussion are
discussing in Sect. 5. The last section summarizes conclusions.

2 Related Work

In this section, we present state-of-the-art methods in related areas of genetic
algorithm, itinerary recommendation, POI recommendation, and the differences
in our research with existing works.

2.1 Genetic Algorithm in Tourism

Genetic Algorithm (GA) has its origins from the imitations of natural evolu-
tion and genetics. It uses multistage processing, such as initialization, selection,
crossover, and mutation to optimize the solution. In recent years, researchers
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have been applied the GA to recommendations in the tourism area [2–5]. The
main objectives of these works are to find the optimal travel route comprising
a set of POIs, while the GA uses the fitness function to select the best route.
More formally, [3] studied the problem of user preferences to recommend a travel
route. They estimated popular POIs where user has visited in the past by mining
from the GPS trajectories. Then, the GA was used to model the interest of user
for an unvisited place and improved the accuracy of the recommendation.

2.2 Itinerary Recommendation

Itinerary recommendation is a well-studied field that typically focuses on sug-
gesting a sequence of POIs to visit. Most existing studies on itinerary recom-
mendations focus on user interests within the given trip constraints towards the
POIs [6,7]. Several research works apply itinerary recommendations in the field
of Operations Research [8–10]. Most of these works are formulated as an Integer
Linear Program based on the Orienteering problem and the traveling salesman
problem variants using social media datasets. [9] studied the travel recommen-
dation problem based on the Orienteering problem by proposing the PersTour
model. First, user travel histories based on geo-tagged photos were extracted.
Next, they used the first and last photos taken at each POI to sort POI visiting
time and construct user travel sequence. At last, the PersTour algorithm with
the characteristic of POIs, users’ interest preferences and trip constraints were
used to recommend personalized trip itinerary to users. There are also several
real-life constraints like POI popularity [11], visit duration [12], travel time [13],
queuing time [8], and photo frequency [9] to recommend itinerary recommenda-
tion systems.

2.3 POI Recommendation

In POI recommendation, the problem is to provide users with the suggestion
of a set of popular and interesting places to users. The common recommen-
dation techniques have been extensively studied such as content-based [14,15],
collaborative [16,17], and hybrid approach [18,19]. One example in [18], the
hybrid recommendation was proposed by merging content-based, collaborative,
and knowledge-based techniques into a recommendation process for travel desti-
nations to individuals and groups. The algorithm was based on the users’ ratings,
personal interests, and specific demands for the next destination.

2.4 Differences with Existing Works

We focus on interesting insights into the itinerary recommendation problems.
Our proposed approach differs from the above existing works in several aspects.
The current state-of-the-art itinerary recommendation approaches consider POIs
with various trip constraints. These approaches do not consider mandatory POIs
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which are the actual place covering attractions, buildings, shopping malls, uni-
versities, transports, etc. In contrast, we propose an enhance itinerary recom-
mendation system that considers mandatory POIs through these POIs with a
specific starting and ending POI and additional constraints. So, the itinerary
planning can be composed of a series of POIs including mandatory POIs within
a certain time. We improve an itinerary recommendation by considering several
aspects with the GA method to achieve better performance.

3 Problem Definition and Genetic Algorithm Model

In this section, we give the definitions used in our work and formulate the Manda-
toryTour problem, and a genetic algorithm is presented for dealing with this
problem.

p1

1512391257p2

1023928p3

82116p4

Gene (POI)

Choromosome

Population

2296114p1

1512391257p2

2296254p5

1512391117p6

2296114

…..

One-point Crossover

Next Generation

Fig. 1. An example of POI code and one-point crossover

3.1 Problem Definition

Our proposed MandatoryTour problem which recommend an itinerary with
mandatory POIs is NP-hard. A shortcoming of traditional methods that use
a brute-force approach is that the complexity of MandatoryTour is exponen-
tial, which is caused by the increasing of the number of POIs. The objective
of this problem is to maximize the number of mandatory POIs, while keeping
travel time between POIs and visit duration under a fixed time budget. The
recommended itinerary includes a specified starting POI and ending POI.

This problem can be viewed as a directed graph G = <N,E>, where N is the
set of nodes (or POIs) and E represents the set of edges. Each edge connecting
node i to j has a profit, a travel time, and a visit duration, and can be represented
as fi,j , ti,j , and vi,j respectively. The total time cost that includes travel time
and visit duration between visited POIs for a tour is no more than the time
budget TMAX which limits how many POIs can be visited on the tour.

In this paper, an itinerary is defined as a path between specified starting
POI and ending POI, and at least one other POI is contained. Note that all
POIs in the itinerary can be visited only once, so sub-tours are excluded. Let
C = {c1, ..., cL} be the set of POIs, and M = {m1, ...,mK} where K < L be
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the set of mandatory POIs, ideally an itinerary with mandatory POIs can be
described as I = {cs, ...,m1, ...,mK , ...cd}, where cs is the starting POI and cd
is the destination POI and cs, cd /∈ M .

Algorithm 1. GAM algorithm
Input: time budget σ,

population size α,
crossover rate β,
mutation rate γ,
iteration number δ

Output: best tour t
1: generate α individuals randomly as initially population set P

TotalTimeCost(p) ≤ σ for each p ∈ P
2: for i = 1 to δ do
3: for j = 1 to α do
4: randomly select two individuals pa and pb from P
5: generate pc and pd by one-point crossover to pa and pb under the crossover

rate β
6: save pc and pd to P1

7: end for
8: for j = 1 to α do
9: randomly select an individuals pa from P1

10: randomly select a gene position from pa and mutate it to generate a new
individual p

′
a under the mutation rate γ

11: if TotalTimeCost(p
′
a)> σ then

12: update p
′
a with a feasible tour by repairing p

′
a

13: end if
14: update pa with p

′
a in P1

15: end for
16: update P = P1

17: end for
18: return the best tour t in P

3.2 Genetic Algorithm Model

In our genetic algorithm, P is the set of population, the set of genes of each
individual pi is represented using POIs directly, in terms of the IDs of POIs,
and we encode them as shown in the left part of Fig. 1. An example of one-point
crossover process is simply stated in the right part of Fig. 1.

In fact, MandatoryTour problem is a multi-objective optimize problem, and
as it is difficult to design a fixed fitness score for every tour. Therefore, we
optimize the objective function directly instead. By giving different priorities to
the metrics used in Sect. 4, the objective function is defined as follows:

if the number of mandatory POIs in pi has not been maximized

MaxF (px) = Max
∑|px|

i=1
χM(pxi

)
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where

χM(pxi
) =

{
1 if pxi

∈ px

0 otherwise

if the above one has been maximized and the visit duration of pi has not been
maximized

MaxF (px) = Max
∑|px|−1

i=1

∑|px|
j=2

vpxi
,pxj

if the above two have been maximized and the total profit of pi has not been
maximized

MaxF (px) = Max
∑|px|−1

i=1

∑|px|
j=2

fpxi
,pxj

We use the one-point crossover in our proposed approach because of the
relatively small data sets, and the probability β = 0.8. For other parameters,
mutation rate γ = 0.2, time budget σ ∈ {300, 250, 600, 450, 350} as it is differ-
ent for each city, the population size α = 60, the iteration number δ = 100,
and finally the best tour t is returned. The detailed optimization procedure is
described in Algorithm 1.

4 Experiments

In this section, we describe our experiments, which include our datasets, baseline
algorithms, evaluation metrics, and results and discussion.

4.1 Datasets

For our experiment and analysis, we use datasets from the Yahoo! Flickr Cre-
ative Commons 100M [1], which contains 100 million photos and videos. POIs
with other details were collected from [10]. These geo-tagged photos were then
mapped to a list of POIs based on their respective entries on cities in which
the details refer to [9]. There are seven cities: Budapest, Edinburgh, Toronto,
Vienna, Glasgow, Perth, and Osaka.

4.2 Baseline Algorithms

We compare our proposed GAM with several baseline algorithm to evaluate its
recommendation performance.

1. GA. Generates an itinerary without mandatory POIs. The generated
itinerary comprises a path starting at a specified POI and ending at another
specified one where the total profit and visit duration are maximized, the cost
is minimized, and the total travel time is limited by a given time budget. Note
that mandatory POIs may be included in the itinerary, and we will show its
result in the next section.
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2. GAM (our proposed model). Generates an itinerary with mandatory
POIs. This model is built upon the GA model using a similar objective func-
tion but adds mandatory POIs and the objective of maximizing the inclusion
of the mandatory POIs. This model considers a general tour which generally
includes popular or special POIs where tourists often want to visit.

3. MaxM. Generates an itinerary with a relatively large profit with mandatory
POIs. Mandatory POIs are added first then the other POIs by allocating
a large profit value to each POI using the greedy strategy. This approach
provides a profit baseline for the Mandatory problem.

4. GreedyM. Generates an itinerary by adding the mandatory POIs first,
then the remaining POIs. This is the simplest practical method to gener-
ate itineraries based on visiting mandatory POIs. As the tour focus on the
mandatory POIs, a tour that has the most mandatory POIs within the time
budget is preferred.

The algorithms used for this work were implemented using the C++ pro-
gramming language.

4.3 Evaluation Metrics

We evaluate the performance of our algorithm and the baselines, which involves
evaluating a specific starting and ending POI and additional constraints. The
recommended itinerary contains the set of mandatory POIs or at least one of the
mandatory POIs within a certain time based on travel cost budget and profit.
Our algorithm utilizes evaluation metrics for the itinerary recommendation as
follows:

1. Mandatory POIs. The set of mandatory POIs that are popular or special
POIs in the recommended itinerary.

2. POIs Visited. The number of unique POIs that can be visited in the rec-
ommended itinerary.

3. Time Budget. The total time budgets both travel time and visit duration
in the recommended itinerary. Hence, travel time is the time traveled from
one POI to another POI while visit duration is the time visited in each POI.

4. Profit. The total profits of all POIs in the recommended itinerary.

4.4 Results and Discussion

In this section, we present and discuss the experimental results in term of manda-
tory POIs, POIs visited, time budget (travel time and visit duration), and profit
(POI popularity). In addition, we considered four mandatory POI sets includ-
ing one POI, two POIs, three POIs, and four POIs respectively, and they are
randomly selected from the whole POI set.

Number of Mandatory POIs of Recommended Tours. The GA algorithm
without mandatory POIs is the basis for comparisons with other algorithms, and
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Fig. 2. Average travel time and visit duration by number of mandatory POIs for each
city.
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Fig. 3. Average profit by number of mandatory POIs for each city.
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Table 1. Number of GA itineraries (out of 100) which visited all or at least one
mandatory POIs. Higher values are better.

City Visited all Visited at least one

mandatory POIs mandatory POIs

1 2 3 4 1 2 3 4

Budapest 28 13 1 1 28 65 77 82

Edinburgh 53 22 8 3 53 69 78 86

Toronto 31 18 7 1 31 67 73 88

Vienna 34 5 5 1 34 53 68 77

Glasgow 43 22 12 5 43 68 82 89

Perth 50 20 8 5 50 67 81 88

Osaka 48 15 5 1 48 65 78 88

Table 2. Number of successful itineraries (out of 100) which included mandatory POIs.
Higher values are better and the best performance among GAM, MaxM, GreedyM is
in bold.

City GAM MaxM GreedyM

mandatory POIs mandatory POIs mandatory POIs

1 2 3 4 1 2 3 4 1 2 3 4

Budapest 89 81 49 34 89 78 45 27 89 78 45 27

Edinburgh 87 50 31 15 87 75 58 36 87 75 58 36

Toronto 77 54 36 14 77 50 29 7 77 50 29 7

Vienna 87 56 23 10 87 65 39 18 87 65 39 18

Glasgow 81 66 42 22 81 60 37 16 81 60 37 16

Perth 86 63 46 21 86 67 47 23 86 67 47 23

Osaka 99 86 64 31 99 88 69 49 99 88 69 49

visiting any of the mandatory POIs in a generated tour is not guaranteed. The
result of the inclusion of mandatory POIs of generated tours by the GA algorithm
is shown in Table 1. It can be seen that with the increase of mandatory set size,
the number of tours successfully visited all mandatory POIs in the mandatory
sets is decreased rapidly, however, the number of tours visiting at least one
mandatory POI move up as more options are available.

Table 2 presents the number of successful tours found by GAM, MaxM, and
GreedyM, along with the different mandatory POI sets. The GAM algorithm
achieves moderate performance in all cities.

Number of Total POIs Visited of Recommended Tours. Table 3 presents
the average number of total POIs visited every algorithm’s generated tours.
Overall, GAM has the best performance among all algorithms over all the cities.
Specifically, for the GAM algorithm, the mandatory POI set of four including
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Table 3. Average number of POIs visited including failed itineraries by algorithm,
mandatory POIs set size and city. Higher values are better and the best performance
among GAM, MaxM, GreedyM is in bold.

City GA GAM MaxM GreedyM

mandatory POIs mandatory POIs mandatory POIs

1 2 3 4 1 2 3 4 1 2 3 4

Budapest 12.82 10.3 10.1 9.4 8.4 4.3 4.6 5.1 5.3 4.6 4.8 5.2 5.4

Edinburgh 12.57 12.7 10.4 10.2 9.8 3.8 4.5 5.1 5.5 5.3 5.6 5.9 6.2

Toronto 12.02 9.8 10.1 9.2 8.4 4.5 4.9 5.2 5.3 4.1 4.3 4.6 4.9

Vienna 10.62 10.4 7.9 7.6 7.2 3.1 3.8 4.3 4.7 4.2 4.7 5.0 5.2

Glasgow 12.42 10.4 10.0 9.5 9.1 4.3 4.3 4.6 4.8 4.3 4.6 4.8 5.1

Perth 10.82 10.2 8.9 8.3 8.2 4.5 4.8 5.1 5.4 4.6 4.9 5.1 5.5

Osaka 10.75 11.2 7.8 7.3 7.0 5.2 5.3 5.6 5.9 5.7 5.5 5.8 6.0

more POIs than smaller mandatory sets, but for MaxM and GreedyM, they see a
decline along with the increase of the mandatory POI set size. This is reasonable
because of the mandatory POIs may limit the MaxM and Greedy algorithms’
performance in the metric of average number POIs visited.

Travel Time and Visit Duration of Recommended Tours. From Fig. 2,
we can see that the total travel time for the itineraries generated by all methods
was never exceeded, and the GAM uses the time budget efficiently in all seven
cities, in the meanwhile, the visit duration also utilized better, and GA has the
similar results with GAM. In contrast, the GreedyM often comes the last about
allocating the time budget, and MaxM’s performance just above GreedyM.

Total Profit of Recommended Tours. The results of the average profit of
recommended tours are shown in Fig. 3. It is clear that the GA algorithm gets
the highest profit in almost every city as there are no extra constraints except
the time budget, and the GAM comes the second. In addition, the reason why
the MaxM algorithm does not achieve the best performance is that the greedy
strategy limits it to generate a tour with the optimal solution.

5 Conclusions

In this paper, we formulated the kind of itinerary planning as MandatoryTour
problem, which comprised a series of POIs of a city and including mandatory
POIs within travel time budget. The mandatory POIs can be termed as the
most popular and special POIs. We then solved this MandatoryTour problem
by a generic algorithm and we proposed this approach as the GAM algorithm. We
also used real-world datasets which are derived from the Yahoo Flickr Creative
Commons 100 Million Dataset (YFCC100M), which include POI visits of seven
touristic cities. Compared with several baselines GA, MaxM, and GreedyM,
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GAM achieved better recommendation performance in terms of the mandatory
POIs, POIs visited, time budget (travel time and visit duration), and profit (POI
popularity).
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Abstract. It turns out that the Stochastic Blockmodel (SBM) and its variants
can successfully accomplish a variety of tasks, such as discovering community
structures. Note that the main limitations are inferencing high time complexity
and poor scalability. Our effort is motivated by the goal of harnessing their
complementary strengths to develop a scalability SBM for graphs, that also
enjoys an efficient inference process and discovery interpretable communities.
Unlike traditional SBM that each node is assumed to belong to just one block,
we wish to use the node importance to also infer the community membership(s)
of each node (as it is one of the goals of SBMs). To this end, we propose a
multi-stage maximum likelihood strategy for inferring the latent parameters of
adapting the Stochastic Blockmodels to Overlapping Community Detection
(OCD-SBM). The intuitive properties to build the model, is more in line with the
real-world network to reveal the hidden community structural characteristics.
Particularly, this enables inference of not just the node’s membership into
communities, but the strength of the membership in each of the communities the
node belongs to. Experiments conducted on various datasets verify the effec-
tiveness of our model.

Keywords: Overlapping community detection � Stochastic Blockmodels �
Maximum likelihood

1 Introduction

Studies show that classical network modeling statistical models have been explored for
decades. Such real-world networks contain omnipresent features to reflect small world
phenomena, overlapping clusters or community structures [1, 2]. Additionally, a crowd
of the recent works have focused on recomposing classical statistical models to boost
the performance of model statistical inference [3–5].

In order to partition the graph such that nodes within each group are structurally
equivalent and/or tightly connected, statistical and/or probabilistic methods are typi-
cally used to partition the graph structure. Among them, stochastic blockmodel
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(SBM) is one prominent model for such purposes. Suppose that each node belongs to
only one of the K groups is the simplest form of SBMs. Then the goal of the statistical
learning is to infer the probability of connection between these unobserved groups and
groups based on the observable edges of the entire graph [6–8]. Due to its computa-
tional flexibility and structural interpretation, SBM and its extensions have been
popularizing in a variety of network analysis tasks.

Non-overlapping. Recent years have seen work on SBM implementations for non-
overlapping community detection algorithm [9, 10]. These methods have the same
assumption that nodes in the network can only be assigned to one cluster, and the
possibility of existence of edges between pairs of nodes depends only on the cluster to
which they belong. Snijders [5] first present method of revealing such a cluster
structure using posteriori information. The approach named ML-SBM [11] is to use
SBM to develop a scalable non-overlapping community detection method on large
graphs, which simply based on multi-stage MLE approach to learn latent parameters.

Overlapping. In their seminal work, Airoldi [12] proposes the first mixture-based
model with overlapping communities and successfully applied to the real networks.
This model, called the Mixed-Member Stochastic Blockmodel (MMSBM), is an
adaptation of earlier mixed membership models [13] to the context of networks.
Latouche et al. [14] propose another extension of the SBM to overlapping classes,
called Overlapping Stochastic Blockmodel (OSBM). The main difference between
OSBM and MMSB is that the latent classes are no longer drawn from the multinomial
distributions but from a product of the Bernoulli distribution.

In general, comparing to many non-attribute community detection methods,
ML_SBM [11] method is based on SBM to effectively infer and learn model parameters
for community detection tasks, and this algorithm performs well on most networks
compared to most existing methods. It is worth noting that our work is a significant
extension of ML_SBM. Yet, we consider not only learning and inferring the model
latent parameters, but also introducing the importance of intuitive attributes and instinct
consistent with real-world network features in overlapping community detection tasks.

In this paper, an overlapping community detection approach based on SBM, i.e.
adapting the Stochastic Blockmodels to Overlapping Community Detection (OCD-
SBM), is proposed to conquer the limitation of high time complexity and poor scal-
ability of SBM. Our model explicitly encodes the importance of overlapping nodes
characteristic, and thus is capable to correct the bias caused by statistical inference in
the traditional SBM. In summary, the contributions of this paper are as follows:

(1) We develop a fast algorithm that uses an SBM to adjust overlapping community
detection in the undirected graph to address the limitations of existing algorithms
of high-time complexity and scalability of large-scale networks. Contrary to other
community detection methods, we use the SBM generation model to mine better
clustering results in the network to preserve the characteristics of the real network.

(2) Different from the rules of establishing edge between two nodes using simple
SBM, we not only consider the strength of the connection between the commu-
nities, but also the importance of nodes-to-communities. To this end, we model a
method of detecting large-scale overlapping community structures in the real
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world via introducing the importance of intuitive attributes and instincts consistent
with real-world network features in overlapping community detection tasks.

(3) Various verification experiments performed on synthetic datasets and real-world
datasets with ground-truth show that this is a new possibility to combine the
advances in overlapping community detection and SBMs to broaden the under-
standing of organizing principles of complex networks.

The rest of this paper is organized as follows. Section 2 introduces the motivation
and framework of our proposed model. Section 3 describes the inference algorithms in
OCD-SBM. We describe the experimental results of simulations in Sect. 4. Section 5
concludes this paper.

2 Preliminaries

2.1 Motivation

Notation. Consider an undirected graph G = (V, E), where V is the node set of size
N = |V|, and E is the edge list of size M = |E|. The corresponding N � N adjacency
matrix is denoted by A, where Aij = 1 when there is an undirected and unweighted edge
for the dyad (i, j), Aij = 0 otherwise. Let matrix Z 2 [0,1]N � K. the importance of a
node is different to K blocks, where Zij represents the importance of node i for j block.
And each node must subject to

PK
j¼1 Zij ¼ 1. Let matrix B 2 [0,1]K � K, suggesting the

probability of connection between the parameterized blocks, i.e., a node from cluster
r is connected to a node from cluster s. If r = s, Brs represents the probability of a
connection within the block. The stochastic blockmodel is a special type of probability
distribution over the space of adjacency arrays.

We then define the probability matrix h = ZBZT using matrices B and Z. From the
following model, the adjacency matrix A of a sample network can then be generated:

PðAijÞ ¼
hij; if Aij ¼ 1

1� hij; if Aij ¼ 0

(
ð1Þ

for i, j 2 {1, 2,…,N} and i 6¼ j, indicating that Aij is a sample from the Bernoulli
distribution with success rate hij.

Usually in practice, the adjacency matrix A can be observed from the network data
set. The main purpose is to ultimately estimate Z, i.e. the block labels.

Motivation. Our motivation for proposing the overlapping version of SBM, i.e. OCD-
SBM, comes from following intuitive properties:

(1) If a node is important to a community, there are edges with most nodes in the
community.

(2) The connection between node i and j is affected by the connection between the
community that i and j belongs to respectively, in addition to their own impor-
tance of the community they exist.
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(3) Communities can overlap, as individual nodesmay belong tomultiple communities.
(4) If two nodes are important to multiple public communities, they are more likely to

belong to the same community. (i.e., overlapping communities are more intensive).

Our ultimate goal is to capture the following three instincts that conform to the
assumptions of real-world network characteristics:

(1) the possibility that a node community membership affects whether a pair of nodes
are linked,

(2) the extent of the impact (probability of node connections belonging to the same
community) depends on community that node belongs to, and

(3) the connection probability is independently influencing each community.

For special probability statistical models, the maximum likelihood estimation
(MLE) is a setting that maximizes the parameters of likelihood function.

As defining in Eq. (1), if only A is given, the log-likelihood function is

H1ðB; ZjAÞ ¼
X
i6¼j

logPðAijÞ ¼
X
i 6¼j

log½ð1� AijÞþ ð2Aij � 1Þhij� ð2Þ

For large graphs, directly maximizing this likelihood function with traditional
optimization methods takes too much time since there are at least N2K unknown
variables to estimate.

2.2 Framework

Figure 1 clarifies the proposed generative model. Rectangle (Aij) is an entry of the
observed network adjacency matrix A. Circles denote two latent variables: node
importance strength Z and probability of connection B. In the following section, we
will reveal how to estimate community memberships from node connections of the
network structure (i.e., how to infer W from Z and B).

θij Wij

Aij

Adjacency 
Matrix

Menbership 
Matrix

block r

block s

Brs

Zi

Br

Zj

Bs

node i

node j

Fig. 1. Plate representation of OCD-SBM. hij: Probability that Aij = 1; Zi: Importance strength
of node i to block r; Zj: Importance strength of node j to block s; Brs: the probability of
connections to block r and s; Wij: the project of overlapping membership node matrix.
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Note that the above probability model generative process satisfies our three
aforementioned requests. The network edges are created due to the importance of node-
to-block (Request (1)). Furthermore, each membership Wij of a node i is regarded as an
independent variable to allow a node to belong to multiple blocks simultaneously
(Request (2)). This is in stark contrast to ‘soft-membership’ models, setting constraintsPK

j¼1 Wij ¼ 1 so that Wij is a probability that a node i belongs to a particular block.
Finally, because each block r generates connections between its members indepen-
dently, nodes belonging to multiple common blocks have a higher probability of
connection than that they share just a single community (Request (3)).

3 Method

3.1 Algorithm and Complexity Analysis

Our method is summarized in Algorithm 1. Our algorithm has the following advantages:

(1) Interpretable Method. Adapting the SBMs to overlapping community detection,
we conquer the limitation of non-interpretable community detection.

(2) Membership Strength. In particular, this enables inference of not just the node’s
membership into communities, but also the strength of the membership in each of
the communities the node belongs to.

(3) More realistic. Intuitive observations consistent with real network characteristics
are proposed to quantify the importance of nodes to the community, which make
sense actually.

Algorithm 1. Inference for OCD-SBM
Input: Initialization for model parameters matrixes B, Z(t) into many tiny communities, Z(t-1)

= Z(t), membership matrix W, membership threshold ε, the number of communities K, stop 
criterion δ.

Output: Learned model parameters Z, B, cluster structure W.
1. Compute variational likelihood Hnew by (5)
2. repeat
3. Hold = Hnew
4. inference Z, B
5. randomly set community number to K
6. repeat
7. for i = 1: N do
8. compute N(d) for node i
9. update Zij by block coordinate descent method via (7)
10. Zij(t-1) = Zij(t)

11. update N(c)

12. end for
13. update B via (6)
14. determine overlapping community membership
15. update W via (8)
16. Compute variational likelihood Hnew with updated parameters by (5)
17. until | Hnew - Hold | < δ
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The time complexity for each updating is O(NK2). However, if we only consider
the pairs of communities that have at least one edge between them, time complexity
becomes O(M). Community updating runs at the end of each stage after updating Z and
B. The overall time cost of the algorithm is O(tNK2 + M).

3.2 Parameter Inference

The ultimate aim is to maximize the model posterior given the observations. To speed
up the inferring process, a fast algorithm is proposed, which updates B and Z in turn in
order to maximize the objective function H1(B,Z|W), and uses a two-stage updating
framework to deal with the global optimum solution approach. Given A, MLE for
(B; Z) can be defined as

argmax
0 � B; Z � 1

fH1ðB; ZjAÞ ¼
X
i 6¼j

log½ð1� AijÞþ ð2Aij � 1Þhij�

¼
X
i6¼j

log½ð1� AijÞþ ð2Aij � 1Þ
PK

m¼1

PK
n¼1 ZinBnmZT

jmPN
j¼1 ð

PK
m¼1

PK
n¼1 ZinBnmZT

jmÞ
g

ð3Þ

subject to
PK

j¼1 Zij ¼ 1. We solve the above optimization problem by alternatively
updating B and Z.

As we can see that the form of hij is too complicated for the process of maxi-
mization. In addition, maximizing the objective function is to solve a relatively
apposite value not an exact value. Therefore, we rewrite Eq. (3) as the truly function of
maximum likelihood:

argmax
0 � B;Z � 1

fH1ðB; ZjAÞ ¼
X
i 6¼j

log½ð1� AijÞþ ð2Aij � 1Þh0
ij
�

¼
X
i 6¼ j

log½ð1� AijÞþ ð2Aij � 1Þ
XK

m¼1

XK

n¼1
ZinBnmZ

T
jm�g

ð4Þ

Such,

HðB; ZjAÞ ¼
X
i6¼j

log½ð1� AijÞþ ð2Aij � 1Þh0
ij
� ð5Þ

where h
0
ij
¼ PK

m¼1

PK
n¼1 ZinBnmZT

jm. Next we use the Optimization Strategy to update

matrices Z and B in turn. When Z is fixed and B is considered as unknown, B is
updated Gradient descent method, we have the updating strategy for elements in
matrix B

Brs ¼ E

ðEþ E
^Þ PK

m¼1

PK
n¼1

ZnrZT
ms

ð6Þ
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When B is fixed, Z is updated row by row utilizing the block coordinate descent
method. The updating strategy for elements in matrix Z can be written as Eq. (7) to
reduce time complexity, Zij is defined as:

Zij ¼
XK

j¼1
½BN

ðdÞ
k

ij ð1� BijÞN
ðcÞ
k �NðdÞ

k � ð7Þ

where N(c) 2 RK, the entries are the number of nodes in each community, and N(d) is
defined as the vector with the number of nodes connected to node i in each community.

Due to space limitations, we have omitted relevant proof.

3.3 Determine Community Membership

After learning Z, the ultimate goal is to determine whether node i belongs to block j. To
achieve this, ifZij is below a thresholdb, it can be considered that node i does not belong to
block j. Otherwise (Zij > b), it can be regard i as belonging j. Specifically, let community
membership matrix W 2 f0; 1gN�K , where Wij indicates that node i belongs to j block.

PðZirÞ ¼
Wij ¼ 1; if Zij � b

Wij ¼ 0; if Zij\b

(
ð8Þ

Solving this inequality, let b ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi� logð1� eÞp
. For all our experiments we set

e � 10�8. It is worth noting that other values of b are also tested in practice, but the
above-mentioned b setting provides overall good performance.

4 Empirical Study

In this section, we empirically evaluate our method with the aim of answering the
following research questions:

• RQ1: How does OCD-SBM perform as compared with state-of-the-art community
detection methods?

• RQ2: How does the overlapping community detection benefit from the importance
of node-to-block assignment?

4.1 Experiments Settings

Datasets. Experiments are conducted on synthetic networks and several well-studied
real-world datasets1 (Table 1) with ground-truth community information to verify the
effectiveness and efficiency. To be more objective and fairer, the results on the syn-
thetic networks are omitted in experimental part.

1 Networks are available at http://snap.stanford.edu and http://www.voidcn.com/article/p-plritjbe-rv.
html.
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Evaluation Metrics. For evaluation purposes, we use the metrics, Avg F1 [7] and
Avg NMI [14], to quantify the degree of correspondence between the detected com-
munity and the ground truth community. In view of an agreement between the ground-
truth community C* and the detected community C, we adopt two evaluation proce-
dures previously used in [7, 14] to quantify performance.

Baselines for Comparison. Experiments are conducted on various networks to
demonstrate the effectiveness, and we compare OCD-SBM with following community
detection algorithms:

MMSBM [13]: This is a dynamic model-based approach and it is a state-of-the-art
overlapping community detection method using SBM.

BIGCLAM [7]: The method is an optimization-based method for overlapping
community detection approach that scales to large networks of millions of nodes and
edges.

ML_SBM [11]: This is a multi-stage maximum likelihood approach to recover the
latent parameters based SBM for non-overlapping community detection.

CD-SBM: In order to further explore the benefit of node-to-community assignment
to overlapping community detection methods, we denote CD-SBM as the variant
method of CD-SBM as we do not perform step 15 in algorithm 1 thus each row of
Z contains only one nonzero entry.

4.2 Performance Comparison (RQ1)

To answer (RQ1), we start by comparing the performance of all the methods, and then
explore how the modeling of community membership improves on synthetic datasets
and real-world networks.

Table 1. Real-world network datasets statistics. N: number of nodes, E: number of edges, C:
number of communities, S: average community size, A: community memberships per node. On
average 95% of all communities overlap with at least one other community.

Datasets Description N E C S A

Youtube Youtube online
social network

1,134,890 2,987,624 8,385 26.72 0.33

Friendster Friendster online
social network

65,608,366 1,806,067,135 957,154 9.75 0.26

DBLP DBLP collaboration
network

317,080 1,049,866 13,477 429.79 2.57

Amazon Amazon product network 334,863 925,872 75,149 99.86 14.83
Polblogs political blog

network
1,490 19,090 2 745 1
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Results of Real-Word Networks. We conduct experiment on each dataset 500 times,
comparing the average NMI with three different community detection methods. Jointly
analyzing Fig. 2, we have the following observations:

MMSBM: Although MMSBM can detect overlapping communities, the perfor-
mance of this method is the worst among comparison methods in large networks. It
may be that MMSBM is not suitable for large-scale community structures when
dynamically updating community assignments.

BIGCLAM: BIGCLAM and OCD-SBM maintain high average NMI value on
four datasets. However, BIGCLAM cannot correctly extract overlapping communities
in the network because the BIGCLAM method implicitly assumes overlapping sparse
connections between communities.

OCD-SBM: OCD-SBM performs best on four real-world networks. The reason
for this may be to adopt a multi-stage maximum likelihood estimation method, which
uses an important definition of nodes-to-community to accurately detect overlapping
communities that are highly similar to the benchmark. OCD-SBM nearly perfectly
reveals the hidden structure of the overlapping network.

4.3 Study of OCD-SBM (RQ2)

In this section, we attempt to understand how the overlapping community detection
benefit from the importance of node-to-block assignment (RQ3). We observe how their
representations are influenced w.r.t. the depth of OCD-SBM on political blog network.
The performance evaluation of ML_SBM and CD-SBM is shown in Table 2. We have
the following findings:

(a) Although the ML_SBM method can reveal the community structure, our method
shows outstanding performance results in terms of NMI value and running time.

(b) Comparing the performance and clustering structure of ML_SBM and CD-SBM
methods. This is consistent with the intuition that two parties have a few sig-
nificant overlapping blogs of over a hundred links and the rest of the blogs with

(a). Average NMI                        (b). Running Time 

Fig. 2. Performance evaluation for networks on Avg NMI and running time.
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clearly connections membership. Obviously, the CD-SBM method outperforms
the ML_SBM method for nonoverlapping community detection. This is verified
via their clustering accuracies reported in Fig. 3.

In short, even though both methods use the MLE to update community assignment
parameters, the OCD-SBM approach integrates node-to-community importance into
the optimization process of maximal community assignment parameters, which makes
the detection community more accurate and meets real-world networks characteristics.

5 Conclusions

In this paper, we propose a fast overlapping community detection algorithm, OCD-
SBM, to uses an SBM to perform on undirected graph. Intuitive observations consistent
with real network characteristics are proposed to quantify the importance of nodes to
the community. Combining the overlapping intuitions, we adapt SBM to overlapping
community detection tasks. Our model explicitly encodes the importance of overlap-
ping node features and is therefore able to correct for deviations caused by statistical
inference in traditional SBM. OCD-SBM broadens our understanding of the organi-
zation of complex social networks and opens up new possibilities to combine com-
munity detection with advances in SBMs.

Table 2. Performance evaluation of political blog net-
works: ML_SBM and CD-SBM.

Grade ML_SBM CD-SBM
0 1 0 1

Cluster result 727 743 754 736
Running time (min) 43.5 36.6
Avg NMI 0. 9432 0.9855

(a). Truth.                         (b). ML_SBM                        (c). CD-SBM. 

Fig. 3. Prediction on the political blog network: (a) Truth, manually labeled two groups by [4].
(b) ML_SBM. (c) CD-SBM. Red represents the Liberal Party cluster; green represents the
Democratic Party and yellow represents the overlap. (Color figure online)
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Abstract. Aiming at the problems of existing algorithms, such as instability,
neglecting interaction between nodes and neglecting attributes of node, an
overlapping community discovery algorithm combining topological potential
and trust value of nodes was proposed. Firstly, the importance of nodes is
calculated according to topological potential and the trust value of the node, and
then K core nodes are selected. In final, the final division of communities are
finished by using the extended modularity and core nodes. Experimental results
on LFR network datasets and three real network datasets, verify the efficiency of
the proposed OCDTT algorithm.

Keywords: Overlapping community detection � Importance of node �
Topological potential � Trust value

1 Introduction

A complex network is an abstraction of a complex system. Most real-world networks,
such as transportation, social or gene-regulatory networks, are complex networks. The
“community” refers to the set of nodes with the same or similar characteristics in a
complex network [1], there are overlapping and non-overlapping communities in
complex network, which reflects the different agglomeration of nodes.

So far, there have been many research algorithms for the study of overlapping
community research. Li [2] detect overlapping communities in the unweighted and
weighted networks with considerable accuracy. Gregory [3] propose overlapping
community detection algorithm based on nodes splitting, according to betweenness and
edge-betweenness. Zhang [4] is inspired by label propagation and modular optimiza-
tion, they introduce a community detection algorithm based on fuzzy membership
propagation. In each iteration, candidate seed of potential communities are selected
using topological features, and then the membership of the selected seeds is propagated
to non-seed vertices, thus multiple communities could be obtained. Ahn [5] propose
LINK algorithm performing hierarchical clustering on links based on idea of trans-
forming in overlapping and non-overlapping communities in link networks. Although,
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researchers achieve great achievements in the research of community detection [6, 7].
Finding communities is a very challenging and promising research field. How to dis-
tinguish stable overlapping communities and propose efficient algorithms is still one of
hot problems for many researchers.

We propose an overlapping community discover algorithm combining the topo-
logical potential and the trust value of nodes (Abbreviated as OCDTT) against prob-
lems appeared in existing algorithms. Firstly, the importance of nodes I(vi) in the
network is computed combining the topological potential of nodes and the trust value
of the node, and then K core nodes are selected according to I(vi). Based on the core
nodes, communities are extended using the extended modularity.

2 Preliminary Study

We review the existing concepts, and define basic concepts and the problem of com-
munity detection. Table 1 gives a list of symbols used in this paper.

2.1 Trust Value of Nodes

Definition 1. If pathmin(vi, vj) = p, the node vj is called as the p-order neighbor node of
node vi.

For example, when pathmin(vi, vj) = 1, vj is 1-order neighbor node of vi. The trust
value of the node vi is defined as the sum of the similarity s(vi, vj) between vi and all its
p-order neighbors [8]. vAi ¼ ða1i � � � ; adi Þ is attribute vector of node vi in formula (1).

tðviÞ ¼
X

vj2CðviÞ
sðvi; vjÞ and sðvi; vjÞ¼

vAi � vAj
vAi

�� ��� vAj
���

���
ð1Þ

Table 1. Symbols

Symbols Definition

C(vi) The set of p-order neighbor nodes of vi
s(vi, vj) The similarity between node vi and vj
c The size of the set C(vi)
a The balance factor
u(vi) The topological potential of node vi
t(vi) The trust value of node vi
I(vi) The importance of node vi
k Regulation parameter (0 < k < 1)
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2.2 Topological Potential of Nodes

Potential refers the work generated by a particle moving from one point to another
point in the field, and the work may depend only on the position of the particle and not
depend on the path along which the particle moved in the physics science. If each node
in a complex network is regarded as a particle in the field, and the edge between the
nodes is used as a link between the particles to generate work [9]. Then the concept of
potential field is applied to complex networks, which makes the connections between
nodes have fine physical features and stability. Considering that the work will decrease
with the increase of the shortest path length between nodes, So the topological potential
of node vi in the complex network G can be improved as formula (1). Impact factor d 2
(0, +∞) is used to control impact scope of each node.

uðviÞ ¼
Xp

k¼1

countðkÞ � e�ðpathmin vi ;vjð Þ
d Þ2 ð2Þ

Here, count(k) is the number of the k-th order neighbors of node vi. Keeping
k constant, u(vi) get larger as count(k) gets larger, the network is densely. Therefore,
the topological potential in Eq. (2) reflects the intensity of the network.

3 Implementation on Our Framework

In this research, we aim to solve community detection problem and describes how they
work under this framework, the overall procedure our algorithm is shown in Fig. 1.

3.1 Select Core Nodes

Due to the different positions of nodes and the difference of the interaction between
nodes in complex networks, which make each node has different importance, their
contributions to the network are also different [10]. Thus we can estimate the impor-
tance of nodes I(vi) from the structure of network and attributes of node.

Nodes set

Edges set

Attributes set

Topological potential 
of nodes φ(vi)

Trust value of nodes
t(vi)

Importance of 
nodes  I(vi)

Sort top[k] in 
descending order

Social network G

Return  the first K 
elements top[K]

C1 C2 Cq...

initial division of 
the community

Fig. 1. Framework of OCDTT algorithm
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IðviÞ ¼ auðviÞþ ð1� aÞtðviÞ ð3Þ

Next, top-k nodes are selected as core nodes according to the value of I(vi).

2.1 for each vj V and j≠i do
if 1< pathmin(vi, vj) <p  then
2.1.1 compute topological field of node vi; 
2.1.2 compute trust value of the node vi; 

2.2 get the value of I(vi)by formula (5)
2.3 top[k]= I(vi);

3. Sort the array top[k]in descending order, and select 
the first K elements to output; 

4. return top[K]; 

Input: Network G =(V, E, A),σ,α,K
Output: Core node set top[]
1. initialize top[]={0} k=1;
2. for each vi V do

3.2 Division of the Communities

We selects adjacent node of the core nodes in turn, and tries to add it to a community
and calculate the value of EQ [11].

EQ ¼ 1
2m

X

k

X

vi2Ck;vj2Ck

1
OviOvj

½Mi j �
dvidvj
2m

� ð4Þ

If adding of the adjacent node makes EQ increases, then add the node into the
community. Otherwise, select other adjacent node and repeat such operations until all
adjacent nodes of core nodes is retrieved. Procedure is as follows:

Input: G=(V,E,A), core nodes set top[K] 
Output: Initial community C = {C1,C2,…,CK} 
1. C = Φ;
2. Select nodes from core nodes to expand communities:  
for each vi top[K] i=1,2 …K do
2.1 Ci ={vi} 
2.2 if(EQ(Ci vj)>EQ(ICi))  then  Ci = Ci vj
2.3  C = C ICi
3. return C;
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4 Experimental Results and Analysis

To compare and contrast the performance of the OCDTT method, we apply it to a
variety of two datasets. We use Normalized Mutual Information (NMI) to evaluate
performance of communities finding.

4.1 Experimental Results and Analysis

Complex simulation LFR network which internal structure and sizes of communities
are scalable to demonstrate effectiveness of our method. Table 2 illustrates four groups
parameter information of simulation LFR network.

For LFM algorithm, range of parameter a is [0.8, 1.6] and step is 0.1. In CFinder,
k is integer in [3, 8]. Range of threshold in LINK is [0.1, 0.9] and step is 0.1. Impact
factor of OCDTT r = 1.034. Considering that structure and attributes have equal
impact, set balance factor r = 0.5.

We can study by observing Fig. 2 that OCDTT is more outstanding to partition
communities in most conditions. It indicates that more communities a node belongs to,
more complex the network is, lead to poorer performance of algorithms. It can be
observed through comparing results of S1 and S2 that OCDTT is more stable than
others when the number of communities increases.

Table 2. Two groups of LFR network parameter information

Name N Kavg Kmax Cmin Cmax l Om On

S1 1000 15 50 10 25 0.1 2 0–20
S2 1000 10 50 10 50 0.1 2 0–10

 (a) NMI on S1 (Om=2)                                   (d) NMI on S2 (Om=5)  
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1 5 10 15 20 25
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LFM LINK

0

0.15

0.3

0.45

0.6

0.75

0.9

1.05

1 10 20 30 40 50

Cfinder OCDTT
LFM LINK

Fig. 2. Results of four algorithms on different subsets

164 X. Li et al.



4.2 Results and Analysis on Real Datasets

Three real networks consist of Karate, Dolphins and Football. Karate is friend network
of 34 members in a Karate club. The network has 78 edges representing relations
among 34 members. Dolphins dataset is about dolphin groups in New Zealand. The
network represents biological family relations of 62 dolphins having 159 edges.
Football data represent groups of match teams in a university including 115 members
and 613 relations. It can be seen from Table 3 that EQ is not less than 0.5000 after
partition in OCDTT. The partition performance is remarkable. LINK algorithm pro-
duces linking communities of small sizes when implementing. It hampers form of
communities, so corresponding result is the worst.

5 Conclusion

We combine the topological potential of nodes and the trust value of nodes to compute
importance of nodes in the network. Start from those selected core nodes, utilize
expanding module function to generate final community partition. Experimental results
demonstrate that OCDTT could achieve better results comparing to algorithms of the
same kind. In further work, we will continue partitioning communities in aspects of
structure and attributes. Based on this, optimize OCDTT. Strengthen efficiency of the
implement. Attempt to apply the algorithm to real network analysis and web
recommendations.
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Abstract. How to improve the classification accuracy is a key issue in
four-class motor imagery-based brain-computer interface (MI-BCI) sys-
tems. In this paper, a method based on phase synchronization analysis
and common spatial pattern (CSP) algorithm is proposed. The proposed
method embodies the idea of the inverted binary tree, which transforms
the multi-class problem into several binary problems. First, the phase
locking value (PLV) is calculated as a feature of phase synchronization,
then the calculated correlation coefficients of the phase synchronization
features are used to construct two pairs of class. Subsequently, we use
CSP to extract the features of each class pair and use the linear dis-
criminant analysis (LDA) to classify the test samples and obtain coarse
classification results. Finally, the two classes obtained from the coarse
classification form a new class pair. We use CSP and LDA to classify the
test samples and get the fine classification results. The performance of
method is evaluated on BCI Competition IV dataset IIa. The average
kappa coefficient of our method is ranked third among the experimental
results of the first five contestants. In addition, the classification perfor-
mance of several subjects is significantly improved. These results show
this method is effective for multi-class motor imagery classification.

Keywords: Electroencephalography · Motor imagery · Phase
synchronization · Common spatial pattern · Linear discriminant
analysis

1 Introduction

Brain-computer interface (BCI) is a direct communication and control channel
between the human brain and a computer or other electronic device, through
which people can express ideas or manipulate devices directly through the brain
without using language or action [1]. It can effectively improve the ability of
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patients with severe disabilities to communicate with the outside or control
external environment [2]. The BCI research team often use EEG to measure
the biological brain signal [3]. Brain wave is a method of recording brain activ-
ity using the electrophysiological index [4]. It records the wave changes during
brain activity and is the overall reflection of the electrophysiological activity of
the brain cells in the cerebral cortex or scalp surface [5]. When a certain region of
the cerebral cortex is activated by the senses, action instructions or motion imag-
ination and other stimuli, the region’s metabolism and blood stream increase, at
the same time, the information is processing. These can lead to the amplitude
reduction or block of the corresponding band of the EEG signal. This kind of
electrophysiological phenomenon is called ‘event-related desynchronization’ or
ERD. The brain exhibits a significant increase in electrical activity at quies-
cent conditions, which is called ‘event-related synchronization’ or ERS [3]. The
theoretical basis of motion imagination lies in ERS and ERD.

Motor imagery (MI) refers to a psychological process that there are indi-
vidual rehearsal and simulation of the given actions but no obvious physical
activity [6]. Relevant studies have shown that the neuronal activity of the pri-
mary sensorimotor areas generated by motor imagery is similar to the neuron
activities of primary sensorimotor areas generated by actual motion [7,8]. The
biggest advantage of the motor imagery-based brain-computer interface (MI-
BCI) system is that the EEG signal is generated by imagination without relying
on any sensory stimulation. Therefore, many BCI teams based on motion imag-
ination are devoted to the study of EEG feature extraction and classification
algorithms, especially for the classification of the four-class motor imagery. Peng
et al. [9] proposed a discriminative extremum learning machine with a supervised
sparse preservation (SPELM) model, which is effective in multi-class classifica-
tion tasks and regression tasks. Gouy-Pailler et al. [10] proposed maximum likeli-
hood framework to improve the classification recognition rate of multi-class BCI
paradigms, bridging the gap between the common spatial model (CSP) and blind
source separation (BSS) of non-stationary sources. The average kappa value is
0.50. Nicolas-Alonso et al. [11] used a method for classifying four-level motion
imaging tasks by combining adaptive processing and semi-supervised learning.
The kappa coefficient is 0.70. He et al. [12] constructed a common Bayesian
network by selecting relevant channels using nodes with common and different
edges, and then classified them with SVM. The average kappa coefficient reaches
0.66.

The main purpose of this paper is to propose an inverted binary tree clas-
sification method which combines phase synchronization analysis and common
spatial pattern (CSP). This method can improve the classification accuracy of
multi-class motor imagery EEG. We assess this method on the data set IIa which
contains four different motor imagery tasks. First, the phase locking value (PLV)
is calculated as a feature of phase synchronization, then the calculated correla-
tion coefficients of the phase synchronization features are used to construct two
pairs of class. Then, we use CSP to extract the features of each class pair and use
the linear discriminant analysis (LDA) to classify the test samples and obtain
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coarse classification results. Finally, the two classes obtained from the coarse
classification form a new class pair. CSP and LDA are still used to classify the
test samples and get the fine classification results.

This paper is organized as follows. Section 2 describes the BCI Competition
IV dataset IIa. In Sect. 3, processing methods and all steps of the proposed
method are described in detail. Experimental results are presented in Sect. 4.
Finally, Sect. 5 concludes the paper.

2 Data Acquisition

Our experiment uses the dataset IIa, which is available from the 4th Interna-
tional BCI Competition (BCI-IV) and is provided by the Graz Technical Univer-
sity. Detailed description about dataset IIa can be downloaded from the website
(http://www.bbci.de/competition/iv/#datasets). It consists of EEG data from
nine subjects (named as A01, A02, A03, A04, A05, A06, A07, A08, A09, respec-
tively). The cue-based BCI paradigm comprises four classes of motor imagery
EEG measurements, namely left hand (class 1), right hand (class 2), feet (class
3), and tongue (class 4). Two sessions are recorded for each subject on different
days, one for training and the other for evaluation. Each session is composed
of 6 runs separated by short breaks. Each run consists of 48 trials (each class
appears 12 times), yielding 288 trials per session. The timing scheme of one trial
is illustrated in Fig. 1.

Fig. 1. Timing scheme of the paradigm for recording dataset IIa.

The subjects sit in the comfortable armchair in front of the computer screen.
A cue arrow indicates to perform the desired motor imagery task. The exper-
imental data are recorded with 22 Ag/AgCl electrodes (3.5 cm inter-electrode
distance) and 3 monopolar EOG channels. The signals are sampled with 250 Hz
and bandpass-filtered between 0.5 Hz and 100 Hz.

The competition requires participants to provide a continuous classification
output for each sample in the form of class labels that could be ‘1’, ‘2’, ‘3’ or ‘4’.
The winner is the algorithm with the largest kappa value.

http://www.bbci.de/competition/iv/#datasets
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3 Methods

3.1 Data Preprocessing

In this work, the original signals derived from the BCI-IV are intercepted into
single-trial data. The above-described data is then filtered between 8 Hz and
30 Hz with a third-order Butterworth bandpass filter. This band-pass frequency
range is used because it covers both mu (8–12Hz) and beta (18–25Hz) rhythms.
It can be seen from the timing scheme of one trial that the real motor imagery is
starting at 3 s. Therefore, for the following feature extraction and classification,
the 3 s data from 3 s to 6 s are intercepted from the filter data. The length of
data for each sample is 750 data points.

3.2 Phase Synchronization Analysis

Phase synchronization analysis is based on the interrelation of the phase and
the EEG with synchronization angle [13]. It can retain the phase components of
EEG signals and inhibit the impact of amplitude.

For a continuous time signal x(t) recoded from channel x, its complex analysis
signal by Hilbert transform can be defined as:

Zx(t) = x(t) + ix̃(t) = Ax(t)eiΦx(t) (1)

where Ax(t) and Φx(t) are the instantaneous amplitude and instantaneous phases
of signals x(t), respectively. x̃(t) is the Hilbert transform of Φx(t). Analogously,
y(t) represent the signal recoded from channel y, we define Zy(t) = Ay(t)eiΦy(t)

for signal y(t).
There are many methods to measure synchronization. PLV is an important

measure of phase synchronization when studying biosignals, especially electrical
brain activities [14], and is defined as:

PLV = | < exp(i{Φx(t) − Φy(t)}) > | (2)

where < . > means the averaging operator of a continues time t. Φx(t) and
Φy(t) are the instantaneous phases of the analytical signals Zx(t) and Zy(t),
respectively.

Every two channels can be used to build different channel pairs. Dataset IIa
has 22 channels. We calculate PLV of all channel pairs. And a symmetric matrix
K with dimension c × c can be obtained. The matrix K is given as:

K =

⎡
⎢⎢⎢⎢⎢⎣

1 k12 . . . k1c

k21 1 . . . k2c

...
...

...
...

k(c−1)1 k(c−1)2 . . . k(c−1)c

kc1 kc2 . . . 1

⎤
⎥⎥⎥⎥⎥⎦

(3)
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The average PLV is defined as:

PLVavgi
=

1
Ni

∣∣∣∣∣
Ni∑

n=1

〈exp(j{Φx(t) − Φy(t)})〉
∣∣∣∣∣ (4)

where Ni is the number of samples belonging to class i. i denotes either class 1,
2, 3 or 4.

3.3 Correlation Coefficients of Phase Synchronization Features

The correlation coefficient calculation formula is defined as:

ri =
∑

m

∑
n(Amn − A)(Bmn − B)√∑

m

∑
n (Amn − A)2(Bmn − B)2

(5)

where A represents a symmetric matrix composed of the PLV value of a test
sample, and B represents a symmetric matrix composed of the average PLV
values of the training samples of each class. A is equal to mean(A) and B is
equal to mean(B). m and n denote the row and column of the matrix A and
B, respectively. In this paper, as introduced in the Sect. 3.2, m and n are the
same, which are equal to the number of EEG signal channels. The dataset IIa
contains four classes of motor imagery EEG data, so each test sample will form
four correlation coefficients. Thereby, a column vector R can be obtained:

R =
[
r1r2r3r4

]T (6)

where r1, r2, r3 and r4 denote the correlation coefficient.
Then we can get a new column vector c from r, and c can be expressed as:

c =
[
r

′
ar

′
br

′
cr

′
d

]T
, r

′
a > r

′
b > r

′
c > r

′
d (7)

r
′
a = abs(ri − mean(R)). Analogously, r

′
b, r

′
c and r

′
d have the same meaning.

3.4 Coarse Classification and Fine Classification

The proposed method mainly consists of two aspects: coarse classification of test
samples based on phase synchronization feature correlation coefficients and fine
classification of test samples based on coarse classification.

For coarse classification, we use the two classes of EEG data set corresponding
to the first two correlation coefficients in c as the training samples for CSP
feature extraction, and use LDA to classify the test samples. The test samples
are classified into one of the two classes. The same operation on the last two
correlation coefficients and the result are classified into the other classes.

For fine classification, with the result of coarse classification, we can get a
new pair of class and then make fine classification of the test sample with the
CSP and LDA to acquire final classification result.
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3.5 Summary of the Proposed Method

Figure 2 shows a detailed flow chart of the proposed method. The method
includes several stages: signal preprocessing with a third-order Butterworth
bandpass filter, use phase synchronization analysis to measure the relationship
between two different channels, calculate the correlation coefficients of phase syn-
chronization features, coarse classification and fine classification (CSP is used to
extract features and LDA is employed to classify a test sample).

Fig. 2. Flow chart of the proposed method.

4 Experiments

4.1 Phase Synchronization Features

Dataset IIa uses 22 electrodes for data acquisition, including four-class motor
imagery tasks. For training data sets, we calculate the PLV of all channel pairs
and get the average PLV of each class. Each class includes 72 samples. Taking
the subject A03 as an example, the average PLV matrices of each class is shown
in Fig. 3. The matrix contains the interaction between the channel pairs and
the instantaneous phase between the channels. The closer the chroma to 1, the
more synchronized the EEG signals of the two channels. It can be seen from
the figure that the average PLV feature obtained from various classes of EEG
training sample is different, which can be used to classify the EEG signal.

4.2 Topography of Optimal Spatial Filter

The proposed algorithm utilizes one versus one CSP algorithm to find the appro-
priate spatial filter which can maximize the difference between the two classes.
That is, the variance of one class is maximized while the variance of the other
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Fig. 3. The average PLV matrices of each class on training dataset.

class is minimized. In this paper, the optimal spatial filter is constructed by
selecting 8 optimal projection directions (the first 4 rows and the last 4 rows).
The projection direction of the spatial filter can be visualized by brain topog-
raphy. Figure 4 shows the first and the last columns of the CSP filter, which
corresponds to the maximum and the minimum eigenvalues of subject A03. The
brain topography reflects the neural activity of the brain intuitively. After opti-
mizing the pairing, there are significant differences in the EEG data of the two
classes of motor imagery in each class pair. From the figure, we can also see
the features of ERD/ERS produced by four kinds of motor imagery, which are
effective for the classification of EEG data.

4.3 CSP Features Subspace Mapping

The CSP algorithm is used to calculate the eigenvector, and each sample pro-
duces an 8-dimensional eigenvector, i.e. f = [f1, f2, · · · , f8]. Take the subject A03
as an example, we select two spatial features from the optimized CSP features
as the research object. The final result can carry out by optimizing group for
three times only and constructing three spatial filters. Figure 5 shows the feature
subspace mapping between the optimized combinatorial classes. The optimized
combination is as follows: first, Fig. 5(a) and (b) make coarse classification of
the combination of class 2 and class 4, and the combination of class 3 and class
1. Then, Fig. 5(c) obtain new optimization group and make fine classification of
class 2 and class 1, which is eventually divided into class 2.
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Fig. 4. Topographic map of the first and last eigenvector of CSP filters for classifying
different single-trial test samples, and 22 electrode locations. The results for subject
A03 are shown.

Fig. 5. (a) Feature subspace mapping of class 4 and class 2, coarse classification. (b)
Feature subspace mapping of class 3 and class 1, coarse classification. (c) Feature
subspace mapping of class 2 and class 3, fine classification.

4.4 Classification Results

After coarse classification and fine classification, the predicted label by experi-
ment and the real label are compared to determine the coarse classification and
fine classification accuracy. Table 1 shows the classification accuracy of method
proposed in this paper in handling the dataset IIa.

Table 1 shows that the nine subjects have a coarse classification whose accu-
racy range from 62.2% (A05) to 96.9% (A01) with an average of 81.75%. The
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Table 1. Coarse classification accuracy and fine classification accuracy of BCI Com-
petition IV Dataset IIa.

Mean A01 A02 A03 A04 A05 A06 A07 A08 A09

Coarse(middle acc) % 81.75 96.9 72.6 91.7 74.0 62.2 65.3 93.4 87.2 92.7

Fine(final acc) % 62.66 78.8 52.8 73.6 50.4 37.2 40.3 74.0 77.8 79.2

fine classification accuracy range from 37.2% (A05) to 79.2% (A09) with an
average of 62.66%. Obviously, the accuracy of coarse classification will affect the
fine classification accuracy to a certain extent. The coarse classification accu-
racy of some subjects is about 90%, such as A01, A03, A07, A08, A09, and the
corresponding fine classification accuracy is higher than other subjects.

We also calculate the confusion matrix of the four subjects, as shown in Fig. 6.
It can be seen from the figure that the accuracy rate of right-hand motor imagery
of subjects A03 is 100%, which is higher than all the other subjects. However,
the accuracy of his feet motor imagery is the lowest. It can be inferred that
the subject may be more concentrated during the right-hand motor imagery. In
addition, the diagonal elements of the confusion matrix are always the largest,
which indicates that the proposed method is applicable to the classification of
multi-class motor imagery tasks.

Fig. 6. Confusion matrices of four different subjects.

In the dataset IIa BCI competition IV, the winner is the method with the
largest kappa coefficient. In order to make a fair comparison with the outcome
of the competition, we use the same standard, that is, the kappa value obtained
according to [15]. Table 2 presents the kappa values obtained from the proposed
method in this paper and the best five competitors. A description of the results
and the methods are provided on the website (http://www.bbci.de/competition/
iv/results/index.html).

Table 2 shows that our approach produces quite good results in multi-
class and multi-channel EEG identification, with the average kappa coefficient

http://www.bbci.de/competition/iv/results/index.html
http://www.bbci.de/competition/iv/results/index.html
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Table 2. Kappa values of the performance of the proposed method and five best
competitors in dataset IIa BCI competition IV.

Mean A01 A02 A03 A04 A05 A06 A07 A08 A09 Rank

Kai Keng Ang 0.57 0.68 0.42 0.75 0.48 0.40 0.27 0.77 0.75 0.61 1st

Liu Guangquan 0.52 0.69 0.34 0.71 0.44 0.16 0.21 0.66 0.73 0.69 2nd

Our method 0.50 0.72 0.37 0.65 0.34 0.16 0.20 0.65 0.70 0.72

Wei Song 0.31 0.38 0.18 0.48 0.33 0.07 0.14 0.29 0.49 0.44 3rd

Damien Coyle 0.30 0.46 0.25 0.65 0.31 0.12 0.07 0.00 0.46 0.42 4th

Jin Wu 0.29 0.41 0.17 0.39 0.25 0.06 0.16 0.34 0.45 0.37 5th

accounting for the third of the six different approaches, slightly below the first
contestant (down 0.07) [16] and the second contestant (down 0.02) [17]. However,
our algorithm has a significant advantage (up to 0.19) compared to the original
third of the contestants. In addition, we can also see the kappa coefficient of
subject A01 and subject A09 is the highest among the six methods.

5 Conclusion

We have proposed a coarse-to-fine classification method based on phase synchro-
nization and common spatial pattern to extract effective features and improve
classification accuracy. Phase-locking value is used to measure the phase synchro-
nization relationship and spatial information between two different channels. The
correlation coefficients of phase synchronization features are calculated to con-
struct several class pairs. The CSP is used for feature extraction and the LDA
is used to classify the selected features in coarse classification and fine classifica-
tion. The core idea of this method is to obtain the feature coefficient relationship
between EEG signals by using phase synchronization and optimize the pair com-
bination of various classes of EEG data. This method can reduce the number of
spatial filters and weaken the impact of the two-class pairs with higher feature
coincidence on the classification results. The effective combination of features is
only used to improve the classification accuracy. We conduct the experiment on
the dataset IIa to evaluate the performance of the proposed method. The exper-
imental results show that the average classification accuracy can reach 62.66%.
The algorithm has good feature extraction ability and increases the classification
accuracy of multi-class EEG signals.
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Abstract. Simultaneous recording of electroencephalography (EEG) and
functional magnetic resonance imaging (fMRI) have attracted extensive atten-
tion and research owing to their high spatial and temporal resolution. However,
EEG data are easily influenced by physiological causes, gradient artifact
(GA) and ballistocardiogram (BCG) artifact. In this paper, a new blind source
separation technique based on dictionary learning is proposed to remove BCG
artifact. The dictionary is learned from original data which represents the fea-
tures of clean EEG signals and BCG artifact. Then, the dictionary atoms are
classified according to a list of standards. Finally, clean EEG signals are
obtained from the linear combination of the modified dictionary. The proposed
method, ICA, AAS, and OBS are tested and compared using simulated data and
real simultaneous EEG–fMRI data. The results suggest the efficacy and
advantages of the proposed method in the removal of BCG artifacts.

Keywords: Eelectroencephalography (EEG) � functional Magnetic Resonance
Imaging (fMRI) � Ballistocardiogram � Dictionary learning � Signal processing

1 Introduction

With the development of brain science, the simultaneous acquisition of electroen-
cephalography (EEG) and functional magnetic resonance imaging (fMRI) has attracted
extensive attention and research. EEG signal has the characteristics of low spatial
resolution and high temporal resolution, while fMRI has the characteristics of low
temporal resolution and high spatial resolution. Therefore, the combination of EEG
signal and fMRI is very important for the study of brain function, pathogenesis and
cognition of mental diseases [1, 2].

However, we face a serious problem: during recording data in an MRI scanner,
EEG signals are easy to be affected by the gradient artifact (GA) and ballistocardiogram
(BCG) artifact [7]. Fortunately, the gradient artifacts have time-shift invariance and
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their amplitude is more than 100 times higher than that of an EEG signal [3]. Thus,
gradient artifacts are easily discernable, and they can be removed from the EEG signal
by average artifact subtraction (AAS) [4]. However, the original EEG signals still
contain another serious artifact, the most difficult one to remove: the ballistocardiogram
artifact (BCG). The BCG artifact is caused by the hall effect induced by blood flow and
the scalp twitch caused by blood pulsation, which mainly covers the frequency of EEG
signal at alpha (8–13 Hz) and below [12]. Therefore, BCG artifacts are a major bot-
tleneck to the wide application of simultaneous EEG-fMRI, and it is also a problem we
need to solve urgently.

To ensure the quality of EEG signals in EEG-fMRI, many methods have been used
to remove BCG artifact. (1) Averaged artifact subtraction (AAS), in which a BCG
artifact template is estimated by averaging over the intervals of EEG signal that are
corrupted by the artifact and subsequent subtraction of the template from the corrupted
segments to obtain clean signal [4]. (2) Independent Component Analysis (ICA) [5]
and (3) Principal Component Analysis (PCA) [6] are used to separate the original EEG
signal into different components, identify the artifact components and then remove
them. The primary challenge with these two methods is the definition of a consistent
standard for artificial component selection. There is always a trade-off in selecting the
number of components: removing a small number of components may still leave traces
in the EEG signal, on the contrary, removing a large number of components may lead
to the loss of important information in the EEG signal [11].

In recent years, dictionary learning has been widely used in multiple denoising
study areas concerning images and medical signals. Abolghasemi et al. [8] firstly used
dictionary learning to removal BCG artifact. The method first learns a sparse dictionary
from the given data. Then, the dictionary is used to model the existing BCG contri-
bution in the original signals. The obtained BCG model is then subtracted from the
original EEG to achieve clean EEG. The results show that dictionary learning is better
than AAS, OBS and DHT. However, their methods lack the study of learned dic-
tionary. Their work proved the reliability from the evaluation index while not from the
dictionary itself. The features of atoms is not fully explained and the amount of useful
EEG features in the dictionary on real-time data has not been proved.

In this paper, based on the previous approach, we propose a new blind source
separation technique for removing BCG artifacts EEG data based on dictionary
learning. The original EEG signal is firstly studied through dictionary learning, while
the dictionary contains all of the features of the dictionary, which can ensure that all
BCG features are fitted. Then, the atoms contain only EEG features are sorted
according to a list of standards. Finally, the clean EEG signal is obtained by the linear
combination of the sorted atoms. The proposed method is tested on synthetic data and
real data, and compared with ICA, AAS and OBS, which proves that the method has
better performance.
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2 Method

2.1 Dictionary Learning

Dictionary learning is a machine learning algorithm that has been widely used in image
denoising and classification, medical signals analyzing and so on. The learning method
aims at inferring a dictionary matrix which can give a sparse representation of the input
image or signal. Each column of the dictionary is called an atom which describes the
features of the input data. The method is also called sparse dictionary learning which
means the signal is represented as a sparse linear combination of atoms [13]. Assume a
dictionary matrix D ¼ ½d1; � � � ; dK � 2 Rn�K ; n\K, has been found from the input
dataset X ¼ ½x1; � � � ; xm�; xi 2 Rn. Each column of the dataset matrix which usually
represents a signal xi can be represented as the linear combination of the atoms of
dictionary, i.e. xi ¼ D � si. Representations si, the elements of sparse matrix S ¼
½s1; � � � ; sm� need to achieve enough sparsity. Thus, the learning process can be for-
mulated as:

min
D;si

Xm
i¼1

xi � Dsik k22 þ k sik k0; k[ 0 ð1Þ

The l0-norm in the minimization problem (1) is commonly substituted by l1-norm for
measurement of sparsity since the previous is NP-hard [17]. A usual procedure to solve
the problem is iteratively updating dictionary and sparse coding, i.e. solve dictionary
D while sparse coding S is fixed then solve S when D is fixed, until convergence. K-
SVD [19] is a powerful algorithm that based on Singular Value Decomposition
(SVD) and K-means implements the alternating minimization process well. And the
paper uses K-SVD as the core algorithm to complete the dictionary learning.

2.2 The Proposed Technique

The input data for the proposed method which is the original signal added by all 32
EEG channels with length L is segmented into m pieces of data of length n. Each
segment is a piece of continues EEG signal. The segments would increase the amount
of the input which means there would be a certain amount of duplication between each
other. This strategy, which is quite similar to the one between decision tree and random
forest, has the advantage that it can capture most of the local features in the giving
sample [8]. Each segment can be formulated as:

xi ¼ PiX; Pi 2 Rn�L ð2Þ
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Pi is a binary matrix. Hence the proposed method can be formulated as:

min
D;si

Xm
i¼1

PiX� Dsik k22 þ k sik k0; k[ 0 ð3Þ

After solving the above problem, a dictionary D with atoms contain all of the features
will be obtained.

Since the dictionary matrix contains the features of signals, it has similar mathe-
matical forms with Independent Component Analysis (ICA), which the signals can be
represented by the linear combination of independent components. Compared with ICA,
dictionary learning has allows the dimensionality of atoms to be higher than the number
of EEG channels. This property leads to adding redundant information to the dictionary,
in this case, which mainly is the clean EEG but also provides an improvement in sparsity
and precision of the signal features representation. To improve the result of dictionary
learning, we modify the dimension of the dictionary and sort the atoms we learned
through atoms classification and rearrangement. For the learned redundant dictionary
matrix D, principal component analysis (PCA) is first applied to reduce the dimen-
sionality and figure out the number k of the first principal components (Fig. 1).

The space spanned by the first k principal components is considered to capture the
most important characteristics of the original signal that mainly depend on BCG arti-
facts. For the reduced dictionary atoms, k-means clustering algorithm is applied to
classified BCG atoms and EEG atoms. The clustering result can be plotted to 3D-space
spanned by the first 3 principal components, as shown on Fig. 2.

Fig. 1. The single values of PCA. In this situation, the first 3 single values mainly describe the
features of dictionary.
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After identifying the atoms which describe the features of the BCG, we return BCG
atoms to zero to avoid returning artifact information. Therefore, the dictionary would
have a better description of clean EEG signal (Fig. 3).

3 Experiment

In this section, we divide the experimental results into two parts: synthetic and real
data. The performance of AAS, OBS, ICA and dictionary learning was evaluated by
experiments on these two data types, which proved the superiority of the proposed
method.

Fig. 2. Atom clustering of dictionary atoms learned from synthetic data. Red dots are BCG
artifacts atoms; gray dots are EEG atoms. (Color figure online)

Fig. 3. Schematic diagram for dictionary atom selection and rearrangement. The green atoms in
the dictionary are clean EEG atoms. The grey atoms are BCG atoms. White girds in sparse code
matrix are 0. (Color figure online)
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3.1 Data Acquisition

(1) Synthetic Data
The synthetic EEG data used in this paper was proposed by Abolghasemi et al. in 2015
[8]. The synthesized signal consists of two parts: 1/f noise (also known as pink noise)
and BCG artifact. For the non-uniform characteristics of EEG signal, 1/f noise is
selected as EEG signal [14], while the synthesized BCG artifact is overlapped by
cosine waves of different frequencies and amplitudes. For the final synthesized signal,
10 dB white Gaussian noise is added, and these signals and their synthesized signals
are shown in Fig. 4.

It can be seen from Fig. 4 that as the 1/f noise of EEG signal, its amplitude is
significantly smaller than that of simulated BCG signal. In fact, the EEG signal of
synchronous acquisition of EEG and fMRI obtained from actual acquisition is the same.
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Fig. 4. Synthetic data: (a) BCG; (b) EEG (1/f noise); (c) Summation of a and b; (d) Summation
of a and b. The SNR is 10 dB.
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(2) Public Data
The experimental data is provided by FMRIB research center of Oxford University. The
test data (FMRIB_Data.set) downloaded from the open-source EEG signal processing
website includes EEG signal, BCG artifact, gradient artifact and other noises [6].

(3) Clinical Data
The experimental data were provided by the sleep neuroimaging center of Southwest
University. Two healthy subjects with no history of nerve or heart disease participated
in the experiment. Indicates that the object rests in the scanner with the eyes open and
closed, without performing any specific tasks. Among the 32 channels recorded, 30
EEG channels used 10–20 international system. In addition, there are two bipolar
channels for EMG and ECG. The data sampling rate is 5000 Hz.

3.2 Data Preprocessing

The premise of effectively suppressing BCG artifacts is that there are no gradient
artifacts that seriously distort EEG signals in EEG signals, so it is necessary to pre-
process the collected EEG data first.

Matlab (2017b; MathWorks, Inc., Natick, MA) and eeglab 12.0 (Delorme and
makeig, 2004) were used to preprocess the EEG data. Firstly, the FMRIB 2.1 plug-in in
EEGLAB [15] is used to remove the gradient artifact in EEG data of MRI scan. In
order to save memory, we can down sample the data to 250 Hz. All EEG data are then
bandpass filtered at 0.5–50 Hz. The data is finally converted to a 32 channel EEG with
sampling frequency of 250 Hz.

3.3 Evaluation

Various evaluation indexes are used to determine the ability to inhibit BCG artifacts
(more importantly, to retain brain activity), and to compare the experimental results of
various methods.

The evaluation is mainly carried out from the following aspects: (a) the amplitude
changes; (b) Power Spectral Density [16]; (c) Improvement in Normalized Power
Spectral Density Ratio (INPS) [9]; (d) Peak-to-peak Value (PPV) [10]. In addition,
INPS and PPV can be calculated as follows:

INPS ¼ 1
n

Xn
i¼1

10 log10

P
/P before;iðf ÞP
/P after;iðf Þ

ð4Þ

PPV ¼
1
n

Pn
i¼1 Vbefore;i

1
n

Pn
i¼1 Vafter;i

¼
Pn

i¼1 Vbefore;iPn
i¼1 Vafter;i

ð5Þ

186 Y. Liu et al.



4 Result

Figure 5 gives the results using AAS, OBS and ICA and dictionary learning methods to
the synthetic signal.

According to the method in Sect. 3.3, the normalized power spectral density (INPS)
is 13.16, the peak-to-peak value is 8.44. The values of the two performance evaluation
indexes are much higher than 1, indicating that dictionary learning plays an important
role in inhibiting BCG artifacts.

Figure 6 shows a segment of EEG data with a length of 10 s processed by various
methods. Visualization results of EEG records before and after BCG artifact correction
(AAS, OBS, ICA, proposed) of DATA 3. With the application of BCG removal
method, BCG artifact contribution is attenuated, so EEG signal strongly decreases.
However, it is obvious that the BCG residuals significantly decreased when using the
proposed method.

Raw EEG
Proposed Method
ICA           
AAS 
OBS

Fig. 5. Extracted BCG from synthetic data using (a) AAS, (b) OBS, (c) ICA, and (d) the
proposed method.
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Figure 7 shows averaged power spectral density of EEG data using different artifact
removal algorithms. It shows that our procedure can effectively reduce the artifacts in
different EEG frequency bands without affecting alpha (8–13 Hz) and beta (13–15 Hz
in Fig. 7) activities.

Fig. 6. Result of 10 s signal from channel Fp1 (for DATA 3) between the EEG recordings
before (RAW) and after BCG artifact correction (ICA, AAS, OBS).

Po
w

er
 (

)

Frequenciees (Hz)

Raw EEG
Proposed Me
ICA           
AAS 
OBS

ethod

Fig. 7. Averaged power spectral density of channel Fp1 (for DATA 3) using different artifact
removal algorithms.
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Figure 8 and Table 1 compares the performance of AAS, OBS, ICA and the
proposed method in terms of INPS ratio. It can be concluded that the proposed method
is obviously superior to other methods.

Table 2 compares the peak-to-peak ratio of BCG artifact suppression methods
based on AAS, OBS and ICA, and the results prove the advantages of dictionary
learning.

Fig. 8. INPS Reduction for all channels using different artifact correction methods versus the
EEG data after removing imaging artifacts.

Table 1. INPSs for all channels using different artifact removal methods.

DATA 1 DATA 2 DATA 3 DATA 4 DATA 5

Dictionary Learning 8.13 6.68 12.16 5.91 4.23
ICA 7.12 6.21 9.66 5.6 4.76
AAS 3.61 −1.6 7.16 3.66 −0.77
OBS 5.78 2.77 8.6 3.83 1.33

Table 2. Peak-to-peak value for all channels using different artifact removal methods.

DATA 1 DATA 2 DATA 3 DATA 4 DATA 5

Dictionary Learning 13.40 9.18 20.03 4.22 3.71
ICA 10.74 9.03 15.44 5.57 3.11
AAS 5.57 1.52 8.72 2.08 1.30
OBS 6.15 2.63 11.16 2.69 1.52
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Table 3 is the averaged INPS and peak-to-peak ratio using different method. it is
obvious that the performance indexes of dictionary-based learning methods are almost
higher than those of ICA, AAS and OBS methods, except DATA 3, so it can be
considered that the dictionary-based learning method studied in this paper is more
effective in inhibiting BCG artifacts.

5 Conclusion

In this study, a set of new algorithms based on dictionary learning has been developed
to remove BCG artifact from EEG recordings simultaneously acquired with continuous
fMRI scanners. This method can reduce the BCG related artifacts in EEG fMRI records
without using additional hardware. The validity of this method is verified by the
experiments of synthetic data and real data.

It is gratifying that we still have a lot of room for progress. The classification
standards still need further study, such as classifying the atoms through mutual
information, the features of ECG are considered to sort m atoms with the largest mutual
information with the ECG [18]. At present, most of the EEG-fMRI researches are on-
line data artifact removal, only a few involve real-time correction. We can consider
applying the proposed method to real-time detection and removal of artifacts. One of
the limitations of our study is that we did not compare the results with the data recorded
outside the MRI. In fact, we can design specific paradigms involving in and out of
scanner experiments, so that we can how BCG was considered affecting EEG signals
from these recorded data.
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Abstract. Recently, deep learning has gained great attention in decoding the
neuro-physiological signal. However, which one (classical machine learning or
deep learning) has better performance for decoding the functional near-infrared
spectroscopy (fNIRS) signal is still lack of full verification. Thus, in this paper,
we systematically compared the performance of many classical machine
learning methods and deep learning methods in fNIRS data processing for
decoding the mental arithmetic task. The classical machine learning methods
such as decision tree, linear discriminant analysis (LDA), support vector
machine (SVM), K-Nearest Neighbor (KNN) and ensemble methods with strict
feature extraction and screening, were used for performance comparison, while
the long short-term memory-fully convolutional network (LSTM-FCN) method
as a representative of deep leaning methods was applied. Results showed that
the classification performance of SVM was the best among the classical machine
learning methods, achieving that the average accuracy of the subject-
related/unrelated were 91.0% and 83.0%, respectively. Furthermore, the clas-
sification accuracy of deep learning was significantly better than that of the
involved classical machine learning methods, where the accuracy of deep
learning could reach 95.3% with subject-related condition and 97.1% with
subject-unrelated condition, respectively. Thus, this paper has totally showed the
excellent performance of LSTM-FCN as a representative of deep learning in
decoding brain signal from fNIRS dataset, which has outperformed many
classical machine learning methods.

Keywords: Brain computer interface (BCI) � Functional near-infrared
spectroscopy (fNIRS) � Brain signal decoding � Classical machine learning �
Deep learning
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1 Introduction

The brain computer interface (BCI) is a technology that provides communication for
the human or animal brain with the external environment [1]. When the brain performs
a functional task, it activates (or suppresses) the functional brain-related regions,
directly affecting the regional cerebral blood flow (rCBF) and cerebral blood volume
(CBV). Changes occur and eventually manifest as rapid changes (elevation or decline)
in blood oxygen levels in the corresponding regions of the brain, which is called
neurovascular coupling [2]. Cerebral nerve activity causes the corresponding changes
in blood oxygen levels, and the consequent changes in blood oxygen levels can impact
the magnetic and optical properties of brain tissue. It is well known that the water,
oxygenated hemoglobin (oxy-Hb), and deoxygenated hemoglobin (deoxy-Hb) have
different absorption coefficients for near-infrared light of different wavelengths [3–5].
According to the neurovascular coupling, when the functional cognitive neural activity
tasks are performed, the oxygen demand in the active area under the functional task is
increased, with the perfused cerebral blood flow. In functional cognitive tasks, the
activated brain region generally showed an increase in the concentration of oxy-Hb and
total hemoglobin (t-Hb), a decrease in the concentration of deoxy-Hb. The well-known
functional magnetic resonance imaging technique generates the blood-oxygen-level-
dependent (BOLD) signals by magnetic changes caused by changes in hemoglobin
concentration [6], while fNIRS measures oxy-Hb and deoxy-Hb by the absorption of
near-infrared light at wavelengths around 704 nm and 887 nm [3, 7, 8].

In 2007, Coyle [9], Sitaram [10], Naito [11] has demonstrated the feasibility of
controlling the output of fNIRS-BCI. Today, researchers can identify motor execution,
motor imagery, metal arithmetic, music imagery with fNIRS-BCI [12]. Although deep
learning has become more and more popular in signal processing, deep learning has not
attracted enough attention from fNIRS-BCI researchers in recent years, which is
possibly due to the limitation of relatively small samples in fNIRS-BCI experiments.
For example, in 2015, Johannes Hennrich et al. has compared deep neural network with
part of classical machine learning methods and they showed that deep neural network
did not yield higher classification rates than the shrinkage LDA [13]. However, whether
classical machine learning or deep learning has better performance for decoding the
brain signal is still lack of full verification. Thus, in this paper, a public fNIRS-BCI
mental arithmetic data was used to aim at completely finding out the which one
(classical machine learning or deep learning) could perform better in fNIRS-BCI data
processing under the brain decoding task. In order to improve the performance of
machine learning, a new feature screening method is used to find out positive channels
and time period of fNIRS mental arithmetic dataset.
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2 Experimental Design and Dataset

In this paper, a public fNIRS-BCI dataset was involved in performance validation,
which was a mental arithmetic dataset of prefrontal and temporal lobes, with a total of
eight subjects, collected and published by the Neuroengineering Laboratory of Graz
University [14, 15]. The designed experiment paradigm and data recording were
detailed in the following sub-sections.

2.1 Experimental Paradigm

During the designed experiment, all eight subjects were firstly asked to keep an eye on
the computer screen. The computer screen was black before the task was activated.
Before the mental arithmetic task started, the green line appeared on the screen and
lasted for two seconds. When the mental arithmetic task started, the mental arithmetic
task prompt (e.g. 97−4) appeared on the screen for one second. The subject needed to
follow the prompts to calculate the mental arithmetic task. Namely, the subject should
calculate the 97 minus 4 task (97, 93, 89, 85…) until the green line in the middle of the
screen disappeared. Specifically, the green line appeared for 14 s in each trial. The first
two seconds prompt that the trial was about to start. After the green prompt line
appeared for 2 s, the mental arithmetic task calculation formula appeared above the
green prompt line for 1 s (e.g., 97−4). Then, the subject was asked to watch the screen
and started mental arithmetic until the green line disappeared (the mental arithmetic
task lasted for 12 s). After the green line disappeared, the subject continued to watch
the black screen and to wait for the next trial (as a resting trial without mental arith-
metic task).

2.2 Data Recording

A continuous wave system (ETG-400, Hitachi Medical Co, Japan) was used in the
experimental instrument. Using 16 photo-detectors and 17 light emitters to form a
3 � 11 grid probe arrangement, 52 channels in total were distributed on the prefrontal
and temporal lobes, and each one was capable of measuring oxy-Hb concentration,
deoxy-Hb concentration and t-Hb concentration. The sampling rate was 10 Hz and the
distance between the source and the probe was 3 cm. The channel closest to the nose
side was arranged along the FP1-FP2 series of the International. The channel 48 in the
electroencephalogram 10–20 system was located at the FP1 position (as shown in
Fig. 1).
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3 Classical Machine Learning for fNIRS Signal Decoding

3.1 Data Preprocessing

It well known that there is a physiological interference signal in the captured fNIRS
data. In order to obtain a brain functional activation signal with high signal-to-noise
ratio (SNR), it is necessary to preprocess the original data to reduce physiological
noises caused by physiological activities such as heartbeat, respiration, and blood
pressure fluctuations [16]. Physiological noise generated by heartbeat, respiration,
blood pressure, and Mayer waves are relatively stable and statistically independent
interference signal [17]. The most common method for dealing with physiological
noise is to use a band-pass filter that uses a digital filter to eliminate the effects of
heartbeat, respiration, Mayer wave signals, and baseline drift based on the frequency of
physiological noise. In our experiment, the finite impulse response (FIR) band-pass
filter is used to pass the 0.05–0.7 Hz signal, aiming at improving the SNR of the
signal.

3.2 Feature Extraction

The fNIRS-BCI data refers to the time-series signal of the multi-channel scattered light
intensity change collected by the fNIRS device. Statistical features directly reflect the
statistical characteristics of fNIRS data and reduce the redundant information, which is

Fig. 1. Schematic illustration of the multi-channel positional layouts for 52 channels [15]
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widely used in fNIRS data processing [18]. In the past few years, the main feature
extraction method of fNIRS-BCI data in classical machine learning methods is the
average concentration of the time-intercept signal intercepted in seconds [19–22] and
slope [21, 22].

In the feature extraction stage, the average and slope of the 0.5 s window and 1 s
window, the average of the full data segment, the linear fitting regression value, the
variance, the range, and the skewness were selected as the classification features. Each
subject dataset could provide 125 features, including the average and linear regression
of the time window, and the average of the entire data segment, linear regression,
variance, range, and skewness.

3.3 Feature Screening and Classification

After the stages of data preprocessing and feature extraction, the feature data with the
size of 36 � 156 � 125 was first obtained. After the feature data was converted into
two dimensions, a matrix with size of 36 � 19500 was obtained. The channel
screening and feature screening procedure was performed to remove redundant infor-
mation, and to determine the main activation channel (brain region) of the mental
arithmetic task and the main change time of cerebral blood flow. The classification
contribution values of each single-channel with all features data 36 � 1 � 125 and the
single-feature with all channels data 36 � 156 � 1 were evaluated, respectively. The
classification contribution values were then selected as follows: the input feature data
was classified by five classifiers such as LDA, SVM, KNN, Decision Tree and
Ensemble Learning classifier, and then the average value of the top three accuracy was
used as a criterion.

Then, based on the channel classification contribution values and the feature
classification contribution values, the optimal combination of the multiple channels and
multiple features should be determined. In this paper, the channels and features
combinations of multi-channel and multi-features were classified and judged by the
exhaustive method with different number of optimal channels and optimal features.
Although the number of channels and the number of features was simply changed in the
feature screening process, the corresponding calculation time could be greatly reduced
in searching optimal combinations. The approximate activation channel (in spatial
domain) and approximate activation period (in temporal domain) of the mental arith-
metic task were obtained by optimal combination through a large number of calcula-
tions. The detailed procedure was shown in Fig. 2.

Finally, after the procedure of feature screening, the chosen features were put into 5
classifiers (i.e., LDA, SVM, KNN, Decision Tree, and Ensemble Learning classifier) to
perform the classification task.
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4 Deep Learning for fNIRS Signal Decoding

In this paper, a long time-term memory (LSTM) based on a fully convolutional net-
work (FCN) [23], namely LSTM-FCN was used. FCN replaced the last three fully
connected layers of the classic convolutional neural network (CNN) [24] with three
convolutional layers.

The original fNIRS data of 8 subjects were processed according to the data
interception method, generating the data with dimensions of 36 � 156 � 200, where
36 denoted the number of experimental trials, 156 represented the number of channels,
and 200 was the length of a trial. Input data is randomly assigned in a 4 to 1 ratio to
obtain the training set and test set, respectively. The followed experimental results were
averaged from the results of 5 cross-validation.

The 1-D convolution has proven to be an effective learning method for time series
classification problems [24]. An FCN with 1-D convolution was commonly used as a
feature extractor. Global average pooling [25] was applied to reduce the number of
parameters in the model before classification. In the proposed model, the FCN was
enhanced by the LSTM module, and then the dropout function was involved to prevent
over-fitting and to accelerate the training process [26]. The FCN module consisted of
three stacked 1-D convolution blocks with filter sizes of 128, 256 and 128, respec-
tively. Each convolution block was identical to the convolution block in the FCN
architecture proposed by Wang [24]. Each block consisted of a temporal convolutional
layer, each block was processed for bulk normalization [27], and then the activation
function was used. The time series data was input into the LSTM block, and then the

Fig. 2. Flowchart of channel and feature screening
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dropout function was called. The output of the FCN module and the output of the
LSTM were concatenated. The architecture of LSTM-FCN for fNIRS-BCI data was
showed in Fig. 3.

5 Results and Discussion

5.1 Channel and Feature Screening in Classical Machine Learning

In the optimal channels determination procedure, the classical machine learning
methods classified 156 channels and 125 features without prior conditions, and per-
formed exhaustive tests on all channels to find the optimal channels. After the data of
several subjects was processed, it can be determined that the activated brain area of the
mental arithmetic task was more significant in channel 26, 36, 37, 46, 48, which was
shown in Fig. 4. Moreover, it was found in the feature screening stage that the average
value of the data in the interval [6 s, 17 s] contributed more to classification perfor-
mance. Each subject processing could provide a priori condition for the next data
processing, which could help determine the activation brain area and activation time
period.

5.2 Decoding Performance: Classical Machine Learning V.S. Deep
Learning

In Table 1, the highest accuracy of SVM in the classical machine learning of the
subject-related classifier was 91%, and the accuracy of the deep learning method was
95.3%. Under the subject-unrelated conditions, the accuracy of classical machine

Fig. 4. The activation channel map of mental arithmetic task

Fig. 3. Architecture of LSTM-FCN for fNIRS-BCI data
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learning reached 83%, and the accuracy of deep learning reached 97.1%. For the S03,
S04, S07, S08, in the case of different network dropout rate, can achieve 100%
accuracy. At this point, deep learning method, i.e., LSTM-FCN, has been significantly
better than the classical machine learning methods have, and a 100% accuracy could
make BCI system more stable.

In the subject-related classification, accuracy of S05 and S06 was lower than that of
other subjects. But in deep learning method, the accuracy of S05 and S06 can reach
90%. Contritely, the deep learning method (LSTM-FCN) still got better decoding
performance for the difficult subjects in the classical machine learning. In the subject-
unrelated classification, the deep learning method was with significantly higher accu-
racy than the classical machine learning methods did. The highest accuracy of deep
learning was 14.1% higher than that of the classical machine learning methods where
the accuracy of deep learning is very close to 100%. Thus, according to Table 1, it was
easily concluded that the LSTM-FCN method as a representative of deep learning had
better performance for fNIRS-BCI decoding.

6 Conclusion

In this paper, we made a full decoding performance comparison between the classical
machine learning methods and deep learning method on fNIRS-BCI data. According to
the experimental results, it was found that the LSTM-FCN method as a representative
of deep learning showed superior performance to all the classical machine learning
methods such as decision tree, LDA, SVM, KNN and ensemble classifier. In terms of
the training time in the classical machine learning methods, it took more time to do
channels screening and features screening task. As the amount of data increased and the

Table 1. Accuracy of classical machine learning methods and deep learning method

S01 S02 S03 S04 S05 S06 S07 S08 Average All
subjects

Classical
machine
learning

Decision
tree

69.4 75 86.1 85.4 64.6 77.1 77.1 75 76.2 71

LDA 77.8 83.3 91.7 77.1 66.7 68.8 85.4 93.8 80.5 60.1
SVM 91.7 91.7 97.2 93.8 77.1 83.3 95.8 97.9 91.0 83.0
KNN 77.8 83.3 88.9 89.6 66.7 77.1 97.9 93.8 84.3 69.8
Ensemble 83.3 97.2 88.9 91.7 66.7 81.3 93.8 95.8 87.3 75.9

Deep
learning:
LSTM-FCN
with different
dropout rate

0.3 91.7 91.7 100 100 87.5 93.7 97.9 100 95.3 86.4
0.5 86.1 83.3 97.2 100 93.7 95.8 100 100 94.5 97.1
0.6 83.3 86.1 97.2 100 89.5 93.7 100 100 93.7 88.5
0.8 91.7 88.8 100 100 74.9 79.2 95.8 100 91.3 90.8
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new models were developed, the deep learning methods could achieve the classification
accuracy and robustness on the small fNIRS-BCI dataset. Thus, the deep learning is a
promising tool for decoding fNIRS-BCI data in comparison to the classical machine
learning.
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Abstract. In this paper, a new phase plane analysis method is proposed to
study the nonlinear phenomena of traffic flow. Most of the papers describe only
one or several traffic phenomena and do not analyze all of them from the
perspective of system stability. Therefore, this paper studies the phase plane
analysis of traffic flow phenomenon from the perspective of traffic system sta-
bility, and describes various complicated nonlinear traffic phenomena through
phase plane analysis.

Keywords: Phase plane diagrams � Stop-and-go waves � Stability analysis �
Phase plane analysis

1 Introduction

At present, traffic congestion is getting more and more serious in most cities and
regions in China. In order to solve the problem of heavy traffic, we cannot simply
increase the number of traffic roads and limit the driving of vehicles, which can only
solve the temporary problem on the surface. Only by strengthening the research on the
intrinsic nature of traffic flow can we fundamentally prevent and solve the problem of
traffic congestion.

In a large number of studies on traffic flow phenomena, we find that although many
scholars have studied and proposed many research methods, the results only describe
one or several traffic phenomena [2, 3, 6, 7]. In this paper, from the perspective of
system stability, traffic congestion and system instability are related, and a phase plane
analysis method is proposed to transform the traffic flow problem into a system stability
analysis problem.

The core content of phase plane analysis is variable substitution. Substitute the
density and speed variables in traditional traffic models. It can be described as r ¼ 1=v
and g ¼ 1= qm � qð Þ. The physical meaning of variable substitution is that from r ¼
1=v it can be found that as long as traffic congestion occurs and the vehicle speed
approaches zero, the state variable r tends to infinity and the system becomes unstable.
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It can be found from g ¼ 1= qm � qð Þ that as long as there is traffic congestion, the
density of vehicles tends to saturation density, the state variable g tends to infinity, and
the system becomes unstable. This means that the substitution expands the scope of the
variable to infinity, so the correspondence between traffic congestion and system
instability can be established on the phase plan.

2 Variable Substitution Based On a Macroscopic Traffic
Flow Model

Tang et al. proposed a macroscopic traffic flow model considering the driver’s pre-
diction effect [1]. He expression is as follows:

@q
@t þ @ qmð Þ

@x ¼ 0

@v
@t þ v @v

@x ¼ 1 þ bð Þ Ve qð Þ� vð Þ
T þ bs � bsc0q2V

0
e qð Þ @v@x

8<
: ð1Þ

Type:

q—Average vehicle density;
m—Average vehicle speed;
s—Time interval;
b—Nonnegative constants;
Ve q x; tð Þ½ �—Equilibrium speed;
c0—Velocity of disturbance propagation;
Ve q x; tð Þ½ � has the following form:

Ve q½ � ¼ vf 1 þ exp
q=qm � 0:25

0:06

� �� ��1

� 3:72 � 10�6

( )
ð2Þ

From the formula (2):

V 0
e qð Þ ¼ �

vf exp
q� 0:25qm
0:06qm

� �
0:06qm 1 þ exp q� 0:25qm

0:06qm

� �h i2 ð3Þ

Here vf is the free flow velocity, qm is the maximum or congestion density.
In the present paper, a simple transformation is employed as follows,

r¼ 1
m

g¼ 1
qm � q

8>><
>>: ð4Þ

206 W. Ai et al.



Substituting the variables into Eq. (1), we have a new traffic flow model as follows:

r2 @g
@t þ g� qmg

2ð Þ @r@x þ r @g
@x ¼ 0

�1=r2 @r
@t � 1=r3 @r

@x � 1 þ bð Þ me gð Þ� 1
rð Þ

T þbs � bs c0 qm � 1
g

� �2
m
0
e gð Þ � 1

r2
@r
@x

� 	¼ 0

8<
: ð5Þ

Then substitute the variable into formula (2), and the expression of the equivalent
velocity is as follows:

Ve gð Þ ¼ vf 1 þ exp
0:75 � 1

gqm

0:06

 !" #�1

�3:72 � 10�6

8<
:

9=
; ð6Þ

Then variable substitution g¼ 1
qm �q is substituted into V 0

e qð Þ, we can get:

V 0
e gð Þ ¼ �

vf exp 12:5 � 1
0:06qmg

� �
0:06qmg2 1 þ exp 12:5 � 1

0:06qmg

� �h i2 ð7Þ

Specifically, the range of variable q in the original traffic flow mode is
0 � 0:25 meh=m and the range of variable m is 0 � 30 m=s, so the range of variation in
density or velocity is very limited. At this time, the variable substitution in the phase
plane analysis method plays a vital role, it can expand the state variables q and m in the
original model to infinity, which means that it breaks through the limitations. It can be
found that when the speed approaches zero, the state variable r is close to infinity.
Similarly, the state variable g approaches infinity when the density approaches the
congestion density. The increase of state variables r and g indicates that the average
vehicle speed decreases, vehicle density increases, and the system becomes unstable.
Therefore, changes in state variables can be used to judge the stability of the system. In
phase plane analysis, traffic congestion can be equated with system instability.

3 Study on the Stop-and-Go Phenomenon Based on the Phase
Plane Analysis

In this section, we mainly do a comparative analysis. The comparison objects are the
new model with variable substitution and the traditional model without variable sub-
stitution. The method of analysis is to compare the phase plane diagram drawn by the
new model with the density space-time diagram [4, 5] of the traditional model through
specific numerical simulation. It turns out that the new method is consistent with the
traditional method in describing the stop-and-go traffic phenomenon. But phase dia-
grams can more clearly describe changes in density or velocity at any time or in any
part.
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We can find the stop-and-go traffic phenomena in the phenomenon of small dis-
turbance amplification. We simulate stop-and-go traffic phenomena in an enlarged local
disturbance on the initial uniform traffic flow. The expression of the initial density is as
follows:

q x; 0ð Þ ¼ q0 þDq0 cosh�2 160
L

x � 5L
16

� �� �

� 1

4
cosh�2 40

L
x � 11L

32

� �� ��
x 2 0; L½ �

ð8Þ

Type:

q0—Initial uniform density;
Dq0—Disturbance density;
L—Section length;

Among them, Dq0 ¼ 0:01 veh=m is the amplitude of localized perturbation, the path
length L investigated in this section is 32.2 km. The expression of the initial velocity is
as follows:

v x; 0ð Þ ¼ V q x; 0ð Þð Þ x 2 0; L½ � ð9Þ

The dynamic adjacent boundary conditions are given by the following formula:

q 1; tð Þ ¼ q 2; tð Þ; q L; tð Þ ¼ q L � 1; tð Þ; v 1; tð Þ ¼ v 2; tð Þ; v L; tð Þ ¼ v L � 1; tð Þ
ð10Þ

In order to facilitate the simulation, the space interval is equal to 100 m, the time
interval is 1 s, and the values of other parameters in the model are as follows:

c0 ¼ 11m=s; s ¼ 5 s; vf ¼ 30m=s; qm ¼ 0:2 veh=m; b ¼ 0:3

Corresponding to the above parameters, according to the stability condition, the
critical density of the prediction model is 0.037 veh/m and 0.091 veh/m, the initial
density is set at 0:037 veh=m\ q0 \ 0:091 veh=m the traffic flow is linearly unstable
in this range, small perturbations at this initial density will diverge and lead to stop-go
phenomenon.

In this section, in order to draw the model replaced the new prediction model of the
floor plan, we should first of all, for a given value, the discrete model of finite difference

method, and numerical solving state variables, take g; @g
@t

� �
; g; @g

@x

� �
; r; @r

@t

� 	
; r; @r

@x

� 	
as the coordinates, draw four phase plans in proper order. Through the four figures, we
can study more clearly the corresponding density or velocity or displacement change at
any time, thus the fluctuations of traffic flow completely into the stability of the system
analysis.
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Figures 1(b)–(e) are the phase plane diagrams of variables g and r. We draw the
stage process of the curve and find the starting point and the route of the whole run. We
can see all the curve changes from outside to inside, gradually approaching the center

Fig. 1. b ¼ 0:2 initial density q0 ¼ 0:01 veh=m (a) is the density space-time diagram, (b) is

the phase plan with coordinates r; @r
@t

� 	
; (c) is the phase plan with coordinates g; @g

@t

� �
; (d) is the

phase plan with coordinates r; @r
@x

� 	
; (e) is the phase plan with coordinates g; @g

@x

� �
.
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of the ring. No curve approaches infinity, which indicates that the initial small dis-
turbance disappears with time. On the whole, Figs. 1(b)–(c) have no curve at infinity.
This means the system is stable and there are no traffic jams. This is consistent with the
density space-time diagram in Fig. 1(a). The disturbance eventually disappears and the
traffic flow eventually converges to the initial uniform density. Figure 1(a) is the
density spatiotemporal diagram where the initial density of the model is set within the
stable range. Figure 1(d)–(e) reflects the fluctuation of vehicle density and speed in the
whole section at each moment.

We found that its trajectory is composed of multiple overlapping circle structure,
this means that all running curve is outside-in change over time. It shows that the
density fluctuations gradually reduce over time on the whole road. The initial small
disturbance is disappeared with the time and the transportation system is stable. If it’s
unstable, it’s the opposite.

Figure 2 shows an unstable traffic flow phenomenon, which diverges when a small
disturbance is applied. As can be seen from the density spatiotemporal diagram in
Fig. 2(a), due to the initial density taken within the unstable range of the model, the
small disturbance imposed on the initial uniform density is gradually amplified with the
increase of time, resulting in the instability of the traffic flow and the formation of the
traffic phenomenon of walking and stopping, that is, the traffic cluster. According to
curve sections, draw Fig. 2(b) and Fig. 2(d). We can find that there are many curves
approaching infinity, and the further up the outer ring goes, which indicates that the
density fluctuation is increasing at the top, the vehicle speed is decreasing at the top, the
state variable is approaching infinity, and the system becomes unstable, which is
consistent with the tendency of the system to become unstable as shown in Fig. 2(a).
From the Fig. 2(d) and Fig. 2(e), we can find that there are many curves tend to
infinity, which shows that the density fluctuations are enlarged with time, and the
phenomenon of small disturbances diverging with time is displayed intuitively. The
entire system is unstable. Compared with the density spatiotemporal map, the phase
plan can more clearly reflect the density change at the current time and the next time on
the entire road section. Through the phase plan, we can directly convert the traffic
congestion phenomenon into the instability curve of the system. The more unstable the
traffic system is, the more obvious the effect is.
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4 Conclusions

In this article, the original model is transformed into a new model by using a variable
method. Using the phase plan, we can also describe the various non-linear phenomena
observed in the traffic flow. We first build a new traffic flow model by replacing
variables in the model. By analyzing and comparing the space-time diagrams and phase
diagrams of different initial densities, it is found that when the traffic system changes

Fig. 2. b ¼ 0:3 Initial density q0 ¼ 0:042 veh=m (a) is the density space-time diagram, (b) is

the phase plan with coordinates r; @r
@t

� 	
; (c) is the phase plan with coordinates g; @g

@t

� �
; (d) is the

phase plan with coordinates r; @r
@x

� 	
; (e) is the phase plan with coordinates g; @g

@x

� �
.
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from gentle to congested, you can immediately see some curves that tend to infinity
from the phase plane diagram, and these curves that tend to infinity are throughout the
whole The phase plan accounts for a very large proportion. If the traffic is always
smooth, it can be found from the phase plan that the curves with small oscillations are
concentrated in the part of the initial position. This shows that the performance of the
new method on stop phenomenon is consistent with the traditional method. This new
method allows for a clearer description of changes in density or velocity over time on a
phase plan. This method changes the limitation of space-time density and transforms
the study of traffic flow phenomenon into the study of system stability. It can be better
applied to the study of traffic flow phenomenon.
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Abstract. In this paper, the traffic flow problem is converted into a system
stability problem through variable substitution and a phase plane analysis
method is presented for analyzing the complex nonlinear traffic phenomena.
This method matches traffic congestion with the unstable system. So these
theories and methods of stability can be applied directly to solve the traffic
problem. Based on an anisotropic continuum model developed by Gupta and
Katiyar (GK model), this paper uses this new method to describe various
nonlinear phenomena due to different input and output conditions on ramps
which were rarely studied in the past. The results show that the traffic phe-
nomena described by the new method is consistent with that described by
traditional methods. Moreover, the phase plane diagram highlights the unstable
traffic phenomena we are chiefly concerned about and describes the variation of
density or velocity with time or sections more clearly.

Keywords: Phase plane diagrams � Nonlinear traffic phenomena � Stability
analysis � Ramps

1 Introduction

In a real traffic flow, almost every driver meets with the phenomenon of traffic con-
gestion. There have been several recent advances in traffic theory, notably those that
treat traffic like a fluid. An important branch of the subject, with repercussions on all
the other branches, is the quantitative study of traffic phenomena. More recently, there
has been an increasing tendency to adopt scientific methods, and try to assess all kinds
of traffic phenomena by means of controlled experiments. Paralleled with experiments,
many physical models have been proposed [1–3]. Most of them are hydrodynamic
models which provide a macroscopic description of traffic flow. The study of contin-
uum traffic phenomena began with the LWR model developed independently by
Lighthill and Whitham [4] and Richards [5]. In this model, vehicles have often been
considered as interacting particles and traffic flow can be considered as a one-
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dimensional compressible flow of these particles. In the past decades, researchers have
made many efforts to improve the LWR model, they developed many higher order
models which use a dynamic equation to make speed to replace the equilibrium rela-
tionship. Subsequent studies [6–9, 11] of the models have explained many observed
features of the free flow and traffic jams in highways. Gupta and Katiyar [10] develop a
macroscopic continuum traffic flow model to solve the characteristic speed problem
that exists in the previously developed high-order models, which is referred to as GK
model.

In this paper, we use a new method to describe a variety of nonlinear traffic flow
phenomena which are raised by different input and output on the ramp. We use some
variable substitution to convert the traffic flow model into a functional stability model.
From this model many well-known nonlinear phenomena may be analyzed. This paper
studies the change of the flow at the ramp on the highway which is rarely studied by
others. It includes various situations of fixed vehicle generation rate but increasing
initial homogeneous density with a single ramp.

The remainder of the paper is organized as follows. In Sect. 2, we present the
description of variable substitution and a functional stability model about traffic flow
has been postulated. In Sect. 3, we analyze all kinds of nonlinear phenomena which are
raised by different input and output on ramp by the new model. In Sect. 4, we con-
cluded the paper.

2 Variable Substitution Based on GK Model

GK model is an anisotropic continuous traffic flow model. It has been mostly studied
nowadays and has the following form:

@q
@t

þ @ qvð Þ
@x

¼ 0

@v
@t

þ v
@v
@x

¼ a Ve qð Þ � v½ � þ aV 0
e qð Þ 1

2q
@q
@x

þ 1
6q2

@2q
@x2

� 1
2q3

@q
@x

� �2
" #

� 2bc qð Þ @v
@x

8>>>><
>>>>:

ð1Þ

where q is the density; t is the velocity; x and t represent space and time respectively; a
is the driver’s sensitivity which equals the inverse of the driver’s reaction time;
Ve q x; tð Þ½ � is the optimal velocity function and has the following form:

Ve q½ � ¼ vf 1 þ exp
q=qm � 0:25

0:06

� �� ��1

�3:72 � 10�6

( )
ð2Þ
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V 0
e qð Þ¼ dVe qð Þ

dq , b is a non-negative dimensionless parameter and c qð Þ � 0 is the traffic
sound speed given by:

c2 qð Þ ¼ � aV
0
e qð Þ
2

; c ¼ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�V 0

e qð Þ
2s

r
: ð3Þ

Here vf is the free-flow speed, qm is the maximum or jam density.
In the present paper, a simple transformation is employed as follow:

r¼ 1
m

g¼ 1
qm � q

8>><
>>: ð4Þ

Substituting the variables into Eq. (1), we have a new traffic flow model as follow:
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Similarly, substituting the variables into Eq. (2), the equilibrium velocity ve gð Þ is as
follow:

Ve gð Þ ¼ vf 1 þ exp
0:75 � 1

gqm

0:06

 !" #�1

�3:72 � 10�6

8<
:

9=
; ð6Þ

According to the variable substitution r¼ 1
m and g ¼ 1

qm � q, we can see that as long as

the vehicles velocity goes to zero or the vehicle density becomes saturated, the state
variable r or g will approach infinity. So we can use the phase plane diagrams about the
variable g or r to describe clearly the relationship between traffic jams and system
instability. When the traffic becomes congested, the state variable q and t both tend to a
specific value. However, through such variable substitutions, the state variable g or r
both tends to infinity. As long as there is traffic jam formation, the value of g or r will
approach infinity. So the problem of traffic flow could be converted into that of system
stability. Some stability theories and mathematical tools can be applied directly to solve
the traffic problems. If we use the new model by such variable substitution, we can see
from the phase plane that there is a one-to-one relationship between the traffic con-
gestion and the unstable system. The new traffic flow model can analyze various traffic
phenomena directly and can also analyze the chaotic fluctuations of traffic flow.
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3 The Analysis of Different Input and Output Traffic
Phenomena Using the New Method

Gupta By analyzing the model, we first carried out numerical tests for the phenomena
of fixed vehicle generation rate but increasing initial homogeneous density with a
single ramp, which is rarely studied in the past. To study the effects of ramps, we
added the source and the drain terms on the right-hand side of the continuity equation
in (5) as follow:

r2
@g
@t

þ g � qmg
2� � @r

@x
þ r

@g
@x

¼ rin tð Þ � rout tð Þ ð7Þ

where rinðtÞ and routðtÞ represent the external flux through an on-ramp and through an
off-ramp, respectively. This section uses MATLAB software to carry out numerical
simulation in the Windows system environment. We have also taken the test road
section as 32.2 km long and set a ramp in the middle of the road section. The vehi-
cle generation rate was set to 0.0001 veh/m/s. That was to say, the number of vehicles
through an on-ramp was 0.0001 more than that through an off-ramp every meter per
second. The initial density q0 was 0.037 veh/m. Other parameter values used were as
follows:

b¼ 2:0; s¼ 14 s; vf ¼ 30m/s; qm ¼ 0:2 veh/m ð8Þ

The results were shown in Fig. 1(a)–(e).
In Fig. 1(a), the vehicles come from the on-ramp will have an effect on the

upstream traffic. Vehicles in upstream of the road need to decelerate when they move to
the ramp and can’t drive keeping the original speed. So the density in upstream of the
road near the ramp will increase gradually. On the other hand, the initial density in
downstream of the road also increases and the vehicles come from the on-ramp can’t
move downstream quickly, so some of them stay on the ramp, which makes the density
increment on the ramp is a lot larger than that with a small initial density. The
increment will decrease very fast as vehicles in downstream road sections move
forward.

Figure 1(b) is the combination of variation curves of g on each road section during
the first 16 min. All curves in the figure change from left to right. That is to say, the
value of g which is proportional to the vehicle density keeps on increasing. So, it
mainly reflects the phenomenon that the density of each road section near the ramp
increased gradually with time when vehicles continually entered from the ramp. Fig-
ure 1(c) could be considered as a group of curves which describe the change of g per
second on the whole road. All curves are closed curves which increase firstly then
decrease again. It illustrates that the upstream density near the ramp increases gradually
and the downstream density decreases as vehicles move forward. Similarly, Fig. 1(d)–
(e) reflect the same phenomena based on the velocity variation with time and dis-
placement. Moreover, both the value and the change rate of g and r in Fig. 1(b)–(e)
increase more significantly than in the Fig. 1 whose initial density is small.
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If we continually increased the initial density to 0.047 veh/m and remained other
conditions such as the value of vehicle generation rate unchanged, the temporal evo-
lution of vehicle density and phase plane diagrams could be compared as follows:

Fig. 1. The density temporal evolution and phase plane diagrams with initial homogeneous
traffic of amplitude q0 = 0.037 veh/m (a) the temporal evolution of vehicle density; (b) the phase
plane diagram of g; @g=@tð Þ; (c) the phase plane diagram of g; @g=@xð Þ; (d) the phase plane
diagram of r; @r=@tð Þ; (e) the phase plane diagram of r; @r=@xð Þ
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Since the initial density is just above the down-critical unstable density, a small
quantity of vehicles come from the ramp can be seen as a small localized perturbation
on the initial homogeneous traffic flow and the amplitude of it grows in time, which
eventually forms the stop-and-go traffic. The fluctuation amplitude of traffic flow is so
large that the small vehicle generation rate on ramp can’t make an appreciable effect on

Fig. 2. The density temporal evolution and phase plane diagrams with initial homogeneous
traffic of amplitude q0 = 0.047 veh/m (a) the temporal evolution of vehicle density; (b) the phase
plane diagram of g; @g=@tð Þ; (c) the phase plane diagram of r; @r=@tð Þ; (d) the phase plane
diagram of r; @r=@xð Þ; (e) the phase plane diagram of g; @g=@xð Þ
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the density of the whole road. Figure 2(b)–(e) all consist of number of circles and
clearly highlight the fluctuations of density and velocity with time or displacement. So
they also describe the stop-and-go traffic phenomenon.

If we continually increased the initial density to 0.093 veh/m and remained other
conditions unchanged, the temporal evolution of vehicle density and phase plane
diagrams were shown as follows:

Fig. 3. The density temporal evolution and phase plane diagrams with initial homogeneous
traffic of amplitude q0 = 0.093 veh/m (a) the temporal evolution of vehicle density; (b) the phase
plane diagram of g; @g=@tð Þ; (c) the phase plane diagram of g; @g=@xð Þ; (d) the phase plane
diagram of r; @r=@tð Þ; (e) the phase plane diagram of r; @r=@xð Þ
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Figure 3(a) shows that when the initial density becomes greater than the up-critical
density, a stable regime of the model is reached again. The perturbation is dissipated
and the vehicles come from the ramp will again make an appreciable effect on the
whole road.

As the initial density increases even further, the vehicles come from the on-ramp
will have more impact on the upstream traffic. Vehicles in upstream of the road also
need to decelerate when they move to the ramp. So the density in upstream of the road
near the ramp will increase largely.

On the other hand, the initial density in downstream of the road also increases and
the vehicles come from the on-ramp can’t move downstream quickly, so many of them
stay on the ramp, which makes the density increment on the ramp increases larger. The
increment will decrease very fast as vehicles in downstream road section move for-
ward. Moreover, the value of vehicle generation rate is small but the initial density in
downstream of the road is large. So the density increment in downstream road sec-
tion is not obvious when the vehicles come from the ramp move downstream. It also
can be seen from the Fig. 3(b)–(e) that no curves toward infinity are found in them.
The whole road section is not blocked and the system is stable.

Figure 3(b) is the combination of variation curves of g on each road section during
the first 16 min. Similarly, all curves in the figure change from left to right. That is to
say, the value of g which is proportional to the vehicle density keeps on increasing. So,
it mainly reflects the phenomenon that the density of each road section increase
gradually with time when vehicles continually enter the ramp. Figure 3(c) could be
considered as a group of curves which describe the change of g per second on the
whole road. All curves are closed curves which increase firstly then decrease again. It
illustrates that the upstream density near the ramp increases gradually and the down-
stream density decreases as vehicles move forward. Similarly, Fig. 3(d) and (e) reflect
the same phenomena based on the velocity variation with time and displacement.
Although the value and the change rate of g and r in the four figures increase greatly
compared with the figures above, no curves toward infinity are found in them. That
means, the system is stable and the whole road section is not blocked.

4 Conclusions

In this paper, we adopt the variable substitution of original traffic flow models to
convert traffic flow problems into system stability problems, just as the stability of
discrete systems in the unit circle is expanded to the whole complex plane. Thus we can
carry out the stability analysis directly by traffic flow models. Using the phase plane
diagrams we can also describe all kinds of nonlinear phenomena observed in traffic
flow. This will provide a theoretical basis for traffic control and decision. In order to
specify this new method, we first build a new traffic flow model though substituting the
variable in the GK model. Then the relationship between traffic congestion and the
stability of the system can be obtained. So we can determine whether there will be
traffic congestion or other abnormal phenomena from a global stability point. There is
less study on the phenomena raised by different input and output on ramps. We use the
new method to describe some of them with fixed vehicle generation rate but increasing
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initial homogeneous density with a single ramp. The results are also consistent with the
diverse nonlinear dynamics phenomena observed in realistic traffic flow. Furthermore,
the phase plane diagrams adopt the new model highlights the instability of the system.
When the traffic became slow and congested, some curves tending to infinite can be
seen from the phase plane diagrams as they account for a large proportion in the graphs
while most small amplitude density fluctuations under stable traffic conditions just
centered in a small area near the initial value.

In the future work, we will apply some mathematical tools such as branch and
bound to analyze the nonlinear stability. It may be possible to apply some relative
approaches of control theory to regulate the stability of traffic system through the
equivalence relation between the traffic phenomena and system stability introduced in
this paper.
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Abstract. In order to accurately detect the number of birds around the trans-
mission line, promptly drive the birds away to ensure the normal operation of
the line, a DC-YOLO model is designed. This model is based on the deep
learning target detection algorithm YOLO V3 and proposes two improvements:
Replacing the convolutional layer in the original network with dilated convo-
lution to maintain a larger receptive field and higher resolution, improving the
model’s accuracy for small targets; The confidence score of the detection frame
is updated by calculating the scale factor, and the detection frame with a score
lower than the threshold is finally removed. The NMS algorithm is optimized to
improve the model’s ability to detect occluded birds. Experimental results show
that the DC-YOLO model detection accuracy can reach 86.31%, which can
effectively detect birds around transmission lines.

Keywords: Bird detection � Deep learning � YOLO V3 � Dilated convolution �
NMS algorithm

1 Introduction

Transmission lines play a pivotal role in the power system, and their construction scale
has increased dramatically in recent years. Bird damage is an important factor that
threatens the safety of the line. Its impact on the transmission line mainly has four
aspects: bird pecking, bird nesting, bird excretion, and bird flight. Aiming at the
problem of bird damage, the current effective method is to install an ultrasonic bird
repellent, but long-term work of the bird repellent will cause waste of energy con-
sumption. Therefore, it is extremely important to implement accurate detection of
transmission lines and timely start bird repellents when a certain number of birds are
moving around the lines.

In recent years, deep learning [1–3] technology has been widely used in practical
scenarios. Deep convolutional neural networks can learn autonomously when per-
forming target detection. Target detection algorithms based on deep learning can be
roughly divided into two categories: (1) two stage target detection algorithms, such as
Fast R-CNN [4], Faster R-CNN [5], etc. This kind of algorithm is tested in two steps,

© IFIP International Federation for Information Processing 2020
Published by Springer Nature Switzerland AG 2020
Z. Shi et al. (Eds.): IIP 2020, IFIP AICT 581, pp. 222–231, 2020.
https://doi.org/10.1007/978-3-030-46931-3_21

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-46931-3_21&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-46931-3_21&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-46931-3_21&amp;domain=pdf
https://doi.org/10.1007/978-3-030-46931-3_21


first use Region Proposal Network (RPN) [6] to generate candidate areas, and then
achieve target detection classification; (2) one stage target detection algorithms, such as
SSD [7], YOLO V3 [8, 9], etc. Such algorithms directly predict the position of the
target via the detection network and category information, which has faster detection
speed and can basically achieve real-time detection.

Based on the detection algorithm YOLO V3, this paper proposes DC-YOLO
model, and improves the structure of YOLO V3 in response to the problems of small
targets and mutual occlusion of birds in the device acquisition pictures. In order to
improve the recall rate and precision rate of small targets in the image by the network,
the convolutional layer is replaced with dilated convolutional layer [10–13] to maintain
a large receptive field and a higher resolution. According to the Intersection-over-
Union (IOU) [14] value of the detection frame and the pre-selected detection frame,
calculate the scale factor corresponding to each detection frame, thereby attenuating
their confidence scores, and finally iteratively delete the detection frames whose score
is lower than the set threshold. The improved network in this paper is compared with
various networks on the transmission line bird data set. The experimental results show
that the improved network has better detection effect.

2 YOLO V3 Algorithm

Based on YOLO V2, YOLO V3 combines the ideas of ResNet [15], FPN [16], and
binary cross-entropy loss. Its backbone network is composed of 53 consecutive 1 � 1,
3 � 3 convolution layers, called Darknet-53 [17]. The structure is shown in Fig. 1. The
network outputs features at three scales of 13 � 13, 26 � 26, and 52 � 52. The
detection network performs regression analysis on the features of the three scales to
generate multiple prediction frames. The NMS algorithm [18–20] removes redundant
prediction frames and retains the prediction frame with a higher confidence score as the
target detection frame.

type filters size output

convolutional
convolutional

32
64

     3*3
     3*3/2

256*256
128*128

convolutional              32                          1*1
convolutional              64                          3*3
residual                                                                                    128*128

convolutional              128                        3*3/2                      64*64

convolutional              64                          1*1
convolutional              128                        3*3
residual                                                                                    64*64

convolutional              256                        3*3/2                      32*32

convolutional              128                        1*1
convolutional              256                        3*3
residual                                                                                    32*32

convolutional              512                        3*3/2                      16*16

convolutional              256                          1*1
convolutional              512                          3*3
residual                                                                                    16*16

convolutional              1024                        3*3/2                    8*8

convolutional              512                          1*1
convolutional              1204                        3*3
residual                                                                                    8*8
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Fig. 1. YOLO V3 network structure
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The YOLO V3 network first scales the input image to 416 � 416 and divides the
image into 13 � 13 cells. If there is a target object in the center of a cell, the cell is
responsible for detecting this object. Each cell will generate A prediction frames, the
prediction frame consists of a five-dimensional prediction parameter, including the
coordinates of the center point ðx; yÞ, the width and height ðw; hÞ, the confidence score
si, the confidence score is calculated by Eq. (1).

si ¼ PðCijOobjectÞ � PðOobjectÞ � IOUðtruth; predÞ ð1Þ

where PðOobjectÞ represents the possibility of an object in the current cell detection
frame, if there is an object to be detected, the value is 1, otherwise, the value is 0.
PðCijOobjectÞ means the conditional probability that the cell predicts the i type object
when there is an object in the detection frame. IOUðtruth; predÞ is the intersection ratio
of the predicted detection frame and the real labeled frame.

Finally, the prediction frame with a higher confidence score is retained as the target
detection frame by the NMS algorithm. The traditional NMS processing method is
expressed in Eq. (2):

si ¼ si; IOU M; bið Þ\Nt

0; IOU M; bið Þ � Nt

�
ð2Þ

where M is the prediction frame with the largest confidence score in the current region.
IOUðM; biÞ is the intersection ratio of M and adjacent overlapping frame bi. Nt is the
set overlap threshold.

3 DC-YOLO Model

3.1 DC-YOLO Backbone Network Structure

In order to make the network have a wider receptive field, a dilated convolution is
added to the DC-YOLO structure. The dilated convolution increases the receptive field
of the convolution kernel by changing the internal rate of the convolution kernel.
Figure 2 is a comparison diagram of dilated convolution kernels at different rate. (a) the
figure corresponds to a 3 � 3 dilated convolution with rate = 1, that is a standard
convolution, at this time, the convolution kernel receptive field range is 3 � 3. (b) the
graph corresponds to a 3 � 3 dilated convolution with a rate = 2, the actual convo-
lution kernel size is still 3 � 3, but for a 7 � 7 image only 9 points have a convolution
operation, which can be understood that the weights of 9 points in the picture are not 0,
and the rest are 0. So when rate = 2, the receptive field of the convolution kernel
increases to 7 � 7. Therefore, the use of dilated convolution can increase the receptive
field without increasing the amount of parameters, so that the convolutional network
can extract feature information of a larger field of view.
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In the YOLO V3 structure, the small target semantic features in the 13 � 13 scale
feature map are seriously lost, and the 52 � 52 scale feature map has higher resolution,
but it will cause larger calculation and memory overhead. In DC-YOLO, the network’s
last two downsampling of the input image is cancelled, so that the resolution of
26 � 26 is maintained in the last three stages. This can not only ensure moderate
computing overhead, but also increase the resolution of the final output feature map,
reduce the loss of semantic features of small-sized targets in deep networks, and
facilitate the detection of small targets. Because reducing the number of times of image
downsampling will inevitably reduce the receptive field of the deep network, the DC-
YOLO structure will introduce two types of dilated convolution residual structure A
and B as shown in Fig. 3.

The DC-YOLO backbone network is shown in the Fig. 4. The resolution of the
features directly affects the detection of small targets. The model selection has a
moderate 26 � 26 resolution, which enables the model to maintain higher resolution

(a) rate=1 (b) rate=2

Fig. 2. Dilated convolutions.
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Fig. 3. Structure of dilated convolution residual
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and larger receptive field in the deep network structure, to enhance the ability to detect
small targets.

3.2 Scale Factor NMS Algorithm

When the traditional NMS algorithm suppresses redundant prediction frames, the
judgment of whether a prediction frame is redundant mainly depends on the size of the
overlap threshold. The algorithm forcibly sets the confidence score of prediction frames
larger than the overlap threshold to 0. When the real target appears in the overlapping
area, it will be deleted by mistake, which easily leads to missed detection of the target.

In the bird detection task of transmission lines, bird gathering often occurs. In this
paper, the NMS algorithm based on scale factor attenuation is applied to the detection
task, and the confidence score of the prediction frame is attenuated according to a
certain proportion according to the degree of overlap, so that the algorithm can
effectively suppress the redundant prediction frame and reduce the missed detection
rate of the target. The algorithm is as follows: bm is the prediction frame with the
highest confidence score in the prediction frame set B. Calculate the IOUðbm; biÞ value
of the remaining adjacent prediction frames and bm. Based on this value, use Eq. (3) to
obtain the scaling factor wi of each prediction frame, and the confidence score of the
attenuated frames is wisi. Finally, delete the prediction frames whose confidence scores
are less than the set threshold after attenuation, and repeat this process until all the
prediction frames in set B have been processed. This algorithm calculates the scale
factor corresponding to the prediction frame according to the value of IOU. It is a
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Fig. 4. Improved YOLO V3 network structure
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continuous process. When the value of IOU is 0, the original confidence score of the
prediction frame is retained.

wi ¼ 1� lgðIOUðbm; biÞ þ 1Þ ð3Þ

4 Experimental Results and Analysis

4.1 Experimental Data Set and Preprocessing

The data used in the experiment mainly comes from the monitoring equipment near the
transmission line in a certain area collected by the research team. Randomly extract the
monitoring video and extract a single frame image to make a data set. Label the picture
with Labbellmg tool and store it in VOC data format. There are a total of 6000 images,
including 4800 in the training set and 1200 in the test set.

According to the characteristics of the research object in this article, combined with
the relationship between the number of prior frames and the average Intersection-over-
Union (Avg IOU), as shown in the Fig. 5. K-means clustering analysis is used to obtain
the best prior frame. The distance measurement formula is:

dðbox; centroidÞ ¼ 1� IOUðbox; centroidÞ ð4Þ

where box is the sample; centroid is the cluster center; IOUðbox; centroidÞ is the
intersection ratio of the cluster center and the sample frame.

When the value of k is 9, the curve gradually starts to flatten, so the number of
anchor boxes is 9 and the size of the corresponding prediction frame is set to 9 cluster
centers. On this training set, they are: (10,13), (16,28), (30,33), (33,61), (64,50),
(69,110), (115,90), (155,198), (369,342).
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Fig. 5. K-means clustering result
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4.2 Network Training

Model training parameters are shown in Table 1. In the initial stage of training, the
learning rate is 0.001 to stabilize the network. When the number of training iterations is
20000, the learning rate is adjusted to 0.0001, andwhen the number of iterations is 25000,
the learning rate is adjusted to 0.00001, which further converges the loss function.

4.3 Results Analysis

In order to verify that the improved network can better detect small targets and birds
obstructing each other, thereby improving the overall detection effect, two comparative
experiments are set up in this paper.

Small Target Detection
The SSD, Faster-RCNN, YOLO V3, and the DC-YOLO model were trained and tested
on the dataset respectively. Calculate the Precision and Recall of the target, the P refers
to the proportion of the number of correctly detected targets in the detection result,
R refers to the proportion of the number of correct detection results to the total number
of targets to be detected. They are defined as follows:

P ¼ XTP

XTP þXFP
ð5Þ

R ¼ XTP

XTP þXFN
ð6Þ

where XTP is the number of targets detected correctly; XFP is the number of targets
detected incorrectly; XFN is the number of targets not detected.

The experimental results are shown in Table 2. The DC-YOLO model improves the
accuracy and recall of detection targets to varying degrees.

Table 1. Model parameter description

Parameter Value

Batch size 64
Max batches 30000
Momentum 0.9
Decay 0.0005
Match threshold 0.25
NMS threshold 0.5

Table 2. Detection results of different models

Detection model P (%) R (%) AP (%)

SSD 73.35 74.52 73.93
Faster-RCNN 79.68 82.17 80.91
YOLO V3 76.23 77.85 77.03
DC-YOLO 84.57 88.12 86.31
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The average precision (AP) measures the accuracy of the model from two angles of
Precision and Recall. It can be used to analyze the detection effect of a single category.
The AP curve of the DC-YOLO model is shown in the Fig. 6, the AP value is increased
to 86.31%.

Detection of Mutual Occlusion of Birds
In the experimental data set, 100 bird images with different occlusion ratios were
selected, and they were detected using the traditional NMS algorithm and the scale
factor NMS algorithm improved in this paper. The detection performance is shown in
Table 3. When the bird’s mutual occlusion ratio is less than 30%, the detection
accuracy of the two algorithms is the same; when the occlusion ratio is 30%–70%, the
scale factor NMS algorithm improves the accuracy rate by 20%; When the occlusion
ratio is higher, the scale factor NMS algorithm shows better performance in bird
occlusion detection tasks.

Figure 7 shows the detection results of the traditional NMS algorithm and the
improved NMS algorithm at a occlusion ratio of 80%. It can be seen that the traditional
algorithm cannot detect the blocked birds, and the improved NMS algorithm has a
better detection effect on the blocked birds.
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Fig. 6. AP curve of DC-YOLO

Table 3. Comparison of detection performance with different occlusion ratios

Detection algorithm Occlusion ratio (%) AP (%)

Traditional NMS algorithm 0–30 90
30–70 40
� 70 10

Improved NMS algorithm 0–30 90
30–70 60
� 70 20
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5 Conclusion

This paper proposes a DC-YOLO model to complete real-time and effective detection
of birds on transmission lines, thereby controlling the start and stop of bird repellents,
and protecting the stability of transmission lines while saving energy. Aiming at the
small target of the image and the problem of target occlusion, based on the YOLO V3
model, the backbone network Darknet-53 network and the NMS algorithm were
improved. The experimental results show that the DC-YOLO model has a higher
precision rate, and the average detection speed reaches 38 FPS, which achieves a real-
time accurate detection effect.
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Abstract. With the development of China’s economy, especially the maturity
of the market economy, credit is important to the society and individuals. At
present, credit system is mainly divided into two parts. Enterprise credit system
is an important part of social credit system. But at the same time, as the foun-
dation of social credit system, the establishment of the personal credit system is
of great significance to reduce the cost of collecting information and improve the
efficiency of loan processing. At the bank level, this paper discretizes the credit
card data of a bank, selects the features by calculating Weight of Evidence and
Information Value, and information divergence, then uses Logistic Regression
to predict. Finally, the results of the Logistic Regression are transformed into
visualized credit scores to establish a credit scoring model. It is verified that this
model has a good prediction effect.

Keywords: Personal credit system � Information Value � Information
divergence � Logistic Regression

1 Introduction

The construction of the financial system in the 21st century is inseparable from the
support of the credit system. The problems and risks reflected in the credit are followed,
which shows that there are still some shortcomings in the credit system of our country:
firstly, there is a lack of relevant detailed laws and regulations; secondly, the customer
information data sets used by various enterprises are different, the reliability and quality
of the data set used by credit agencies need to be improved.

As bank credit is the foundation of credit system, individual customer is the main
part of bank customer group. The research of personal customer credit rating is of great
significance. The establishment of Individual Credit Investigation System helps to
predict risks in advance for commercial early warning analysis of banks. The Credit
System presents the customer’s credit report in the form of score, and the result is
concise.
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2 Related Work

The concept of credit scoring originated from the concept of overall division put
forward by Fisher (1936) in the field of statistics. Durand (1941) realized that the idea
of “division” could be used in the field of economics to divide the “good” and “bad” of
loans. With the emergence of credit card, Credit Scoring gradually appears and is used
in banking and other fields. In short, the development of credit scoring system is mainly
divided into two stages. In the initial stage of market economy, the traditional credit
scoring system is also called expert scoring system. The core of credit scoring in this
way is “5C” element. With the development of economy, the modern scoring method
mainly uses the skills of mathematical statistics to quantify indicators. At present, there
are many credit scoring systems based on data mining and big data algorithm. Among
the modern scoring methods, the first one to be used is discriminant analysis. Durand
(1941) first used discriminant analysis in scoring, and fair (1958) established a credit
scoring system on this basis. Myers (1963) used discriminant analysis and regression
analysis to establish a credit scoring system, and predicted the credit scoring. In
addition to the discriminant method, the regression analysis method is widely used.
Under this method, there are many branches. For example, Henley (1995) used linear
regression for credit scoring, Wigington (1980) used logistic method. At the same time,
this method was still the most commonly method in credit scoring, which could
overcome the defects in linear regression. In addition, Nath Jackon (1992) also applied
the method of mathematical programming, but it has been proved that the effect of the
method of mathematical programming is equivalent to that of the method of linear
programming [1]. Data mining was also used in credit scoring model, which was
widely used in credit decision-making and fraud prevention. In the field of data mining,
Decision Tree algorithm, Neural Network algorithm, and other methods such as
Support Vector Machine (SVM) and Bayesian Network could be used [2]. According
to the characteristics of the data set in this paper, and the characteristics that logistic
regression could effectively screen variables, this paper used logistic regression to
analyze the selected eigenvalues [3]. In the study of credit scoring card, most of the
results [4] in recent years were expressed by the method of binary classification. This
paper uses the calculation method for reference [5], transforms the logistic results into
the form of scoring, breaks the situation of binary classification, and makes the results
more intuitive by grading.

This paper obtains the credit card data of a bank customer for six months. After
analyzing the obtained data, this paper will use the method of Weight of Evidence,
Information Value and information divergence to select the logarithmic features, and
consider the prior rules properly in the process of feature selection, so as to try to find
the best feature extraction method. Through the comparison of multiple groups, the
optimal feature system will be selected, and the selected features are input into the
established Logistic Regression model. At the same time, the credit scoring model is
built to convert the results into the credit score, and the customers are classified
according to the scores. The classification result has value to the bank, and it is also
convenient for customers to view their own credit rating.
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3 Construction of Feature Selection System

Data and features determine the upper limit of experimental results. Therefore, feature
engineering is important for a model algorithm. This paper mainly uses feature
selection in feature engineering to process data.

3.1 Information Value

Information Value is a predictive ability to measure features, and the calculation of
Information Value is based on the Weight of Evidence. Table 1 below lists the specific
calculation method of WOE value [6].

From the formula in Table 1, it can be seen that the larger the woe value is, the
better the prediction effect of this feature will be. However, it can also be seen that for
each variable of each sample, the woe value contains plus and minus. If the woe value
is used to measure the prediction ability of the whole feature, there may be a situation
of positive and negative offsetting, which greatly reduces the overall prediction ability.

In order to make up for the deficiency of woe, it has been proposed that the
calculation formula of IV based on woe is as follows [6].

IVi ¼ pyi � pnið Þ �WOEi ¼ pyi � pnið Þ � ln Pyi

Pni

� �
¼ yi

yT
� ni
nT

� �
� ln yi=yT

ni=nT

� �
ð1Þ

IV ¼
Xn

i
IVi ð2Þ

Kindly According to the formula, the larger the IV is, the stronger the prediction ability
of the feature is. But at the same time, in order to avoid the occurrence of extreme IV
value, we need to make a reasonable discretization of the data before calculating IV.

3.2 Information Divergence

Information divergence is used to measure the contribution of a feature to the whole. It
is often used for feature selection. The basis of information divergence is entropy.
Entropy can be subdivided into information entropy and conditional entropy, and the
calculation formula is shown in Table 2 [7].

Table 1. Weight of evidence.

Formula Meaning

WOEI ¼ ln
Pyi

Pni

� �

¼ ln
yi
yt
ni
nT

 !
¼ ln

yi
ni
yt
nT

 !
Pyi : Proportion of y = 1 samples in the current group to all y = 1
samples
Pni : Proportion of samples with y = 0 in all samples with y = 0
yt: Number of samples in group y = 1
yT : Number of y = 1 in all samples
ni: Number of y = 0 in the group
nT : Number of y = 0 in all samples
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The calculation of information divergence is based on conditional entropy and
information entropy. The specific formula is as follows:

IG Tð Þ ¼ H Cð Þ � H CjTð Þ ð3Þ

By writing Python program, the entropy of the whole dataset and the information
divergence of each eigenvalue can be obtained.

3.3 Data Preprocessing

This paper selects the bank credit card data of a bank in Taiwan from April to
September, 2005. There are 25 fields in the data set, including 23 features, as shown in
Table 3 below.

Table 2. Calculation formula of entropy.

Information entropy
H Sð Þ ¼ �PC

i¼1
pilog2 pið Þ

Conditional entropy H CjTð Þ ¼ P tð ÞH C tjð Þ þ P tð ÞHðC tj Þ

Table 3. Data feature description.

Number Feature Concrete meaning

x1 LIMIT_BAL Overdraft amount
x2 SEX SEX
x3 EDUCATION EDUCATION
x4 MARRIAGE MARRIAGE
x5 AGE AGE
x6 PAY_0 Repayment of customers in September
x7 PAY_2 Customer repayment in August
x8 PAY_3 Customer repayment in July
x9 PAY_4 Customer repayment in June
x10 PAY_5 Customer repayment in May
x11 PAY_6 Customer repayment in April
x12 BILL_AMT1 September bill amount
x13 BILL_AMT2 August bill amount
x14 BILL_AMT3 July bill amount
x15 BILL_AMT4 June bill amount
x16 BILL_AMT5 May bill amount
x17 BILL_AMT6 April bill amount
x18 PAY_AMT1 Repayment amount in September
x19 PAY_AMT2 Repayment amount in August
x20 PAY_AMT3 Repayment amount in July
x21 PAY_AMT4 Repayment amount in June
x22 PAY_AMT5 Repayment amount in May
x23 PAY_AMT6 Repayment amount in April
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Among them, sex (=1: male, =2: female); Education (=1: postgraduate, =2:
University, =3: high school, =4: other, =5 unknown, =6: unknown); marriage (=1:
married, =2: single, =3 other); pay_0 (=−1: normal payment, =1: delayed payment of
one month, =2: delayed payment of two months, =8: delayed payment of eight months,
=9: delayed payment of nine months, and above).

It can be seen from the above table that there are many features in this data set, so it is
important to select the most meaningful feature from many features. Considering that
both IV and information divergence are statistics to evaluate the importance of features,
this paper uses IV and information divergence to screen features respectively, and
compares the results, in order to select the better feature selection method for this data set.

First, preprocessing the data, dealing with the missing and abnormal values. The
following is the basic description of this data set (see Fig. 1).

In order to achieve the better fitting effect, 30000 pieces of data are divided into
training set and test set according to the proportion of 7:3.

At the same time, in order to calculate the IV of the feature, this paper combines the
method of Optimal Binning and equal depth segmentation to discretize each feature of
the sample, according to the AUC calculated by different segmentation methods as the
measurement standard.

3.4 Feature Selection System Based on IV

After the data binning, the IV values of each features has been calculated (see Fig. 2).

Fig. 1. Basic data description

Fig. 2. Characteristic IV.
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In general, the prediction ability of IV is measured according to Table 4 [8].

According to the above table, the variables with no prediction ability and weak
prediction ability can be eliminated in this paper: x2; x3; x5; x12; x13; x14; x15; x16;
x17; x21; x22.

Remove variables with doubtful prediction ability: x6; x7. A feature selection sys-
tem (A1) is obtained. A1 contains features: x1; x8; x9; x10; x11; x18; x19; x20; x23.

Considering the influence of prior rules on data sets, it is decided to further consider
the contribution of x3; x4; x5 to the model on the basis of A1 feature system, and obtain
the feature system (C1). C1 contains features: x1; x3; x4; x5; x8; x9; x10; x11; x18; x19;
x20; x23.

As the IV of the suspicious variable is close to 0.5, based on the feature selection
system A1, considering the influence of x6 and x7 features on the model, the feature
system (B1) is obtained. B1 contains features: x1; x6; x7; x8; x9; x10; x11; x18; x19; x20; x23.

At the same time, considering the characteristics of IV and the prior rule, the feature
system (D1) is obtained. D1 contains features: x1; x3; x4; x5; x6; x7; x8; x9; x10; x11; x18;
x19; x20; x23.

3.5 Feature Selection System Based on Information Entropy

After preprocessing the original data, the data set is input into the written Python
program, and the entropy of the whole data set is 0.762353. It can be seen that the data
set of this paper is orderly and carries a lot of valuable information. Then calling the
prepared function, calculating the conditional entropy of each feature. We can get the
information divergence of each feature after sorting, shown in Table 5.

Table 4. IV prediction ability.

IV Predictive power

<0.02 Unpredictability
0.02–0.1 Weak prediction ability
0.1–0.3 General prediction ability
0.3–0.5 Strong prediction ability
>0.5 Suspicious

Table 5. Information divergence of 23 features.

Feature Information divergence

x2 0.001
x4 0.001
x3 0.004
x5 0.004
x1 0.024
x11 0.038

(continued)
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It can be seen from the table that the information divergence of the bill amount in
September of x12 (BILL_AMT1) is the largest, which is the optimal feature. According
to the number of features in A1, B1, C1 and D1 feature systems, four sets of feature
systems are selected according to the information divergence. Four groups of charac-
teristic systems are respectively recorded as A2, B2, C2, D2. A2 selects features of the
same size as A1, and removes 14 features with small information gain. The selected
feature types account for 39% of the total features. Therefore, A2 includes features
x20; x19; x18; x17; x16; x15; x14; x13; x12. B2 selects the number of features of the same size
as B1, removes 11 feature variables, and the selected feature types account for 52% of
the total number of features. Therefore, B2 includes x21; x23; x20; x19; x18; x17; x16; x15;
x14; x13; x12. C2 selects the number of features of the same size as C1, and removes
12 feature variables. The selected feature types account for 47% of the total number of
features. C2 includes features x23; x20; x19; x18; x17; x16; x15; x14; x13; x12. D2 selects fea-
ture numbers of the same size as D1, and removes 9 feature variables. The selected
feature types account for 60% of the total features. D2 includes features
x6; x22; x21; x23; x20; x19; x18; x17;x16; x15; x14; x13; x12.

3.6 Comparison of Feature Selection System

In the first group, the WOE/IV method is compared with information divergence in
feature selection. Information divergence emphasizes the feature with the greatest
contribution. IV can more intuitively observe the importance of each feature. In order
to verify that the information divergence and IV are more suitable for the field studied
in this paper, four groups of specific comparisons are made in this paper, A1 & A2, B1 &

Table 5. (continued)

Feature Information divergence

x10 0.044
x9 0.047
x8 0.054
x7 0.071
x6 0.110
x22 0.172
x21 0.174
x23 0.175
x20 0.189
x19 0.193
x18 0.203
x17 0.532
x16 0.543
x15 0.556
x14 0.567
x13 0.575
x12 0.584
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B2, C1 & C2, D1 & D2. Among them, A1, B1, C1 and D1 are the feature systems
obtained through IV, and A2, B2, C2 and D2 are the feature systems obtained based on
entropy (see Fig. 3) for the specific comparison. It can be seen from the figure that, in
the case of the same type of sample features selected, the features constructed by IV are
generally better than the model based on the features selected by information
divergence.

In the second group, the AUC of A1, B1, C1 and D1 are shown (see Fig. 4). It can be
seen from the figure that all the models built based on C1 have better effect. Therefore,
this paper selects C1 as the feature system of this paper, inputs Logistic Regression
model and finally constructs the scoring model.

Fig. 3. Information divergence VS. IV results

Fig. 4. AUC based on IV selection
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In the third group, compare the four feature systems selected based on information
divergence. The AUC calculated based on A2, B2,C2 andD2 is shown (see Fig. 5). It can
be seen from the pictures that the model effect ofD2 is the best, that is, when the selected
feature types account for 60% of the total features, the model will have a better effect.

Through the above comparison, several rules with reference value can be obtained:

1. Selecting multiple indicators, the model based on IV is better than that based on
information divergence.

2. In general, when the calculated IV is slightly greater than 0.5, it is better to consider
the impact of this feature on the overall data.

3. When selecting features based on information divergence, the information diver-
gence can be sorted from large to small, and the effect of selecting 60% of the total
feature types is better.

4 Construction of Feature Selection System

Logistic Regression mode can explain the dependent variables, and is often used to
solve the prediction problem of data subject to Normal distribution. Moreover, Logistic
Regression model overcomes the defects of linear Regression model, and has strong
applicability in credit rating, which is suitable for this model. After inputting the C1

feature system into the Logistic Regression model, and through the AUC obtained after
inputting the feature into the model in the third section, it can be found that the
prediction ability of this model is better. The logistic model [9] can be represented in
Table 6.

Fig. 5. AUC based on information divergence
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The logarithm form of odds has been obtained in the above table. In this paper, the
logarithm form of probability occurrence ratio is expressed as the linear combination of
feature variables, and the woe of each feature is multiplied by the regression coefficient
of the variable plus the regression intercept, the scale factor is multiplied by the
migration amount, and the corresponding score of each feature is obtained according to
formula (4) [5], Among them, odds is the ratio of good and bad customers. Based on
historical experience, this paper takes the ratio of good and bad customers as 20, and in
order to make the calculated score positive, this paper stipulates that the basic score is
200 at this time, and when odds doubles, the score increases by 20, so that the
calculation results of factor and offset can be obtained:

woei � bi þ
w0

n

� �
� factorþ offset

n
ð4Þ

factors ¼ 20=log 2ð Þ ð5Þ

offset ¼ 200� log 20ð Þ � factors ð6Þ

The credit score of all characteristics of a customer is obtained by sorting out:

score ¼ log oddsð Þ � factorþ offset ¼
Xn

i¼1
woei � bi þw0

� �
� factor

þ offset ¼
Xn

i¼1
woei � bi � factorþw0 � factorþ offect

ð7Þ

Base score ¼ w0 � factorþ offect ð8Þ

After calculation, factor = 28.85, offset = 113.56, base score = 154. The larger the
score is, the higher the customer’s credit rating is. According to the credit scoring
model, the total score of customers in this paper is within the range of [0200]. After the
study of customer scores, it is decided to divide customers into class I [0,40), class II
[40,80), class III [80,120), class IV [120,160) and class V [160,200] customers by
using equidistant segmentation, and the customer’s trustworthiness gradually

Table 6. Logistic regression model.

Probability of event occurrence under
the condition of characteristic x

P y ¼ 1jxð Þ
¼ 1

1þ e�g xð Þ

x ¼ ðx1; x2; . . .; xnÞ
g xð Þ ¼ w0

þw1x1 þ . . .þwnxn
Probability of event not occurring
under the condition of characteristic x

P y ¼ 0jxð Þ
¼ 1

1þ eg xð Þ
Event ratio odds

odds ¼ P
1� P

logð P
1� P

Þ ¼ g Xð Þ ¼ w0

þw1 þ x1 þ . . .þwnxn
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decreases. The histogram of overall customer classification is shown (see Fig. 6). It can
be seen from the classification that category I has the most customers and category V
has the least customers, indicating that most customers have high credit value.

In order to better observe the classification results, this paper makes statistics on the
proportion of good and bad customers in the five categories of customers, as shown in
Table 7.

From the results of the credit scoring model in this paper, it can be seen that the two
categories of customers with high credit rating, category I and II, are mostly composed
of good customers, category III and IV, are mostly composed of bad customers, and
category V completely untrusted customers are totally composed of bad customers. The
experimental results are consistent with the actual laws, which further shows that the
model in this paper has reference value.

5 Conclusion

In this paper, the bank credit card data, WOE/IV and information divergence are used
for horizontal comparison. In vertical comparison, the method of feature selection
considering prior rules and not considering prior rules is used. The C1 group features of
IV and prior rules are selected. 11 features are extracted from 23 features as the scoring

Fig. 6. Customer classification

Table 7. Proportion of good and bad customers in 5 types of customers.

Customer level Proportion of good customers Proportion of bad customers

Class I 88.81% 11.19%
Class II 68.50% 31.50%
Class III 40.02% 59.98%
Class IV 29.25% 70.75%
Class V 0% 100%
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basis, which reduces the complexity of data processing. In the process of feature
selection, after many comparative tests, this paper obtains three prior rules. Then, using
logistic regression model, input the calculated woe into the model, and the AUC is
0.76. The regression coefficient of each feature is obtained, so as to build a credit rating
model and get customer credit rating. Users are classified according to user rating. After
comparing with the actual data, it is found that the classification results in this paper are
consistent with the actual. The customer credit rating model based on the bank credit
card is constructed in this paper. It makes the bank refine the customer classification
through the form of generating the rating, which reflects the intuitiveness of the result
for the user classification and has certain warning and reference value for the bank’s
credit business.
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Abstract. In this paper, Analysis of the stability and solitary waves for a car-
following model on two lanes is carried out. The stability condition of the model
is obtained by using the linear stability theory. We study the nonlinear char-
acteristics of the model and obtain the solutions of Burgers equation, KDV
equation, and MKDV equation, which can be used to describe density waves in
three regions (i.e., stable, metastable and unstable), respectively. The analytical
results show that traffic flow can be stabilized further by incorporating the effects
come from the leading car of the nearest car on neighbor lane into car-following
model.

Keywords: Car-following model on two lanes � Traffic flow � Density waves

1 Introduction

Car-following theory is one of the most important part of modern traffic theory. Since
1953 when Pipes [1] presented the first model, an increasing number of models have
been proposed [2–9]. In 2002, Jiang et al. [6] presented a car-following model called
full velocity difference model (FVDM). FVDM revealed the complex dynamic char-
acteristics of traffic flow, therefore, various developed models based FVDM were
proposed.

With the development of transportation, study on two-lane traffic has been
increasingly necessary. However, early car-following models like FVDM are only
subject to single lane traffic, thence, many scholars have made a lot of research on two-
lane traffic and proposed a series of new models, which mainly divided into lattice
model and car-following model. Nagatani [10] proposed lattice model on two lane
traffic in 1998. Peng [11–14] extended the two-lane lattice model, and presented a
series of new models based lattice model of Nagatani. Tang et al. [15] presented a car-
following model on two lanes by considering the lateral effects in traffic. They found
that vehicle drivers always worry about the lane changing actions from neighbor lane
and the consideration of lateral effects could stabilize the traffic flows on both lanes.
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A large of traffic accidents are caused by unreasonable lane changing. In order to
avoid such accidents, drivers have to worry about the lane changing actions not only of
the nearest car in neighbor lane but also of the preceding car of the nearest car on
neighbor lane. In this paper, we propose an extended car-following model on two lanes
though considering the effects from both the nearest car and its leading car in neighbor
lane which is rarely studied by others. Then the stability condition of the new model is
derived by using the stability theory. Next, we obtain the solutions of Burgers equation,
KDV equation and MKDV equation, which can be used to describe density waves in
three regions (i.e., stable, metastable and unstable) respectively. The analytical results
show that traffic flow can be stabilized further by incorporating the effects come from
the leading car of the nearest car on neighbor lane into car-following model.

2 Model

In case of two-lane traffic, it is necessary to consider the lateral effects. This is because
plenty of surveys show that most drivers have to be ready to take precautions against
the near vehicle on neighbor lane due to the suddenly lane changing without any alert
message. The ‘near vehicle’ on neighbor lane is composed of the nearest vehicle and its
leading car on neighbor lane. In general, the distance between one car and it’s nearest
car on neighbor lane is so small that drivers always judge the lane changing action of
his/her nearest-lateral car by observing the distance between his/her leading car and the
nearest-lateral car. Hence, the dynamic equation of the car-following model on two
lanes is as follows [15]:

d2xl;n tð Þ
dt2

¼ fsti vl;n tð Þ;Dxl;n tð Þ;
X
l

Dl;n;Dvl;n tð Þ
 !

ð1Þ

Where l ¼ 0; 1 represent the lane number, Dl;n is the distance between the nl vehicle on
lane l and the leading car of its nearest vehicle on neighbor lane.

In this paper, Eq. (1) can be rewritten as:

dx2l;n
dt2

¼ a1 V1 Dxl;nðtÞ;
X
l

Dl;n

 !
� dxl;nðtÞ

dt

" #
þ k1Dvl;nðtÞ ð2Þ

Vl Dxl;nðtÞ;
P
l
Dl;n

� �
is the optimal velocity formulated as

Vl Dxl;nðtÞ;
X
l

Dl;n

 !
¼ Vl Dxl;n

� � ¼ Vl alDxl;n þ b1lDl;n þ b2lD1�l;n
� � ð3Þ

where al; b1l; b2l are the weights of axial headway Dxl;nðtÞ and lateral distance
P
l
Dl;n

respectively.
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al þ b1l þ b2l ¼ 1

According to the optimal velocity function presented by Bando [2], the optimal
velocity function on two lanes is given by

Vl Dxl;n
� � ¼ vl;max

2
tanh Dxl;n � hlc

� �þ tanh hlcð Þ� � ð4Þ

This velocity function has a turning point at Dxl;n ¼ hlc

V
00
l Dxl;n
� � ¼ d2Vl Dxl;n

� �
dDxl;n

2 Dxl;n¼hlc

��� ¼ 0 ð5Þ

3 Linear Stability Analysis

We apply the linear stability theory to examine the car-following model on two lanes
described by Eq. (2). The uniform traffic flow is defined by such a state that all vehicles

on lane l move with the optimal velocity Vl Dxl;nðtÞ;
P
l
Dl;n

� �
and the identical

headway hl and the lateral distance
P
l
Dl; the relative velocity Dvl;n tð Þ is zero. The

solution xð0Þl;n tð Þ is given by

xð0Þl;n tð Þ ¼ hlnl þVl hl;
X
l

Dl

 !
t ð6Þ

Assuming yl;n tð Þ be a small deviation from the steady state xð0Þl;n tð Þ, we have

xl;n tð Þ ¼ x 0ð Þ
l;n tð Þþ yl;n tð Þ ð7Þ

Substituting the Eq. (6) and Eq. (7) into Eq. (2), we rewrite linearized equation as

dy2l;n tð Þ
dt2

¼ al V
0
l hlð Þ alDyl;n tð Þþ b1lDl;n þ b2lD1�l;n

� �� dyl;n tð Þ
dt

	 

þ kl

dDyl;n tð Þ
dt

ð8Þ

Where V
0
l Dxl;n
� � ¼ dVl Dxl;n

� ��
dDxl;n, at Dxl;n ¼ hl, and Dyl;n tð Þ ¼ yl;nþ 1 tð Þ � yl;n tð Þ.

For a very small perturbation yl;n tð Þ at xð0Þl;n tð Þ, we can let Dl;n ¼ D1�l;n ffi Dyl;nþ 1.
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Expanding yl;n tð Þ in the Fourier-modes, yl;n tð Þ � Ale iklnl þ zltð Þ, we obtain

z2l ¼ al V
0
l hlð Þ � al e

ikl � 1
� �þ b1l þ b2lð Þ eikl � 1

� �
eikl

� �� zl
h i

þ klzl e
ikl � 1

� � ð9Þ

Substituting zl ¼ z1l iklð Þþ z2l iklð Þ2 þ . . .. . . into Eq. (9), we obtain the first- and
second-order terms of coefficients in the expression of zl as follows:

z1l ¼ al þ b1l þ b2lð ÞV 0
l hlð Þ ¼ V

0
l hlð Þ

z2l ¼ alV
0
l hlð Þ al þ 3 b1l þ b2lð Þ½ � þ 2klz1l�2z21l

2al

For small disturbances with long wavelengths, the uniform steady state will become
unstable when z2l is negative. Thus the neutral stability curve is given by

als ¼ V 0
l hlð Þ � kl

0:5al þ 1:5 b1l þ b2lð Þ ð10Þ

The uniform traffic flow will be unstable if al\als

The neutral stability curves in parameter space are shown in Fig. 1, where the
sensitivity al ¼ 1=sl. From Fig. 1 it can be seen that the stable region of both the new
model and Tang model are larger than stable region of the FVDM. It means the uniform
traffic flow has been stabilized with taking into account the lateral effects. Furthermore,
relative to Tang model, the critical point and neutral stability curve of new model are
lower, which shows that the uniform traffic flow has been further strengthened by
adjusting the lateral effects from both nearest car and it’s leader car in neighbor lane.
The traffic jam is thus relieved efficiently.

2.5 3 3.5 4 4.5 5 5.5
0

0.2

0.4

0.6

0.8

1

1.2

1.4

(stable)

(unstable)

FVDM

TANGM

NEWM

Δx

a=
1/
τ

Fig. 1. Phase diagram in the headway-sensitivity space. The parameters related to the models
are given in Table 1
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4 Nonlinear Analysis

To facilitate the study of the density wave problem in the following three regions
below, we rewrite Eq. (2) as follows:

d2Dxl;n tð Þ
dt2

¼ al Vl Dxl;nþ 1 tð Þ;
X
l

Dl;nþ 1

 !(
� Vl Dxl;n tð Þ;

X
l

Dl;n

 !
� dDxl;n tð Þ

dt

�

þ kl
dDxl;nþ 1 tð Þ

dt
� dDxl;n tð Þ

dt

� �
ð11Þ

Where Vl Dxl;nþ 1 tð Þ;P
l
Dl;nþ 1

� �
¼ Vl Dxl;n

� �
, Dxl;n ¼ alDxl;n þ b1lDl;n þ b2lD1�l;n

4.1 Burger Equation

We now consider the slowly varying behaviors for long waves in the three regions (i.e.
stable, metastable and unstable). Introduce slow scales for space variable nl and time
variable t. For 0\e� 1, we define the slow variable Xl and T

Xl ¼ eðnl þ bltÞ; T ¼ e2t ð12Þ

Where bl is a constant to be determined. Let

Dxl;n ¼ hl þ eRlðXl; TÞ ð13Þ

Substituting Eq. (12) and Eq. (13) into Eq. (11) and expanding to the third order of
e, we obtain the following nonlinear partial differential equation

e2al bl � V
0
hlð Þ� �

@XlRl þ e3 al@TRl � alV
00
hlð ÞRl@XlRl


� al

2 al þ 3 b1l þ b2lð Þ½ �V 0
hlð Þ � b2l þ klbl

� �
@2
Xl
Rl

o
¼ 0

ð14Þ

Where V
0
l hlð Þ ¼ dV Dxl;nð Þ

dDxl;n Dxl;n¼hl

��� , V
00
l hlð Þ ¼ d2V Dxl;nð Þ

dDxl;n
2 Dxl;n¼hl

��� , @T ¼ @
@T, @Xl ¼ @

@Xl

By taking bl ¼ V
0
hlð Þ, we eliminate the second-order term of e from Eq. (14) and

have

Table 1. Parameters related to the models

al b1l b2l kl
FVDM 1 0 0 0.2
TANGM 0.75 0.25 0 0.2
NEWM 0.6 0.25 0.15 0.2
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@TRl � V
00
hlð ÞRl@XlRl ¼ 1

2
al þ 3 b1l þ b2lð Þ½ �V 0

hlð Þ � b2l
al

þ klbl
al

� �
@2
Xl
Rl

¼ 1
2
al þ 3 b1l þ b2lð Þ½ � � V

0
hlð Þ
al

þ kl
al

� �
V

0
hlð Þ@2

Xl
Rl

ð15Þ

The coefficient 1
2 al þ 3 b1l þ b2lð Þ½ � � V

0
hlð Þ

al
þ kl

al
[ 0 in the stable region satisfies

the stability criterion. Thus, in the stable region Eq. (15) is the Burgers equation. The
solution of the Burgers equation is as follow:

R Xl; Tð Þ ¼ 1
V 00 hlð Þj jT X � gnþ 1�gn

2

� �� gnþ 1�gn
2 V 00 hlð Þj jT

� tanh 1
2 al þ 3 b1l þ b2lð Þ½ � � V

0
hlð Þ

al
þ kl

al

� �h
� V

0
hlð Þ gnþ 1�gnð Þ Xl�nnð Þ

4 V 00 hlð Þj jT

 ð16Þ

Where gn are the coordinates of the intersections of the slopes with the x-axis and nn
are those of the shock fronts. As T ! þ1, R X; Tð Þ ! 0, which means in stable
region all density waves eventually evolved into a uniform flow with increasing time.

4.2 KDV Equation

We consider the slowly varying behaviors for long waves near the neutral stability
point. Slow variable Xl and T are defined as

Xl ¼ eðnl þ bltÞ; T ¼ e2t ð17Þ

We set the headway as

Dxl;n ¼ hl þ e2RlðXl; TÞ ð18Þ

Substituting Eq. (17) and Eq. (18) into Eq. (11) and expanding to the sixth order of
e, we obtain the following nonlinear partial differential equation

e3al bl � V
0
l hlð Þ� �

@XlRl þ e4 b2l � al
2 al þ 3b1l þ 3b2lð ÞV 0

l hlð Þ � klbl
� �

@2
Xl
Rl

þ e5al @TRl � 1
6 al þ 7b1l þ 7b2lð ÞV 0

l hlð Þþ 1
2al

klbl
h i

@3
Xl
Rl

n
� 1

2V
00
l hlð Þ@XlR

2
l

�
þ e6 2bl � klð Þ@Xl@TRl½ � al

24 al þ 15b1l þ 15b2lð ÞV 0
l hlð Þ@4

Xl
Rl

� al
4 al þ 3b1l þ 3b2lð ÞV 00

l hlð Þ@2
Xl
R2
l

i
¼ 0

ð19Þ

where @X@T ¼ @2

@X@T.

Near the neutral stability point, we set al
als

¼ 1þ e2, where als ¼ V
0
l ðhlÞ�kl

0:5al þ 1:5ðb1l þ b2lÞ
By taking bl ¼ V

0
hlð Þ, we eliminate both the third-order and the forth-order term of

e from Eq. (19) and have
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@TRl � f1@3
Xl
Rl � f2Rl@XlRl þ e �f3@2

Xl
Rl þ f4@4

Xl
Rl þ f5@2

Xl
R2
l

h i
¼ 0 ð20Þ

Where f1 ¼ 1
6 al þ 7b1l þ 7b2lð ÞV 0

l hlð Þþ 1
2al

klbl; f2 ¼ V
00
l ðhlÞ, f3 ¼ 1

2 al þ 3b1l þ 3b2lð ÞV 0
l hlð Þ

f4 ¼ k 2V
0
l hlð Þ�kð Þ
2a2s

þ al þ 7b1l þ 7b2lð Þ
6as

2V
0
l hlð Þ � k

� �	
� al þ 15b1l þ 15b2l

24

i
V

0
l hlð Þ

f5 ¼ 2V
0
l hlð Þ�k
2as

� 1
4 al þ 3b1l þ 3b2lð Þ

� �
V

00
l hlð Þ

In order to drive the regularized equation, we make the transformations as follows:

T ¼
ffiffiffiffi
f1

p
Tkdv; Xl ¼ �

ffiffiffiffi
f1

p
Xlkdv; Rl ¼ 1

f2
Rlkdv

Thus, we obtain the KDV equation with a o eð Þ correction term.

@TkdvRlkdv � f1@
3
Xlkdv

Rlkdv � f2Rlkdv@XlkdvRlkdv

þ e �f3@
2
Xlkdv

Rlkdv þ f4@
4
Xlkdv

Rlkdv þ f5@
2
Xlkdv

R2
lkdv

h i
¼ 0

ð21Þ

We ignore the o eð Þ term and get the KDV equation with the soliton solution

Rl0 Xlkdv; Tkdvð Þ ¼ A sec h2
ffiffiffiffiffi
A
12

r
Xlkdv � A

3
Tkdv

� �" #
ð22Þ

Where A ¼ 21f1f2f3
24f1f5�5f2f4

,
Hence, we obtain the soliton solution of the KDV equation

Dxl;n tð Þ ¼ hl þ A
V 00
l hlð Þ 1� als

al

� �
sec h2 nþV

0
l hlð Þtþ A

3
1� als

al

� �
t

	 
�

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

alsA
2als al þ 7b1l þ 7b2lð ÞV 0

l hlð Þþ 6klV
0
l hlð Þ 1� als

al

� �s ) ð23Þ

4.3 MKDV Equation

In unstable region we consider the slowly varying behaviors for long waves. Slow
variable Xl and T are defined just as Eq. (17)

We set the headway as

Dxl;n ¼ hlc þ eRl Xl; Tð Þ ð24Þ

Substituting Eq. (17) and Eq. (24) into Eq. (11) and expanding to the fifth order of
e, we obtain the following nonlinear partial differential equation
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e2al bl � V
0
l hlcð Þ� �

@XlRl þ e3 b2l � al
2 al þ 3b1l þ 3b2lð ÞV 0

l hlcð Þ � klbl
� �

@2
Xl
Rl

þ e4 al@TRl � al
6 al þ 7b1l þ 7b2lð ÞV 0

l hlcð Þþ 1
2 klbl

� �
@3
Xl
Rl

n
� 1

6 alV
000
l hlcð Þ@XlR

3
l

�þ e5 2bl � klð Þ@Xl@TRlf
� al

24 al þ 15b1l þ 15b2lð ÞV 0
l hlcð Þþ 1

6 klbl
� �

@4
Xl
Rl

� 1
12 al al þ 3b1l þ 3b2lð ÞV 000

l hcð Þ@2
Xl
R3
l

o
¼ 0

ð25Þ

Where V
0
l hlcð Þ ¼ dV Dxl;nð Þ

dDxl;n Dxl;n¼hlc

��� V
000
l hlcð Þ ¼ d3V Dxl;nð Þ

dDxl;n
3 Dxl;n¼hlc

���
Near the critical point hlc; alcð Þ, taking al

alc
¼ 1� e2ð Þ, bl ¼ V

0
l hlð Þ and eliminating

both the second-order and the third-order term of e, Eq. (25) can be simplified as

@TRl � g1@
3
Xl
Rl þ g2Rl@XlR

3
l þ e g3@

2
Xl
Rl þ g4@

4
Xl
Rl þ g5@

2
Xl
R3
l

h i
¼ 0 ð26Þ

Where

g1 ¼ 1
6
ðal þ 7b1l þ 7b2lÞþ

1
2
kl

	 

V 0
l ðhlcÞ; g2 ¼ � 1

6
V 00
l ðhlcÞ;

g3 ¼ 1
2
ða1 þ 3b1l þ 3b2lÞV 0

l ðhlcÞ

g4 ¼
kl 2V

0
l hlcð Þ � kl

� �
2a2lc

þ 2bl � klð Þ
6alc

al þ 7b1l þ 7b2lð Þ
"

� 1
24

al þ 15b1l þ 15b2lð Þ � 6kl



V

0
l hlcð Þ

g5 ¼
2V

0
l hlcð Þ � kl

� �
6alc

� 1
12

al þ 3b1l þ 3b2lð Þ
" #

We make such transformations as T ¼ 1
g1
Tm Rl ¼

ffiffiffiffi
g1
g2

q
Rlm

Then we obtain the modified KDV equation with a o eð Þ correction term.

@TRlm � @3
Xl
Rlm þ g2@XlR

3
lm þ e

g1
g3@

2
Xl
Rlm þ g4@

4
Xl
Rlm þ g1g5

g2
@2
Xl
R3
lm

	 

¼ 0 ð27Þ

If we ignore o eð Þ term, this is just the modified KDV equation with a kink solution
as the desired solution

Rl Xl; Tð Þ ¼
ffiffiffiffiffiffiffiffiffi
g1
g2

B
r

tanh

ffiffiffi
B
2

r
Xl � Bg1Tð Þ

" #
ð28Þ

Where B ¼ 5g2g3
2g2g4�3g1g5

Thus, we obtain the kink solution of the headway
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Dxl;n tð Þ ¼ hlc þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g1B
g2

alc
al
� 1

� �r
tan h�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
B
2

alc
al
� 1

� �r�
� nþV

0
l hlcð Þt � Bg1

alc
al
� 1

� �
t

h io
¼ hlc þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
al þ 7b1l þ 7b2lð ÞV 0

l hlcð Þþ 3klV
0
l hlcð Þ

�V 000
l hlcð Þ

alc
al
� 1

� �
B

r

� tan h

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
B
2

alc
al
� 1

� �r�
� nþV

0
l hlcð Þt� � B 1

6 al þ 7b1l þ 7b2lð Þþ 1
2 kl

� �
V

0
l hlcð Þ alc

al
� 1

� �
t
io
ð29Þ

5 Conclusions

The two-lane car-following model in this paper is the extension of the FVDM in single
lane. By considering the lateral effects, the model consists not only of the nearest
vehicle on neighbor lane but also of its preceding vehicle. Linear analysis of the model
shows that the consideration of lateral effects of the nearest vehicle on neighbor lane
could stabilize the traffic flow. The solutions of Burgers equation, KDV equation, and
MKDV equation have been derived to describe density waves in three regions
respectively.
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Abstract. With the development of intelligent transportation systems,
especially in the context of the comprehensive development and popu-
larization of big data and 5G networks, intelligent transportation sig-
nal systems have been experimented and promoted in various countries
around the world. As with other big data-based systems, specific attacks
pose a threat to the security of big data-based intelligent transportation
system systems. Targeting system vulnerabilities, certain simple forms of
attack will have a huge impact on signal planning, making Actual traffic
is congested. In this article, we first show a specific attack and then add
more attack points, analyze the system’s vulnerabilities, and model based
on traffic waves and Bayesian predictions, so that the attack points can
help the impact is weakened and the traffic can function normally. For
experiments, we performed traffic simulation on the VISSIM platform
to prove the impact of our attack and further verify the accuracy and
effectiveness of the model.

Keywords: I-SIG · Connected vehicle · Bayesian prediction · Traffic
wave

1 Introduction

Vehicle network technology is gradually changing the current transportation net-
work, and not only in China but also in various countries around the world have
launched a pilot program for connected vehicles. At present, the Internet of Vehi-
cles technology is gradually applied to online maps and some electric vehicles.
Chinese transportation departments and Internet companies are also conducting
research and experiments on intelligent traffic signal systems in recent years.

In September 2016, the U.S. Department of Transportation launched a pilot
program for intelligent traffic signal systems. In this program, the vehicle’s infras-
tructure is connected via wireless communications, using technologies to optimize
traffic planning and prevent traffic failures and congestion. In 2018, the intel-
ligent traffic signal system has been tested in three cities including New York.
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In order to promote deployment in the United States, USDOT [5] has proposed
to authorize all new light vehicles to be equipped with connected vehicle (CV)
technology [8]. No matter what technology is, as long as it is applied in the
real-life field, its safety is very important to us. In order to ensure the safety
of vehicle and transportation equipment infrastructure and the safety of drivers
and pedestrians in the environment, understand the security loopholes in the
systems we deploy are very important, which also guarantees the stability of
subsequent deployments.

Intelligent traffic signal systems (I-SIG) have been widely used in various
countries. Intelligent traffic signal systems carry vehicle data and traffic signal
data. The Internet of Vehicles technology is the core module of the system.
Its technology has gradually matured and related products have been applied to
practice. The US Department of Transportation estimates that by 2020, the cost
of assembling on-board units will be about $ 350, which will make the cost and
benefit of car-to-vehicle deployment more beneficial to society. In this paper, we
analyze the security of transportation systems based on the Internet of Vehicles
technology and study the design-level security issues and challenges in the case
of multi-point attacks. Finally, we use the Bayesian probability model to find
the attack point for defense.

2 Related Work

2.1 Congestion Attack Based I-SIG

The first safety analysis of the emerging CV-based I-SIG was performed in [1].
Aiming at a highly realistic threat model, that is, dispersing data from an attack
tool, the author conducted a vulnerability analysis and found that the current
signal control algorithm design and configuration choices are extremely vulner-
able to congestion attacks. The evaluation results in the real environment verify
the effectiveness of the attack and show that the attack can even produce a
blocking effect that prevents the entire method. Then use these insights to dis-
cuss defense direction. This work is the first step in understanding new safety
issues and challenges in the next generation of CV-based transportation systems.
Analysis of the internal structure and algorithms of the signal system, and the
defense measures and methods we need.

2.2 Prediction Algorithm of Traffic Wave

The queue prediction is an important content in the field of transportation. The
original intention of the prediction is to be able to accurately estimate the real
situation of traffic when the traffic situation is uncertain. To this problem, [17]
and [18] proposed two different estimation methods. Both draw on the content
of physics, and from their work, we need to clean and segment the acquired data
to estimate the queues for actual traffic conditions. We must connect the related
parts and conduct the experiment.
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Traffic wave theory [13] is contained in the field of transportation, and its
original intention is to combine the changes in traffic flow with the relevant
content of fluid mechanics in physics. Traffic waves are divided into evacuation
waves and aggregate waves. Evacuation waves refer to the movement of the
interface where traffic waves change from a high-density state to a low-density
state. Decreasing the density of traffic flow will generate evacuation waves, and
the opposite is the aggregate wave. This model based on physics can be easily
combined with the actual traffic situation [11], and simulated and calculated by
mathematical models. In this article, we have borrowed relevant knowledge in
the field of transportation.

2.3 Bayesian Hieratical Model

The [19] study seeks to investigate the variations associated with lane lateral
locations and days of the week in the stochastic and dynamic transition of traf-
fic regimes (DTTR). In the proposed analysis, hierarchical regression models
fitted using Bayesian frameworks were used to calibrate the transition probabil-
ities that describe the DTTR. Datasets of two sites on a freeway facility located
in Jacksonville, Florida, were selected for the analysis. The traffic speed thresh-
olds to define traffic regimes were estimated using the Gaussian mixture model
(GMM). These findings can be used in developing effective congestion counter-
measures, particularly in the application of intelligent transportation systems,
such as dynamic lane-management strategies.

In the field of transportation, there is also a related work to predict the length
of lanes by using Bayesian and Internet of Vehicles technology [2]. Its work is
based on Bayesian probability models, supplemented by vehicle data. By mod-
eling and analyzing the data, and determining confidence degree. This Bayesian
model is based on the Bayesian principle and uses the knowledge of probability
statistics to classify a sample data set. Because of its solid mathematical foun-
dation, the false positive rate of the Bayesian classification algorithm is very
low [16]. The method is characterized by combining the prior probability and
the posterior probability, which avoids the subjective bias of using only the prior
probability and also avoids the over-fitting phenomenon using the sample infor-
mation alone [12]. The Bayesian classification algorithm shows higher accuracy
in the case of large data sets.

3 Defense Model

3.1 Single Point Attack

As shown in Fig. 1, the intelligent traffic signal system involves various units of
actual traffic, including a road condition monitoring unit at an intersection and
a vehicle-mounted unit that sends vehicle data. It was found in previous work
that the security of traditional traffic infrastructure is weak, and an attacker can
easily control it completely.
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Fig. 1. The flow chart of single point attack experiment.

Therefore, in the work of this article, we focus on the safety of the on-vehicle
unit, specifically by attacking the on-vehicle unit to send the wrong vehicle data
to the system to affect the planning of the transportation system, and there is
already a working proof. There are simple attack methods that can affect normal
traffic.

In this article, we first realize the analysis of traffic congestion by sending
different vehicle data while controlling the vehicle-mounted unit. Further, we
add single attack points to analyze the impact of the attack points on the traffic
and the interaction between the attack points. With effect the model we build is
presented by the simulation software VISSIM [4] in the transportation field. It
provides the Component Object Model (COM) required to build the model. This
interface can input signal control into the VISSIM simulation environment, and
can also obtain the corresponding intersection from vehicle data, we use code to
integrate control input and vehicle output to complete the overall experimental
process operation in this way. First of all, the attack process is at the stage of
obtaining vehicle data. We tamper with the data obtained by the attacked vehi-
cle to affect the subsequent traffic signal planning. The traffic planning process
draws on the latest ISIG system provided by the US Department of Transporta-
tion.

3.2 Estimate Queue Length

Traffic congestion has a great impact on us. It not only increases the transit time
of vehicles but also increases the probability of traffic accidents. In order to resist
the impact of the attack on the traffic, we use the traffic wave model researched
in the field of transportation to estimate the queue length of the current lane.

We analyzed the cause of the congestion, and we found that vehicles that
were motionless in the system would have a huge impact on the I-SIG algorithm
for predicting the lane queue length. In consideration of this, we observed the
traffic flow at the intersection of the cycle before the attack. To predict the
lane queuing length at intersections in the current cycle, we predict the current
queuing length based on the traffic wave model based on the original data. The
calculation formula is as follows:

Lp = |wq|tw + |ws|tw + |wf |tw (1)
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Among them, wq and ws are the stopping waves of the waiting section and
the decelerating section, wf is the starting wave of the free passage section, and
w is the duration of a signal cycle, which is calculated by the formula:

wi =
kivi ln(ki/kj)

ki − kj
(2)

ki and kj are the density of the divided i section and the i previous section,
the previous section of the slow-down section is the waiting section, the density
of the previous section of the waiting section is equal to itself, and vi is the
average speed of the vehicles in i section.

3.3 Bayesian Defense Model

We propose a method for estimating the maximum queue length of a vehicle at
a signalized intersection using high-frequency trajectory data of the vehicle. The
estimated queue length is estimated from the distribution of multiple adjacent
periods by the maximum posterior method. The data of these adjacent cycles
are obtained through the simulation environment. We estimate the queue length
at the next moment from the traffic data at the previous moment and compare
it with the real value. The method of predicting the length uses the traffic wave
model proposed in the previous section.

We can use the Bayesian model to predict that the current queue length
meets the conditions with a certain confidence α by Lp. The specific steps are
as follows:

• Step 1: Use the traffic wave model to predict the queue length Lt
w of the

current stage t based on the data of stage t − 1.
• Step 2: Calculate the absolute valued of the predicted value Lt

w and the true
value Lt

r in the current stage.
• Step 3: Calculate dm.

dm = max

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

d|min
D

{D}∑

i

di

N∑

j

dj

< α

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭

(3)

• Step 4: In the case where the confidence is, the probability P that the
predicted queue length Lp is smaller than the confidence interval using the
Bayesian model is

P (Lp < dm|lane = l) =
∑

d<dm

P (Lp = d)
∏

k

P (lane = k|Lp = dm)
∏

k

P (lane = k)
(4)

• Step 5: If P = 0, there is an attacked vehicle within the predicted length,
otherwise it does not.
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The following is our algorithm flow for finding attack vehicles. D represents
a data set constructed by collecting the difference between the predicted length
of the previous cycle and the actual sample queue length in a sample of multi-
ple traffic flows. We use the model trained by Bayesian method to compare the
predicted length at the test moment. If the predicted length is within the confi-
dence interval, we believe that there is no attack point at that moment, and it
is possible that the attack did not cause system planning impact. If it is beyond
the range of the confidence interval, we will find the ID of the attacked vehicle
and exclude it from the calculation. This effectively prevents traffic congestion
at the attack point. α is the confidence of our principle.

Algorithm 1. Defense algorithm
Require: Veht, Veht−1, α
Ensure: ID
1: initialize: Set ID, d, Lp = 0, D← Veht−1

2: sort: D
3: for i = 1, 2, ..., len(D) do
4: if

∑i
j=1Di/sum(D) > α then

5: d = Di−1

6: break:
7: end if
8: end for
9: for j = 1,2,...,len(Veht) do

10: if Lj > d then
11: ID = j
12: end if
13: end for
14: return ID

4 Experiment

4.1 Experimental Setup

Traffic Intersection Setup. By collecting data on real traffic environment,
we mainly analyze the structure of the intersection and the number of lanes at
each intersection. In our simulation environment, the maximum speed is limited
to 40 km/h. This speed refers to the maximum speed of traffic restrictions in
Chinese cities and the intersection range monitored by the system is set to be
about 500 m. This range is determined based on statistical traffic flow changes.
The speed that VISSIM generates vehicles is eight vehicles per ten seconds. The
generated speed refers to daily life near the school counted by our students. The
average traffic volume. The simulation program is integrated into Visual Studio.
Each attack simulation lasts about 30 min.

The traffic light has several phases. The time and process after a straight
and left turn in both directions at an intersection are called phases. The phase is
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Fig. 2. The data flow of vehicle driving data in the experiment. Vehicle data comes
from I-SIG based simulation environment.

determined after calculation based on the traffic volume at each intersection. The
phase of each intersection is different. Start by measuring the flow, measuring
various traffic flows [11] in all directions in a period, including pedestrian, non-
motorized and motor vehicle traffic, and peak traffic. Then calculate the time
required for them to run according to the law of traffic flow, and then determine
the time of the red and green lights at each intersection, and then determine
the phase. The signal lights are divided according to the diagram [9]. The odd
numbers represent the left turn direction and the even numbers represent the
straight direction.

Attack Data Generation. For the generation of attack data, we refer to the
known work using the longest distance attack method, adding multiple attack
points for the loophole length algorithm vulnerability in the system, the number
of attack points is less than or equal to four, and the data structure of the
attack points satisfies the basic requirements of the system. In the attack phase,
we assume that the corresponding number of vehicles are controlled by us. We
directly modify the corresponding number of vehicle data in the integration
program and complete the modification before the signal planning. Each attack
will attack the eight phases of the intersection 1000 times each time. The seeds
are generated by random vehicles to ensure randomness. In the initial stage
of the experiment, we used a large interval assembly rate setting for a set of
experiments.

Data Collection. To prepare the data set for subsequent experiments, we inte-
grate the system’s estimation algorithm and planning algorithm with the VIS-
SIM interface in VS. Each simulation will record the vehicle data at the current
moment and the vehicle data for the next cycle. The evaluation file generated
by VISSIM after the simulation is completed.

4.2 Simulation

The experimental work in this paper is demonstrated through the VISSIM simu-
lation platform. The simulation experiment simulates the actual traffic situation
at the intersection. Under the current development of the Internet of Vehicles,
it cannot satisfy all vehicles with vehicle-mounted units. This assumption is in
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Fig. 3. This is the experimental scenario for the I-SIG system. Two phases in the four
directions of the intersection are digitally marked, and each cycle calculates the time
allocated for different phases in each direction. (Color figure online)

line with reality. Traffic conditions, so our experiment set the parameter of the
penetration rate, the experiment with different penetration rates.

Figure 2 shows the reality used in real experiments. One of the currently
known attacks is an attack on the maximum queue length. After analysis, it
is determined that it is an algorithm that estimates the queue length of vehi-
cles at the intersection. This attack in a specific traffic situation passing a single
point can have a greater impact on the traffic situation of the entire intersection.
This attack has the characteristics of being far from the intersection and still.
We conduct follow-up research experiments through this key point. During the
experiment, we first set an attack point in each direction and applied the char-
acteristics obtained from the analysis to our attack experiments. We controlled
each attack point. The speed is 0, and control its position in the intersection.

Adding attack points and feeding back the planned results to the VISSIM
simulation environment is achieved through the VISSIM interface. Assuming we
control the attacked vehicle through the vulnerability of the vehicle unit, we
mark the ID of the attacked vehicle in the experiment. The experimental code
changes its original vehicle data through using COM, delivers false data to the
intelligent traffic signal system, and the system gets the plan after the attack
and enters it into the VISSIM simulation environment.

5 Analysis

In Fig. 3, we describe the calculation and prediction of the average queue length
of the lane. The diagonal line in the left half represents the traffic flow in different
stages. For example, the green diagonal line in the lower left L1 represents the
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Fig. 4. Prediction of queue length based on traffic waves and Bayesian model. The
right vertical axis is the projection of the queue length, and the horizontal axis marks
the different lanes. (Color figure online)

traffic flow in the free passage phase of L1. The angle between it and the vehicle’s
running direction is the average vehicle speed at this stage, and the vertical lines
represent the corresponding distances at different stages. During the experiment,
we set the distance between the intersection and the intersection to 1 km, which
is also a reference. Real environment at the intersection near the school.

In the experiment, we collected the difference between the predicted value
and the real value before and after the two cycles to build the Bayesian model
dataset. We used the Intel i5-9400f CPU to run the program in order to collect
the simulation data. The simulation results can be collected about every 30 s.
We have compiled a total of 100,000 data sets to build a probability model. In
Fig. 4, i in Li represents the number of lanes, the point where the horizontal
axis line and the blue solid line intersect represents the queue length of the
lane, and Q represents the queue length. The blue area indicates that we have
obtained 95% confidence in the dataset. Qt−1 represents the queue length of the
vehicle in the previous cycle. Qt represents the vehicle data of the previous cycle
without attacking the vehicle. The queue length, Q

′
t represents the predicted

queue length in the case of attacking vehicles. If the predicted queue length is
outside the confidence zone, it means that there is an abnormality in the current
traffic situation, that is, some vehicles maliciously send false data.

From Fig. 5 we can see that in the case of a high penetration rate, the impact
on actual traffic is small. In the case of low penetration rate, because all vehicle
information in the actual environment cannot be obtained, multiple attacked
vehicles that send the wrong data has a greater impact on the signal planning
caused by the system. Specific reasons through careful analysis of the planning
part of the code and its principle, the conclusion is that the data of each vehicle
is normal for the system. The data of the attacked vehicle that is far away and
stationary will cause the EVLS module to incorrectly wait for the vehicle queue.

Our attack uses the longest distance strategy, which is to modify the position
data of multiple attacked vehicles to the farthest distance that the system can
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Fig. 5. Congestion index in different situations.

monitor and the vehicle speed is zero. It can be seen that our model can indeed
be used at different preparation rates. Resist multi-point attacks against I-SIG.
The reason is that when we find that the queue length is abnormal through
the Bayesian model, the vehicle information outside the predicted area length
is excluded and recorded to prevent repeated attacks in the future. It can be
seen that when the preparation rate is smaller, the impact of our attack on the
system is greater because the system cannot accurately obtain the queue length
of the lane with less data because the calculation of the queue length needs to
be more critical.

Fig. 6. The effect of adding different numbers of attack points.

Figure 6 shows the impact of adding multiple attack points on the system.
Different numbers have different effects on the system. This also proves that
the traffic flow between the directions of the intersection is related. Multi-point
attacks make the predicted length of lanes in different directions. At the same
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time, their changes also change the length of the traffic lights. We found that
increasing the number of attack points will affect normal traffic, but increasing
the number of attack points does not necessarily enhance the effect of the attack.

6 Conclusion

The Internet of Vehicles technology is the most critical part of I-SIG. Our entire
experiment is based on I-SIG. Through the simulation of the traffic simula-
tion platform and the collection of experimental data, we gradually explore the
internal implementation principle of the system and find its implementation.
Problems and loopholes in the implementation process. These loopholes are not
caused by inadequate consideration by designers, but because the Internet of
Vehicles technology has not been widely popularized, causing the output under
certain parameter settings to cause traffic congestion. In this paper, we first
analyze the characteristics of single-point attacks systematically, and increase
the number of attack points for experimental analysis. Finally, we propose a
Bayesian model based on traffic waves to implement attacks against tampered
vehicle data. The experimental results also show our model can defend well
within a certain confidence range.

Although some of the multi-point attacks have no impact on the system and
cannot be ruled out, this does not affect the effectiveness of the defense model.
From the actual simulation results, the effect is still significant. During the exper-
iment, we also tried to compare other models such as neural networks, decision
trees, etc. From the current experimental results, these models do not have a
good defense and generalization effect against multi-point attacks. Similarly, we
also found that continuous addition attacks Vehicles, gradually affecting the sys-
tem is a special attack method. The Bayesian model performs well, but it needs
to be improved in future work.
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Abstract. This paper introduces a style transfer method for traditional Chinese
painting. We improved the traditional method by adding style characteristics and
constraints unique to Chinese painting. By comparing Chinese painting with
Western painting and natural pictures, we find that the features such as lines and
textures in Chinese painting are quite different from other images. Therefore,
these features are extracted and added to the original method in a restrictive
manner. Finally, experiments prove that the method has a certain improvement
effect on the style transfer result of Chinese painting.

Keywords: Style transfer � Neural network � Traditional Chinese painting

1 Introduction

The earliest origin of the term neural art is in Gatys [1]. This paper is different from the
traditional image style artistic method. It pioneered the use of convolutional neural
networks to learn oil painting style. And Gatys also detailed the steps of image style
transfer based on VGG19, which described the formation of style expressions, texture
combining methods, and loss functions in more depth [1–3].

Compared to Gatys using Gram matrix to calculate the overall style effect, Li
proposed to use the local texture of the style image for style transmission [4, 5].
Ulyanov, proposed a texture combining algorithm based on feedforward network.
Since the network is trained in advance, their algorithm execution is faster than the
Gatys algorithm [6]. Moreover, some people have designed a more Fast networks need
to be trained on some large datasets such as COCO datasets, and then applied to
existing images that need to be artistic, which greatly saves training time [7]. Recently,
Goodfellow et al. [8] proposed a Generative Adversarial Network (GAN). Deep neural
networks based on GAN ideas are gradually applied in the field of image style transfer
[9–11]. For example, CycleGAN [12], DiscoGAN [13] and DualGAN [14] use the
cyclic consistency loss to save the key information of the input and transformed
images, and realize the image style transfer in the case of unmatched data.

Gu [15] proposed a feature reorganization style migration method based on vgg
neural network. They link most parametric and non-parametric style migration methods
by readjusting style loss. It has a good effect for general images. But not effective to
Chinese painting, because Chinese painting is different from natural images and has
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special style characteristics. Therefore, this paper try to extract these features and use
them to improve the original method to improve the effect of Chinese painting.

2 Style Description of Chinese Painting

Chinese painting is one of the oldest continuous art traditions in the world. It is derived
from calligraphy, which is essentially a linear art, using strokes to evoke pictures and
emotions. The painting techniques of Chinese painting are mainly expressed in four
aspects: pen, ink, color and composition [16].

The use of pen is the essence of Chinese painting. Chinese painting is line-shaped
and reaches its peak in the use of line technology. Thickness and thinness of the line,
long and short, thick and light, light and heavy, and virtual and real are all different
things. Important factors [17]. Chinese painting has many painting techniques, and
lines are an important basis for these techniques.

Ink painting has always been a favorite type of painting by Chinese literati, and its
ink charm has strong Chinese characteristics [18]. The key of ink painting is the
harmony of water and ink. Water is the charm of ink painting. The flowing beauty of
water combined with the deep ink color is like black and white dancing on paper, and
light and shadow intersect. Ink is generally divided into five colors, which are burnt,
thick, dark, light, and clear.

Composition generally refers to the arrangement of objects on the screen, reason-
able allocation of space, and good screen management is an important basis for
painting [19]. Most of the Chinese paintings refer to the structure of the article, which
emphasizes the difference between the real and the false, with a clear distinction
between primary and secondary. Although composition is a wild art creation process, it
is not ruleless. Many long-term developments in Chinese painting have established
many compositional techniques that conform to Chinese aesthetics. Such as full
composition, “Zi” composition, corner composition and so on.

3 Feature Extraction

This paper improves the method in Gu [15], extracts the style features of Chinese
painting. Then adds these features to the feature matrix.

In order to extract features that can effectively reflect the artistic style of images,
This chapter refers to a large of art research literature and some articles on feature
extraction and classification of Chinese painting [20, 21]. According to the description
in the second section, the general artistic style is expressed in line drawing, frequency,
and texture features. Therefore, this article chooses these three characteristics as the
artistic style description of Chinese painting. The main methods are:

3.1 Line Feature Extraction

Lines are the most basic component of traditional Chinese painting. Painters use
lines to extract, generalize, and abstract natural things and natural scenes. Represent a
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three-dimensional space with a two-dimensional plane. This experiment uses curvature
to represent the fluidity Fline of the line, as shown in Eq. 1:

Fline ¼
1þ f 2x
� �

fyy þ 1þ f 2y
� �

fxx � 2fxfyfxy

1þ f 2x þ f 2y
� �3=2

ð1Þ

where x and y represent the coordinates of a pixel in the image, and f(x, y) is the gray
value of the pixel. fx, fy, fxy, fxx, fyy are the first, second, and mixed partial derivatives of
f(x, y), respectively, and Fline is the Gaussian curvature of the pixel.

3.2 Texture Feature Extraction

Texture feature is a visual phenomenon reflected image, which reflects the surface
structure of tissue having a slowly varying or periodic change of the flow properties of
the surface of the object. This experiment uses LBP shown in Eq. 2:

LBP xc; ycð Þ ¼
X8

p¼1
s I pð Þ � I cð Þð Þ � 2p ð2Þ

where p represents the p-th pixel point other than the central pixel point in the 3 � 3
window; I(c) represents the gray value of the central pixel point, and I(p) represents the
gray value of the p-th pixel point in the field; s(x) is shown in Eq. 3:

s xð Þ ¼ 1; x� 0
0; otherwise

�
ð3Þ

3.3 Frequency Feature Extraction

The frequency of an image is an indicator of the intensity of grayscale changes in the
image, and is the gradient of grayscale in plane space. Different frequency information
has different functions in the image structure. The main component of the image is low-
frequency information, which forms the basic gray level of the image, and has little
effect on the structure of the image. The intermediate frequency information determines
the basic structure of the image, which forms the main edge structure of the image. The
edges and details are further enhancement of the image content on the IF information.
This experiment uses Fourier transform to extract the frequency map.

3.4 Add Feature Constraint Algorithm

The three features mentioned above are combined into three channels, and a new
feature with a certain width and height is added to the feature matrix extracted by the
vgg19 network in the original method to form a constant width and height. New feature
matrix. Can be tested in different vgg19 network layers.
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4 Experiment

4.1 Build Environment

The experiment uses the caffe framework to build the network. caffe is a deep learning
framework that combines expressiveness, speed, and modular thinking. Large-scale
industrial applications in academic research projects, start-up prototypes and even
vision, speech and multimedia. The experimental hardware platform is Intel Core i7-
7800K CPU, 8G memory, NVIDIA GeForce RTX2070 GPU.

In order to verify the validity of the method, we selected some natural pictures and
some Chinese paintings on the Internet as experimental materials. The subjective
evaluation is used as the evaluation criterion in the experiment.

4.2 Experimental Process and Results

Experiment 1. Choose a spectacular architectural picture as the content picture and a
Chinese ink painting as the style picture. Through a large number of experiments, we
found that the effect of adding constraint features to the third layer of the vgg19
network is better than other layers. Therefore, this experiment only operates on the
third layer of the network. Figure 1 shows the content image, style image, the com-
posite image generated by the original method, and the composite image generated by
our method. Comparing the experimental results, the results of the original method
have a great impact on the content, especially the background, and the image has a
serious distortion phenomenon. Ours method optimizes these defects. However, the
problems existing in the original method cannot be completely eliminated. It is spec-
ulated that the style transfer based on the non-parametric method cannot effectively
generate a transition for a content map with a large difference between the subject and
background colors.

Experiment 2. Choose a nature photo as the content image, and several famous
Chinese paintings as the style images. After experimental analysis, it is still the best
choice for the third layer operation of the network. The experimental results show that
ours method also has certain improvement effects. In Fig. 2, a nature photo as content,

a content        b style c Gu et al d ours

Fig. 1. Synthesis results of architectural drawings and Chinese ink painting
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and the style image is one of the top ten Mandarin Chinese For the Thousand Miles of
Rivers and Mountains, the result generated by this method is more coordinated overall,
and the details are also better.

In addition, since the evaluation criteria of the synthesized results are subjective
evaluations, 10 different people were found to conduct subjective evaluations on the
result shown in Fig. 3 in this experiment. The evaluation results are shown in Table 1.
It can be seen that the method in this paper has certain optimization effect on the
synthesis result of Chinese painting as a style image.

Gu et al    ours 

Fig. 2. Synthetic results of nature photos and Thousand Miles of Rivers and Mountains

Fig. 3. Synthetic results of nature photos and famous Chinese paintings
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5 Conclusion

This paper shows a style transfer method for traditional Chinese painting. By
improving previous experimental schemes, unique style features in traditional Chinese
painting were extracted and added to the feature matrix extracted by the vgg network to
achieve the effect of increasing constraints. In the end, a good migration effect was
obtained, but it was still unable to achieve the effect of false and real, making people
feel that they should draw from the hands of celebrities, and has a certain degree of
adaptability to the input image. The main reason is that the paintings in Chinese
painting are extremely random and have no regular texture. At the same time, because
the evaluation of artistic style images is more subjective, it cannot be objectively
evaluated like photographic works. Therefore, we should focus on processing input
images and classifying the input images to find the most appropriate content image and
style image to match in future. And establish an objective evaluation system for
Chinese painting images.
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Abstract. Current voice assistants are offered by large IT companies
such as Google, Amazon, Microsoft, Apple or Baidu. The voice assistants
include numerous functionalities, which are usually executed centrally in
the cloud by the providers. Nevertheless, the providers offer imprecise
information on what happens to the input data of the users. Users can-
not be sure whether their privacy and data are protected. The central
research question is what is currently happening with the voice-based
interaction between users and services, and what concepts for config-
urable data protection by users are conceivable in the future. In this arti-
cle, we present the survey results obtained by speech assistant users. The
results show, in particular, the willingness to pay for individually config-
urable privacy. The concept for a voice assistant with privacy-awareness
is proposed and prototypically implemented.

Keywords: Data security · Privacy · Voice assistant · Cloud
computing · Natural language processing · Mobility support

1 Introduction

Voice control is an interaction possibility where services can be controlled by
human speech. Realizing voice control requires an ecosystem - the voice assis-
tant - out of several components to deal with tasks such as converting in both
ways text to speech, speech to text as well as extracting metadata from text
input. Hereby, several processes can be initiated such as playing the next song,
setting the alarm clock or starting an ordering process. Experts expect a grow-
ing market for voice assistants: The trade journal “PR Newswire” assumes that
purchases via speech will increase twenty-fold in the next four years [5]. The
magazine “Campaign” estimates that in the future the search in browsers using
the keyboard will be replaced by the search via voice [15]. The voice assistants
preprocess the voice in order to understand the meaning, and therefore, control
several services regarding the voice input. For this reason, the voice assistant
can be considered as a component between user and application that enables
the interaction by the human voice.
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The applications of a voice assistant run on a platform in the cloud. Speech
processing on the platform is demanding because a user’s voice input runs
through highly complex sub-processes of speech processing. It takes time until
a suitable user response is generated. Currently, these platforms are offered by
major cloud providers who have the computational resources and know-how of
each sub-process. Voice assistants are offered by Amazon, Google, Microsoft or
Baidu, with many functionalities and excellent performances. However, there are
privacy concerns as the privacy policies of cloud providers do not clearly state
what happens to users’ data in the cloud. Mobile devices such as smartphones
and speakers send a user’s voice input to the appropriate cloud provider for anal-
ysis. The data processing is non-transparent and it opens up the opportunity to
establish a side-channel between the user and its applications. In the process,
data can be collected and possibly misused. Nowadays, sensitive data are shared
among users and enterprises, for instance, the banking system, health care sys-
tem and messaging. The use of data is specified in terms of use, but these give
a limited indication of the possible usage scenarios, such as user profiling.

In this work, we conduct a survey with 110 participants to understand today’s
customer needs of their perspective on privacy in the domain of voice assistants.
Regarding the survey, we develop a privacy-awareness concept that includes
user-controlled privacy with a high level of functionality as well as performance.
Besides, the concept is implemented into the privacy-awareness ecosystem con-
sisting of three separate components: the mobile app, privacy provider, and voice
assistant.

The results explained in Sect. 3 represent the motivation for the development
of a privacy-awareness concept for a voice assistant. In Sect. 4.1, the privacy-
awareness concept is presented to transfer full control back to the user. A full-
stack architecture is shown in Sect. 4.2. Then, in Sect. 5, a prototype is presented
that implements this architecture. The presented prototype allows maximum
flexibility in data control and provides the user with configurable privacy. A
summary of the concept, the technologies, and the developed prototype conclude
this article.

2 Related Work

Voice assistants such as Amazon Alexa, Google Assistant, Apple Siri, Microsoft
Cortana, and Baidu DuerOS currently dominate the market. However, they all
are non-transparent in their voice assistant ecosystem and providing a minimal
declaration of data usage [2,4,7,9,12]. In detail, the services in the cloud infras-
tructure are a hidden secret, and therefore, less privacy-awareness are provided
for the users.

The conducted study on privacy risks of voice assistant apps presents diverse
risks in the communication, the user identification scheme, as well as privacy-
related information [13]. During their investigations, they expose that Google
Assistant transfer several additional information, such as user information and
user device information. Furthermore, in 50.51% of the voice assistant apps,



Speech Triggered Mobility Support and Privacy 275

linking customers to an identification scheme has been feasible. More significant,
personal information such as birth date, name, e-mail address, blood type, gender
phone number are tried to obtain from the apps. This demonstrates the high
usage of data capturing data in the case of Google Assistant. Likely, the same is
happening in other commercial voice assistants.

Even though the previous study exposes exploited data collection, many cus-
tomers are not conscious of these hidden processes. An investigation on smart
home user’s indicates lacking conscious of their privacy perception of the devices,
and consequently, they prioritize convenience over privacy [17]. Another study
reveals the incompleteness of data activities to user perception that leads to
design implications in the domain of smart home voice assistants [1]. In the secu-
rity and privacy domain of voice assistant, user perception with their concerns
is conducted and presents less customer disposition in discussing the costumer’s
voice assistants [6]. In contrast to the studies that cover users’ perception and
knowledge, the authors of [11] conducted a study with users and non-users of
voice assistants and compared their reasons that support and criticize voice assis-
tants. Hereby, customers did not perceive different mechanisms such as audio logs
as privacy control, and additionally, other privacy controls often are not used.

Despite the forgone studies in this domain, most of them focusing on user
perception and conclude lacking privacy awareness. The one weakness of those
studies is the limited user feedback regarding the conducted interviews, but the
main issue relies on lacking user expectations. Hereby, the studies do not under-
stand the user needs and there willingness to overcome those privacy concerns.

Different approaches to deal mitigate privacy risk such as an access con-
trol mechanism that is used in the smart home domain by with information
are delivered regarding the task context [8]. In a more abstract representation,
fundamental design strategies are proposed that cover data economy, careful allo-
cation, user ability to control, and usability of security mechanisms [16]. More
specific details in terms of privacy are conceptualized in the privacy framework
with a focus on privacy key risks such as system development and design and
cross-organizational collaboration [14].

Overall, the previous research supports the assumption that data is collected
even though not every time permission is required, such as for device ID and
user ID. Consequently, users cannot control data access and monitor the data
processing in clouds of global players. Although the majority of customers have
a significant knowledge deficit in the privacy perception of voice assistants, the
studies do not address the personal perception of specific data. Without knowing
the customer’s need for privacy, it is challenging for developers to understand
what data violates the individuals’ privacy. Furthermore, several privacy frame-
works have been proposed as well as concrete implementation in access control
mechanisms for task-oriented service computing. Whereas privacy frameworks
are imprecisely but user-centric, concrete access control mechanisms are pre-
cisely but service-centric. Ultimately, the current research is lacking a privacy-
awareness concept that considers configurable users’ privacy with a large extent
in functionality.
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3 Motivation

In the beginning, an initial survey was carried out to determine whether more
data protection is desired for voice assistants in Germany. Over one hundred
participants took part in the online survey. 54.5% of the participants were male,
45.5% female, and 10% were under 18, 69% between 19 and 25, 7% between 26
and 35, and 14% over 35 years old. The participants were asked the following
questions:

1. How often do you use a voice assistant?
2. Do you know what happens to your data?
3. Which particularly privacy-related information is important to you?
4. Would you pay money for high privacy?
5. How much money would you pay once for high data protection of an appli-

cation?

The first question revealed that 44.5% use a voice assistant once a month
or more often, whereby 90% of the participants do not know what is happening
with their data. The results show that a high level of privacy is desired especially
for their banking credentials, individual behavior and attitudes, communication
among individuals, contacts, interests, and location.

One in four would pay for better privacy, and 56% of the participants are
unsure if they would spend money on it. The group under the age of 18 years
has the least willing to pay. The intersection of participants who ticked “Yes”
or “Maybe” increase with age. The amount that participants would spend on
better privacy varies widely. Approximately 15% of the respondents were not
willing to pay for it, while the majority are. 50% of the respondents would pay
up to 5e , 15% 6–10e and 20% over 10e .

Therefore, the following conclusions can be drawn from the survey results:
First, voice assistants are used to varying degrees and users do not know what
happens to their data. Second, privacy for users is essential, even though the
exposure level of data regards to individuals’ perception and third, users would
pay for the protection of their data.

4 Methodology

This section proposes a concept for high privacy-awareness, and the architecture
to implement it.

4.1 Concept

Based on the survey, a concept for a voice assistant was developed. The costs for
the required resources were neglected. An important requirement of the concept
is the privacy-awareness considering the design principles for the multilateral
privacy according to Kai Rannenberg focus on the following four points [16]
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and the privacy framework [14]: Data minimization, control possibilities for the
user, possibilities of choice and room for negotiation, and decentralisation and
distribution.

Within this concept, the focus is on the first three points. Often applications
collect data from a user, which the user did not agree with, for instance, sharing
device id or user information [13]. Therefore, the concept aims to ensure that an
application only collects data from users who need it. Furthermore, the provided
data for application should be, both physical and operational, fully-controlled
by the users to enable privacy-awareness data access. By doing so, users have the
opportunity to decide if they want to share no data, partially data, or the full
requested data. Since some application depends on the requested data to work
properly, data can be manipulated in the middle by the user to ensure privacy.

User-controlled privacy allows a user to determine what data he or she
releases for specific applications. However, applications require additional data
from a user to provide sufficient usability. An example is a voice assistant’s ques-
tion about weather forecasts. If the voice assistant knows the user’s location, it
can provide the weather forecast for the user’s position. Otherwise, the voice
assistant would first have to ask the user for which location he or she wants a
weather forecast. If a user does not want to release his data for an application,
he can define a fictitious context. This allows the user to use this application,
but at the expense of lower user-friendliness.

4.2 Architecture

The concept for high privacy-awareness can be implemented using the archi-
tecture and technologies shown in Fig. 1. Three components are required for

Fig. 1. Architecture overview
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the implementation: First, the Mobile App serves as an interface to the user.
The user can make voice entries and configure his profile and privacy via the
app. Second, cloud services handle voice processing and generates output to the
user. The privacy provider is accessed to generate a response. Third, the Privacy
Provider is the core component, which guarantees the user more privacy. The
exact structure and choice of technology are described below.

5 Prototype

In the following, the application example is described, and then the implemen-
tation of the individual components of the architecture is explained in more
detail.

5.1 Application Example

The application example is intended to show how a voice assistant can be used to
promote speech-based mobility support and at the same time, ensure fine-grained
data protection for the user. The application example covers the following func-
tionalities: First, the search for doctors can be carried out in a specific location.
Secondly, a doctor’s appointment can be negotiated, whereby a doctor’s calendar
is compared with the user’s calendar. Finally, optional mobility support such as
scala mobile, assistance to the user when leaving the house or a pick-up service,
that takes the user to the doctor and back home, can be requested.

A user can define the data required for these functionalities in detail in a
mobile app. For example, a user can have his location determined automatically
via GPS to expose his current location, but he can also edit the location manually
to preserve it location. The user can share his calendar, but no appointment
details are necessary for the application example. It is sufficient to know whether
the user is available at a particular time or not. For this reason, a user can hide
appointment details like title and description of an appointment. More details
about privacy will be shown in the course of this section.

5.2 Privacy Provider

Information on the user context is to be stored in the privacy provider provided.
The data model is explicitly described for the application example. This data
model describes the user context only to a minimal extent. However, the data
model can be extended. In this data model, which is shown in Fig. 2, the user
can select different profiles. This way the correct name can be given or the
identity can be hidden behind another name. In the profile, information about
mobility is stored, e.g. whether a driving service and a Scala Mobile is required.
Calendars are linked to the profile data. The data is read directly from the
smartphone, but other online calendars can also be added. Finally, a calendar
contains several events. For the location, there is the location field. The location
can be determined via the GPS sensor, or a location can be entered manually.
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Fig. 2. Data model for the application example

5.3 Mobile App

The mobile app serves on the one hand as an interactive interface between the
user and the voice assistant and on the other hand, as a privacy configurator.
The app offers the following four views:

– Registration: A new user can register with the voice assistant with his e-
mail and a password. The user can choose between the profile types private,
doctor or mobility support. Depending on the profile type, different privacy
settings are preconfigured. By default, a private profile is only accessible to
the owner, whereas the profile types Physician and Mobility Support are
publicly accessible.

– Login: A registered user can log in to the voice assistant with his e-mail and
password.

– Voice Assistant: The voice assistant is the main view of the app, which
appears as soon as a user is logged in. At the same time, the Hotword
Detection is started, which was realized with Snowboy from Kitt.ai [10].
The Hotword Detection listens locally on the Smartphone until the signal
word “Butler” is recognized; no data is stored and passed on to third parties.
After detection of the signal word, voice processing is moved to the cloud
for better performance. As soon as an interaction between user and voice
assistant is finished, the hotword detection is reactivated. Also, all the output
of the voice wizard on the view. The audio recording and playback were
implemented with the Android SDK.

– Settings: This view allows the user to configure his profile and privacy set-
tings. The first and last names can be set for the profile. The location can
be determined either by text input or by GPS. When determining the loca-
tion via GPS, the user can decide whether the location is retrieved once or
whether the app can automatically update. The user can make his calendar
available to the app. Besides, the automatic update of the calendar or the
hiding of details such as the title and description of an appointment can be
activated. This ensures that only the data relevant to the application exam-
ple is accessed. Other personal data, such as the name of the calendar or the
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owner, cannot be determined by the app. Next, the user can define mobility
supports that are requested by default when an appointment with a doctor
is made. On the one hand, Scala Mobile, which helps the user to leave the
house, or on the other hand, a pick-up service, which takes the user to the
doctor, can be requested. The profile and privacy settings are synchronized
with the privacy provider. This app view enables the data economy and
user-controlled privacy presented in the concept.

5.4 Cloud Service

As soon as the hotword detection has detected the signal word “Butler”, the
further processing of a user’s voice input is performed in the cloud. By out-
sourcing resource-intensive voice processing to the cloud, users can be assured
of high performance and ease of use. For the realization the following Amazon
Web Services (AWS) were used:

– Amazon Lex: Amazon Lex serves as a conversation interface for speech and
text. Based on the text intent, an output can be generated, which is then
converted from text to speech [3]. An Amazon Lambda function is triggered
to generate a response to a text intention.

Voice assistant view

Preference view

Fig. 3. Mobile app
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– Amazon Lambda: Based on Amazon Lambda, an application was developed
that generates a dynamic response based on the text intention of the user.
The application can access the privacy provider to retrieve the necessary
information to generate the response by using the user’s access token. Thus,
the applications could realize the negotiation of a free doctor’s appointment
between doctors and user (Fig. 3).

5.5 Data Release

To use data from the privacy provider, the user must first be authenticated. To
do this, the registration data is entered into the mobile app. When the login
button is clicked, the user is authenticated by the privacy provider. During this
process, the user is granted read, write and execute rights, so that data can be
changed and various functions can be performed. Besides, a time-limited key is
generated with which the user can grant applications access to his data. Which
data can be read by an application can be released by the user in the mobile
app.

6 Conclusion

Some conclusions could be drawn from the developed prototype, which offers
high user security and control possibilities. It was possible to take the concept
into account during implementation and aspects of multilateral security, and
user-controlled privacy is also found in the prototype. The prototype consists
of the voice processing environment (cloud services), the mobile app and the
privacy provider.

The functionality requirements were met using Amazon’s cloud services.
Besides, the fulfilled General Data Protection Regulation (GDPR) guidelines
of the voice services can guarantee data protection for the users. By using the
speech-based cloud services, developers do not have to deal with speech process-
ing in detail but can develop an application on an abstract level. Before a user
can use the voice assistant, he or she must authenticate. This protects access
from unauthorized persons. In the app, users can create different profiles with
different data, the use of pseudo profiles is possible. Concerning the concept of
multi-layered security, this is important to create choice and room for negoti-
ation for the user. The user data is stored in a privacy provider. The concept
of multi-level security also applies to the privacy provider. Decentralization and
distribution are of great importance here. The choice of technology and provider
takes data protection into account at all levels. However, there is still potential
for optimization at the privacy provider, resource access should be made more
configurable through authorization, duration, and filtering.

Depending on the user, the requirements for a voice assistant vary. Different
applications should be able to be activated or deactivated based on the needs of
a user. This functionality could extend the prototype in the future. The applica-
tions offered must inform the users about user data and thus create transparency.
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A standard for data storage must be created to create an ecosystem in which
every application can access the data. Otherwise, the applications will have to
manage the user data themselves, and the concept of separating data and appli-
cation would become obsolete.

In this article, the potential of voice assistants is referred to at various points.
By the pleasant handling of the system intelligence, it offers an added value in
everyday life. However, different industries must open up and offer interfaces
so that bookings and reservations are not only possible by e-mail or telephone.
If the infrastructure of companies is created, voice assistants will become even
more attractive for users.
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Abstract. The author proposed the decoding model of color vision in 1987.
International Commission on Illumination (CIE) recommended almost the same
symmetric color model for color transform in 2006. For readers to understand
the decoding model better, this paper first introduces the decoding model, then
uses this model to explain the opponent-process, color evolution, and color
blindness pictorially. Recent references on the decoding and reconstruction of
colors in the visual cortex induce a new question: what is the decoding algo-
rithm from ganglion cells to the visual cortex? This paper also explains the
decoding algorithm. The decoding model is explained as a fuzzy 3–8 decoder.
The fuzzy logic used is compatible with Boolean Algebra. The model first
obtains the median M of three cones’ outputs B, G, and R, and then obtain three
opponent signals by B, G, and R minus M respectively. This model can unify
Young and Helmholtz’s tri-pigment theory and Hering’s opponent theory more
naturally than the popular zone models. It is symmetrical and compatible with
the popular color transform method for computer graphics. The transform from
the RGB system to HSV system according to the decoding model is introduced.
Several fuzzy 3–8 or 4–16 … fuzzy decoders can be used to construct a
Decoding Neural Network (DNN). The decoding algorithm from ganglion cells
to the visual cortex can be explained with a two-layer DNN. The reasonability of
the decoding model and the potential applications of the DNN are discussed.

Keywords: Neural computing � Color blindness � Color evolution � Color
decoding � Color recognition � Neural network � Computer vision

1 Introduction

Young and Helmholtz’s tri-pigment theory [1] and Hering’s opponent theory [2] on
color vision have been competing for a long time. A compromising viewpoint accepted
widely is that color signals exist in tri-pigments at the zone of visual cones and in
opponent signals at the zone of visual nerves [3]. The mathematical model with this
viewpoint is called the zone model [4]. There are many improved versions of the zone
model [5–8]. However, why are color signals processed in this way? and how has color
vision been evolving? The answers are still unclear. To answer these questions, the
author of this paper built a model of color vision named the decoding model [9], which

© IFIP International Federation for Information Processing 2020
Published by Springer Nature Switzerland AG 2020
Z. Shi et al. (Eds.): IIP 2020, IFIP AICT 581, pp. 287–298, 2020.
https://doi.org/10.1007/978-3-030-46931-3_27

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-46931-3_27&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-46931-3_27&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-46931-3_27&amp;domain=pdf
https://doi.org/10.1007/978-3-030-46931-3_27


is new version of the zone model, and has been verified by predicting color appearance
[10]. After the author explored the information conveyed by color vision, he developed
a semantic information theory [11], which can be used for machine learning [12].
Recently, the author learned that

• international Commission on Illumination (CIE) recommended almost the same
symmetric color model for color transformation [13];

• the human or macaque temporal cortex can decode and reconstruct colors [14–21].

These facts impel the author to introduce his further studies on color vision. The
purpose of this paper is to help readers understand opponent-process, color evolution,
color blindness, color decoding and reconstruction, and color recognition better.

The decoding model should be helpful to researchers who build the color vision
mechanism of robots, and it may enlighten someone to build a neural network with the
fuzzy logic [22] that is compatible with Boolean algebra for applications.

To the best of the author’s knowledge, no other researchers use fuzzy logic that is
compatible with Boolean Algebra for color models or neural networks, not to mention
explaining color evolution, color blindness, and color decoding and reconstruction.

The main contributions of this paper are

• It provides more explicit explanations of color evolution and color blindness than
the popular zone models.

• It shows a simple algorithm for decoding and reconstructing colors in the human
temporal cortex.

• It proposes the decoding neural network for potential applications.

The following sections first introduce the decoding model and the color transform
from the RGB system to the HSV system, then use this model to explain the opponent-
process, color evolution, color blindness, and color decoding and reconstruction in the
visual cortex. Discussions include topics about the reasonability of the decoding model
and the similarity between the decoding model and the neural network.

2 The Decoding Model of Color Vision

2.1 The Fuzzy Logic Compatible with Boolean Algebra

The 3–8 decoder is frequently used in computers or numerical circuits for selecting one
register or memory from eight. If B, G, and R are binary switching variables taking
values from set {0, 1} as three inputs to a 3–8 decoder, then eight outputs will be
½�B�G�R�, ½�B�GR�, ½�BGR�, ½�BG�R�, ½BG�R�, ½B�G�R�, ½B�GR�, and ½BGR� ([…] Denotes a logical
expression). For example, if B = G = 0 and R = 1, then ½�B�GR� = 1, otherwise
½�B�GR� = 0.

Now, suppose that B, G, and R are continuous switching variables, i.e. B, G, and
R take continuous values from set [0, 1]. With the special continuous-valued logic or
fuzzy logic [22], we can extend the binary 3–8 decoding into the fuzzy 3–8 decoding
[9, 10]. The values of output codes are illustrated in Fig. 1.
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Let function max(a, b) be the maximum of a and b, min (a, b) be the minimum of
a and b, and so on. Hence

½�B�G�R� ¼ 1�maxðB;G;RÞ; ½�B�GR� ¼ maxð0;R�maxðB;GÞÞ
½�BGR� ¼ maxð0;minðG;RÞ � BÞ; ½BGR� ¼ minðB;G;RÞ : ð1Þ

The others can be calculated in like manner.

2.2 Transform from the RGB System to the HSV System

Let B, G, and R be tri-stimulus valves from cones. How do we simulate the visual
system to obtain H (hue), S (saturation), and V (brightness) from B, G, and R? For any
given color denoted by (B, G, R), there is

ðB;G;RÞ ¼ ½�B�GR�ð0; 0; 1Þþ ½�BGR�ð0; 1; 1Þþ ½�BG�R�ð0; 1; 0Þþ ½BG�R�ð1; 1; 0Þ
þ ½B�G�R�ð1; 0; 0Þþ ð½�BG�R�ð1; 0; 1Þþ ½BGR�ð1; 1; 1Þ ð2Þ

which means that any color can be decomposed into the combination of white and six
unique colors in different ratios. In the above equation, (0, 0, 1) stands for the most
saturated red, i.e., unique red, and the coefficient ½�B�GR� is the redness, and so on.

It is coincident that only three items on the right of Eq. (2) may be non-zero for a
given color, and the three cardinal vectors with 0 and 1 or unique colors must be at the
three vertexes of one of six sectors in Fig. 2. Hence Eq. (2) can be changed into

ðB;G;RÞ ¼ m1e1 þm2e2 þ ½BGR�ð1; 1; 1Þ ð3Þ

where e1 and e2 are two cardinal vectors or unique colors, and m1 and m2 are corre-
sponding coefficients or output codes’ values.

Fig. 1. Relationship between three inputs B, G, and R and eight outputs of a fuzzy 3–8 decoder.
When B > G > R, only four outputs are not zero.
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Suppose the angles at which e1 and e2 are located (see Fig. 2) are H1 and H2. Let

H ¼ ðm1H1 þm2H2Þ=ðm1 þm2Þ; C ¼ m1 þm2;

V ¼ m1 þm2 þ ½BGR� ¼ maxðB;G;RÞ; S ¼ C=V :
ð4Þ

ThenH, C, V, and Swill represent hue, colorfulness, brightness, and saturation of (B,
G, R) properly if B, G, and R are obtained from appropriate linear and nonlinear
transforms of spectral tri-stimulus values X, Y, and Z [10]. According to the decoding
model, the relationship between brightness, colorfulness, whiteness, blackness, and B, G
and R is shown in Fig. 3, where med(B, G, R) is the median or second one of B, G and
R. For example, med(1, 3, 5) = 3, med(1, 2, 5) = 2, med(1, 5, 5) = 5, med(1, 1, 5) = 1.

Later the author found the above transform is the same as that proposed by Smith
earlier [23]. The differences are:

Fig. 2. The decomposition of color (B, G, R).

Fig. 3. Relationship between B, G, R and brightness, colorfulness, whiteness, and blackness.
(Color figure online)
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• B, G, and R in Smith’s transform are the signals of three primary colors lightening a
pixel of a displayer instead of the tri-stimulus values of visual cones;

• Smith uses “if-then” programming language rather than logical operations;
• The logical expressions for the opponent-process only exist in the decoding model.

2.3 Opponent-Process

We use Venn’s Diagram to show the essence of the opponent-process. Let \ , [ , and c

denote three set operations: intersection, union, and complement respectively, and let
B, G, and R represent the three circular fields respectively (see Fig. 4). For conve-
nience, we also use “−” for complement operation and omit \ . Then, the eight fields
can be represented by ½�B�G�R�, ½�B�GR�, ½�BGR�, ½�BG�R�, ½BG�R�, ½B�G�R�, ½B�GR�, and ½BGR�.

From B, G, and R, we can first obtain

M ¼ BG[BR[GR; ð5Þ

which represents the trefoil (the intersecting fields of two or three circles).

Then, we have

B �M ¼ BðBG[BR[GRÞ ¼ Bð�B[ �GÞð�B[ �RÞð�G[ �RÞ
¼ Bð�B[ �B�G[ �B�R[ �G�RÞ ¼ B�G�R;

ð6Þ

where DeMorgan Law is used. Similarly, there are �BM ¼ �BGR (yellow area), G �M ¼
�BG�R (green area), �GM ¼ B�GR (magenta area), R �M ¼ �B�GR (red area), R �M ¼ �B�GR (red
area), and �RM ¼ BG�R (cyan area).

Now let B, G, and R denote three cones’ outputs, which take values from [0, 1], and
let the set operations be replaced by the fuzzy logic operations: _, ^, − (− can be
omitted). First, we obtain the median value of B, G, and R (see Fig. 5):

Fig. 4. Venn’s diagram showing the logic operations of the opponent-process. (Color figure
online)
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M ¼ medðB;G;RÞ ¼ ½BG _ BR _ GR�
¼ maxðminðB;GÞ;minðB;RÞ;minðG;RÞÞ: ð12Þ

Then we obtain three opponent signals: blueness-yellowness (MBY), greenness-
magentaness (MGM), and redness-cyanness (MRC). The calculations are surprisingly
simple:

MBY ¼ B�M ¼ þ ½B�G�R�; B�M;
�½�BGR�; B\M;

�
ð13Þ

MGM ¼ G�M ¼ þ ½�BG�R�; G�M;
�½�BG�R�; G\M;

�
ð14Þ

MRC ¼ R�M ¼ þ ½�B�GR�; R�M;
�½BG�R�; R\M:

�
ð15Þ

The opponent-process corresponding to different monochromatic lights is shown in
Fig. 5, where the three response curves are assumed for convenience. We can also
consider the left-upper part of Fig. 5 as a Venn’s diagram.

Fig. 5. The opponent-process corresponding to different monochromatic lights.
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There are eight divided fields. The length of the part of a vertical line on a field is
just the magnitude of the corresponding unique color signal. These fields can illustrate
the changes in the color perception caused by different monochromatic lights well.

3 Further Investigations

3.1 To Explain Color Evolution

According to the decoding model, we can easily explain the evolution of color vision
by splitting the sensitivity curves of visual cones (see Fig. 6). We may imagine that
curves R(k) and G(k) gradually approach one another to become one curve named Y
(k). Then we would see the fields representing red, green, cyan, and magenta disappear
gradually. Further, let curves B(k) and Y(k) approach one another gradually to become
one curve named W(k). Then we would see the fields representing blue and yellow
disappear gradually, and only the black and white fields remain. Now, we can imagine
that color vision was evolving in the opposite procedure. First, there was only one kind
of visual cones in the human retina, and only two totally different colors (black and
white) could be discerned. Then, with the evolution of color vision, the cones split into
two kinds that had different spectral sensitivities so that blue and yellow were also
perceived. After that, the cones split into three kinds so that more colors were
perceived.

We may conclude that n different kinds of cones can produce 2n totally different
color perceptions for n = 1, 2, 3. When n = 4, the conclusion seems also true.
A symmetrical model of four primary colors for robots can be seen in [24]. The model
has 14 “unique colors”, which can be symmetrically put on the surface of a ball,
besides “white” (1, 1, 1, 1) and “black” (0, 0, 0, 0). We can obtain a “color” ball that
has many properties very similar to those in the Newton color wheel.

The evolution of color vision might have come in a somewhat different way. For
example (see Fig. 6, deuteranopia-2), the curve W(k) first split into R(k) and C(k)
related to cyan, instead of B(k) and Y(k), then C(k) split into B(k) and G(k).

3.2 To Explain Color Blindness

Color blindness has been discussed by many researchers [25, 26]. It can also be easily
explained by the sensitivity curves of cones that are too close to each other (see Fig. 7).
For example, monochromatism can be explained under the assumption that the sen-
sitivity curves B(k), G(k) and R(k) have not yet separated from one curve; red-green
blindness can be explained under the assumption that the curves G(k) and R(k) have
not yet separated from one curve.

Explaining Color Evolution, Color Blindness, and Color Recognition 293



According to the decoding model, some red-green blindness can be identified as
protanopia or deuteranopia only because the peak of Y(k) has shorter or longer
wavelength. Tritanopia and tetartanopia can be illustrated by the assumption that the B
(k) and G(k) (or B(k) and R(k)) have not yet separated so that each kind of color
blindness can only perceive two chromatic colors: red and cyan (or green and
magenta).

3.3 Decoding and Reconstructing Colors in the Human Visual Cortex

Many neurons in the visual cortex are color selective, and color-opponent responses are
evident throughout the visual cortex [14, 15]. The human visual cortex can decode and
reconstruct colors from the voxel responses of cones [16, 17]. Many different neurons
in the visual cortex respond to many specific colors [18, 21]. However, the relation
between voxel responses and decoding outputs in the visual cortex is still unclear.
Reference [16] uses a matrix to represent the decoding algorithm from voxel responses
to decoding outputs; reference [21] uses Poisson distributions to describe the decoding
algorithm from colors to decoding outputs. However, what we need is to explain the
decoding algorithm from opponent-color signals as the outputs of ganglion cells to
decoding outputs in visual cortex. Using the decoding model, we can build a two-layer
neural network, with which we can easily explain the decoding algorithm.

Fig. 6. The Evolution of color vision illus-
trated by splitting sensitivity curves. (Color
figure online)

Fig. 7. Different kinds of color blindness
illustrated by incomplete separations of three
sensitive curves. (Color figure online)
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The decoding model can be regarded as a single-layer neural network with three
inputs and eight outputs. If the three outputs at every sector, such as signals of white,
red, and yellow, are used as the inputs of another fuzzy 3–8 decoder (see Fig. 8), then
we have a two-layer neural network. We call this neural network the Decoding Neural
Network (DNN). Using a two-layer DNN, we can explain how six unique colors plus
white are further decoded into more specific colors that are reconstructed in the human
visual cortex, as shown in Fig. 8. For example, one output represents an orange or pink
color in the visual cortex.

We can also use the DNN for color recognition, not only for three primary colors,
but also for four primary colors perceived by robots [24].

4 Discussions

4.1 About the Reasonability of the Decoding Model

Several reasons make the decoding model convincible:

• The model is concise, symmetrical, and without any coefficient.
• It can be used to explain the opponent-process, color evolution, color blindness

more naturally than the popular zone models.
• It can be used to explain the decoding and reconstruction of colors in the visual

cortex more conveniently.
• In the popular zone model, red plus green at the zone of visual cones become

yellow; yet, red plus green at the zone of visual nerves become white. Therefore, the
meanings of “red” and “green” in the popular zone model are easily misunderstood.
However, the decoding model does not have this problem.

Fig. 8. A two-layer DNN can be used to explain the decoding algorithm from voxel responses in
cones to decoding outputs in the visual cortex. (Color figure online)
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• The decoding model is more compatible with the laws of color mixture that are used
for the color transform of computer graphics.

• We can also use the decoding model to explain the phenomenon of negative after-
image conveniently. For example, when the sensitivity of the R-cone falls down,
½BG�R� for cyanness will be over zero when white (1, 1, 1) is perceived so that white
looks cyan.

There is a possible problem with the decoding model. In the popular zone model,
there are only two pairs, instead of three pairs, of opponent colors. It seems that
psychological and physiological experiments support the affirmation that only two pairs
of opponent colors exist. However, we can argue that the “red and green” in the popular
zone model is, in fact, a pair of opponent colors between red-cyan and green-magenta.
More than four unique colors were also affirmed by others [27].

According to the decoding model, we can make two predictions. One is that there
should be some fuzzy logic gates, which execute the operations of maximum, mini-
mum, and even median, in the human retina. Another is that there should be some
chromatic opponent units in visual nerves, whose response curves have a horizontal
line, instead of a neutral point, between positive and negative parts (see the right part of
Fig. 5). These logic gates and opponent units have not been mentioned yet (which is
another problem with the decoding model) either because most experiments were made
with animals whose color vision is not complete as ours, or because the guidance from
appropriate theory was absent. For example, a widely used method for identifying a
chromatic opponent unit is to find its neutral point [28]; however, this method is not
suitable for identifying the opponent unit suggested above. The author believes that the
predicted logic gates and the opponent units will be discovered soon by physiologists
who pay attention to them.

4.2 About the Potential Applications of the Decoding Neural Network

Figure 8 indicates that we can use several or many 3–8 or n − 2n decoders to construct
a two-layer or multi-layer Decoding Neural Network (DNN). Compared with the
popular neural network, the DNN has different characteristics:

• It uses fuzzy logic without parameters.
• Every nerve cell in the next layer has inputs that are selected from one sector of the

previous layer.
• The number of non-zero outputs is equal to the number of inputs.

Using biologic feature vectors instead of color vectors, we may use a DNN to
recognize some different living things. It is possible to combine the DNN with existing
neural networks to improve machine learning in some cases. We need further studies
on the DNN.
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5 Conclusions

This paper has introduced the decoding model of color vision, including the fuzzy logic
and the opponent-process for it. This model can unify Young and Helmholtz’s tri-
pigment theory and Hering’s opponent theory more naturally than the popular zone
models. And, this model is symmetrical and compatible with the popular color trans-
form method, and hence, is also practical. The paper has used the decoding model to
explain color evolution and color blindness pictorially. It has also used the DNN, which
consists of two-layer fuzzy 3–8 decoders, to explain the decoding and reconstruction of
colors in the visual cortex. These explanations indicate the reasonability of the
decoding model. The DNN that consists of some fuzzy n − 2n decoders has some
desirable characteristics for machine learning and needs further studies.
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Abstract. Convolutional matrix factorization (ConvMF), which integrates
convolutional neural network (CNN) into probabilistic matrix factorization
(PMF), has been recently proposed to utilize the contextual information and
achieve higher rating prediction accuracy of model-based collaborative filtering
(CF) recommender systems. While ConvMF uses max-pooling, which may lose
the feature’s location and frequency information. In order to solve this problem,
a novel approach with segmented max-pooling (ConvMF-S) has been proposed
in this paper. ConvMF-S can extract multiple features and keep their location
and frequency information. Experiments show that the rating prediction accu-
racy has been improved.

Keywords: ConvMF � CNN � PMF � Max-pooling

1 Introduction

Recommender systems have drawn more and more attention in the last decade. They
can help people get useful information from “the ocean of information”, and can be
found in many fields of our life. For example, Alibaba and Amazon use recommender
systems to recommend products to their users in their e-commerce platforms. Facebook
and Tencent Weibo apply recommender systems in their social networks.

Collaborative filtering (CF) is one of the main methods to build recommender
systems [1]. Recently, combined with CF, there are more and more efforts to apply
deep learning in recommender systems [2–8]. Due to the exploding growth of the
number of users and items, the sparseness of relationships between users and items can
be extremely high, which deteriorates the prediction accuracy of the CF recommender
systems. In order to alleviate this problem, auxiliary information such as description
documents of items, which are easily available from various sources, have been utilized
to enhance the rating prediction accuracy. Especially, convolutional neural network
(CNN) has been integrated into probabilistic matrix factorization (PMF) to develop
convolutional matrix factorization model (ConvMF).

Convolution and pooling are of the most important stages in CNN. And max-
pooling is the most common sub-sampling operation of pooling layer. It only keeps the
maximum feature from each feature vector obtained from convolution layer, which has

© IFIP International Federation for Information Processing 2020
Published by Springer Nature Switzerland AG 2020
Z. Shi et al. (Eds.): IIP 2020, IFIP AICT 581, pp. 299–309, 2020.
https://doi.org/10.1007/978-3-030-46931-3_28

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-46931-3_28&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-46931-3_28&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-46931-3_28&amp;domain=pdf
https://doi.org/10.1007/978-3-030-46931-3_28


the following disadvantage: (1) The location information of the features is totally lost.
In fact, the location information is kept in convolution layer. (2) Sometimes, certain
features may appear frequently. The more frequently it appears, the stronger it is. But
max-pooling also loses this frequency information.

In order to address this problem, we propose a new approach with segmented max-
pooling, which is called ConvMF-S to improve the ConvMF.

2 Related Work

The great success achieved by convolutional neural network in computer vision has
inspired the recent effort to apply deep learning method in NLP. Since 2014, significant
work in this field have been published.

Kalchbrenner [9] has proposed a CNN model for sentence modeling, which uses
dynamic k-max pooling as a global pooling operation over linear sequences. Besides,
he [10] has also proposed an extended CNN for processing sequences. The resulting
network has two core properties: it runs in time that is linear in the length of the
sequences and it sidesteps the need for excessive memorization, which can solve the
problem that the pooling layer may lose some information (whether the information is
useful or useless). Chen [11] has proposed a CNN model for event extraction, which
uses a dynamic multi-pooling layer according to event triggers and arguments to
reserve more crucial information. Lei [12] has proposed a non-linear discontinuous
CNN for text modeling, which nonlinearly transforms the convolutional layer. The
multi-column CNN model introduced by Dong [13] uses multiple columns of CNN to
learn the representations of different aspects of questions. Ma [14] exploits various
long-distance relationships between words, and presents a dependency-based convo-
lution framework. Johnson [15] studies CNN on text categorization, the author directly
applies CNN to high-dimensional text data, which leads to directly learning embedding
of small text regions for use in classification.

More recently, CNNs have also been applied in recommender systems. Several
hybrid methods have been proposed for recommender systems that utilize auxiliary
information, particularly, the reviews and abstracts of items. Kim [16] has presented
ConvMF, a robust document context-aware hybrid method which seamlessly integrates
CNN into probabilistic matrix factorization (PMF) in order to capture contextual
information in description documents for the rating prediction while considering
Gaussian noise differently through using the statistics of items. While its max-pooling
layer extracts only the maximum contextual feature from each contextual feature
vector. So the information of feature strength is lost. Meanwhile, the location that
feature appears is also important, which is also ignored in ConvMF. In order to address
the former limitation of ConvMF, we propose an approach with segmented max-
pooling, which can keep multiple features when pooling and reflect the location
information of features.

300 D. Zhang et al.



3 Improved Convolutional Matrix Factorization: ConvMF-S

3.1 Convolutional Matrix Factorization

In essence, CNN is a classifier because its object is to address classification task, such
as image recognition, label predicting for words, phrases or documents. While the
object of recommender is a regressive task. So traditional CNN is not suitable for
recommender tasks.

Convolutional matrix factorization can address the above issue through seamlessly
integrating CNN into PMF. The probabilistic model of ConvMF is shown in Fig. 1.

The left dotted part is PMF and the right dashed part is CNN. Suppose we have N
users and M items, and observed ratings are represented by R 2 RN�M matrix. Then the
conditional distribution over observed ratings is given by formula 1.

PðRjU;V ; r2Þ ¼
YN
i

YM
j

NðrijjuTi vj; r2ÞIij ð1Þ

Figure 2 illustrates the CNN architecture for ConvMF, which is composed of four
layers: embedding layer, convolution layer, pooling layer and output layer.

(1) Embedding layer
The object of the embedding layer is to transform a raw document into a dense
numeric matrix for the convolution layer. The document matrix D 2 Rp�l can be
represented by:

D ¼ ½� � �wi�1,wi,wiþ 1 � � �� ð2Þ

where l is the length of the document, and p is the size of embedding dimension
for each word w.

Fig. 1. Probabilistic model of ConvMF
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(2) Convolution layer
The convolution layer is responsible for extracting contextual features. A con-
textual feature c ji 2 R is extracted by jth shared weight W j

c 2 Rp�ws whose window
size ws determines the number of surrounding words:

c ji ¼ f (W j
c � Dð:;i:ðiþws�1ÞÞ + b j

c) ð3Þ

where � is a convolution operator, b j
c 2 R is a bias for W j

c and f is a non-linear
activation function. Then, a contextual feature vector cj 2 Rl�wsþ 1 of a document
with W j

c is constructed by:

c j ¼ ½c j1; c j2; � � � ; c ji ; � � � ; c jl�wsþ 1� ð4Þ

(3) Pooling layer
The pooling layer extracts representative features from the convolution layer, and
also deals with variable lengths of documents via pooling operation that con-
structs a fixed-length feature vector. Max-pooling is utilized here to reduce the
representation of a document into a fixed-length vector. The maximum contextual
feature from each contextual feature vector can be expressed as:

df ¼ ½maxðc1Þ;maxðc2Þ; . . .;maxðc jÞ; . . .;maxðcncÞ� ð5Þ

(4) Output layer
High-level features obtained from the previous layer could be converted at output
layer. The produced document latent vector can be expressed as:

s ¼ tanhðWf 2ftanhðWf 1df þ bf 1Þgþ bf 2Þ ð6Þ

where Wf 1 2 Rf �nc , Wf 2 2 Rk�f are projection matrices, and bf 1 2 Rf , bf 2 2 Rk are
bias vectors for Wf 1, Wf 2

Document latent vector output layer

pooling layer

convolution layer

embedding layer

Recommendation systems predict ratings accurately document

...

...

...

...

Fig. 2. CNN architecture for ConvMF
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Finally, latent vectors of each document are returned as output:

sj ¼ cnnðW ;XjÞ ð7Þ

where W denotes all the weight and bias variables and Xj denotes a raw document of
item j, and sj denotes a document latent vector of item j.

3.2 Improved ConvMF with Segmented Max-Pooling (ConvMF-S)

Convolution and pooling are of the most important stages in CNN. And max-pooling is
the most common sub-sampling operation of pooling layer. It only keeps the maximum
feature from each feature vector obtained from convolution layer. One of the advantage
of max-pooling is that it can reduce the number of the features to enhance performance
and it can also keep the length of the feature vectors the same which makes it easy to
construct the following layers. The architecture of max-pooling is shown in Fig. 3.

The disadvantage of max-pooling has been stated in Sect. 1. In order to deal with
this problem, we propose a new approach with segmented max-pooling, which is called
ConvMF-S to improve the ConvMF. It divides each feature vector obtained from
convolution layer into segments as required and extracts the maximum value from each
segments. The architecture of segmented max-pooling is shown in Fig. 4.

In ConvMF-S, the embedding layer, convolution layer and output layer are the
same with ConvMF. The only improvement is in pooling layer, which is described as
follows.

Suppose W j
c is the weight matrix and c ji is a contextual feature extracted by the jth

filter in convolution layer. The length of the document is l. Processed by the convo-
lution layer, a document is represented as nc contextual feature vectors, and each
contextual feature vector has variable length, which is represented by l� wsþ 1.

F1

Filters

F2

F100

...

Convolution Layer Pooling  Layer

Fig. 3. Architecture of max-pooling
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In order to keep more information in pooling layer, we need to divide each con-
textual feature vector into segments, and extract the maximum contextual feature from
these segments. If a contextual feature is divided into s segments, the length of each
segmented contextual is represented by Eqn:

n ¼ l� wsþ 1
sþ 1

� �
ð8Þ

Then the fixed-length contextual feature vector is converted by extracting maxi-
mum contextual features from s segments:

df ¼ ½s1; s2; . . .; s j; . . .; snc � ð9Þ

Where:

s j ¼ max c j1; � � � ; c jn
� �

; max c jnþ 1; � � � ; c j2n
� � � � �maxðc js�1ð Þ�nþ 1; � � � ; c jsnÞ

h i
ð10Þ

3.3 ConvMF-S Algorithm

Integrating CNN into PMF, our ConvMF-S algorithm can be described as follows.

F1

Filter

F100

...
Convolution Layer Pooling  Layer

...

Fig. 4. Architecture of segmented max-pooling

Table 1. ConvMF-S algorithm

Input: R: user-item rating matrix, X: description documents of items

1: Embed the one-hot encoded word vectors to generate word sequence D 2 R
p�l from X

2: Process D with filters of three different window size (3, 4, 5) to extract contextual feature
cj 2 Rl�wsþ 1

3: For each cj 2 Rl�wsþ 1, extracts feature values using segmented max-pooling to create the
contextual feature vector df
4: Flatten the pooling results to make it to be one-dimensional
5: Output the document latent vectors
6: Use the document latent vectors as the mean of Gaussian noise of an item to initialize the item
feature matrix
7: Initialize the user feature matrix and fit the rating matrix R with item feature matrix
8: Output the result of RSME
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4 Experiments

In this section, we evaluate the performance of ConvMF-S algorithm compared with
PMF and ConvMF.

4.1 Experimental Environment and Datasets

We use ml-100k dataset obtained from Movielens, which contains 100,000 ratings on
1682 movies from 943 users. And we randomly divide it into training set (80%),
validation set (10%) and test set (10%).

We also obtain documents of corresponding items from IMDB. The obtained
documents are preprocessed as follows: (1) Set maximum length of input documents to
300; (2) Remove stop words; (3) Calculated TF-IDF score for each word; (4) Remove
corpus-specific stop words of which the document frequency are higher than 0.5;
(5) Select top 8000 distinct words as a vocabulary; (6) Remove all non-vocabulary
words from input documents.

4.2 Word Vectors Pre-training with Word2vec

One of the most critical issues of contextual-based deep hybrid recommender systems
is how to utilize text data more efficiently to generate high-quality features. This
involves text analysis tasks in NLP. Therefore, Our word embedding vectors are ini-
tialized with word2vec [17], a very popular pre-trained word embedding model. And
we pre-train our word vectors on IMDB, which contains 50000 labeled comments and
50000 unlabeled comments.

Each comment in IMDB is kept as a single file. So we merge these comments as a
dataset. The format of the merged dataset is shown in Table 2.

The field id in Table 1 represents the file name of the comment. Left side of the
underline is the movie ID, and right side is the rating of the movie from user. The
contents of review are processed by removing HTML labels, punctuations and num-
bers, transforming them into lowercase, splitting them into individual word and
rejecting repeated words.

Table 2. Format of the merged dataset

Line-number Id Sentiment Review

0 5814_8 1 “With all this…kay. <br/><br/> Visually….
1 2381_9 1 “\” The Classic War of the Worlds\” by…
2 7759_3 0 “The film starts with a manager (Nichola…
3 3630_4 0 “Superbly trashy and wondrously …

A Content-Based Deep Hybrid Approach with Segmented Max-Pooling 305



4.3 Experimental Results

In our experiments, RMSE (Root Mean Squared Error) is adopted as the evaluation
measure, which is related to the objective functions of prediction models.

Firstly, we compare the performance of these three algorithms based on the
numbers of iterations, which is illustrated in Fig. 5.

From Fig. 5, it can be seen that PMF converges quickly during the first 15 itera-
tions, the RMSE value tends to be stable after 15th iterations. ConvMF converges
quickly during the first 20 iterations. After the 20th iteration, the model is still con-
verging, but the convergence speed is slowed down. ConvMF tends to be stable and the
RMSE value does not change when the number of iterations exceeds 30. ConvMF-S is
superior to PMF and ConvMF at the beginning of the model training, indicating that
the segmented max-pooling effectively improves CNN’s ability to analyze document
data. ConvMF-S’s final iterative result is also superior to the other two algorithms
which further proves that the improved method can effectively improve the recom-
mender quality.

Secondly, we compare the performance of the three algorithms on training sets with
different percentages (20%, 40%, 60% and 80%). The result is shown in Fig. 6.

Fig. 5. Comparison of numbers of iterations
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From Fig. 6, it can be seen that the RMSE values of the three algorithms get
smaller as the percentage of the training set becomes higher. The recommended results
of the other two algorithms are better than the PMF algorithm, just because adding
document information can improve accuracy. ConvMF is better than ConvMF-S when
the percentage of the training set is beyond 40%. When the percentage of the training
set rises exceed 40%, ConvMF-S surpasses ConvMF.

Finally, we compare the performance of ConvMF-S with embedded pre-trained
word vectors and without embedded pre-trained word vectors. The result is shown in
Fig. 7.

Fig. 6. Comparison on training sets with different percentages

Fig. 7. Effect of the embedded word vectors
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From Fig. 7, we can see that there is no obvious difference whether word vectors
are embedded. While the model with embedded word vectors is still converging after
30 iterations. And the final result of the model with embedded word vectors also
surpasses the model without embedded word vectors.

5 Conclusion

In this paper, we introduces a novel content-based deep hybrid approach with seg-
mented max-pooling, which we call ConvMF-S. The segmented max-pooling can
preserve the location information and frequency information while extracting features.
Experiments show that the performance of recommendation is improved. Future work
may include using distributed technology to deal with the situation in which the
document data is extremely large or the selected dimension is especially high.
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Abstract. In today’s world where the number of images is huge and people
cannot quickly retrieve the information they need, we urgently need a simpler
and more human-friendly way of understanding images, and image captions
have emerged. Image caption, as its name suggests, is to analyze and understand
image information to generate natural language descriptions of specific images.
In recent years, it has been widely used in image-text crossover studies, early
infant education, and assisted by disadvantaged groups. And the favor of
industry, has produced many excellent research results. At present, the evalu-
ation of image caption is basically based on objective evaluation indicators such
as BLUE and CIDEr. It is easy to prevent the generated caption from
approaching human language expression. The introduction of GAN idea allows
us to use a new method of adversarial training. To evaluate the generated
caption, the evaluation module is more natural and comprehensive. Considering
the requirements for image fidelity, this topic proposes a GAN-based image
description. The Attention mechanism is introduced to improve image fidelity,
which makes the generated caption more accurate and more close to human
language expression.

Keywords: GAN � Deep learning � Attention mechanism � Image caption �
LSTM

1 Introduction

Image caption, as its name suggests, generates natural language descriptions of specific
images. Due to its extensive use in image-text cross-research, early infant education,
and assistance from disadvantaged groups, it has become more and more popular in
academia and industry in recent years. There has produced a lot of excellent researches
and results related to it [1, 2].

With the rapid development of the Internet and computer technology, we have
formed a world constructed with images. Using a large number of images to auto-
matically generate easy-to-understand knowledge has become a topic that attracts wide
attention. On the one hand, the number of images is increasing, on the other hand,
people cannot retrieve and find the required information from such a large number of
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images. Therefore, we urgently seek to be able to automatically analyze and understand
image information, a simpler and more human-friendly way of image understanding,
and image caption was born to meet this need, it can automatically build images
consistent with human cognition Semantic information. At the same time, in solving
such a problem of interaction between images and NLP, the traditional deep learning
technology is further improved and integrated to adapt to such a difficult task.

Computer vision is an important task in the computer field, and image perception
and image texting are the main problems to be solved. Studying such an image
understanding technology (image caption) has very important progress significance.
This is a classic artificial intelligence, brain-computer collaboration and other frame-
work for the classic problem of image information understanding and perception, that
is, how to use the computer’s brain-computer collaboration, neural Understanding to
simulate people’s analysis, cognition, recognition and memory functions of images.
What’s more, this technology will be a sign that traditional artificial intelligence is
moving towards true artificial intelligence. In addition, the latest research results in the
field of machine learning and artificial intelligence will also be further used for this task
to improve performance and theoretical supplementation. In the process, they com-
plement each other and promote each other.

2 Related Work

In general, the current method for image caption tasks in the field of deep learning is
mainly the Encoder-decoder model. That is, the basic extension of the model based on
CNN + RNN. In addition, after the introduction of the attention mechanism, the per-
formance of the universal Encoder-decoder model has been significantly improved. In
2014, Baidu’s Mao Junhua and others creatively combined CNN and RNN to deal with
problems such as image annotation and image sentence retrieval. At the same time,
they pioneered the application of deep learning to the image caption task and achieved
good results. Although the model m-RNN proposed in this paper has some disad-
vantages, it has achieved very good results, so far, many domain papers still use this
model as a baseline [3]. Later in 2014, GOOGLE proposed the NIC model to promote
the m-RNN. They replaced RNN with LSTM and AlexNet with GooLeNet, in the end
the model was a great success [4].

In recent years, there have been a lot of related work and many gratifying break-
throughs in the image caption task. This has benefited from convolutional neural
networks and recurrent neural networks [5], but almost all solutions have not departed
from the Encoder-Decoder framework. Lu, Xiong, Parikh and Socher introduce
Attention mechanism in to the CNN Part and greatly improved the efficiency of the
model [6]. Anderson, He and Buehler et al. added attention-mechanism to feature
extraction and caption generation to improve performance [7]. Chen, Mu et al. Tried to
introduce GAN’s adversarial training ideas into the image caption task to improve
performance even more [8]. However, they still leave issues of feature distortion and
semantic relevance.
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3 Model Combined with GAN

Next, we will propose an Image Caption Model combining GAN’s adversarial training
ideas, based on Convolution Neural Network (CNN) and Long Short Term Memory
Network Network (LSTM). And introduce with the Attention Mechanism to improve
performance. When we describe an image, we need to pay attention to the content of
the image as well as the language foundation. When we get the word “cat,” we focus on
the cat part of the image and ignore the rest. The prediction of a word requires not only
the introduction of attention mechanism in the language model, but also in the image.

3.1 CNN for Feature Extraction

Bottom-up Model. In this model, we define spatial regions based on bounding boxes
and use Faster R-CNN to achieve bottom-up attention model [9, 10]. Faster R-CNN is
an object detection model designed to identify object instances belonging to certain
classes and localize them using bounding boxes. The final output of the model includes
the softmax distribution on the class labels and the class-specific bounding box opti-
mization proposed by each box. To pre-train the bottom-up attention model, we first
initialize Faster R-CNN using pre-trained ResNet-101 for classification on ImageNet.
To predict the attributes of region i, we embed the average merged convolutional
feature vi with the learned ground truth object classes and feed them to define the
softmax distribution on each attribute class and the additional output of the “no attri-
bute” class Layer.

3.2 LSTM for Caption Generation

Top-down Model. General RNN cannot save too much information, there is only one
state in the hidden layer, if we add another state C to save long-term information, the
problem will be solved. LSTM is an improved recurrent neural network, it uses gate to
control long-term status C [11]. The gate can be expressed as:

g xð Þ ¼ r Wxþ bð Þ ð1Þ

W is the weight vector of the gate and b is the bias term. r is the sigmoid function and
the range is (0,1), so the state of the gate is half open and half closed. The final output
of the LSTM is jointly controlled by the output gate and cell state:

ht ¼ ot � tanh ctð Þ ð2Þ

Because of the control of oblivion gate, it can save the information of a long time
ago, and because of the control of the input door, it can avoid the current inconse-
quential content from entering the memory.
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3.3 Attention Mechanism

The AM model is one of the most important developments in the field of NLP in the
past few years, and appears in most current papers with the Encoder-Decoder frame-
work [12]. But the AM model can be used as a general idea. When the general RNN
model generates a language sequence, the predicted next word is only related to its first
n words.

yi ¼ f yi�1; yi�2; yi�3; . . .;Cð Þ ð3Þ

The above formula C represents semantic encoding. Obviously, the semantic
meaning of each word is unreasonable. A word will not only be related to the nearest
word, so we give each word a probability distribution and express its relevance to other
words. And replace C with Ci.

Ci ¼
XTx

j¼1
aijhj ð4Þ

Tx represents the number of other words related to Ci, and aij represents the probability
of attention between two words. hj is the information of the word itself. The question
now is how to calculate the probability distribution. It is usually to calculate the
similarity between the current input information Hi and the previous information hj

After the multi-layer convolution structure, the image information is compressed
into a vector I. When predicting each word, you need to associate some information in
the vector. The image attention parameter W is a parameter that we need to train to
obtain.

Ai ¼ I �Wi ð5Þ

Finally, the functional relationship of each predicted word is as follows:

yi ¼ f Ai;Ci; yi�1; yi�2; yi�3; . . .ð Þ ð6Þ

3.4 Adversarial Training of GAN

The Generative Adversarial Network consists of a Generative Network and a Dis-
crimination Network [13, 14]. The generating network randomly samples from the
latent space as input, and its output needs to mimic real samples in the training set as
much as possible. The input of the discriminating network is the real sample or the
output of the generating network. The purpose is to distinguish the output of the
generating network from the real samples as much as possible. The generation network
should try to deceive the identification network as much as possible. The two networks
oppose each other and constantly adjust the parameters. The ultimate goal is to make
the judgment network unable to judge whether the output of the generated network is
true. Introduced the idea of GAN’s adversarial training in LSTM to make the generated
caption closer to human natural language expression, that is, more authentic. In the
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LSTM model discussed above, we add a discriminator D; and an evaluator E, where
D; is used to determine that the caption is a machine-generated probability d and E is
used to evaluate the accuracy of caption. Combine the two scores and feed them back
to the network to train the network:

r ¼ a � dþ 1� að Þ � e ð7Þ

And the whole model is shown as Fig. 1:

4 Experiments

In order to compare with the prior art, we conducted a large number of experiments
using the BLEU metrics [15] to evaluate the effectiveness of our model. Experiments
used the MSCOCO 2014 data set, which includes 123000 images. The dataset contains
82783 images in the training set, 40504 images in the validation set and 40775 images
in the test set. we use the whole 82783 training set images for training, and selects 5000
images for validation and 5000 images for testing from the official validation set.

4.1 Evaluating Indicator

A popular automatic evaluation method is the BLEU algorithm proposed by IBM.
The BLEU method first calculates the number of matching n-grams in the reference
sentence and the generated sentence, and then calculates the ratio of the number of n-
grams in the generated sentence. As an evaluation indicator. It focuses on the accuracy
of generating words or phrases in sentences. The accuracy of each order N-gram can be
calculated by the following formula:

Pn ¼
P

i

P
k min hk cið Þ;maxj2mhk sij

� �� �
P

i

P
k min hk cið Þð Þ ð8Þ

The upper limit of N is 4, which means that only the accuracy of 4-gram can be
calculated.

Fig. 1. Our whole model
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4.2 Results and Discussion

This model is improved on the basis of the basic model and improves the performance
on the basis of the baseline. By comparing with the two previous models, we get a
higher accuracy rate. As we can see in the Table 1, compared with other mainstream
algorithms, one and two keywords perform better, but the effect of getting more
keywords is not good.

5 Conclusions

Image caption is a complex task, and deep learning-based frameworks have become the
current mainstream method. This paper proposes a multi-attention mechanism based on
GAN training methods, which requires understanding the syntax of sentence generation
and the content in images. Different words have different levels of attention to image
content, and contexts have different levels of attention. Experimental results show that
under the BLEU evaluation standard, the attention mechanism combined with GAN
training methods can achieve better results.
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