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Preface

Mechatronics is a dual concept referring both to an integrative and innovative
technology and a synergetic and collaborative design methodology merging mul-
tiple engineering domains. This, mechatronics, is also a key interface between
physical, cyber and human spaces.

For all these reasons, mechatronics is at the heart of Industry 4.0 concepts.
Indeed, this discipline provides scientific and industrial actors with means to design,
produce, integrate and operate autonomous robots, cyber-physical production sys-
tems (CPPS) with relevant industrial Internet-of-Things (IoT), smart actuators and
sensors, monitoring and control systems with diagnostic capacities, etc.

It also provides designers with methodologies and modeling tools and languages
for a consistent and efficient model-based engineering of all those key technologies
needed for the Industry 4.0 concepts implementation.

This book is a compilation of 15 selected peer-reviewed papers from the
International Workshop on Mechatronics 4.0 in its first edition held from June 8 to
9, 2019, in Mahdia, Tunisia. It was organized jointly by the Laboratory of
Mechanics, Modelling and Production (LA2MP) of the National School of
Engineers of Sfax (ENIS), Tunisia, and the QUARTZ Laboratory from Higher
Institute of Mechanics in Paris, SUPMECA, France.

The International Workshop was focused on the latest advances in mechatronics
and multiphysics systems design and modeling in the era of Industry 4.0. It was the
occasion to discuss and exchange new ideas and present the results of current
research activities in the field. The topics that were discussed and have been cov-
ered by chapters selected for this book include: theoretical foundations of mecha-
tronics; mechatronics for Industry 4.0 and cyber-physical systems; and design,
modeling and diagnostics of mechatronics systems.
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Maintenance 4.0 of Wind Turbine

Ahmed Hammami, Fathi Djemal, Atef Hmida, Fakher Chaari,
and Mohamed Haddar

Abstract Energy production through Wind turbine installations is increasing fast.
In fact, wind turbines become bigger in size and power, what incurs that a simple unit
defect causes huge energy losses. They are running in severe conditions of speed and
load due to the variation of the wind speed. In addition, Wind turbines are subject to
the environmental conditions such as wind shear, turbulence, gusts, rain, snow, sand
and sea for offshore wind turbines. For this, their diagnoses and their follow-up is
a priority to avoid the stops of production. In, developing techniques for prognostic
and remaining useful life estimation is a very urgent necessity in wind turbine main-
tenance. Maintenance 4.0 is smart maintenance which refers to the last industrial
revolution “Industry 4.0”: It proposes strategies to meet these expectations by imple-
menting advanced monitoring techniques through highly developed instruments and
real-time signal processing techniques and by building models based on algorithm
that will ensure a self- improvement and optimize the failure prediction. In this paper,
a process of the predictive maintenance 4.0 is proposed and applied to a wind turbine
in order to optimize operating costs and improve the energy efficiency of this system.
In fact, dynamic, thermal and material information which are extracted from sensors
are combined and characterized in the real time for a global process monitoring.
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Keywords Predictive maintenance 4.0 ·Wind turbines · Advanced monitoring ·
Real-time signal processing

1 Introduction

The wind turbines are frequently built as wind farm. They can have several faults
that can cause failures with different levels of severity (Ziane 2017). Since their
maintenance work is very hard task, many researchers focused on wind turbine in
order to understand its dynamic behavior (Srikanth and Sekhar 2016; Tounsi et al.
2016), to improve their reliability (Musial et al. 2007) and efficiency, to develop
their maintenance, to reduce their operating costs and to improve their running life.
In fact, Marquez et al. (2012) achieved a state of the art of the strategies of mainte-
nance and they presented the different used methods and techniques in the condition
monitoring and signal processing of wind turbines. In addition,Marquez et al. (2016)
used a quantitative method called Fault Tree Analysis (FTA) to identify the critical
components of wind turbines. This method is computed through the Binary Decision
Diagram (BDD) in order to reduce the computational costs. They applied the FTA
method on four groups of elements of wind turbine: the tower, the blade system, the
electrical components and the power drive train which is very sensitive to the vari-
able speed and load running conditions (Hammami et al. 2015a). So, it is essential
to identify the modal properties (Hammami et al. 2015b; Mbarek et al. 2018; Hmida
et al. 2019) of the drive train especially in the non stationary conditions (Mbarek
et al. 2019). The drive train can present inevitable defects and its diagnostic is not
evident since the wind turbine is running in non-stationary conditions (Zhang et al.
2012; Dempsey and Sheng 2013; Sawalhi et al. 2014 Yang et al. 2016; Hammami
et al. 2019). Wind turbine drive train is the most critical and expensive group of
components of wind turbine (Leite et al. 2018) and it is also sensitive to the imple-
mentation conditions such as the offshore floating plate form (Viadero et al. 2014).
Recently, many researchers focused on the prognostic and performance degradation
of rotary machinery systems (Lee et al. 2014; Fourati et al. 2017; Derbel et al. 2019)
and specially the drive train of wind turbines: Pan et al. (2019) used an approach the
empirical Mode Decomposition called CEEMDAN and the Kernal Principal Com-
ponent Analysis in order to evaluate the performance degradation ofWT gearbox and
to predict the Remaining Use Life which is computed through the Extreme Learning
Machine.

Research on wind turbine blade is also very attractive. Not only design, exploring
and performance of blade system receive an increasing amount of attention (Hayat
et al. 2019; Hua et al. 2019; Ansari et al. 2019), but also many studies on fatigue
and failure of blades are carried out (Jensen et al. 2006; van Leeuwen et al. 2002;
Griffin and Zuteck 2001): Mishnaevsky (2019) summarized the repairing techniques
of wind turbine blade and developed new ideas for maintenance blades.

According to the cited research studies, wind turbine is a very complex system
and it needs an intelligent maintenance. For this purpose, we call on maintenance
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4.0 which refers to the last industrial revolution “Industry 4.0”. In this paper, the
maintenance 4.0 is defined inSect. 2where the implementation approach is described.
In Sect. 3, maintenance 4.0 approach is applied on the case of wind turbine.

2 Definition of Maintenance 4.0

Maintenance 4.0 refers to the last industrial revolution “Industry 4.0” where
smart companies, which operate through lean manufacturing strategies and which
enable humans and robots to communicate more easily, are equipped with the
smart machines and tools in order to take advantage of better decisions and
self-development.

2.1 Maintenance Evolution

The predictivemaintenance is always evolving. Four levels of predictivemaintenance
can be found (Fig. 1).

It has been years since we applied the first level of predictive maintenance by
carrying out the visual inspection in the daily rounds.

In the second level, instrumentation and advanced techniques such as thermog-
raphy, vibration analyses are used and we can make the comparison with the old
measurements.

Fig. 1 Predictive maintenance evolution (Haarman et al 2017)
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In the 3rd level, the measurements are permanent. So, we have finer means in
monitoring the state of the machine and its degradation.

The 4th level corresponds to the maintenance 4.0, it is the proactive or predictive
maintenancewherewewillworkwith the big data and themore sophisticated analysis
techniques of the statistics type and the Learning machines. So, we will build models
based on algorithm that will ensure a self-improvement.

2.2 Predictive Maintenance 4.0

The predictive maintenance 4.0 can be defined by the ability to predict potential
failures or failures of an installation and describe the preventive actions of corrections
using data analysis techniques. These data are of several orders and of several sources
such as the technical state of the installations, operating machine condition, the
evolution of the environment of the installation (dust, temperature, humidity …).

Themaintenance history can also be used using ComputerizedMaintenanceMan-
agement System software (maintenance tasks and preventive maintenance). We can
use big data especially when it comes to installations that are similar (for example
wind turbine farm) where can compare and increase the volume of data. And more
than we have to give more than the algorithms will be optimized.

2.3 Implementation Approach of Maintenance 4.0

The implementation of this approach is proposed by Haarman et al. (2017) and it is
shown in Fig. 2.

Maintenance 4.0 requires seven steps: the first and the second steps which are
Asset value ranking and feasibility study and Asset selection can be done together
and at the same time.Maintenance 4.0 approach is based on the creation of value. So,
it is necessary to understand the functioning of machine and the parts of installation
more penalizing and not necessarily those which have the most information. Reli-
ability study is carried out on third step “Reliability modeling” and the fourth step
“Algorithm design” through the proposal of a mathematical model and the creation
of a corresponding algorithm. Then, tests are carried out on the fifth step “Real time
performance monitoring”, the saved data are integrated into the model to refine and
link with the preventive ranges on the sixth step “Failure prediction” and seventh
step “Preventive task prescription”.

To do this, we need a whole series of data. So, we need to make our selection of
conventional indicators. Some data is structured in the CMMS and some that are not
structured.

It is important to optimize regularly the algorithm throughMachine Learning and
to have links with what we know and what we observe in order to predict the default
and prescribe actions before suffering the effects of failure.
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Fig. 2 Implementation approach of maintenance 4.0 (Haarman et al. 2017)

So, we have to manage this approach in order to arrive on the one hand to set up
infrastructure IOT (Internet Of Things) and on the other hand up date of organization.

3 Case Study: Maintenance 4.0 of Wind Turbine

The case of wind turbines is selected to illustrate the implementation approach of
maintenance 4.0 since they are building as wind farm and their maintenance is hard.

3.1 Identification of Critical Components of Wind Turbine

The first two steps of maintenance 4.0 which are Asset value ranking and feasibility
study and Asset selection are applied in this subsection.

In fact, the wind turbine can be divided into four groups of components: the
foundation and tower, blades system, electrical components and the power train
including shafts, bearings and gearbox.

The Fault Tree Analysis can be applied on each group in order to identify the
critical components (Marquez et al. 2016).
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3.2 Instrumentation and Condition Monitoring of Wind
Turbine

Instrumentation ofwind turbine is preparing to the fifth step ofmaintenance 4.0 “Real
time performancemonitoring”.Many techniques of conditionmonitoring can be used
in the case of wind turbines. Vibration analysis is themost used techniques especially
for rotating components. In fact, monitoring of gearbox and bearings through this
technique is very common. In addition, vibration analysis can be adapted to the
monitoring of rotor, blades and tower. Nerveless, these components can be protecting
against the high stress through the strain measurement. The control of generator can
be performed like other electrical equipment through voltage and current analysis
(Feki et al. 2012, 2013). We can found other techniques of condition monitoring
such as acoustic emission, radiographic inspection and thermography of blades, oil
analysis of gearbox. Since the condition monitoring should be performing and in
real time, it is better to use the vibration analysis for the gearbox, bearings and the
tower, the stator current analysis for the generator and the strain measurement for the
blades (Schröder et al. 2005). To carry out test, accelerometers are mounted on the
bearing, gearbox and the tower; strain gauges are mounted on the blades and current
sensors are mounted to measure the stator current (Fig. 3).

3.3 Prognostic and Health Management of Wind Turbine

This subsection covers four steps which are on the one hand the third and the fourth
steps “Reliability modeling” and “Algorithm design” and on the other hand the sixth
and the seventh steps “Failure prediction” and “Preventive task prescription”.

In fact, steps “Reliability modeling” and “Algorithm design” are carried out
together. As an example, Pan et al. (2019) applied these two steps on vibratory
signals of wind turbine gearbox to predict its Remaining Use Life (RUL). They
performed a highly accelerated life test and they employed the Extreme Learning
Machine (ELM) and fruit Fly Of Algorithm (FOA) which is proposed by Ye et al.
(2015). This algorithm is applied after de-noising the vibratory signals and extracting
the health indicator through an approach of Empirical Mode Decomposition (EMD)
called Complete Ensemble EMD with Adaptive Noise (CEEMDAN) and Kernel
Principal Component Analysis (KPCA). In fact, the evolution of the health indicator
as shown in Fig. 4 can be divided into three time-periods: run in, stable and wear.

The comparison between the real RUL and the predicted RUL at the wear period
(Fig. 5) proves the supremacy of the used algorithm.

In addition, this algorithm allows the seventh step “Failure prediction” because
they (Pan et al. 2019) predict debris damage happened to the low-speed stage bearing,
the ring gear and the oil filter.
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Fig. 3 Instrumentation of wind turbine
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Run in Stable Wear

Fig. 4 Health indicator (Pan et al. 2019)

Fig. 5 RUL prediction
model based on FOA-ELM
algorithm (Pan et al. 2019)

4 Conclusion

Maintenance 4.0 is a smart maintenance and it can be applied on wind farm where
wind turbines are comparable installations and they are running in the same con-
ditions. So, Big data can be used to predict failure by applying Learning Machine
Algorithm to predict failure. Extreme learning machine (ELM) optimized by fruit
fly of algorithm (FOA) is an effective algorithm for RUL prediction.

To carry out this, strain gauges, current sensors and accelerometers should be
mounted respectively on the blades, alternator and rotating components (gearbox,
bearing and tower). Themeasurements should be in real time and the extracted signals
are processed to be used by a learning machine for failure prediction.

Acknowledgements The authors gratefully acknowledge the Project No. “19PEJC10-06” funded
by the Tunisian Ministry of Higher Education and Scientific Research.
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An Analytical Approach to Model-Based
Parametric Design of Mechatronic
Systems with Modelica: A Case Study

Ghazoi Hamza, Maher Barkallah, Moncef Hammadi, Jean-Yves Choley,
Jamel Louati, Alain Riviere, and Mohamed Haddar

Abstract Parametric study is a crucial step in the design process of a mechatronic
system. In fact, it helps designers to describe the model parameters, the physical
phenomena and to modify the design parameters to reach more satisfactory results in
the predesign phase. The main idea of this paper is to develop a novel pre-designing
approach to perform parametric studies concerning complex interactions among the
different internal components of a system. In this paper, we are interested only in
the vibration constraint between the different components embedded in a mecha-
tronic system. To illustrate our approach, we used a specific case study: the vibration
interaction between a dynamic excitation and a flexible beam as a support structure,
having simply supported boundary conditions is investigated. The position of the
perturbation source over the beam is parametrized and the feedback effect between
components is taken into consideration. Our methodology is based on a pure ana-
lytical approach with Modelica/Dymola as an object oriented modeling language.
This model can help designers to perform a parametric study and to examine the
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impact of the design variables on the mechatronic system response at an early stage
of design. Object-oriented approach is used to produce a reusable component-based
architecture.

Keywords Pre-designing · Parametric study · Mechatronic system · Modelica

1 Introduction

Mechatronic system is based on the close interaction of mechanical and electronic
components. It exhibits both discrete and continuous dynamic behaviors, which can
all be definedby systemsof differential algebraic equations representing the exchange
of signals, energy or other continuous entities between system devices (Zheng et al.
2016; Hammadi and Choley 2015; Hamza et al. 2015).

Mechatronic systems are facing several physical constraints like vibration and
temperature, thus interaction phenomena between components becomes emergent at
the system level.

Disturbance may cause several problems induced by vibration like as structural
degradation and failure, malfunction of components, noise transmission, human dis-
comfort and different other problems (Hamza et al. 2017). Therefore, it might be
of important to decrease vibration from a certain part of the structure more than the
other. Furthermore, the vibration existence in some structures which contain sen-
sitive elements such as electronics cards may weaken their performance (Buchacz
2008; Veprik 2003).

A novel pre-dimensioning approach to investigate the vibrational aspects of a
multibody system has been proposed in the previous works (Hamza et al. 2015b). In
fact, the vibration interaction between electronic cards and motors has been studied.
The location of these components is on a flexible continuous structure. Components
positions over the support structure are parametrized.We assumed that motor creates
perturbation over a well-defined rectangular area of the plate. Tomodel the electronic
card, a rigid mass mounted fixed on the plate is considered.

The influence of boundary conditions on the system’s response is investigated
in (Hamza et al. 2018b). In this research work, clamped–clamped (C-C) and sim-
ply supported–simply supported (S-S) configurations are investigated. to build a
reusable component-based architecture, object-oriented approach is implemented.
This methodology supports system designers to define concepts and solutions.

Beam type structures are often used inmachinery industries and steel construction.
Several engineering problems can be modelled as simple degree of freedom system
(sdof)-beam copled system, like as the case of an engine or electric motor mounted
elastically on a structure (a beam or a plate). The literature concerned is abundant
(Tang et al. 2008; Wu and Chen 2000; Inceao and Gürgöze 2001). There are many
approacheswhich are used in order to study this kind of problems such as the assumed
mode methods, Laplace transform, Lagrange’s multipliers, numerical and analytical
combined method and even a pure analytical solution for simple cases. For example,
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Tang et al. (2008) studied the vibration transmission in a coupled system including of
a sdof system and a beam using on the recurrence equation approach. The parametric
analysis of this system was discussed in this work.

In this paper, new mechatronic system predesign methodology is presented. To
achieve this, parametricmodels are developed inModelica/Dymola. Theorganization
of this paper is as follows. A short presentation of the analytical development of the
problem is shown in Sect. 2. Section 3 describes the modeling of the system. Some
results are presented in Sect. 4. The last section summarizes and concludes the paper.

2 Analytic Formulation of the Beam Vibration

This section presents the theory of determining the “steady” response amplitude of
a beam carrying a concentrated element, considering the feedback effect based on
an analytical method.

The system Fig. 1 consists of a spring–damper–mass system. Simply mounted on
beam at position x = a.

Themass block is subjected to a harmonic excitation Fe− jωt is applied to themass
block, where m, k and c are the mass, stiffness and damping coefficient of the sdof
system. The beam has a uniform structure with a constant rectangular cross-section
(Tang et al. 2008).

The vibration equation governing the beam transverse motion is the following
(Tang et al. 2008):

E J
∂4w(x, t)

∂x4
+ ρS

∂2w(x, t)

∂t2
= Fe− jωtδ(x − a) (1)

Fig. 1 Schematic representation of a coupled beam-sdof system
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In this equation E, S, ρ and J are respectively, the Young’s modulus, the beam
cross-sectional area, the constant density of the beam material and the moment of
inertia. x is the spatial coordinate t is the time and δ represents the Dirac–delta
function.

W (x, t) denotes the beam transverse deflection (displacement), L is the beam
length. The Euler–Bernoulli beam model was assumed which the effects of rotary
inertia and shear deformation are neglected.

The natural frequency of the beam without the sdof system is:

ωn = n2π2/L2
√
E J/ρS (2)

The beam boundary conditions are the following:

w(0, t) = w(L , t) = 0,
∂2w(0, t)

∂2x
= ∂2w(L , t)

∂2x
= 0 (3)

Assuming,

w(x, t) = w(x)e− jωt (4)

The analytical solution of transverse amplitude for a simply supported beam
carrying a sdof system, in the steady–state situation, is (Tang et al. 2008):

w(x) = FH/(1 − GD)

c2ω2 + (k − mω2)2

−2

ρSL

∞∑

n=1

sin(nπa/L) sin(nπx/L)

ω2 − ω2
n

(5)

where,

D = 1

c2ω2 + (
k − mω2

)2
−2

ρAL

∞∑

n=1

sin2(nπa/L)

ω2 − ω2
n

(6)

G = k2mω2 + c2mω4 − km2ω4 + jcm2ω5 (7)

and,

H = k2 + c2ω2 − kmω2 + jcmω3 (8)
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3 Modelica System Modeling

Modelica as an object oriented free language has been considered to implement the
analytical models developed above. The system is composed of a set of particular
connected entities Fig. 2. We have developed in Modelica a new component called
“flexible beam”. The component has been implemented with a connector which is of
Flange type;makes the element compatiblewith components, belong to theModelica
translational library (Modelica library tomodel one dimensionalmechanical system).

The perturbation source is represented by a sdof system linked to the beam. to
model the excitation source, Modelica Components library are used (the linear 1D
model composed of a damper and spring in parallel and a sliding mass). The mass is
subjected to a harmonic force. A sensor is used to measure the motion of the mass
with respect the beam structure.

The position of the dynamic exciter over the beam is parametrized. Thus, the user
can select the location as well as the model characteristics (mass of the sliding mass,
dumping coefficient and spring constant).

Fig. 2 Model of the system developed in Modelica/Dymola
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4 Results and Discussion

After the multibody system modeling in Modelica, an analysis has been performed.
The system design parameters have been listed in Table 1. Some simulation tests
were carried out.

Figure 3 displays the displacements for two different points are plotted against
time t where as the perturbation source is located at the mid span of the support

Table 1 Simulation
parameters

Parameters Value

Beam length l = 5 m

Density of the beam material ρ = 7850 kg/m3

Young’s modulus E = 2,10,000 MPa

Force amplitude F = 106 N

Damping coefficient c = 103 N s/m

Stiffness coefficient k = 108 N/m

Applied excitation frequency ω = 10 rad/s

Fig. 3 Response of the simply supported beam under the excitation source
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Fig. 4 Response of the simply supported beam for diverse values of the load amplitude

structure. It can be noted that the motion is depending on the point position. The two
curves have the same oscillation frequency which corresponds to the excitation of
the external force.

Figure 4 shows the motion in the mid span of the beam for diverse amplitudes
values of the external load. It can be depicted that the motion amplitude increases
with the growth of the load amplitude.

5 Conclusion

We have presented in this paper, a new pre-designing method to model-based para-
metric design of mechatronic system. Our study is based on the object oriented mod-
eling language Modelica/Dymola to establish models. A case study is considered
in our investigation. In fact, the vibration interaction between a dynamic excitation
and a beam as a support structure is studied, where the excitation source position is
parametrized. The preliminary results presented in this paper are quite encouraging.
In fact, the aptitude to modify the parameters and to evaluate the possible missions
represents a strong positive point for this new approach. This method requires less
time and resources and permits for greater repeatability.
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for the Modeling: Application to a 2D
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Abstract In this paper, a unified topological approach for the modeling of com-
plex systems is presented. This approach is based on topological notions such as
the topological collections and the transformations. These two topological notions
allow the separation between the topological structure (interconnection laws) and the
physics (behavioral laws) of the studied system. In fact, regardless of the complexity
of the system, interconnection laws are declared through the topological collections
and behavioral laws through the transformations. Therefore, a system is considered
as local elements linked by neighbor relations to which local behavioral laws are
associated. In order to show that the topological modeling approach is independent
of the physical nature or the number of elementary components, a 2D beams struc-
ture with topological modification is taken as an example. In fact, a beams structure
is a well-structured set of beams. Classical modeling consists in considering such
structure as a global system and the resolution necessities the computation of the
global stiffness matrix and therefore a modification of the beams structure involves
the actualization of this matrix. Contrary to the classical approach, the application
of the topological collections allow to consider a beams structure as local elements
with no assembling terms as it is demonstrated through this paper.
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1 Introduction

Technological development, consumer demand and industrial competition are lead-
ing to the emergence of more and more complex systems. These systems have a
high level of integration of electronics, mechanics, automation and computing tech-
nologies, which necessitates an advanced modeling (Plateaux 2011). Since, the var-
ious domains of mechatronics can be represented by their topological structures and
behavioral laws, a topological approach formodeling is takenup (Plateaux et al. 2007;
Chaabane 2014). This approach permits to separate the topology and the physics of
the studied system in order to have a standard model of characterization of all the
physics of a complex system (Chaabane et al. 2013a, 2014a, b; Abdeljabbar Kharrat
et al. 2017a, b, 2018).

The MGS (General System Model) language is applied to assure topological
modeling. Indeed, this language is a research activity of he IBISC of the University
of Evry allowing the study and the development of the contribution of notions of
topological nature in programming languages as well as the application of these
notions to the design of new data and control structures (Giavitto et al. 2002; Spicher
andMichel 2007). Therefore, to assure the computation, in addition to its fundamental
elements, MGS includes new types of values named topological collections, which
composed, of a set of cells whose organization is captured by local relationships and
affected by values. MGS applies transformations which are a series of rewriting rules
to manipulate its data.

The main transformations are the case defined functions, the patches that are
designed to change the cell structure and the path transformations that renew the
values allied with the cells.

To ensure a topological modeling approach, collections are applied to present
the system topology and transformations to identify the local behavior laws of its
different components. Thus, a complex system will be described as a set of local
elements.

In what follows, a short presentation of topological collections and transforma-
tions is presented. The topological approach is applied to a 2D beams structure and
two particular cases of topological modification are taken to show the flexibility of
the topological modeling.

2 Topological Collections and Transformations

In this section, collections and transformations are presented (Cohen 2004; Spicher
2006).
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2.1 Topological Collections

There are several types of topological collections that can be classified into two
categories:

• Leibnizian collection: space is defined from the elements it contains and their
relative positions with respect to each other;

• Newtonian collection: Space is defined as an object having a proper existence on
which other objects are placed and moved. For these type of collections, positions
exist regardless of their decoration. The special value 〈undef〉 is associated with
undecorated positions.

In this paper we are interested in the application of Newtonian collections for
modeling and more precisely, we are interested in the application of topological
collections of type abstract chain. Figure 1 shows an example of an abstract chain
and the associated MGS code. For this type of topological collection, the topology is
explicitly defined by the creation of new cells. These cells are then decorated using
sum and product operators. To browse the cells of an abstract string denoted c, the
following functions are used:

• faces (c): provides the list of faces of c;
• cofaces (c): provides the list of cofaces of c;
• icells (c): provides the list of cells incident to c;
• pcells (c, p): provides the list of p-neighbors of c.

Fig. 1 Example of abstract chain and associated MGS code
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2.2 Transformations

Transformations are described as a series of rewriting rules {m1 ⇒ e1;m2 ⇒ e2, . . .}.
When a rule is applied for a topological collection, sub-collections respecting that
pattern mi are substituted by the topological collection calculated according the
expression ei (ei is the expression that substitutes the occurrences of mi ). Thus, the
procedure for applying a transformation to a topological collection can be summed
up in three stages. Let C be a topological collection. First, sub-collections A of C
are chosen according to the pattern; second, for each chosen sub-collection A, a
new sub-collection A0 is evaluated from A. Third, the evaluated sub-collections A0

substitute the selected sub-collections A and so on.

3 Topological Modeling of a 2D Beams Structure

The generic topological approach for themodeling of beams structures is to represent
the structure by an abstract cellular complex to which the variables of interest are
assigned. Once the system has beenwritten as a topological collection, local behavior
laws of the main components (beam, frame, force and node) of beams structures are
specified through transformations.

The studied beams structure is presented in Fig. 2.

Fig. 2 Studied 2D beams
structure
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3.1 Topological Structure

The main components of a beams structure are beam, frame, force and node. There-
fore to represent a beam structure as a cellular complex: 0-cells represent nodes, 1
cells represent beams frames or forces such as 1-cells ended with two 0-cells repre-
sent beams and 1-cells ended with one 0- cells represent forces or frames. Figure 3
represents the studied 2D beams structure as a cellular complex.

The topological structure of the 2D beams structure is connected by locals rela-
tionships: the cofaces of P2 are

{
e2, e3, e f

}
, the face of eb1 is {P0} and the faces of

e2 are {P1, P2}.
Once a beams structure is presented in the formof a cellular complex, this structure

is then decorated with variables.
Figure 4 represents the studied 2D beams structure as a topological collection.

Variables are associated to each cells (length L , displacement U, V, Θ , modulus
young E , force F , moment M …). For example:

P1 = {U1, V1,Θ1};
{eb1} = {

Fi_b1, Fj_b1, Mi_b1, Mj_b1
};

{e2} = {
Fi_12, Fj_12, Mi_12, Mj_12, L12 . . .

}

Fig. 3 Presentation as a
cellular complex of the
studied 2D beams structure
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Fig. 4 Presentation as a topological collections of the studied 2D beams structure

3.2 Local Behavior Laws

Transformations are applied to identify local behavior laws of nodes, beams, forces
and frames. The creation of system’s equations is done by swiping all cells describing
the beams structure.

Table 1 presents local laws for 0-cells.
For nodes P0, P1, P2 and P3 the local equations (equilibrium equations) are

respectively given by Eqs. 1, 2, 3 and 4.

{−−→
Fi_01 + −−→

Fj_b1 = −→
0−−−→

Mi_01 + −−−→
Mj_b1 = −→

0
(1)

{−−→
Fj_01 + −−→

Fi_12 = −→
0−−−→

Mj_01 + −−−→
Mi_12 = −→

0
(2)

{−−→
Fj_12 + −−→

Fi_23 + −−→
Fi_ f = −→

0−−−→
Mj_12 + −−−→

Mi_23 + −−→
Mi_ f = −→

0
(3)

Table 1 Local laws for nodes (0-cells)

Topological structure Physical structure (local behavior laws and/or equilibrium
equations)

arc1 

arc j arc N 

Node P 
{ ∑N

j=1
−→
Fj = −→

0
∑N

j=1
−→
Mj = −→

0

N the number of concurrent arcs e to the node P
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{−−→
Fj_23 + −−→

Fi_b2 = −→
0−−−→

Mj_23 + −−−→
Mi_b2 = −→

0
(4)

Table 2 presents local laws for 1-cells ended with 1 0-cell (forces or frames).
For force e f , frame eb1 and frame eb2, the local equations (equilibrium equation)

are respectively given by Eqs. 5, 6 and 7.

{−−→
Fj_ f + −−→

Fi_ f = −→
0−−→

Mj_ f + −−→
Mi_ f = −→

0
(5)

{−−→
Fj_b1 + −−→

Fi_b1 = −→
0−−−→

Mj_b1 + −−−→
Mi_b1 = −→

0
(6)

{−−→
Fj_b2 + −−→

Fi_b2 = −→
0−−−→

Mj_b2 + −−−→
Mi_b2 = −→

0
(7)

Table 3 presents local laws for 1-cells ended with by two 0-cells.

Table 2 Local laws for forces or frames (1-cells bounded by 1 0-cell)

Topological structure Physical structure (local behavior laws and/or equilibrium equations)

j

Node P

Arc e  

{ −→
Fi + −→

Fj = −→
0−→

Mi + −→
Mj = −→

0

i and j denote the ends of the arc

Table 3 Local laws for 2D beams (1-cells bounded by 2 0-cells)

Topological structure Physical structure (local behavior laws and/or equilibrium equations)

j

Node Pi 

Arc e  

Node Pj

⎧
⎪⎪⎨

⎪⎪⎩

−→
Fi + −→

Fj = −→
0−→

Mi + −→
Mj + −→

Fj ∧ −→
Li j = −→

0

{τ } = [K ]{�P}
where:
i and j denote the ends of the arc

{−→τ } =
{
FXi FYi Mi FX j FY j M j

}T
is the force vector in the

global coordinate system
{−→
�P

}
=

{
Ui Vi Θi U j Vj Θ j

}T
is the displacement vector in

the global coordinate system
[K ] is the local stiffness matrix of a beam element in the global
coordinate system (Chaabane et al. 2014c)
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For beams e1,e2 and e3 the local equations (equilibrium equations and local
behavior laws) are respectively given by Eqs. 8, 9 and 10.

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

−−→
Fi_01 + −−→

Fj_01 = −→
0−−−→

Mi_01 + −−−→
Mj_01 + −−→

Fj_01 ∧ −−→
L_01 = 0{ −−→

Fi_01−−−→
Mi_01

}

= [
K_01

]{
U0 V0 Θ0 U1 V1 Θ1

}t
(8)

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

−−→
Fi_12 + −−→

Fj_12 = −→
0−−−→

Mi_12 + −−−→
Mj_12 + −−→

Fj_12 ∧ −−→
L_12 = 0{ −−→

Fi_12−−−→
Mi_12

}

= [
K_12

]{
U1 V1 Θ1 U2 V2 Θ2

}t
(9)

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

−−→
Fi_23 + −−→

Fj_23 = −→
0−−−→

Mi_23 + −−−→
Mj_23 + −−→

Fj_23 ∧ −−→
L_23 = 0{ −−→

Fi_23−−−→
Mi_23

}

= [
K_23

]{
U2 V2 Θ2 U3 V3 Θ3

}t
(10)

For beam 3 the local rigidity matrix is given by Eq. 11.

[K23] =
⎡

⎣
k2,23 0 k4,23 −k2,23 0 k4,23
0 k1,23 0 0 −k1,23 0
k4,23 0 k3,23 −k4,23 0

k3,23
2

⎤

⎦ (11)

where k1 = E A
L ; k2 = 12E I

L3 ; k3 = 4E I
L and k4 = 6E I

L2 (E , A, L and I respectively
represent young’s modulus, cross sectional area, length and inertia of the beam).

We can notice from the equations generated by theMGS language for the different
cells representing the system (Eqs. 1–11) that local laws of elementary components
are considered instead of the global behavior law of the structure. The assembly is
indirectly done from neighborhood relationships.

3.3 Advantages of Topological Modeling

Contrary to the classical approach based on the displacement method(Liu and Quesk
2003), the advantage of the topologicalmodeling for beams structure (Chaabane et al.
2012, 2013b) is that local behavior laws of beams are independently declared of their
number and the way in which they are connected. Therefore the topological approach
allows the simplification of the modeling of the beams structures: only topological
structure is required. Then all the modifications (such as the addition/deletion of one
or more beams, modification at the level of connections or efforts) are only realized
through the topological structure. Local laws are the same (Tables 1, 2 and 3).
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Fig. 5 Topological
modification: addition of a
beam

For example, if a fourth beam is added (Fig. 5), it suffices to change the topological
structure by adding the cells related to the addition of the fourth beam (e4).

The neighborhood relationships change for the nodes P0 and P2 (cofaces of
P0 are {e1, e4, eb1}, cofaces of P2 are

{
e2, e3, e4, e f

}
). Also, the relationship of

neighborhood associated to the bar 4 is added (the faces of e4 are {P0, P2}).
The equations generated by the MGS languages automatically change according

to the topological structure. Therefore equilibrium equations of node P0 and P2 are
changed and the local equation of beam 4 is added.

For P0, P2 and e4 the local equations are respectively given by Eqs. 12, 13 and
14.

{−−→
Fi_01 + −−→

Fi_04 + −−→
Fj_b1 = −→

0−−−→
Mi_01 + −−−→

Mi_04 + −−−→
Mj_b1 = −→

0
(12)

{−−→
Fj_12 + −−→

Fi_23 + −−→
Fj_04 + −−→

Fi_ f = −→
0−−−→

Mj_12 + −−−→
Mi_23 + −−−→

Mj_04 + −−→
Mi_ f = −→

0
(13)

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

−−→
Fi_04 + −−→

Fj_04 = −→
0−−−→

Mi_04 + −−−→
Mj_04 + −−→

Fj_04 ∧ −−→
L_04 = 0{ −−→

Fi_04−−−→
Mi_04

}

= [
K_04

]{
U0 V0 Θ0 U4 V4 Θ4

}T
(14)

Also if we consider the case where the force is applied at the node P1 instead of
P2 compared with the structure presented in Fig. 5. The equations generated by the
MGS languages automatically change according to the new topological structure.
Therefore only the equilibrium equations of the node P1 and P2 changed.

For P1 and P2 the local equations are respectively given by Eqs. 15 and 16.
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{−−→
Fj_01 + −−→

Fi_12 + −−→
Fi_ f = −→

0−−−→
Mj_01 + −−−→

Mi_12 + −−→
Mi_ f = −→

0
(15)

{−−→
Fj_12 + −−→

Fi_23 + −−→
Fj_04 = −→

0−−−→
Mj_12 + −−−→

Mi_23 + −−−→
Mj_04 = −→

0
(16)

4 Conclusion

In this paper, a topological approach based on topological collections and trans-
formations is used as a unified approach for the modeling. This approach makes
it possible to distinguish between structure and behavior. Systems are considered
as a set of local elements linked by neighborhood relationships that facilitate the
modeling of complex systems. The example of a 2D beams structure is studied. Two
cases of topological modification are considered to approve the generic approach of
topological modeling. Indeed, only the topological structure is modified and the local
behavior and equilibrium equations of the different elements of a beams structure
are independently declared of the studied beam structure.
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Micro Electro Mechanical Systems
Modeling by VHDL-AMS: Application
to a Piezoresistive Pressure Sensor

Radouane Otmani and Nasreddine Benmoussa

Abstract Micro Electro-Mechanical Systems (MEMS) are highly integrated
devices, including sensors and actuators with their interface of signal processing.
MEMS are hybrid systems thatmay include various electrical (digital and analogical)
and non-electrical (mechanical, thermal, etc.) phenomena. This nature ofMEMS and
their phenomenal development, making them more and more complex, is not going
along with the only one level of abstraction! Indeed, such complex systems, with
multi-physical and multi-technological characteristics, require new tools for their
simulation. Since the late 90s, which has known the appearance of MEMS and their
rapid development, the scientific community faces a major challenge. At that time,
MEMSs were already brought to replace ordinary microelectronic components. So
they had to find a new modeling tool for them. To address this problem, the scientific
community has started to develop new tools for multi-domain description of MEMS
at multiple levels of abstraction simulation. New hardware description languages
such as Verilog-AMS and VHDL-AMS have been developed for the description and
simulation of such complex systems. In this paper, we tried to give multi levels of
abstraction description of amicromachined piezoresistive pressure sensor. Such sen-
sor combines mechanical, electrical and thermal phenomena which will be described
and simulated at different levels of abstraction.

Keywords MEMS · VHDL-AMS ·Multi-level of abstraction · Piezoresistivity ·
Sensors · Electronic mobility

1 Introduction

Modeling a MEMS need to study it at all levels (domains). The use of traditional
multi-physics simulation for MEMS wasted a lot of computing time. Indeed, these
simulators are at one level of abstraction, and they do not offer the possibility of
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modeling different parts of the component with different degrees of complexity to
optimize the computation time without affecting the degree of resolution.

In this article we will show the interest of the VHDL-AMS simulation tool in
the study of Micro Electro-Mechanical Systems by providing a simple and didactic
example. We will model and simulate a micro piezoresistive pressure sensor.

2 Description of VHDL-AMS

This type of modeling is not only used to model hybrid electric systems (analogical
and digital), but also non-electrical ones (thermal, magnetic, mechanical…). VHDL-
AMS is one of the most languages used for multi domain modeling and simulation.
It is an extension of the VHDL description language designed for continuous and
mixed systems. The VHDL-AMS allows the description and simulation of multi-
technological systems through terminals with associated physical quantities who
obey the law of conservation when they are interconnected.

Writing a model in VHDL-AMS is direct and the difficulty of solving the equa-
tions is transparent to the programmer. Indeed, the writing of a complex physics
equation (non-linear differential equation with possible discontinuity) requires a
single simultaneous instruction (a single line of code in VHDL-AMS).

Two additional benefits of VHDL-AMS serve the interests of the industry:

• The language is standard (IEEE 1076.1 1999). Models are independent of
simulation tools and are portable. This facilitates their reuse.

• The VHDL-AMS allows multi-abstraction models. It means that more or less
detailed models (functional, behavioral, or physical) can be described, mixed and
simulated. This facilitates hierarchical design of complex systems and optimizes
the accuracy and the resolution time of the modeled system.

AVHDL-AMS program consists of one ormore entities. An entity is a declarative
block of the system with inputs and outputs called terminals, which can be of any
physical nature. The interior and the organization of the entity is described in another
block called architecture (an entity can contain one or multiple architectures).

3 The Multi-Physical Model of the Micro Pressure Sensor

3.1 Mechanical Modeling of the Membrane

A piezoresistive pressure sensor is composed of a square membrane, of fewmillime-
ters side and a few tens of microns thick. Under the effect of a differential pressure,
this membrane is deformed in one direction or the other depending on the sign of



Micro Electro Mechanical Systems Modeling … 33

this pressure. Piezoresistive gauges located at the surface to detect the deformation
by a change in their resistance value. This membrane is the mechanical part of the
sensor (Fig. 1).

The deformation of themembrane and it relationwith the applied pressure is given
by partial differential equation called Lagrange equation (Olszacki et al. 2008; Tim-
oshenko and Woinowsky-Krieger 1982). In this section, we will model the principle
effects of a homogenous pressure on the membrane that are the flex of the membrane
and stress induced on its surface. This will allow a good positioning of gauges on
the membrane to get a maximum sensitivity of the sensor.

∂4W(x,y)

∂x4
+ 2αSi

∂4W(x,y)

∂y2 . ∂x2
+ ∂4W(x,y)

∂y4
= P

D
(1)

The numerical resolution of this equation gives us the deflexion W(x, y) (Fig. 2).
We remark that the flex is maximum in the membrane center and null on the perfectly
clamped boards.

Fig. 1 Structure of a micro-pressure sensor

Fig. 2 Flex of the membrane
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The relation between stress created en the membrane and its deflexion is given in
Eq. (2).

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

σx = −3

2

(
∂2W(x, y)

∂x2
+ υ1

∂2W(x, y)

∂yy2

)

σy = −3

2

(
∂2W(x, y)

∂y2
+ υ1

∂2W(x, y)

∂x2

)

σxy = −3
G

E

(
1− ϑ2

)
(

∂2W(x, y)

∂x.∂y

)

(2)

σx is the longitudinal stress (according x axis), σy is the transversal stress (accord-
ing y axis), and σxy is the shear stress. By plotting results we can know the total stress
distribution on the membrane surface (Fig. 3), and then, localize where the stress is
maximum to place there the piezoresistive gauges.

From these results, we localize the longitudinal and transversal maximum stress
on the edges of themembrane. Exactly at±92%of the half membrane side calculated
from its centre. The value of the shear stress σxy is ten times smaller than σx and σy

(Benmoussa et al. 2014).

Fig. 3 Stress distribution on the membrane surface a Longitudinal stress, b Transversal stress,
c Shear stress
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3.2 Electrical Modeling of the Transduction Circuit

For passive sensors, especially resistive and piezoresistive transduction techniques,
the Wheatstone bridge (Fig. 4) is by far the most used circuit. It allows offset tension
rejection, and permit thermal drift compensation.

Submitted to pressure, the resistivity of Silicon gauges changes according to the
following general equation, given by (Smith 1954).

�ρ

ρ
= σπ (3)

where σ is the stress tensor and π is the piezoresistive coefficient tensor. In case
of semiconductors, where geometric deformations are negligible, this equation is
approached to (Eq. 4).

�ρ

ρ
= �R

R
= σπ (4)

For each diffused gauge on themembrane surface, the resistance variation is given
by (Eq. 5):

�R

R
= σxπ11 + σyπ12 + σxyπ44 (5)

By considering σxy negligible, the equation above is simplified to (Eq. 6):

Fig. 4 Transduction circuit
integration on the membrane
surface
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�R

R
= σxπ11 + σyπ12 (6)

The diffused gauges (Fig. 4) on the membrane edges are submitted to σx and σy.
RP are called parallel gauges and they are submitted to σymax and σxmin. RN are called
normal gauges and they are submitted to σxmax and σymin.

By that, parallel and normal gauges can be written as follow:

�R

R
|P = σminπ11 + σmaxπ12 (7)

�R

R
|N = σmaxπ11 + σminπ12 (8)

On the other hand, the output voltage of a Wheatstone bridge constituted by two
parallel and two normal gauges is given by the following equation:

Vout =
(

(RN + �RN) − (RP + �RP)

(RN + �RN) + (RP + �RP)

)

.Vin (9)

3.3 Thermal Modeling of the Piezoresistive Gauges

In semiconductor devices, temperature effect is more important than in all other con-
ductor materials. Electrons and holes mobility in semiconductors are highly depend-
ing on temperature variations, which will affect the resistivity values of the gauges
(Arora et al. 1982;Dorckel and Leturcq 1981). Otherwise, piezoresistive coefficients,
which depend on doping concentration, are also depending on temperature (Kanda
1991). Therefore, we need to model the temperature and doping concentration effect
on both piezoresistive coefficient and holesmobility sincewe are using P-type gauges
for our sensor.

Holes mobility is highly depending on temperature and doping concentration. We
used two models, Arora model and Dorkel model, to demonstrate this dependence.
Using these models, we plotted the relative resistance variation of gauges against
temperature and doping concentration (Fig. 5).

We can detect a slight parabolicity of the curves for both models. The relation
between resistivity and temperature should be modelled at least by a second order
polynomial equation (Eq. 10).

R(T) = R0
(
1+ αT+ βT2

)
(10)

α and β are the first and second order temperature coefficients respectively. There
values can be extrapolated from curves on (Fig. 5). We plotted the results of this
extrapolation on (Fig. 6).
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Fig. 5 Piezoresistive coefficients dependence on temperature and doping concentration

Fig. 6 The first and second order temperature coefficient depending on doping concentration
(Otmani et al. 2011)

The comparison of these results with experimental ones (Boukabache 1993) is
given in (Table 1). It shows that Dorkel model give better description of the temper-
ature effect on gauges resistivity. Therefore, it will be adopted to model the thermal
behaviour of the piezoresistive gauges.

The minimum value of the most significant temperature coefficient α is obtained
at a doping concentration of about 2× 1018 cm−3. This information will be taken in
account to minimize temperature effect on the sensor.

4 Micro Pressure Sensor Simulation by VHDL-AMS

Since our system (sensor) is divided into two domains (parts), we will simulate it by
dividing into two main entities:
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Table 1 Theoretical temperature coefficients comparison with experimental results

2 × 1018 (cm−3) 5 × 1018 (cm−3) 1019 (cm−3)

Alpha
(ppm/°C)

Beta
(ppm/°C)

Alpha
(ppm/°C)

Beta
(ppm/°C)

Alpha
(ppm/°C)

Beta
(ppm/°C)

Otmani et al.
(2011)

1000 0.51 1200 −099 1500 −1.36

Otmani et al.
(2011)

522 3.86 532 2.32 983 0.67

Boukabache
(1993)

516 3.6 400 3.2 905 1.2

1st Entity “the membrane”: This is a block that contains three mains terminals
(interconnecting nodes) and two intermediates terminals. The five terminals are:

• “T_Pin” An input fluidic type terminal: to this terminal will be applied to the
mechanical pressure.

• Two intermediate terminals “T_sigma_l” and “T_sigma_t” of fluidic nature.
• Two output terminals “T_dRn” and “T_dRp” of electrical nature. These terminals

receive the resistance variation of gauges induced by normal and parallel strain
in the membrane.

2nd Entity “the wheatstone_Bridge”: This entity has three main terminals:

• An input “T_Pin” terminal: it will be connected to the terminal of the previous
entity with the same name.

• Two electrical terminals “T_V1” and “T_V2”: they will provide the potential
difference at the output of the Wheatstone bridge.

Other internal terminals are also needed for architecting this entity.
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5 VHDL-AMS Code

---VHDL-AMS MODELLING OF A 

PIEZORESISTIVE PRESSURE SENSOR-- 

-- ENTITY : PRESSION APPLIQUEE -- 

library ieee; 

library disciplines;   

library work;                                                                    

use ieee.math_real.all;     

use disciplines.fluidic_system.all; 

use disciplines.kinematic_system.all;                                                                                       

use disciplines.physical_constants.all;                                                                                        

use disciplines.electromagnetic_system.all; 

entity press_app is                                                                                                            

 generic (amp , sigmal_norm , sig-

mat_norm , a , h , pi_44 : real); 

 port (terminal T_Pin : fluidic; 

    terminal T_sigmal , 

T_sigmat : fluidic; 

    terminal T_dRn , T_dRp : 

electrical);   

end entity press_app;                                   

architecture behav of press_app is               

 quantity Pin across flow1 through T_Pin to 

fluidic_ground; 

 quantity sigmal across flow2 through 

T_sigmal to fluidic_ground;                 

 quantity sigmat across flow3 through 

T_sigmat to fluidic_ground; 

 quantity dRn across currentn through 

T_dRn to electrical_ground; 

 quantity dRp across currentp through 

T_dRp to electrical_ground; 

  begin     

   Pin == 

amp*sin(2.0*3.14*500.0*now); 

   sigmal == sig-

mal_norm*((a/h)**2)*Pin; 

   sigmat == sig-

mat_norm*((a/h)**2)*Pin; 

   dRn == 

7.5*pi_44*sigmal;                                  

   dRp == -

0.46875*pi_44*sigmat;   

end architecture; 

-- ENTITY : PONT DE WHEATSTON --              

library ieee;               

library disciplines;   

use ieee.math_real.all; 

use disciplines.fluidic_system.all; 

use disciplines.kinematic_system.all;

use disciplines.electromagnetic_system.all; 

use disciplines.physical_constants.all; 

use work.all; 

entity Wheatston is       
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generic (R0 : real := 2000.0);

port (terminal T_Pin : fluidic ; terminal

T_V1 , T_V2 : electrical);

end Wheatston;

architecture interne of Wheatston is

terminal T_Vin : electrical;

terminal T_dRn , T_dRp : electrical;

terminal T_sigmal , T_sigmat : fluidic; 

quantity Vin across i_in through T_Vin to

electrical_ground;

quantity Vout across T_V2 to T_V1; 

quantity V1 across i1 through T_Vin to

T_V1;

quantity V2 across i2 through T_Vin to

T_V2;

quantity V3 across i3 through T_V1 to

electrical_ground;

quantity V4 across i4 through T_V2 to

electrical_ground;

quantity dRn across T_dRn to electri-

cal_ground;

quantity dRp across T_dRp to electri-

cal_ground;

begin 

Pression :

entity press_app (behav) generic map (1000.0 ,

0.0148 , 0.2308 , 0.002 , 0.00003 , 0.0000000014529)

port map (T_Pin , T_sigmal , T_sigmat ,

T_dRn , T_dRp);

Vin == 2.5;

V1 ==

i1*(R0*(1.0+dRn));

V2 ==

i2*(R0*(1.0+dRp));

V3 ==

i3*(R0*(1.0+dRp));

V4 ==

i4*(R0*(1.0+dRn));

end architecture interne;

6 Conclusions

We were able to show, through this article, the means and the interest in modelling
Micro Electro-Mechanical Systems. In this work, we first introduced the VHDL-
AMS languagewith itsmain advantage,multi-domain simulationwithmultiple levels
of abstraction. This means that the VHDL-AMS provides the ability to model and
simulate hybrids components containing electrical parts (analogical or digital) and
non-electrical parts (mechanical, thermal, hydraulic, etc.) and all this in a one and
single program.

We took as an example, the simulation of a micro-pressure piezoresistive sensor.
The sensor collects the mechanical part responsible of the pressure variation detec-
tion, and the electrical part responsible of the electronic signal processing. We have
simulated MEMS containing two physical domains with different levels of abstrac-
tion, and we have achieved very satisfactory results in comparison with other works
using multi-domain modelling, but with only one level of abstraction.

Simulation ofMEMS byVHDL-AMS saves an enormous computation time since
it offers the possibility of using, in one program, models with partial differential
equations, analytical models or simple functional models.
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Diagnosis Methods for Mechatronic
Systems

Syrine Derbel, Nabih Feki, Florentina Nicolau, Jean Pierre Barbot,
Mohamed Slim Abbes, and Mohamed Haddar

Abstract Mechatronic systems are widely used in many industrial applications for
their capacity to improve the production performances. However, due to the com-
plexity of these systems, several defects may occur and disrupt the operating of the
system. Among these faults, two types can be distinguished: operating faults (e.g.,
electrical, mechanical, thermal, design defects, . . .) and sensor faults (e.g., bias, gain
or drift defects). In this paper, we present a classification of the most frequently used
diagnosis methods based on the type of the redundancy: the hardware or the ana-
lytical redundancy. Secondly, we propose a new diagnosis technique, called sparse
recovery method. This method is based on a dynamical sparse recovery algorithm
in order to detect, locate and isolate several faults which can affect the considered
system. More precisely, sparse recovery method can be applied to estimate a sparse
vector of possible faults based on few system measurements. This diagnosis method
is based on system modeling presented in healthy and faulty cases. The good perfor-
mances of the proposed method are illustrated via an example which can represent a
simplified case of mechatronic systems (e.g., gearbox system, asynchronous motor,
. . .). The simulation results are obtained via Matlab/Simulink.

Keywords Diagnosis methods · Sparse recovery · Mechatronic systems · Faults
detection

1 Introduction

The diagnostic process is an important issue for industries. It consists firstly, to
decide a malfunction is present or everything is working properly, and secondly, to
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determine, in the former case, the nature as well as the location of the faults. Fault
diagnosis can be divided into three areas: fault detection, fault isolation and fault
identification. Fault detection is the first and the basic task of the fault diagnosis
and is used to check whether there is a malfunction or fault in the system and to
determine the time of the fault appearance. Fault isolation consists in identifying
the location of faulty components, while fault identification is last step of the fault
diagnosis and allows to determine the type, shape and size of the fault (Gao et al.
2015). In order to verify these three tasks, different diagnosis methods either for
stationary or non-stationary signals are developed (see, for example Gong and Qiao
2015; Hwang et al. 2010). In this paper, we first give a classification of the most
frequently usedmethods for the diagnostic ofmechatronic systems. Then, we present
the sparse recovery method which is a novel diagnosis technique used to diagnosis
faults in mechatronic systems. The paper is organized as following: Sect. 2 presents
the problem statement for the diagnostic of mechatronic systems and gives a general
state-space representation for mechatronic systems that will be used when describing
the sparse recovery method in Sect. 3. Classification of some diagnosis methods are
given in Sect. 3. Section4 illustrates the good performances of the sparse recovery
technique applied for a particular example. Conclusions are given in Sect. 5.

2 Problem Statement

In general, mechatronic systems are complex, composed of at least two intercon-
nected subsystems and can be described by a non linear state-space representation
of the form: {

ẋ = f (x, t) + g(x, t)u,

y = h(x),
(1)

where x ∈ R
n is the state vector of the system, u ∈ R

p is the input vector and y ∈ R
m

is the output vector, the vector field f and g, and the function hi , 1 ≤ i ≤ m are
assumed sufficiently smooth. In mechatronic applications, the state vector x includes
all states system of all subsystems that are coupled and form the global mechatronic
system. For instance, in e.g., Derbel et al. (2019), Fourati et al. (2016, 2017), the
global mechatronic system is obtained by interconnecting a mechanical subsystem
and an electrical one, thus leading to a global state vector x composed by the degree
of freedom of the mechanical subsystem and the currents, fluxes and rotational speed
variables associated to the electrical one. Each mechatronic systems can be affected
by several defects that can be modeled as following:

{
ẋ = f (x, t) + g(x, t)u + D1(x, t)w(t),
y = h(x) + D2(t)w(t),

(2)

where D1(x, t), D2(t) are the fault matrices related to, respectively, the operating
system and the sensor faults, w(t) represents the possible fault vector. Diagnostic of
these faults is a difficult issue for industries and any fault modeled in (2) needs to be
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successfully and efficiently detected, localized and identified using a limited set of
sensor signals available.

3 Diagnosis Methods

Different classifications of diagnostic methods are proposed in the literature depend-
ing on the specific branch that researchers are focused (see, e.g., Hwang et al. 2010;
Mouzakitis 2013). In this paper, we distinguish two main areas: the hardware redun-
dancy and the analytical redundancy (see, Fig. 1). The basic concept of the hardware
redundancy is to use multiple hardware, as the sensors measurements (for instance,
use two or three sensors to measure the same quantity), in order to analysis the same
information and to diagnose faults. No mathematical model is needed for the hard-
ware redundancy. On the other hand, the analytical redundancy requires the knowl-
edge of specific information given from a mathematical model, signals (frequency,
wavelet) information or from a historic system data. Each category is discussed
briefly in the following subsections.

3.1 Hardware Redundancy

The key idea of the hardware redundancy is to use several materials in order to
measure the same signals. The hardware redundancy deals with the comparison
of duplicative signals generated by more than one sensor using algebraic relation
between different system variables (see, for example Hwang et al. 2010). The advan-
tage of this method appears in its reliability and its simplicity. On the other hand, this

Fig. 1 Classification of diagnostic methods
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diagnosis method presents a major setback which is the expensive cost of mainte-
nance due to the extra equipment. An additional space is required to place the extra
equipment, hence adding another limit to the use of this method.

3.2 Analytical Redundancy

The analytical redundancy is mainly based on specific information given by local or
global modeling of the system. In this article, the analytical redundancy is divided
into three categories: model-based methods, signals-based methods and data driven
methods (see Fig. 1).

3.2.1 Model-Based Methods

Model-based methods are more effective and less costly compared to the hardware
redundancy once because they do not require additional hardware and are based
on a mathematical description of the system obtained by developing some physical
and fundamental principles. In general, model-based methods allow to compare the
available measurements of the actual systems and the model predicted outputs. In
this section, the principle of some model-based methods (see Fig. 2) is detailed and
divided, with respect to the type of the model, into three categories: deterministic
and stochastic diagnostic methods and finally, the sparse recovery method which
belongs to model-based diagnosis methods since it requires a mathematical model
that describes the system behavior.

(a) Deterministic diagnosis methods

Fig. 2 Classification of analytical redundancy methods
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The deterministic diagnosis methods are based on a deterministic modeling of the
system under consideration. They can be classified in two main areas: parity space
and diagnostic based on observers.

• Parity space: The principle of the parity space is to create a residual which is,
in general, the difference between the estimated and the actual system outputs.
With the help of the residual information, the consistency between this difference
is checked: without faults, the residual generated by the party space technique is
equal to zero. However, it is non-zero if modeling errors, noises or faults occur
in the system. The parity space method can be used either in the time-domain
state-space model or in the frequency-domain model. This diagnostic method is
applied for many complex model, for example, to estimate faults for a quadrotor
unmanned aerial vehicle (Han et al. 2018), for electro-mechanical brake systems
(Hwang and Huh 2015), etc. However, in some dynamical systems, due to the
lack of the algebraic relations between different system variables, the parity space
method becomes unable to diagnosis some specific faults.

• Diagnostic based on observers: Observers play a major role in the deterministic
diagnosis methods and, generally, are based on a space-state representation of the
system. They can be used to detect, or isolate, or identify the fault. An important
issue of the diagnosis methods based on observers is the choice of the observer
gain that must render the residual signals sensible to faults and insensible to distur-
bances (modeling errors, noises and process disturbances). Eigen structure assign-
ment method is the common approach used to give a design of the gain observers
by introducing the left and right eigenstructure methods in order to cancel directly
the disturbance (see, formore details, Gao et al. 2015; Odofin et al. 2018). Residual
generation using unknown input observers is a diagnosis method that gives a state
estimation of the system by decoupling the unknown input related to the distur-
bances. It allows, in particular, to isolate the fault (see, for more details, Edwards
et al. (2000) and e.g., Alhelou et al. (2018), Gao et al. (2015) for the application
of this method). Concerning the fault identification, many types of observers are
developed (for instance, adaptive observers (Rodrigues et al. 2015), sliding mode
observers (Barbot et al. 1996), proportional integral observer (Youssef et al. 2017),
etc.). The main idea of these observers is that, in the modeling system, the con-
sidered faults are implemented as additional states and thus, the global extended
state vector (including the fault and original signals) will be estimated. The com-
bination of different observers types has become an important topic of research
and is used in order to detect, locate and identify several faults (e.g., Rahme and
Meskin 2015; Chen et al. 2016; Derbel et al. 2019).

• Sparse recoverymethod: Sparse recoverymethod is a new technique used to detect,
isolate and identify faults in dynamical systems. It is based on system modeling,
in particular, on the state-space representation. The unknown inputs of the sys-
tem (faults, disturbances, attacks) are reconstructed under the condition that only
restreint number of a long list of possible unknown inputs are detected. Some other
theoretical conditions must be verified in order to, effectively, diagnosis faults (see
Nateghi et al. 2018). Sparse recovery method is widely applied in image process-
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ing and recently, it has been used as a diagnostic methods to diagnosis dynamical
systems (for instance, cyber-attack reconstruction via sparse recovery algorithm
for electrical power networks application is developed in Nateghi et al. (2018).

The problem of sparse recovery is an optimization program that minimizes a cost
function constructed by leveraging the observation error term (M − Hw(t)) and the
sparsity inducing termλ (verifying theRestricted Isometry Property, the optimization
problem is presented with the norm 1):

w∗ = min
w∈Rl

{1
2
‖M − Hw(t)‖22 + λ‖w(t)‖1}. (3)

where M corresponds to the observed and available measurements, H is a sensing
matrix determined from the fault modeling, andw∗ is the estimated fault vector and is
the solution of the optimization problem. In order to solve this optimization problem,
a dynamical algorithm based on sliding mode techniques is proposed by Yu et al.
(2017). In this diagnostic method is applied when the dimension of the unknown
vector (faults, attacks) is more greater than the available measurements.

(b) Stochastic diagnosis methods

Stochastic diagnosis methods are diagnosis method in which the system modeling
is inherently random, and uncertain factors are integrated in the model.

• Kalman filter: The most common stochastic diagnosis method is the residual gen-
eration using Kalman filter. The faults are diagnosed by statistical testing of the
whiteness, co-variance andmean of the residuals. Several statistical tools are devel-
oped in order to test the presence of faults such as themaximum likelihoodmethod,
the generalized likelihood ration, etc. (see Gao et al. (2015), for more informa-
tion). Kalman filter has been modified in many research works in order to improve
the accuracy of the stochastic approximation [unscented Kalman filter (Sepasi and
Sassani 2010)], to consider the nonlinear systems [extended Kalman filter (Foo et
al. 2013)].

• Parameter estimation: Parameter estimation is another stochastic diagnosismethod
which considers that the presence of fault leads to a change in the system param-
eters (for example, of the space matrix in the space-state representation in case
of linear systems). The basic structure in healthy state is known and compared
to the estimated parameters methods in order to obtain fault information (see, for
example, Bachir et al. 2006).

Model-based methods are effective diagnosis methods that require to have a large
knowledge firstly, of the systemmodeling (the physical laws) in order to obtain accu-
rate model and, secondly, of the system behavior in order to analyze the effect of
the fault in the system operating. Complementary to model-based methods, taking
into account some frequency characteristics (frequency meshing, supply)is also an
essential tool to obtain an accurate system knowledge and thus an optimal fault diag-
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nosis. Consequently, signals-based methods have been introducing and can include
some model-based diagnosis methods (stochastic diagnosis methods).

3.2.2 Signals-Based Methods

Signal-basedmethods depend on themeasured signalswhich contain the fault charac-
teristics. They are divided into three areas: time-domain methods, frequency-domain
methods and time-frequency methods.

• Time-domain methods: Time-domain methods are the basic diagnosis methods
based on the extraction of time-domain characteristics of the measured signals.
Themost common time-domainmethods are: root-mean-square, crest factor, abso-
lute value, kutosis, etc. These diagnostic methods are widely used in industrial
application in order to detect faults (e.g., Tian et al. 2015).

• Frequency-domain methods: Frequency-domain methods are used to detect the
abnormality by using the spectrum analysis tools. The Fast Fourier Transform
(FFT) is the most common diagnosis method and aims firstly, to extract the fault
indication from the vibration measured on the system and secondly, to analyze
the frequency characteristics and the amplitude of the defect using spectrum tech-
niques. Though the FFT is a very important tool for frequency analysis of stationary
signals, it cannot illustrate the change in the frequency spectra for a non-stationary
signal (Gong and Qiao 2015). Therefore, FFT cannot reveal the hidden fault infor-
mation in a non-stationary signals. For specific cases, the spectrum is not always
clear and does not contain enough information. In those cases, another method,
called cepstral analysis, is used. It deals with the identification of the damage in
the situation of the combined effects of harmonics. The spectral analysis is used
for many industrial applications such as diagnostic and analysis of the behavior of
electric motors and electronic systems (Sonavane and Jadhav 2015), as well as of
the wind behavior (Gayatri and Sekhar 2018).

• Time-frequency methods: Time-frequency methods are used in general to ana-
lyze non-stationary signals. They aim to identify the frequency characteristic of
signals and to extract their time variant features which can be an effective tool
for diagnostic. The most common time-frequency methods are the short-time-
Fourier Transform, wavelet Transform, Hilbert Transform. For instance, In Cao et
al. (2016), Burriel-Valencia et al. (2017), the time-frequency methods are applied
in order to diagnosis faults in dynamical systems working in transient state.

• Independent component analysis: Recently, many researchers apply independent
component analysis in order to diagnose several faults (Taktak et al. 2012; Hassen
et al. 2019). It is a on-line diagnostic method that allows to estimate, locate and
identify the defects. This diagnostic method is based on knowing of the dynam-
ical signals responses of the studied system which can be collected by sensors
(e.g., accelerometers, encoder optical) or are computed numerically. The princi-
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ple of the independent component analysis is based on blind source separation.
The blind source separation (BSS) technique is an emerging separation technique
which allows to recover a finite set of unknown signals (sources) from a finite set
of observed signals recorded by sensors (measurements) which receive a combina-
tion of source signals without any knowledge about the sources. Thus, independent
component analysis gathers the original sources knowing only the observed sig-
nals, which contain a mixture of these signals. This method is applied when the
number of estimated sources (faults) is equal to the number of the available sig-
nals. The independent component analysis is applied in order to estimate the road
profile of the full vehicle model in Hassen et al. (2019) and to diagnose faults in
the induction motor (Pöyhönen et al. 2003).

Signals-based methods require a large frequency knowledge which is the essen-
tial tool for the diagnostic of mechatronic systems, in particular. This category of
diagnosis methods allows to analyze the system behavior (with and without faults)
when themathematical modeling is not available. Thus, the frequency characteristics
can also be considered as important information for the data-driven methods which
do not require a mathematical model, but describe the process behavior based on the
available empirical or experiential information given by the systems sensors and/or
the human operator.

3.2.3 Data-Driven Methods

Data-driven methods do not require a mathematical modeling. They are based on
the residual generation obtained from the measured inputs to the measured outputs
of the system. Fuzzy logic, neural networks, and clustering are the most common
diagnosis methods among the data driven methods.

• Fuzzy logic: Fuzzy logic is a mathematical method that solves different simulated
problems based only on the inputs and the outputs of the system. Fuzzy logic is
able to give results in the form of recommendations for a specific interval of the
states using a knowledge base including data (Adhikari et al. 2016).

• Neural networks: Neural networks are intelligent systems inspired from biological
neural networks and are mostly suited for faults diagnosis in nonlinear systems.
Neural networks give a mapping between the inputs and the outputs of the system
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and form an associatememory that recovers the appropriate output when presented
with an unseen input. For instance, this diagnostic method is applied in Er-raoudi
et al. (2016) in order to detect gear faults.

4 Example

In this section, we apply the sparse recovery method to an example affected by
six defects with only three sensor measurements. This example is a simplified case
of mechatronic systems. In general, mechatronic systems are modeled using some
physical and fundamental principles and in the state-space representation, the state
vector represents all system variables (for example, currents, displacements, veloc-
ities, . . .). The faults modeling depends on the application under consideration and
are modeled as disturbances in the system. Consider the following system:

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

ẋ1 = x2,
ẋ2 = −x1 + d1 + x2d2 + x3d3 + 1 + d4,
ẋ3 = x4,
ẋ4 = −2x3 − d1 + x4d2 + x3d3 + 2,
ẋ5 = x6,
ẋ6 = −1.5x5 + x6d1 + d2 − d3 − 1.

,

⎧⎨
⎩

y1 = x1 + d5,
y2 = x3 + d6,
y3 = x6.

(4)

where [x1, x2, x3, x4, x5, x6]T is the state vector, [y1, y2, y3]T is the measurement
vector and [d1, d2, d3, d4, d5, d6]T is the fault vector including system and sensor
faults. Notice that in this example, we respect the condition that the number of
faults is more greater than the number of the sensor measurements. In order to
verify all theoretical conditions of the sparse recovery method, the sensor faults are
assumed constant. Simulation results are carried out via Matlab Simulink (Euler).
The introduced faults in this example can represent some mechanical or electrical
defects which may affect a mechatronic system ( for example, demagnetization,
inter-turn short circuit, dip fault voltage, eccentricity, . . .). For this reason, different
signals type of possible faults are introduced (constant and variable defects).

Figure3a represents the casewhen the system faults are constant and shows that the
estimated faults d̂1 and d̂2 given by the sparse recovery method converge accurately
to their real values. In Fig. 3b sinusoidal faults, which can represent for example an
eccentricity defect for gearbox, are introduced and are detected via the sparse recov-
ery technique. The estimated faults d̂3 and d̂4 coincide with the real fault quantities.
Finally, sensor fault d̂5 and d̂6 are detected in Fig. 4. This example illustrates the good
performances of the sparse recovery to detect the presence of several faults. Then,
since the frequency characteristics of mechantronic systems are often known, we
can use them to localize and identify different faults detected by the sparse recovery
method.
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(a) Constant system faults d1 and d2

(b) Sinusoidal system faults d3 and d4

Fig. 3 System faults
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Fig. 4 Sensor faults d5 and d6

5 Conclusion

In this paper, a classification of some diagnosis methods of mechatronic systems is
presented. The introduction of a new diagnosis technique, called sparse recovery, is
developed. In order to illustrate the good performances of the proposed method, an
example, which can represent a simplified case of mechatronic systems, is studied
with presence of different signal faults. Sparse recovery method is applied when the
number of possible faults is more greater than the number of sensor measurements
and only few of them can occur simultaneously. This point can be considered as a
limitation of this method, but, in mechatronic and dynamical systems, the presence
of more than one fault disturbs largely the system operating. Thus, it is suitably to
combine different diagnosis methods in order to obtain a perfect diagnostic and to
take the good decision to the maintenance phase. In our future works, we will apply
this diagnosis technique to detect, locate and identify mechanical faults presented in
gear power transmission.
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Mechatronics Iterative Design for Robots
Multi-agent Integration

Thierry Soriano, Valentin Gies, Anh Hoang Pham, and Ngo Van Hien

Abstract Robot design is a very active part of industrial activity. Mechatronics 4.0
takes its place there. For the realization of complex tasks, one often calls upon the
multi-agent design of robots. Several system engineering approaches are possible and
the one using rapid prototypes is among the most encountered. Iterative cycles can be
used for the design of the software and also the hardware, and they allow to quickly
reduce the risks of the project. Two representations of iterative cycles are frequently
used. The first is of divergent type and emphasizes the means and the volume of
the project. The second is of convergent type, with focus on the technical objective
to be achieved. Two examples of experiments will illustrate these points of view.
The first concerns a competition for robot soccer players. This experiment highlights
the creation of successive software and hardware prototypes for which the emphasis
has been placed here on two mechanical sub-systems. The cost of materials in rapid
prototyping and the time available before the competition are important on this
project. The second experimentation deals with a swarm of autonomous underwater
vehicles for surveillance. The scientific and technical objectives as well as the choice
of modeling methodology without continuity are essential here for iterative design.
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1 Introduction

Multi-agent robotics projects in an open source environment use rapidly evolving
emerging mechatronic technologies that must be integrated into a methodological
engineering framework. Classical V cycle is not always the best appropriate approach
because it is necessary to have early means to validate preconception or architectural
choices, and then iterative cycle approaches are frequently encountered.

When we decide to adopt an iterative approach to progressively validate the solu-
tions, we can use two types of cycles in the iterative methods. In one side, an conver-
gent cycle focuses with the objective of the main requirement of the specifications
through successive virtual prototypes and in the other side, a divergent cycle reveals
an increasing implementation of means and time towards the final product through
virtual prototypes but also real prototype.

1.1 Convergent Spiral Type

A popular first way of representing the iterative design process is a convergent spiral
design towards a center (Fig. 1). The distance to the center indicates that the project
is gradually approaching a goal through successive prototypes. This supposes that
a large number of prototypes can be envisaged and therefore that the time period
of realization and the material cost of a prototype is not an essential problem in the
current project.

This also assumes when the goal is clearly marked; if the main function of the
system under development could be identified as unique and quantifiable, then we
are in the ideal context of application of this scheme.

Fig. 1 Convergent spiral
engineering cycle (Douglass
2002)
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A typical case of context can be a system, or a subsystem in the case of SoS
(Systems of Systems) essentially software, with a known metric (response time,
accuracy).

The experiment developed further on the submarine robot collaboration program
falls into this category.

1.2 Divergent Spiral Type

If we adopt an iterative cyclic engineering method, a second basic representation
scheme of activity and process representation is the divergent spiral (Fig. 2).

This diagram shows the production of successive prototypes. It highlights the
cumulative costs of the developing system, time and material costs. The objectives
coming from the specifications can be multiple.

If several main functions are contained in the specifications, as is often the case
for mechatronic systems that achieve a high level of integration of functions thanks
to the programmed intelligence, the prototype suite can follow a progressive list of
functions from the most critical in terms of industrial or technical risk in innovative
design to the functions of a routine design.

This schema is not exclusive of the first model represented previously. In the case
of a single function suitably quantified, and in innovative design, the realization of
which will use particularly innovative models and algorithms, several prototypes are

Fig. 2 Divergent spiral engineering cycle (Vickoff 2019; Boehm 1988)
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necessary to approach performance objectives, and an accumulation of costs is also
useful for the project and risk management.

1.3 Robot Multi-agent Experiments

Subsequently, two engineering experiments using iterative approaches will be
described. The type of application concerns multi-agent collaborative robotics in
proof of concept context i.e. unitary laboratory series. This type of project often
cannot rely on heavy investments in machinery or software licenses. It is therefore
in an open source environment for the software, and in manufacturing by addition
of material processing, where a significant part of the realization takes place.

The first experiment concerns the design of a group of robots for Robocup
(Gies and Soriano 2019) football player’s competition. It was adopted a bottom-up
approach by first designing a robot and its software and then return to the software
related to the training.

The second experiment concerns the design of a group of autonomous submarine
robots. The primary goal was in this case to design the training control algorithm.

2 Iterative Design of Prototype Robots

The University of Toulon participated successfully for years in the competition of
robotics. The ambition is to participate in middle size league at Robocup global
robotics competition whose events are based on a football match on a large field.

A great deal of experience and many innovations in the mechanical design and
software of prototype robots have been accumulated in recent years. These robots
have as common characteristics to be designed in a limited time, with a cost under
control and specifications each time different. The production of these unique com-
petition robots systematically uses mechanical, electronic and software technologies
and in this set, the most recent technological advances are included.

In the same way for the choice of speed or imaging sensors, it is a question every
year to turn oneself towards themost powerful sensors on themarket while remaining
at an acceptable cost, whether to put LIDAR laser detectors or a high-resolution fast
camera. Electronic design and manufacturing primarily uses open source Arduino
and Raspberry boards, which are configured and programmed in C, C#, Java.

In cases where the assembly of electronic cards of the market is not enough,
and it is frequently the case at this level of innovation, the cards are designed and
manufactured on site thanks to the skills research platform of Toulon University.
From the point of view of embedded intelligence, all the most advanced models and
algorithms are implemented (multi-variable servo-control, robust control by extended
Kalmann filters, advanced decision algorithms from artificial intelligence (genetic
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algorithms, neurons networks) and collective intelligence since the robots compete
in teams of three in this ball game (Fig. 3).

From the point of view of system engineering, it can be seen that each year a
development cycle is implemented, with a non-explicit method of mechanical design
and software of prototype robots with constraints of limited time (specifications in
September for a prototype in May following), a cost under control and specifications
each time different, precise and not subject to evolutions. Many tasks are done in
parallel, project milestones and deliverable definitions are rare. If we cannot speak
here of industrial risk we see that the risks of failure are important, often appear
during the competition and are poorly mastered.

In this highly constrained environment, the university team has accumulated a
great deal of untrammeled expertise in a rigorous and transmissible way.

Two developed subsystem are presented here
Subsystem 1:

Objective: design of shooting sub system for shooting function.
Context: no experience of this task, innovative design, no possibility of global
simulation of refined models.
Approach: general design under Solidworks, simulation of electrical model under
Simulink, FE analysis and optimization under FEMM and then intensive rapid
prototyping, several prototypes with 3D printer.
Cumulative cost for several virtual prototypes and several real prototypes: plastic
materials, coil, and metal parts (Fig. 4).

Subsystem 2:

Objective: Design of sub system for goal function.
Context: no experience of this task, innovative design, no possibility of global
simulation of refined models.
Approach: general design under Solidworks, simulation and FE analysis and then
intensive rapid prototyping, several prototypes with 3D printer.

Fig. 3 Robocup robots competition (Robocup https://2019.robocup.org)

https://2019.robocup.org
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Fig. 4 Shooting subsystem prototype and coil analysis (Gies and Soriano 2019)

Fig. 5 Goal sub system and FE analysis

Cumulative costs for several virtual prototypes and several real prototypes: time,
plastic materials, coil, and metal parts (Fig. 5).
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3 Iterative Design of Formation Control of Underwater
Robots

The BlueROV1 (Fig. 6) is the open source and low-cost platform used. Figure 7
shows out the components of BlueROV-1with the control architecture. TheBlueROV
frame and thrusters were included in a package from Blue Robotics. In addition to
the BlueROV frame, a Raspberry Pi was used as an on-board computer (high-level
control) and an HKPilot Mega 2.7 was used as an input/output unit (low-level con-
trol).The BlueROV’s I/O consists of an HKPilot Mega 2.7 which is based on Ardupi-
lot Mega. The HKPilot Mega 2.7 has the following on chip sensors: Magnetome-
ter—HMC5883L, Barometer—MS5611-01BA, inertial measurement unit (IMU)—
MPU6000. An external pressure sensor MS5837-30BA which was encased in a

Fig. 6 Bluerove underwater robot

Fig. 7 Physical structure of the existing system

1Bluerove2 https://bluerobotics.com/store/rov/bluerov2/bluerov2.

https://bluerobotics.com/store/rov/bluerov2/bluerov2
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watertight case by Blue Robotics was connected to the HKPilot Mega 2.7 by I2C.
The HKPilot Mega2.7 also controls the six ESCs.

The key points of the software project are:

System: Group of autonomous submarine vehicles AUV.
Context: There are three existing Bluerove autonomous systems with Raspberry
embedded card under ROS environment.2 No experience and innovative design.
Objective: Design of consensus control programs for the group, in order to track
a trajectory and avoid obstacles (Fig. 8).
Approach: Design of algorithmsmore andmore complex from linear cases (Pham
et al. 2018) to nonlinear real robust models, test neuronal network (Fig. 9),
intensive 3D virtual prototyping under ROS/ Gazebo.
Cost: Cumulative costs for several virtual prototypes, essentially time consump-
tion.

Fig. 8 Formation of underwater robot

2ROS Robot Operating System https://www.ros.org/.

https://www.ros.org/
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Fig. 9 Four successive software prototypes with discontinuities in technology

4 Conclusion

The interest of iterative prototyping in the design of mechatronic systems in the soft-
ware part or the hardware part, was discussed. At the same time as the objectives
are getting closer, the costs are increasing and there is an interest in a graphic repre-
sentation of these evolutions. Iterative prototyping in road design sees costs evolve
steadily as new main functions of the specifications are integrated, as in the case of
robots from the Robocup competition.

In the case of a single main function as in the case for the formation of submarine
robots with a discontinuity of technology, and with the change of technology from
an algebraic model to a neural network model the cumulative cost could suffer a
strong non-linearity. This type of nonlinear quantification does not yet appear in the
proposed representations (Fig. 10). Despite the existence of certain results (Warniez
2015), the metrics associated with cycles and prototypes should be developed.

Fig. 10 Iterative cycles and linear representation objective/cost
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Dimensioning of an Electromagnetic
Spindle with Interval Computation
Technique

A. Guizani, H. Trabelsi, M. Barkallah, M. Hammadi, J. Y. Choley,
and M. Haddar

Abstract HighSpeedMachining (HSM) is a new technology used to reduce the time
and cost of producing parts in several sectors. Among the main components of the
HSM is the spindle. It is usually supported by Active Magnetic Bearings (AMBs),
in order to achieve high speeds without affecting the dynamic characteristics of
the machine. In this paper, an electromagnetic spindle supported by two AMBs is
modeled and simulated using the interval calculation technique in order to assure
successfully the preliminary design process. The behavior of the system is evaluated
and studied with the consideration of uncertainty. The uncertainties are taken into
account for the different design parameters that define the dynamic model of the
spindle.
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1 Introduction

In recent years, HSM is considered one of the most popular in the industry of produc-
ing of molds and mechanical components. It allows obtaining a variety of complex
forms thanks to the wide variety of cutting tools driven by a rotational movement
and composed of several cutting edges. Several parameters affect the forces acting
on the cutter. Their forecasts and knowledge become necessary in order to adapt the
conditions of cutting tools.

The last researches have focused on studying the behavior of the milling spin-
dle with various types of bearings, more particularly AMB, since they have many
advantages (Chiba et al. 2005; Knospe 2007; Schweitzer et al. 2009; Tsai and Lee
2011).

Indeed, compared to rolling bearings,Knospe (2007) deduced thatAMBsare char-
acterized by a high rotation speed with minimal energy dissipation, a high resistance
to shock generated by accidental forces and especially a long life.

Furthermore, Kimman et al. (2010) proposed new techniques of modeling and
control of a spindle of a miniature-milling machine supported by two AMBs. They
deduced that with higher rotational speeds around 1,50,000 rpm, the machine’s oper-
ation could improve. To achieve these velocities, it is necessary to optimize the choice
of the diameter and the length of the spindle.

Moreover, those results are verified and confirmed by the researchwork developed
in Sawicki et al. (2007) and Gourc et al. (2011). Sawicki et al. (2007) modeled an
electromagnetic spindle using the finite elementmethod. Gourc et al. (2011)modeled
and studied a spindle rotating at 40,000 rpm and supported by original AMBs.

In addition to the advantages described above, the measurement of force and
position can be done using feedback currents and displacement sensors. For example,
Auchet et al. (2004) proposed a new technique to determine the values of cutting
force by analyzing the AMB command voltage. In order to maximize damping,
Knospe and Chen recommend using an additional AMB on the spindle, which offer
the possibility to control vibrations of the cutting tool (Knospe 2007; Chen and
Knospe 2007). Kyung and Lee (2003) presented, only for conventional machining
(low speeds), a spindle stability study with AMB.

In this paper, we have studied the dynamic behavior of an electro-spindle based
on the interval calculation method to obtain a set of values for the different design
parameters, to avoid making several simulations that can make the system costly or
ineffective and to achieve a guaranteed design process.

2 Dimensioning of an Electromagnetic Spindle

In this part, the study of the dynamic behavior of the spindle is based on a new
approach considering the two movements of the indeformable and flexible solids.

As shown in Fig. 1, the electro-spindle studied consists of:
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Fig. 1 Model of the
electromagnetic spindle

• A spindle body (shaft or rotor),
• Two electromagnetic bearings placed at the top and at the bottom,
• An axial stop.

2.1 Shaft Modeling Approach

The modeling of the shaft is based on the coupling between the small deformations
of the elastic movement and those of the rigid movement. The determination of the
equation of motion requires the computation of the kinetic energy of a rigid beam as
well as the kinetic and potential energies when this one is considered deformable.

Kinetic energy is written in the following form (Trabelsi et al. 2019; Hentati et al.
2013):

Ec = 1

2
ρA

L∫

0

[(
Ẋ2

A + Ẏ 2
A + Ż2

A

) + (
U̇ 2 + V̇ 2 + Ẇ 2) + 2

(
U̇ ẎA + V̇ Ż A

)]
dz
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ρ I
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z
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y + θ̇2
z

) + 4Ω
(
α̇yαz

) + 4Ω
(
θ̇yθz

)
+ 4Ω

(
α̇yθz − α̇zθy

) + 2
(
α̇y θ̇y + α̇z θ̇z

) + 2Ω2

]
dz

(1)

where
{
U, V,W, θx , θy, θz

}
,

{
U̇ , V̇ , Ẇ , θ̇x , θ̇y, θ̇z

}
,

{
XA,YA, ZA, αx , αy, αz

}
and{

Ẋ A, ẎA, Ż A, α̇x , α̇y, α̇z
}
are the displacements and the velocities corresponding

respectively to the elastic movements and to rigid movements.
The displacements {U, V,W } are composed of the displacements {Ub, Vb,Wb}

due to the effect of the bending and displacements {Us, Vs,Ws}, which result from
the shear effect of the element.

The potential energy is calculated according to the flexion and shear displacements
using the following expression:

Ep = 1

2

l∫

0

E I
(
U̇ 2

b + V̇ 2
b + Ẇ 2

b

)
dx + 1

2

l∫

0

KGA
(
U̇ 2

s + V̇ 2
s + Ẇ 2

s

)
dz (2)

where A is the section of the element, E is the Young’s modulus, G is the shear
modulus, K is the shear coefficient, ρ is the density and I is the moment of inertia.

2.2 Modeling of the Electromagnetic Bearings

In this study, the classical electromagnetic bearings configuration was used: two
identical bearings are placed at the top and bottom. Each bearing can be composed
of two, three or four pairs of electromagnets mounted symmetrically on either side
of the two axes x and y in Fig. 2.

For a bearing with four electromagnets, the two components of the force, in the
x and y directions, exerted by the electromagnetic bearings can be rewritten in the
following form:

Fig. 2 Electromagnetic bearings model



Dimensioning of an Electromagnetic Spindle … 71

Fpi = a

⎡
⎣

(
1− kpui

I0
− kd u̇i

I0

1− ui
e0

)2

−
(
1+ kpui

I0
+ kd u̇i

I0

1+ ui
e0

)2
⎤
⎦, i = x, y (3)

where, ui is the displacement, u̇i is the velocity, kd is the derivative gain, kp is the
proportional gain and e0 is the nominal airgap.

2.3 Determination of the Dynamic Coefficients

The electromagnetic field is modeled by dynamic coefficients, as indicated in Fig. 3
stiffness coefficients that are a function of the displacements and damping coefficients
relative to the velocities corresponding to displacements.

The electromagnetic forces along the two directions x and y are put into a matrix
form as follows (Bouaziz et al. 2011):

{
Fpx

Fpy

}
=

[
Kxx Kxy

Kyx Kyy

]{
ux

uy

}
+

[
Cxx Cxy

Cyx Cyy

]{
u̇x

u̇ y

}
(4)

Fig. 3 Modeling of electromagnetic bearings using the stiffness and damping coefficients
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2.4 Equation of Movement of the Electromagnetic Spindle

The global motion equation of the electro-spindle is written in the following form
(Trabelsi et al. 2019):

[M][Q̈] + ([G] + [D] + [Cb(t)]){Q̇} + ([K ] + [Kb(t)]){Q} = {
Fc(x,y,z)(t, {Q})}

(5)

where:

[M] =
[

[MF ] [MRF ]
[MRF ]T [MR]

]
: the mass matrix, ‘F’ and ‘R’ designate the two

movements flexible and rigid;
{Q} = [

U1, V1,W1, θx1, θy1, θz1, . . . ,Ui ,Vi ,Wi , θxi , θyi , θzi , XA,YA, ZA, αx , αy,

αz
]T
: the displacement vector (the degrees of freedom of elastic and rigid

movements);

[G] = 2Ω

[
[GF ] [GRF ]

−[GRF ]T [GR]

]
: the gyroscopic matrix;

[D] = α[M] + β[K ]: the modal damping matrix;

[K ] =
([

[KF ] 0
0 0

]
− Ω2

[
[CF ] 0
0 0

])
: the dynamic stiffness matrix;

Ω2

[
[CF ] 0
0 0

]
: the terms of centrifugal force;

[Kb(t)] and [Cb(t)]: are variable matrices containing the coefficients of stiffness
of the electromagnetic bearings;
Fc(x,y,z)(t, {Q}): the vector of the cutting force along x, y and z.

In this part, the necessary parameters that define the dynamic model of the elec-
tromagnetic spindle are introduced. Thus, the simulation of the dynamic behavior of
the studied system is presented in the following section.

3 Simulation Results Using Interval Computation
Technique

Due to the non-linearity of the spindlemotion equation, the resolutionwith uncertain-
ties of this type of system using theNewmarkmethod coupledwithNewton-Raphson
(Gościniak and Gdawiec 2019; Faroughi and Lee 2015) gave diverging results. Con-
sequently, the choice of parameters with uncertainty (whichwill be represented using
intervals) affects on the convergence of the obtained results. In order to overcome
this problem, the objective of this part is to solve the system of differential equations
of the electromagnetic spindle with the interval calculation method. Themain advan-
tage is to obtain convergent results that reflect the effectiveness of this method. For
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Table 1 Characteristics of
the electromagnetic spindle

Variables Nomenclature Values Units

� Rotation speed of the
spindle

20,000 tr/m

L Length of the shaft 651,95 mm

Ir Moment of inertia 0.11 kg m2

m Spindle mass 16,03 kg

E Young’s module 2.11×1011 Pa

ρ Density 7.85 g/cm3

D1 Diameter of element 1 38.1 mm

L1 Length of element 1 12.7 mm

this, the following uncertainties are introduced in the model to study the dynamic
behavior of the spindle with interval:

• 2% on the diameter of element 1
• 2% on the length of element 1

The characteristics of the electromagnetic spindle are given in Table 1.
The dynamic responses of the spindle with the consideration of uncertainty are

exposed in Figs. 4 and 5. The resolution of the differential equations of the electro-
magnetic spindle with interval, allowed obtaining results similar to those with fixed
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Fig. 4 Variation of the displacement Z
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Fig. 5 Variation of the rotational movement θx

values. Envelopes of performances are obtained, which represent the set of values
for the displacement Z and the rotational movement θ of the elastic part.

Thus, according to the obtained envelopes, the designer can therefore determine
the best solution (design) that can fulfill the imposed requirements, which facilitates
the sizing of the studied system and therefore to obtain a guaranteed design process.

4 Conclusion

In this paper, the study of the dynamic behavior of an electromagnetic spindle sup-
ported by two AMBs using the interval calculation technique was done. A complete
envelope (a set of solutions) is obtained for the different design parameters and there-
fore to avoid making several simulations that in most cases make the model to study
expensive or inefficient.

The goal of future work is to perform parametric studies to study the influence of
different design parameters on the behavior of the spindle and to optimize its model.
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Magnesium Powder Compacting

Anas Bouguecha and Bernd-Arno Behrens

Abstract Sintering technology is becoming increasingly important in metal indus-
try as they offer numerous advantages comparing to other manufacturing processes.
So that, the powder metal (PM) technology is currently well-established for the
manufacturing of near-net-shape thin-walled sintered components with strong cross-
sectional transitions, especially in the automotive industry. The density gradients in
the green bodies caused during the powder compacting process lead to the sintering
distortion which is a relevant problem in this industry. The numerical simulation
based on the finite element method (FEM) can provide a significant contribution
in the design and optimization of powder compacting processes to reliably reduce
such problems. Here, the material modeling required for the FE calculation is of cru-
cial importance. In this presented work, the DRUCKER-PRAGER-Cap model was
chosen for the numerical description of the compressible behavior of magnesium
powder. Here, in the first step, the material-dependent failure line was determined
on the basis of diametrical and uniaxial compression tests. In the second step, the
elliptical caps depending on the relative density were specified by means of a sim-
ple axial compression test combined with the assumption of associated flow. This
material modeling is then used to study the influence of the powder compacting
strategy on the homogeneity in the distribution of the relative density is shown for
the rotationally symmetric L-shape.
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1 Introduction

Sintering technology has its origins in the ceramic industry but is becoming increas-
ingly important in metal industry as they offer numerous advantages comparing to
other manufacturing processes, such as low energy consumption and high material
utilization (Fig. 1). Partly for these reasons, the proportion of powder metallurgy
(PM) components in the automotive industry has steadily increased in recent years
(Herlan 1989).

According to Schatt and Wieters (1994), PM production processes can be subdi-
videdmainly into powder production, shaping by compacting, sintering and finishing
(Fig. 2).

PM technology is established for the manufacturing of near-net-shape thin-walled
sintered components with strong cross-sectional transitions, as presented in Fig. 2
(Doege et al. 2003). For this, powder presses equipped with multi-punches adapter
are necessary. In Fig. 3 the powder press available at the IFUM is shown.

For the design and optimization of the tool kinematic strategy, numerical simula-
tions are performed in which the influence of the tool movement on the distribution
of the porosity in the component is examined. In such FE calculations, material
modeling plays a crucial role.

In this researchwork, the precise FE simulation of the compacting process ofmag-
nesium powder is presented. Hence, the influence of the kinematics of the punches
on the compacting result in the component is numerically examined.

Fig. 1 Advantages of the metal sintering industry (according to Herlan 1989)
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Fig. 2 Manufacturing flow in the metal sintering industry (according to Behrens and Bouguecha
2012)

Fig. 3 Powder press available at the IFUM with a multi punches adapter (according to Behrens
et al. 2005)
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2 Material Modeling

For the description of the compressible material behavior of the considered magne-
sium powder, the DRUCKER-PRAGER-Cap (DPC) model is used for the numerical
investigations of the powder compacting process and adapted to the investigated
aluminum powder (Riedel 1997).

The DPC model is used to map the properties of porous materials in the FE sim-
ulation. Here a body is considered as an elastic-plastic and compressible continuum
(Doege et al. 2003). In the plane of the hydrostatic pressure p and the v Mises equiv-
alent stress q, the yield surface is composed of an elliptical hardening cap and a
straight failure line, as shown in Fig. 4, and is described by Eqs. 1 and 2 described
(Doege et al. 2003).

Fk =
√

(p − pa)
2 + Rq2 − R(d + pa tan β) = 0 (1)

Fv = q − p tan β − d = 0 (2)

Here, R represents the eccentricity of the elliptical cap, and pa the pressure at
which the cap merges into the failure line. The shear strength d and the slope tanβ
characterize the failure line and thus the green strength in the green part (Riedel
1997).

Within the yield surface, the material behaves elastically. When the stress state
reaches the locus, plastic deformation of the powder begins. Stress conditions on the

Fig. 4 Yield surface in the DPC model (according to Behrens et al. 2005, 2006; Behrens and
Bouguecha 2012)
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consolidation cap result in compaction of the powder. In contrast, stresses on the
failure line cause softening, which results in the risk of cracking (Doege et al. 2003).

To describe the porosity of a material, the relative density ρrel is defined, which
represents the ratio of the particle volume to the total volume (Eq. 3).

ρrel = VParticles

Vtotal
100% (3)

The investigated magnesium powder was produced in the Center for Functional
Materials gGmbH in Clausthal-Zellerfeld by gas atomization under protective gas.
The grain size is about 25 μm.

2.1 Shear Lines of the DPC Model

The failure straight line, as shown in Fig. 4, can be determined experimentally with
different strength tests giving different stress states (p and q). In this work, the
diametrical and the uniaxial compression tests with different specimen sizes are
used (Fig. 5).

For each green body with a specific relative density ρrel, the v Mises equivalent
stress q and the hydrostatic pressure p were calculated by means of the measured
breaking stress in the diametrical and the uniaxial compression tests (Table 1).

On the basis of these points developed, the failure lines for the considered relative
densities ρrel can be formed in the model plane, as shown in Fig. 6. As the failure
lines are approximately congruent, a mean failure line will be implemented and used
later.

Fig. 5 Yield surface in the DPC model (Behrens et al. 2006; Behrens and Bouguecha 2012)
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Table 1 Determined stress states from the diametrical and the uniaxial compression tests (according
to Behrens et al. 2005)

Test Diametrical compression Uniaxial compression

Specimen
size

∅ 8 × 8 (mm) ∅ 8 × 12 (mm) ∅ 8 × 8 (mm) ∅ 8 × 12 (mm)

ρrel (%) p
(MPa)

q
(MPa)

p
(MPa)

q
(MPa)

p
(MPa)

q
(MPa)

p
(MPa)

q
(MPa)

80 0.11 0.61 0.18 0.96 3.28 9.85 1.99 7.3

85 0.5 2.691 0.44 2.39 12.27 36.82 6.635 19.9

90 1.27 6.89 1.26 6.82 13.2 39.61 13.27 39.81

95 2.65 14.35 3.1 16.75 15.26 47.3 28.02 84.06

Fig. 6 The shear failure lines for different relative densities

2.2 Hardening Cups of the DPC Model

In the literature, the elliptical cap is measured by triaxial experiments (Coube and
Riedel 2000). However, these experiments are associated with great experimental
effort and the construction of the measuring device is costly. Therefore, the method
described in (Doege et al. 2003; Behrens and Bouguecha 2012) is used in this work,
which is based solely on simple axial compression tests and the assumption of
associated flow (Fig. 7).

Thus, the material parameters R and pa of the hardening cap in the DPC model
can be calculated as a function of the relative density ρrel (Table 2).

The results of the determined DPC models depending on the relative Density are
presented in Fig. 8.
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Fig. 7 Associated flow (according to Behrens and Bouguecha 2012)

Table 2 The model-relevant
parameters of the compacting
cap (according to Behrens
et al. 2005)

ρrel (%) pa (MPa) R (–)

80 26.57 0.745

85 33.87 0.772

90 47.81 0.797

95 77.63 0.808

Fig. 8 Yield cups in the DPC model for different relative densities (according to Behrens et al.
2005, 2006)

3 Importance of the Tool Kinematics on the Compacting
Process

Powdermetallurgical forming processes have become established in themanufacture
of stepped thin walled components.
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In order to show the advantages of numerical simulation in the design and opti-
mization of the compacting of magnesium alloys, the manufacturing process of two
components (a thin walled reference L-shape and a complex stepped crown gear) are
considered in this study.

The magnesium powder has an initial density of 43% and the aimed relative final
density of 90%. The aim is that during compaction as possible no powder is moved
from one to another cross-section to minimize shear stress and to avoid cracks.

The height of the tool cavity before pressing is given by the following equation:

hcavity = ρrel,ini tial

ρrel, f inal
h f inal (4)

Since friction has a decisive influence on the density distribution, the density-
dependent sliding friction coefficients determined in (Behrens et al. 2004) are imple-
mented in the commercial FE system ABAQUS/STANDARD and used for the fol-
lowing rotationally symmetric calculations. In order to investigate the influence of
the tool kinematics on the compaction behavior, the one-sided and the double-sided
compacting will be compared.

The final dimensions of the green compact after compacting of the reference
L-shape are shown in Fig. 9.

Fig. 9 Reference part L-shape (according to Behrens and Bouguecha 2012)
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The design of the process is based on the proportional compacting. This means
no material flow between the segments (A and B) of the part, as shown in Fig. 9.
Therefore, the one-sided compacting (Fig. 9, right) occurs exclusively by the move-
ment of both upper punches at different speeds due to the different compacting paths.
In contrast, in two-sided pressing (Fig. 9, left), in addition to the movement of both
upper punches, the lower punch moves at the same speed in the opposite direction
as the upper punch 2. In both cases, the die and the mandrel are fixed. In the quasi-
static calculations performed, only half of an axial cross-section is discretized with
4-noded rotationally symmetrical quadrangular elements (type: CAX4) due to the
axis symmetry of the green body. The tools are assumed to be rigid bodies. In order
de determine the number of elements for the discretization of the part a convergence
study is firstly performed. This study has shown that the convergence in the punch
forces is reached by the use of 300 elements at the least.

Figure 10 shows the density distributions in the one-sided and the double-sided
compacted green body. It is to be noted that in contrast to the one-sided pressing, in
which the low densities are in the lower region of the reference component, they are
located vertically centered in the two-sided compression. Furthermore, in the one-
side pressed component, the density distribution is very inhomogeneous, since the
corresponding density gradients (�ρrel = 30%) are high due to the frictional effects.
In double-sided compression, on the other hand, the density gradients are much
lower (�ρrel = 16%). Thus, it is characterized by a more homogeneous distribution
of relative density.

Fig. 10 Calculated compaction in the reference L-shape (left: one-sided powder compacting, right:
double-sided powder compacting)
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4 Conclusion

In order to provide a precise calculation of powder compaction processes using the
FEM, the DPCmodel was used in this work to describe the compressible behavior of
magnesium powder numerically. Here, the determination of the material-dependent
failure line was carried out on the basis of diametrical and uniaxial compression
tests. Furthermore, the elliptical cap, which represents the hardening behavior of the
magnesium powder, was determined by means of a simple method which is based
solely on axial compression tests and the assumption of associated flow.

This material modeling is then used for the simulation-based design of powder
compacting processes. In this study the influence of the powder compacting strat-
egy on the homogeneity in the distribution of the relative density is shown for the
rotationally symmetric L-shape.
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Frequencies Analysis of a Segmented
Wind Turbine Blade in Presence
of Uncertainty

Majdi Yangui, Abderraouf Kamel, Mounir Ben Jdidia, Lotfi Hammami,
Slim Bouaziz, and Mohamed Haddar

Abstract Wind turbine blades structures must be well balanced during the man-
ufacturing and mounting processes in order to avoid the imbalance of the system
and the undesirable dynamic effects during the rotor motion. This work presents a
numerical frequencies analysis of a segmented wind turbine blade assembled with a
steel spar in order to study the effects of the assembling load, considered as a uncer-
tainty parameter, on the wind turbine rotor balance. For this purpose, the finite beam
element was adopted to model the blade segments and the spar structures. The addi-
tional assembly stiffness caused by segments assembly load was considered in the
developed numerical model. In this work, a deterministic analysis was established to
study the influence of the applied load on the assembled blade natural frequencies.
Furthermore, a stochastic approach was proposed, based on the Monte Carlo method
considering the assembly load as a random variable, to discuss their influences on
the wind turbine rotor balance. This study, highlights the significant influence and
the importance of the assembly load adjustment on the segmented blade dynamic
behavior and thus on the wind turbine life cycle. Thus, the wind turbine rotor must
be equipped with a mechatronic system to ensure the blades behavior readjustment
during the rotor motion.
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Keywords Segmented blade · Numerical analysis · Assembling load · Uncertainty

1 Introduction

The concerns about environmental problems has made the wind energy, considered
as one of the most profitable renewable energy sources, development more and more
indispensable for a sustainable future. Accordingly, in order to extract more energy
from wind, manufacturers aim to develop the wind turbine blade size and to reduce
the manufacturing and transport costs. For this purpose, the wind turbine blade seg-
mentation into several parts assembled altogether along a steel spar was proposed. In
this context, Saldanha et al. (2013) showed that the natural frequencies of the wind
turbine system are an important parameter to design a segmented wind turbine blade.
Furthermore, several studies were developed to investigate the dynamic behavior of
rotating wind turbine blade taking into account various external effects and loads.
However, the influence of the segments assembly effort was ignored, which must
be considered in priority during the segmented blade design. Yangui et al. (2018)
investigated the dynamic behavior of a segmented wind turbine blade using the finite
element method. Experimental and numerical modal analysis was developed by Tart-
ibu et al. (2012). The wind turbine blade modeling was treated by some simplified
shapes of stepped beam. The measured and computed natural frequencies present
some discrepancies observed for the highest frequencies. In fact, numerical methods
are conducted on models that can not take account of all characteristics of real blade
structure and their working conditions. To study the effects of the assembling load
on the segmented shell type wind turbine blade, Yangui et al. (2019) developed a
numerical model using the 3 node shell element DTK18. To determine the effects of
segments assembly load on the rotor dynamic behavior, experimental modal analysis
was established. The discussion of the experimental results showed the considerable
influence of the segments assembly load on the blade dynamic behavior, which must
bewell investigated to ensure the rotor stability. Several parametric studieswas estab-
lished to investigate the wind turbine dynamic behavior. However, the parameters
lack of precision give rise to unreliable results. Thus, considering the uncertainties
of the investigated parameters in the numerical model is very important to ensure the
stability and the robustness of the structure. To this end, probabilistic approaches are
adopted to consider the effects of the parameters uncertainties. In these approaches,
the uncertain variables were treated by probability density functions. The Monte
Carlo simulation is one of the most known probabilistic methods able to provide
accurate results. The accuracy and the reliability of this method is discussed by
Shreider (2014).

In the present work, the finite beam element is used to model a segmented wind
turbine blade assembled altogether along a steel spar. The aerodynamic profile, the
spar and the assembly stiffness matrix caused by the assembly load are considered
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in the developed numerical model. In this work, the segments assembly load is con-
sidered as uncertain parameter. To predict the wind turbine blade natural frequencies
taking into account of the uncertain parameter, the Monte Carlo method is adopted.

2 Assembled Blade Design and Modeling

The investigated wind turbine blade consists of five segments assembled with a steel
threaded shaft and a nut modeled as a spar. The blade model is presented in Fig. 1.

The designed segmented blade has a length L= 22mwhere the aerodynamic pro-
file was presented by Griffin (2000). The blade segments and spar material properties
are presented in Table 1.

To model the blade and the spar structure, 36 finite beam elements of different
cross sections were used to discretize the blade segments structure and 30 elements
were adopted to model the spar. Each beam element has six degrees of freedom per
node. Thus, the blade equation of motion can be written as:

[M]q̈ + [C]q̇ + [Ke]q = {F} (1)

where [M], [C], [Ke] and {F} are respectively the mass matrix, the damping matrix,
the elastic stiffness matrix and the global force vector applied on the blade. The
definedmatrices are obtained by assembling the elementarymatrices given byHamdi
et al. (2011).

Taking into account of the segments assembling load, an additional strain energy
increases the investigated blade stiffness. To this end, the stiffness of a beam in

Fig. 1 Assembled wind turbine blade

Table 1 Blade segments and
spar material properties

Parameters Elastic
modulus
(GPa)

Poisson’s
ratio

Density
(kg/m3)

Blade
segments

1.7 0.35 2530

Spar 210 0.3 7850
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traction presented by Lalanne and Ferraris (1998) is considered in the assembled
blade modeling. Thus, the resulting equation of motion is obtained as:

[M]q̈ + [C]q̇ + ([Ke]+ [KS])q = {F} (2)

where [KS] represents the assembly stiffness matrix obtained by assembling the
elementary matrix [ks] expressed by:

[ks] = Fass
30l

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 0 0 0 0 0 0 0 0 0
0 36 0 0 0 −3l 0 −36 0 0 0 −3l
0 0 36 0 3l 0 0 0 −36 0 3l 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 3l 0 4l2 0 0 0 −3l 0 −l2 0
0 −3l 0 0 0 4l2 0 3l 0 0 0 −l2

0 0 0 0 0 0 0 0 0 0 0 0
0 −36 0 0 0 3l 0 36 0 0 0 3l
0 0 −36 0 −3l 0 0 0 36 0 −3l 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 3l 0 −l2 0 0 0 −3l 0 4l2 0
0 −3l 0 0 0 −l2 0 3l 0 0 0 4l2

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(3)

where Fass and l are, respectively, the assembling load and the beam element length.

3 Monte Carlo Method

TheMonte Carlo method is the most widely used to investigate uncertainty propaga-
tion problems. This method is based on a probability law of a sampling of uncertain
variables. Therefore, a deterministic calculation must be effected for each random
draw. Usually, this method lead to determine precise results. Considering the great
number of simulations to perform, the Monte Carlo implementing require lots of
computing power. Themethod implementation and process, detailed byHammersley
(2013), is presented in Fig. 2.

As presented the Monte Carlo implementation can be summarized as follows:
Once the uncertain parameters and the corresponding probability laws are identified,
a random generation and a sampling of the input vector is executed to determine the
propagation of the uncertainty i.e. the output vector. The obtained results are analysed
statistically by the determination of the mean value and the standard deviation.
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Fig. 2 Implementation of
the Monte Carlo method

Table 2 Segmented blade
natural frequencies variation

1st natural
frequency

2nd natural
frequency

3rd natural
frequency

Fass = 0 N 0.85 1.06 3.22

Fass = 250 N 1.52 2.37 3.35

Fass = 500 N 1.98 3.02 3.41

4 Results and Discussion

To study the influence of assembly load on the segmented wind turbine blade natural
frequencies, a deterministic and a probabilistic analysis were performed.

4.1 Deterministic Analysis

Taking into account of the segments assembly load Fass, the first three natural
frequencies of the blade were determined. The obtained results are illustrated in
Table 2.

The present results show that blade natural frequencies are strongly influenced
by the segments assembly load. The discussed parameter can be maladjusted during
the blade mounting or messed up under the wind turbine rotor motion. Thus, it must
be considered as an uncertainty parameter in the wind turbine system investigation.

4.2 Probabilistic Analysis

In this section, a probabilistic analysis of the bladenatural frequencieswasperformed.
The segments assembling load, considered as an input variable, follows the normal
distribution:

Fass = Fass0 + σFass ξ (4)
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Table 3 Natural frequencies
mean values and standard
deviations

1st blade
mode

2nd blade
mode

3rd blade
mode

Natural
frequency
mean value

1.98 2.97 3.32

Standard
deviation

0.19 0.11 0.16

where Fass0 is the mean value, σFass represents a normal or uniform variable and ξ

represents a convenient constant.
TheNatural frequenciesmean values and the standard deviationswere determined

for Fass0 = 500 N and σFass = 10%. The obtained results convergence were ensured
with 2000 simulations. The first three natural frequencies mean values and standard
deviations are presented in Table 3.

According to the obtained results, the standard deviations caused by 10% of
assembly load variation are very important. In general the wind turbine rotor is
composed by three blades, thus this variation can involve the system imbalance and
undesirable dynamic effects during the rotor motion.

5 Conclusion

In this study, a segmented wind turbine blade assembled with a spar has been mod-
eled using linear beam elements. A deterministic and a probabilistic analysis were
performed to investigate the effects of the segments assembly load on the blade natu-
ral frequencies. The Monte Carlo method was adopted to determine the mean values
and standard deviations of the blade natural frequencies caused by 10% of assembly
load variation. Results show the significant influences of the assembly load uncer-
tainty on the rotor balance. Thus, the necessity of a mechatronic system to ensure the
adjustment of the blades rotor dynamic behavior during the wind turbine operation.
The present research can be extended taking into account all thewind turbine systems
and the aerodynamic effects.
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Modeling the Transmission Path
in a Planetary Gearbox: A Comparison
of Two Methods

Oussama Graja, Ahmed Ghorbel, Fakher Chaari, and Mohamed Haddar

Abstract When the goal is to reduce the shaft speedwith an important ratio between
a driving and a driven part, engineers use a planetary gearbox (PG). For this reason,
this power transmission system can be found in many mechanical units such as exca-
vators, helicopters, ship propeller, etc. Hence, their condition-based monitoring has
been investigated for decades and their diagnostic is still important since their break-
down can cause catastrophes and disasters. So, researchers have been interested in
the difference between healthy and damaged cases PG dynamic behaviour. Due to
its complex design, the knowledge of its healthy state is still investigated: as known,
planet gears have two rotational motions: first one is around itself and the second
one is around the gearbox centre. The last motion amplitude modulates the vibra-
tion signal acquired by a sensor attached to the housing. Hence, in this work, the
variable transmission path in a planetary gearbox is modelled by two mathematical
approaches. One of the above methods can be used when the amplitude modulation
phenomenon is explicitly modelled from the dynamic model, in other words, when
someone thinks to use a windowing function to model amplitude modulation phe-
nomenon in a planetary gearbox. Advantages and drawbacks of each methodology
are investigated.

Keywords Planetary gearbox · Dynamic modelling · Vibration transmission path

Nomenclature

fc Carrier frequency
GMF Gear mesh frequency
N Number of planets
Rr Base radius of the ring gear
Rc Radius where the carrier holds planets
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U Time varying distance
θc Instantaneous angle of the carrier

1 Introduction

Since a transducer is attached to the gearbox housing and the planet gears have a
relative motion with respect to it, the transmission path of vibration in a planetary
gearbox is time varying which causes an amplitude modulated vibration signal. This
phenomenon has been investigated from several researchers to clarify that it is a
major characteristic of healthy behavior and differs from a modulation due to faults.

A double helical planetary gear 3D lumped parameters model is proposed by
Prashant and Kahraman (2013). Their work can be summarized into two points: first
to predict the maximum amplitude of the dynamic mesh force; second to investigate
the mesh force changes due to a sun gear radial floating. A mathematical model
was developed by Inalpolat and Kahraman (2009) in order to report the modula-
tion sideband origin occurring in a healthy planetary gear-set. The investigation of
the sideband around the gear-mesh frequency component in spectrum results that
it comes principally from an epicyclical gearbox having either a stationary sun or
ring gear. Later, they developed a nonlinear dynamic model in order to evaluate the
modulation activity in a damaged planetary gear-set in the form of run out and eccen-
tricity (Inalpolat and Kahraman 2010). Mesh force fluctuation is also investigated
by Guo and Parker (2010) and they declared that it was originated from tooth wedg-
ing, causing bearing failures. A model was developed to combine wedging, bearing
clearance, back-side contact and tooth separation influence. Both amplitude and fre-
quency modulation phenomenon in time series which occur as side-band activity in a
spectrumwere studied by Feng and Zuo (2012), Liang et al. (2015), Liu et al. (2016).
Feng and Zuo (2012) simulate the dynamic behaviour in case of gear damages (faulty
planet and sun gear) after defining faulty gears characteristic frequencies in a PG.
A lumped parameter model was developed by Liang et al. (2015) in order to build
sources of vibration. Then, all vibration was projected with respect to the sensor
location by including the transmission path effect due to the planet gear motion held
by the carrier. Properties of vibration signals were investigated in both cases: healthy
and cracked tooth case. In a later work, Liu et al. (2016) focused on modelling the
transmission path. They consider that the vibration path can be divided into two
parts: a first part from gears to the housing and a second part through the casing up
to the sensor location. A mathematical formulation was developed by Graja et al.
(2017) in order to model the transmission path of vibrations. Since the planetary
gearbox casing is cylindrical, they approximate the time varying path separating the
sensor location and the planet/ring gear contact to an arc. In a later work, Graja et al.
(2019) developed another formulation for modelling the transmission path. They
considered that the distance separating the centre of planet gear and the transducer
location is time varying and it can reflect an image of the transmission path. In Graja
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et al. (2017, 2019), attractive results were presented and the sideband activity of
acceleration signals in frequency domain is figurative.

As mentioned, the path of vibration in a planetary gearbox was extremely investi-
gated. Hence, in this work, authors aim to compare two new developed mathematical
formulations in order to enhance the amplitude modulation function and to turn out
its more realistic shape.

2 Origin of the Variable Transmission Path

Figure 1 highlights that, when the carrier is rotating, one planet is able to occupy
different positions. It has principally two rotational motions: it revolves around its
own axis (O1, Z) and it turns around the planetary gearbox centre (O, Z). The second
motion originates the amplitude modulation phenomenon. Consequently, vibration
signals captured by a transducer mounted on the stationary housing are affected by
the instantaneous location of the planet gear.

As the time is increasing, the planet gear alternates by coming closer and going
further with respect to the transducer location; when the planet gear becomes closer,
the vibration energy increases and vice versa. So, the vibration signals are under
amplitude modulation. The fundamental frequency that amplitude modulates the
signal is equal to the carrier frequency.

Fig. 1 Different positions occupied by planets during the rotation of the carrier
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3 Mathematical Formulation of the Variable Transmission
Path

The variable transmission path, in other words, the modulation function, can be
formulated by two different ways:

• Evaluation of the time varying distance between the centre of the planet and the
transducer location.

• Evaluation of the time varying arc separating the centre of the planet and the
sensor location.

3.1 First Mathematical Formulation: Time Varying Distance

In order to quantify the variable transmission path, a first mathematical formulation
can be considered based on the geometric construction given in Fig. 2.

U is the line separating the following points:

• First point: the sensor location.
• Second point: planet gear centre.

Since we investigate geometric relations of a triangle, one can apply the cosine
law which gives the equation:

U =
√
R2
r + R2

c − 2Rr Rc sin(θc) (1)

The vibration energy is increasing when the planet gear becomes closer to the
transducer. Mathematically, this condition imposes that the distance U decreases.

Fig. 2 Clarification of the time varying distance U, a planetary gearbox, b zoom on the triangle
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Fig. 3 MF1 shape

As a matter of fact, U is inversely proportional to the modulating function (MF1).
Hence, the MF1 can be expressed as:

MF1 = 1/U = 1/
√
R2
r + R2

c − 2Rr Rc sin(θc) (2)

Figure 3 shows a time representation of the MF1 within one period rotation of
the carrier. As seen, it is like the Hamming function, but it is more realistic because
it is derived from the planetary gearbox physical and geometric parameters given in
Eq. 2.

3.2 Second Mathematical Formulation: Time Varying Arc

For the same purpose (variable transmission path quantification), a second math-
ematical formulation based on the geometric construction, presented in Fig. 4, is
proposed.

When the planet is rotating, its vibration will go through the ring which is con-
sidered as a cylinder. Hence, in the front view presented in Fig. 4, the path can be
considered as an arc. Derived from the given geometric construction, the modulation
function (MF2) can be expressed as:

MF2 =
1

2Rr sin(Arc/Rr )+1

max( 1
2Rr sin(Arc/Rr )+1 )

(3)

An offset equal to one is considered to avoid the division by zero. In addition, the
MF2 is divided by its maximum to consider the percentage of the function. Figure 5
presents the MF2 shape.
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Fig. 4 Clarification of time
varying arc

Fig. 5 MF2 shape

4 Comparison of the Proposed Methods

Both proposed modulating functions (MF1 and MF2) are similar in terms of shape:
they are at their minimum value when the planet is at the farthest position from the
transducer and reaches theirmaximumwhen the planet is at the closest position. They
are like some developed functions such as the Hanning and the Hamming functions.
But, as mentioned above, they are more realistic because they are expressed also as
function of geometric parameters of the planetary gearbox.
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4.1 Sensitivity of the Modulating Functions Due
to the Change of Geometric Parameters

Since MF1 and MF2 are expressed as function of geometric parameters of the plan-
etary gearbox, we seek to modify one of those parameters in order to investigate
their influences on their shapes. For instance, a modification of Rc while keeping Rr
constant is given in Table 1.

Figure 6 provides only the results of those modifications on the shape of MF1
sinceMF2 doesn’t depend on Rc. As seen, MF1 is more sensitive to the modification
of Rc. Since the radius of the ring is kept constant, bigger the radius of the carrier
smaller the radius of the planet. Therefore, when increasing Rc, in other words,
when the planet is smaller, the flatness of MF1 becomes narrow and the percentage
of vibrations captured somehow by the sensor, when the planet is at the farthest
position, is smaller.

Table 1 Modification of Rc Rr

Rc 1.1 × Rc 1.2 × Rc 1.3 × Rc

Red Blue Magenta Black

Fig. 6 Sensitivity of MF1
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Fig. 7 Simulated spectra on Y-axis of the ring gear, a using MF1, b using MF2

4.2 Impact of MF1 and MF2 on Simulated Vibration
Characteristics

Usually, the modulating function is used when researchers apply the methodology
of combining lumped parameter model with the amplitude modulation by window
function. Hence, this section aims to present simulated vibration characteristics using
both proposed functions. Figure 7a, b present a zoom section between 0 and 4500 Hz
of the simulated spectra of acceleration on Y-axis of the ring gear. The gear mesh
frequency is equal to 1000 Hz.

As shown, both spectra have the same vibration characteristics in terms of gear
mesh frequency components and its harmonics. Another zoom section at the third
gear mesh frequency harmonic is shown in Fig. 8a, b in order to focus on the side
band activity generated by both modulating functions.

Side bands are located at GMF ± N fc for both simulated spectra. Hence, the
same behaviour is presented only in terms of frequency component locations but
not in terms of energy level because by the use of the MF2, the sideband activity
has bigger level of energy compared with vibration spectrum deduced by the use of
MF1. Indeed, the energy of vibration signals located at the GMF and their harmonics,
using the MF1, is bigger than those simulated with the incorporation of MF2 since,
as mentioned in Sect. 4.1, theMF1 is more sensitive than theMF2; as a consequence,
the energy level will be more and more concentrated at those frequency components.
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Fig. 8 Zoom section at 4000 Hz, a using MF1, b using MF2

5 Conclusion

In this paper, the variable transmission path in a planetary gearbox is investigated due
to the different positions of planets. For this purpose, twomathematical formulations
are developed and compared. The main conclusions of this work can be resumed as
follows:

• For the modelling of the transmission path effect, not only the known functions as
Hanning or Hamming are useful but also some others as MF1 and MF2 presented
in this paper have similar effects on vibration characteristics.

• The presented modulation functions are given as function of both geometric and
physical characteristics of the planetary gearbox which make its shape more
realistic.

• The MF1 shape is more sensitive than the MF2 shape to the change of geometric
parameters.

• By combining each modulation function by the same lumped parameter model,
vibration characteristics are the same, but they differ only on the sideband energy
level.
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Sensitivity Analysis of Porous Material
Using the Mixed Formulation

Mohamed Riadh Letaief, Lassaad Walha, and Mohamed Haddar

Abstract The porous materials are commonly used as a solution to increase the
sound comfort in several systems especially in the automotive industry. Most of the
models that describe their behavior use 5 or 6 and even 9 intrinsic parameters of
the materials. The most generalized model is that defined through the nine intrinsic
parameters that are: porosity, tortuosity, flow resistivity, thermal and viscous char-
acteristic dimensions of pores, density of frame, shear modulus, Poisson coefficient
and damping coefficient. In this paper we present a sensitivity study of materials to
intrinsic parameters as a function of frequency. Methods used here is Sobol algo-
rithms. Model studied is the mixed formulation for porous materials (depends on
9 intrinsic parameters). Obtained results show a hierarchy strongly depending on
frequency. On the other hand, sensitivity analysis ensures that the materials acoustic
absorption is largely dominated by the resistivity.

Keywords Porous material · Sensitivity analysis · Mixed formulation

1 Introduction

Sound comfort has become a competitive advantage during the design phase of
rotating systems. To do this a study of vibro-acoustic behavior is essential. This
study will allow us to control this behavior and subsequently to predict it. Porous
materials are mainly used as a solution to isolate noise sources and then reduce sound
levels due to their ability to attenuate the vibro-acoustic level. But given their biphasic
structure is still more complicated to model them, In fact several models describe the
acoustic propagation in a porous material. One of the simplest to implement is the
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model of Delany and Bazley (1970). But this model does not take into account the
vibration of the skeleton and it is valid only for the tested material. To express the
dissipative effects, a function of viscous form, not depending to the geometric nature
of the skeleton, was introduced Johnson et al. (1987). The viscous characteristic
length introduces the viscous dissipation, which is an intrinsic parameter of the
material that can be obtained by experiment. Champoux and Allard (1991) introduce
the thermal characteristic length as is an intrinsic parameter expressing the thermal
effects. In 1997, Lafarge et al. (1997) to improve thermal effects at low frequencies
introduces thermal permeability. But, the model with rigid structure is not suitable in
the case of deformed or mobile skeleton of the material which is presented in many
applications where porous material is directly subjected to a mechanical or acoustic
wave excitation. The numerical implementation of porous model are enormously
expensive in terms of simulation time. The indicator, which qualifies the acoustic
performance of a porous material, is the sound absorption coefficient. We expresses
the sound absorption coefficient as a function of the surface impedance, and this
surface impedance depends on the characteristic impedance and the wave number.
These latter can express themselves according to the effective density and dynamic
compressibility.

We propose in this work a sensitivity analysis of nine intrinsic parameters on the
acoustic performance of porous materials. To do this, we use sensitivity methods that
quantify the variance of the parameters on the responses of a system. This sensitivity
includes the calculated value of the sensitivity factor of the first order and adding
the factor or interaction occurs. The method used is Sobol. Here, the investigation
concerns the study of the mixed formulation, giving access to the surface impedance
and absorption coefficient. Since the model is harmonic, the sensitivity will also
depend on the frequency.

We read this article as follows: the first describes Atallamodel and so calledmixed
formulation. Then we present sensitivity analysis by the Sobol indices method. The
results and their interpretations are described in Part 4 of this paper.

2 The Mixed Formulation

In order to alleviate the cumbersome calculations, formulation of mixed type have
been implemented. It is developed byAtalla et al. (1998) using the classical equations
of Biot (1962) with u represents the solid phase displacement field and p is the pore
pressure instead of u and v which represent respectively the solid and the fluid
phase displacement field in the classical Biot formulation. In terms of finite element
calculation, this means that using this formulation we can pass from 6 to 4 degrees of
freedom per node. The mixed formulation is valid only for a harmonic motion. The
modified equations of equilibrium (for small harmonic oscillations) are as follows:
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skeleton ‘in vacuo’ behavior
︷ ︸︸ ︷

σ̂ S
i j/j + ω2ρ̃ ui +

coupling term
︷︸︸︷

γ̃ p/ i = 0
√

b2 − 4ac (1)

−ω2 ρ̃22γ̃

φ2
ui/ i

︸ ︷︷ ︸

coupling term

+ ω2 ρ̃22

λ̃ f
p + p/ i i

︸ ︷︷ ︸

fluid behavior when
the frame ismotionless

= 0 (2)

σ̂ s
i j is the stress tensor of the material “in vacuum”, it does not depend on the fluid

phase:

σ̂ s
i j = ˆ̃

λsεskkδi j + 2μsεsi j (3)

εsi j = 1

2

(

ui | j + u j |i
)

(4)

Above equations depend on certain factors: ˆ̃
λS , ρ̃, γ̃ and λ̃ f . These are based on

hard poroelastic characteristics (Horoshenkov and Swift 2001; Umnova et al. 2001).
The acoustic absorption coefficient which is expressed as follows:

α = 1 −
∣

∣

∣

∣

ZS − Z0

ZS + Z0

∣

∣

∣

∣

2

(5)

where Z0 = ρ0c0 is air impedance.
Surface impedance ZS at normal incidence is defined as the complex ratio of the

acoustic pressure and total velocity at the impinged face. Since the amplitude of the
incident pressure front is 1 Pa and considering the propagation axis to be x3, ZS can
be stated as in Eq. (6).

ZS(ω) =
[

jω

{

φ2

ω2ρ̃22
p,3 +

(

1 − φ

(

1 + ρ̃12

ρ̃22

))

u3

}]

(6)

The analytical resolution allows writing surface impedance as in the following
form:

ZS = − j

(

Zs
1Z

f
2 μ2 − Zs

2Z
f
1 μ1

)

D
(7)

given that δ1 and δ2 are fluid and solid phases wave numbers and
(

Z f
1 , Z f

2 , Zs
1, Z

s
2

)

are characteristic impedances and (μ1, μ2) are ratios between velocity in solid and
velocity in air for the two compression waves. This parameters formula are operated
by Letaief et al. (2017) using poroelastic material characteristics.
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3 Sensitivity Analysis

In this section, we define the sensitivity index in general. We give the general
expressions of the sensitivity indices of first order and total. Consider the model

Y = f (X1, . . . , X p) (8)

where the input variables are independent.
(X, Y) is couple of random variables, where Y takes values in R and Xi in a finite

or countable set, or in R or Rp. If the variance of Y is finite, then:

V (Y ) = V [E〈Y | Xi 〉] + E[V 〈Y | Xi 〉] (9)

And that’s how an sensitivity indicator of Y at Xi will be the variance of the
expectation of Y conditionally at Xi: V[E(Y|Xi)]. More Xi will be important, the
more this quantity will be large. In order to use a standardized indicator, we finally
define the sensitivity index of Y at Xi:

Si = V [E〈Y |Xi 〉]
V (Y )

(10)

This index is called first-order sensitivity index by Sobol (1993), correlation ratio
by McKay (1995), or even importance measure. It quantifies the sensitivity of the
output Y to the input variable Xi, or the variance part of Y due to the variable Xi.

La variance du modèle à entrées indépendantes (8) se décompose en:

V =
p

∑

i=1

Vi +
∑

1≤i< j≤p

Vi + · · · + V1...p (11)

V [E〈Y | Xi 〉]
Vi j = V

[

E
〈

Y
∣

∣ Xi , X j
〉] − Vi − Vj

Vi jk = V
[

E
〈

Y
∣

∣ Xi , X j , Xk
〉] − Vi j − Vik − Vjk − Vi − Vj − Vk

. . .

Vi ···p = V −
p

∑

i=1

Vi −
∑

1≤i< j≤p

Vi j − · · · −
∑

1≤i1<···<i p=1≤p

Vi1···i p−1 (12)

Thus, it is possible to define first-order sensitivity indices:

Si = Vi

V
= V [E〈Y | Xi 〉]

V
(13)

the second order sensitivity indices:
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Si j = Vi j

V
(14)

which express the sensitivity of the variance of Y to the interaction of the variables
Xi and Xj. The third order sensitivity indices are defined by:

Si jk = Vi jk

V
(15)

which express the sensitivity of the variance ofY to the variablesXP, Xh andXj which
is not taken into account in the effect of the variables alone and the interactions 2 to
2. And so on up to the order p.

Homma andSaltelli (1996) then introduced total sensitivity indices,which express
the total sensitivity of the variance Y to a variable. The total sensitivity index STi

at the variable Xi is defined as the sum of all the sensitivity indices relative to the
variable Xi:

STi = Si +
∑

i �= j �=k

Si jk (16)

where i, j, k represent all index sets containing the index i.
For example, for a model with three input variables, we have:

ST1 = S1 + S12 + S13 + S123 (17)

For more details on the Sobol method, the reader can refer to the papers Sobol
(1993).

The knowledge of the total sensitivity indexes makes it possible to classify the
importance of the parameters on the model in question. Parameters whose index is
greater than 0.8, they are considered very important. In the case where the index
is between 0.5 and 0.8, the parameters are considering important, whereas if they
vary between 0.5 and 0.8, they are not important. Finally, in the case where the total
sensitivity index is less than 0.3, the parameter is insignificant.

4 Results and Interpretations

The sensitivity analysis is carrying out on this model by Sobol method. To carry
out our sensitivity index calculations. Table 1 presents the inventory of the intrinsic
parameters.

Figure 1 shows the general shape of the sound absorption coefficient as a function
of the frequency for two different porous materials.

As is shown Fig. 2, two points are worth quoting following these graphs. First,
we can appreciate the importance of coupling parameters throughout the frequency
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Table 1 Inferior and superior
limits of poroelastic
parameters

Parameter Unity Inferior limit Superior limit

ρ1 kg/m3 8 200

φ − 0.7 0.99

σ N sm−4 1500 200,000

α∞ − 1 3

ν − 0 0.44

� µm 5 200

�′ µm 5 400

E N/m2 1000 5,000,000
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scale. The second interesting point is the importance of interactions between intrinsic
parameters on acoustic performance between 1100 and 1600 Hz.

For the acoustic absorption coefficient, the resistivity will keep a total sensitivity
between 87 and 98% throughout the frequency scale. The porosity and the tortuosity
have between 3 and 7%of influence each on the acoustic absorption, the characteristic
thermal length between 1 and 4.5%, and the viscous characteristic length between 4
and 17% of sensitivity total.

By studying the sensitivity of the intrinsic parameters on the acoustic absorption
coefficient,we can conclude that the interactions involving porosity constitute 74%of
the total sensitivity index of the parameter in question. In fact, the resistivity indexes
can be up to 8% and those of the tortuosity up to 95%, while for the characteristic
viscous length can go up to 47%. Finally the sensitivity index of the characteristic
thermal length can reach 92% of the total sensitivity index. However, this study
shares the same idea of Delany and Bazeley (1970) where the flow resistivity remains
dominant and the most influential on the acoustic performance of a porous material.

5 Conclusion

The study presented here concerns the hierarchy of the nine intrinsic parameters
by studying the mixed formulation which describes the acoustic behavior of porous
materials. The results showed on the one hand a strong dependence of the sensitivity
indices as a function of the frequency, and on the other hand, the strong dependence
of the acoustic characteristics of the flow resistivity. Following these results, and
quantitatively, sensitivities (including existing interactions) intrinsic parameters are
known.
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Analysis of a Three Dimensional
Multiphysics System—Application
to Thermo-Mechanical Simulation
of Shearing

Sonda Moakhar, Hamdi Hentati, Maher Barkallah, Jamel Louati,
and Mohamed Haddar

Abstract Numerical simulation is nowadays an effective tool to satisfy the increas-
ing precision requirements of metal working industry. The modelling of a single
industrial process involves many interacting variables from different physical fields
(thermal, chemical, mechanical, fluid, electromagnetic …). The finite element anal-
ysis of bar shearing is a typical case of multiphysics. It involves basically thermal
and mechanical interrelated phenomenon. The elevated deformation rate induces a
rapid temperature increase in the shear zone. High Temperature has also an evident
effect on mechanical characteristics of sheared material. The thermo-mechanical
coupled modelling is thus necessary for the accuracy of the simulation. The aim of
this paper was to present an insight into modelling amultiphysics system and focuses
on coupled thermo-mechanical finite element analysis of shearing and the respective
governing equations. The Johnson-Cook plasticity and failure models were adopted
for modelling and predicting material flow behavior and ductile rupture. These mod-
els are consistent under coupled effects of strain, strain rate and temperature. The bar
material was the Al7075-T6 which is a high strength aluminum alloy widely used for
highly stressed mechanical components. The results of a shearing simulation were
presented including the evolution of force and temperature distribution. The devel-
oped model can be used to optimize bar shearing, and valuable prediction results for
geometrical and microstructural evolution can be achieved.

Keywords Multiphysics · Thermo-mechanical coupling · Finite element method ·
Explicit analysis · Shearing

1 Introduction

Bar shearing process is widely used in the metalworking industry to produce semi-
finished billets. The improvement of the result of this process requires a preliminary
numerical analysis and experimental tests. To generate a suitable modelling of the
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process, the consideration of themain interacting phenomenon and an accurate mate-
rial modelling are required. Finite element analysis has been improved along the last
decades: from structural two-dimensional tomultiphysics three-dimensional analysis
in addition to the consideration of failure and microstructural changes. Maiti (1982)
first applied finite element method (FEM) to examine the influence of shearing pro-
cess parameters on the geometry of the sheared surface employing two-dimensional
elements and linear elastic fracture mechanics. Breitling et al. (1997) built some
two-dimensional simulations including fracture behavior of rectangular bar shearing
and tested the influence of several process parameters on the sheared surface as well
as the prediction of shearing stages. Hu et al. (2018) have used a three-dimensional
model to test the influence of different cropping strategies on the sheared billet qual-
ity. Their model included fracture behavior. FEM simulation was useful to predict
the billet geometry, but the thermal aspect was neglected in most of the previous
numerical studies on bar shearing. The improvement of shear surface quality and
the process productivity require an elevated shearing rate up to 10 m/s. This fact
induces an adiabatic heating in the shear zone which affects material properties and
has consequence on flow and failure behavior. Temperature distribution and material
properties are thus dependent from each other especially in friction and shear zones.
A coupled thermo-mechanical modelling is necessary to analyze shearing process.
To this purpose the brick elements with coupled displacement temperature were used
in the FEA of bar shearing. The dependency of material behavior on temperature and
shear rate was also taken into account by using Johnson-Cook plasticity and damage
models. Generally, multiphysics problems are solved with virtual work principle.
An overview about multiphysics computation strategies was presented in Sect. 2.
In Sect. 3 the governing equations of the studied thermo-mechanical system were
exposed. A simulation of bar shearing was finally performed on ABAQUS/Explicit
in Sect. 4 to make in evidence the interactions between temperature distribution and
mechanical force.

2 Fundamentals of Numerical Multiphysics Systems

The discretization of a physical system leads to writing its algebraic governing
equations in matrix form (Xiaoguang 2015):

[K ]{X} = {F} (1)

where {X} is the unknowns vector like displacements and temperature, [K] is the
stiffness matrix and {F} is the force vector. In the case of linear equations, solving
the problemmeans inverting [K] matrix and calculating {X} = [K ]−1{F}. But in the
case of nonlinearity, matrix inversion is impossible and the problem has to be solved
on a number of steps called increments. Nonlinearities can be material, geometric or
in the boundary conditions. In multiphysics simulations, many physical fields inter-
vene simultaneously and interact with each other which create nonlinearities. When



Analysis of a Three Dimensional Multiphysics System … 115

the variable’s flow has a single direction from a subsystem to another, the coupling
is called weak and the problem can be sequentially solved. When the different sub-
systems depend from each other, the coupling is called strong. The matrix form of a
strong coupled system can be written as following:

[
[KMM ] [KMT ]
[KTM ] [KTT ]

]{ {XM}
{XT }

}
=

{ {FM}
{FT }

}
(2)

where {XT} and {XM} are respectively the thermal and mechanical vectors of
unknown variables, [Kij] is the coefficient sub-matrix relating filed i to field j, {FT}
and {FM} are load vectors,M designates mechanical field and T designates thermal
field. In weak coupled system the off-diagonal coefficient terms [KTM] and [KMT ]
have the value zero.

Resolution method of nonlinear time dependent problems can be implicit or
explicit. Implicit solving is effective when the problem is static. The calculation
is incremental and iterative. That means: at each time step, the solution depends on
the previous time step solution. Explicit solving is needed when the velocity effect is
not negligible. The calculation is only incremental, with small increments. The com-
putation using Newton-Raphson procedure continues even if equilibrium conditions
are not attained at a given time step.

3 Governing Equations of a Thermal-Structural
Multiphysics System

When the studied process involves structural deformation that dissipate heat, which
affects the material properties, a strong coupling between thermal and mechanical
domains is necessary to build the numerical model. Such interactions are found in
shearing. To understand the modeling of shearing process, the governing equation
of both thermal and mechanical domains are given in this section.

3.1 Thermodynamic Theory

Assume a solid with volume V ⊂ �3, the governing thermal equation that describes
temperature equilibrium between external and internal heat fluxes reads:

ρCpṪ = −divq + Q (3)

where ρ is the density, Cp is the specific heat, Ṫ is the temperature time derivative,
div is the divergence operator, q is the heat flux through the body, andQ is the internal
heat generation rate per unit deformed volume.
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Inmany forming processes with large deformation, heating is generated from fric-
tion between tool andwork piece aswell as fromplastic straining. Taking into consid-
eration Fourier’s conduction equation and heat flux splitting (Gouge and Michaleris
2017), the thermal energy conservation Eq. (3) is rewritten as follows:

ρCpṪ − div(k∇T ) − ηpσ : ε̇pl − Q f = 0 (4)

where k is the isotropic temperature dependent thermal conductivity,∇ is the gradient
operator,σ is the stress tensor, ˙Epl is the plastic strain rate,: is the double inner product
of two tensors, ηp is the Taylor-Quinney factor that designates the fraction of plastic
work converted into heat and Qf is the heat flux generated from friction work.

The weak variational form of the thermodynamic equilibrium can be written as a
function of an arbitrary temperature variation δT:

∫
V

ρCpṪ δTdV −
∫
V

div(k∇T )δTdV −
∫
V

ηpσ : ε̇δTdV −
∫
V

Q f δTdV = 0 (5)

3.2 Mechanical Theory

In this section, the equations of the mechanical equilibrium are presented.

• The governing motion equation in a dynamic system:

∇σ + fv = ρü (6)

where σ is the stress tensor obtained from the constitutive law, f v is the body force
density, ü is the acceleration.

• The kinematic compatibility equation:

ε̇ = 1

2

(∇u̇ + (∇u̇)T
)

(7)

• Strain splitting into elastic, plastic and thermal parts:

ε = εel + ε pl + εth (8)
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• The constitutive equation of stress-strain relation, represented here with the
Johnson-Cook plasticity model. This model allows to consider the thermo-visco-
plastic behavior which is necessary by the simulation of processes with high
deformation, high deformation rates and high temperature changes.

σ̃
(
εp, ε̇, T

) = [
A + B

(
εp

)n] [
1 + C ln

(
ε̇

ε̇0

)] [
1 −

(
T − T0
Tm − T0

)m]
(9)

where A, B, C, n and m are material constants, Ep is the von Mises equivalent plastic
strain,˙ε̇ is the strain rate, ε̇0 is the reference strain rate, Tm is the melting temperature
and T0 is the reference ambient temperature.

• The ductile rupture is modelled with the Johnson-Cook damage criterion which is
suitable to shearing simulation because itmakes fracture strain dependingon stress
state, represented with the stress triaxiality ratio (Tr), on velocity and temperature
change.

ε f
p (Tr, ε̇, T ) = [

D1 + D2e
D3Tr

] [
1 + D4 ln

(
ε̇

ε̇0

)] [
1 − D5

(
T − T0
Tm − T0

)]

(10)

where ε
f
p is the plastic strain at fracture and D1− D5 are material constants deter-

mined from specific characterization tests. The fracture takes place when the cumu-
lative damage parameter D attains the value 1. This parameter can be calculated as
follows:

D =
∑ (

�ε

ε f

)
(11)

whereΔE is the cumulated plastic deformation and εf is the fracture strain.D∈ [0;1].
The damage affects material behavior and reduces material strength.

• Contact condition is modeled with the combinedmodel that uses coulomb friction
on the sliding region and the constant shear friction factor model on the sticking
region:

τ f =
{

μσn i f τ f < τmax

mk f i f τ f ≥ τmax
(12)

where τ f is the shear friction stress, σ n is the normal friction stress, μ is the
Coulomb friction factor, m is the shear friction factor, kf is the shear flow stress and
τmax is the maximal shear stress.
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• Stress boundary condition:

σn = s (13)

where s is the stress vector and n is the unit outward normal to a boundary element
on the stress surface.

• The variational weak form can be obtained from the principle of Alembert. This
statement allows to study the stability and the equilibrium of a dynamic system
composed from many interconnected components (Lestriez 2003). It states that
when a continuum solid is subjected to infinitesimal virtual displacement, the total
virtual work from external and internal forces vanishes (Leine et al. 2009).

−
∫
V

σδu̇dV +
∫
V

fvδudV +
∫
Sc

F f δudS +
∫
Sσ

sδudS −
∫
V

ρüδudV = 0 (14)

3.3 Global Formulation

To relate all of the involved variables and to solve the unknown field values, the
variational equation are assembled as follows:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

F(u, T, δu) = −
∫
V

σδu̇dV +
∫
V

fvδudV +
∫
Sc

F f δudS

+
∫
Sσ

sδudS −
∫
V

ρüδudV = 0

G(u, T, δT ) =
∫
V

ρCpṪ δTdV −
∫
V

div(k∇T )δTdV

−
∫
V

ηpσ : ε̇δTdV −
∫
Sc

Q f δTdS = 0

(15)

The objective of the variational formulation is to minimize the functions
F(u, T, δu) and G(u, T, δT ) to solve the multiphysics problem.
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3.4 FEM Discretization

The considered finite element analysis has three sources of nonlinearity: material
nonlinearity, contact nonlinearity and geometrical nonlinearity. Themainmethods to
compute the solution of nonlinear equations are: the iterative splitting method, which
splits every iteration into elastic predictor and plastic corrector, and the Newton’s
method which is applied in ABAQUS and in the current study.

To simplify the model, the continuum system was discretized in time, by dividing
the period into intervals Δt, and discretized in the space by dividing the geometry
into n finite elements.

3.4.1 Time Discretization

In a coupled thermo-mechanical problem, the stability is assured with setting the
step time limit smaller than the critical time limit of both mechanical and thermal
subsystems (AbaqusHelp 2013).When no damping exists in themechanical solution
response, the time step has the following limit:

�t ≤ min

(
2

ωmax
,

2

λmax

)
(16)

where ωmax is the highest eigenvalue of the mechanical subsystem and λmax is the
highest eigenvalue in the thermal subsystem. The time increment is calculated as
follows:

�t ≈ L2
min

2α
(17)

where Lmin is the smallest element dimension and α is the thermal diffusivity of the
material (Abaqus Help 2013).

3.4.2 Spatial Discretization

In order to analyze the coupling between physical and thermal phenomenon in
3D shearing modelling, the hexahedron continuum linear element with coupled
displacement-temperature C3D8T from Abaqus library was adopted. It has four
degrees of freedom (DOF): displacements in the three special directions and tem-
perature. This element is fully integrated i.e. Gaussian integration are established at
each of the 8 nodes at every increment. Figure 1 shows the isoparametric coordinate
system and the corner nodes numbering of a first-order brick element in Abaqus.

The nodal coordinates (xik), nodal displacements (uik) and nodal temperatures
(Tk) are reformulated in the isoparametric coordinate system (ξ, η, ζ ) using the
same shape functions φk .
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Fig. 1 Spatial discretization with isoparametric brick element

⎧⎨
⎩
xi = xikϕk(ξ, η, ζ )

ui = uikϕk(ξ, η, ζ )

T = Tkϕk(ξ, η, ζ )

i = 1, 2, 3; k = 1, . . . 8; −1 ≤ ξ, η, ζ ≤ 1 (18)

4 Numerical Example of Three-Dimensional Shearing
Simulation

4.1 Finite Element Model for Shearing

The purpose of the simulation is to study shearing operation. So a cylindrical bar
is fixed horizontally between bar blade and bar holder and sheared with a vertical
moving closed section blade which velocity is 10 m/s. In order to reduce the cal-
culation cost, only the half of the geometry was modelled using a symmetry plane
parallel to the shearing force. The geometry and meshing of the model are similar
to the model of Moakhar et al. (2019a). The clearance between the blades was set
to 0.5 mm and the initial temperature was 20 °C. In shearing simulation, two physi-
cal subsystems are involved: the thermal one and the mechanical one. The effect of
strain rate is important that’s why the explicit calculation method was necessary. A
strong thermo-mechanical coupling is required because of the interaction between
mechanical and thermal variables. On the one hand, bar material properties and the
induced stress state in the bar are dependent on temperature. On the other hand, when
shear rate is elevated, a part of deformation energy is converted into heat. This phe-
nomenon is mathematically applicable with the consideration of the inelastic heat
fraction equal to 0.9. An adiabatic phenomenon is observed in the shear zone, where
high temperature is concentrated.
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The bar material is the Al7075-T6, which was modelled as an elastic-viscoplastic
material with nonlinear strain hardening. The material flow behavior and failure
strain were modelled with the constitutive equations of plasticity and damage of
Johnson-Cook (Eqs. 9 and 10). The material constants were determined in the study
of Brar et al. (2009) from tension tests on smooth and notched bars at different strain
rates and temperatures. In general, material modelling for shearing simulation should
include compression, shear and tension stress states because all of these states are
involved in the shear zone during shearing and induce different rupture mechanisms
(Moakhar et al. 2019b). The contact between tool and work piece as well as the
self-contact in the shear zone were modelled with the combined Coulomb-Tresca
friction model (Eq. 12) assuming μ = 0.2 and m = 0.45.

4.2 Simulation Results and Discussion

The shearing model have been performed according to the settings mentioned above.
Figure 2 shows the force-displacement curve to understand the different phases in the
process. Generally, shearing operation consists in four main stages (Dalloz 2007):
elastic deformation (0–1), plastic deformation and hardening (1–2), plastic deforma-
tion with section reduction (2–3) and crack propagation until total separation of the
billet (3–4).

The shear force increases with advancing movement of the tool until point (2)
because of the strain hardening. After crack initiation in (3), the shear force decreases
because of the degradation of the material strength due to damage and thermal soft-
ening. The plastic deformation is converted into heat in the shear zone where the
temperature attains its maximal value 606 °C at the point (4). Furthermore, friction
between sectioned billet and bar-rest generates local heating. Consequently, the tem-
perature remains elevated in the shear zone even after total separation. Temperature
depends thus on the stress evolution and vice versa. In the interface between tools and
bar, there was no significant temperature increase. Temperature increase can induce
microstructural change of the material in the shear zone. The FEA of the quality of
sheared surface may be ameliorated when microstructural evolution is considered in
the material modelling.

5 Conclusion

Bar shearing was modelled with three-dimensional finite element method. Stability
was provided using an explicit coupled strategy. The mechanical and thermal gov-
erning equations as well as the discretization method were presented. The results of
the simulation showed the necessity of using a coupled thermo-mechanical numeri-
cal modelling to analyse the shearing operation. It was demonstrated that high strain
is concentrated in the shear zone and an important part of the plastic deformation
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Fig. 2 Shearing force displacement-curve and temperature evolution
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energy is dissipated into heat which induces material softening. This work may
be considered as a baselines to conduct FEA and optimization of shearing as well
as other metal working processes involving high plastic deformation and elevated
temperature.
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Parametric Study of a Minimal Model
of Wind Turbine Drivetrain System

Ahmed Ghorbel, Oussama Graja, Amel Bouaziz, Moez Abdennadher,
Lassâad Walha, and Mohamed Haddar

Abstract There are several types of renewable energy, produced from different
sources. One of the most efficient renewable today is the wind energy. In the case
of wind power, the kinetic energy of the wind drives a generator which produces
electricity. The drive train is an important component in realizing reliable and robust
wind turbines. This research work investigates the dynamic behavior of a horizontal
axis wind turbine drivetrain under different excitation sources. The present paper
developed an 11° of freedom (DOF) dynamic model of wind turbine geared trans-
mission system. This model includes the main factors such as the time-varying mesh
stiffness, bearing stiffness and damping. The aerodynamic driving is also defined
taking into account the size of the blades and the average wind speed. Using the
implicit Newmark’s method, the dynamic response of the bearing and the transmis-
sion error of the wind turbine gearbox is presented with the time signal and Fast
Fourier Transform (FFT) spectrum. The results show the different vibration levels
of the bearings and the effect of the wind speed and the gear ratio on the dynamic
behavior of the system. Finally, a time-frequency representation is used to have more
information about our system dynamic behavior.

Keywords Wind turbine · Gearbox · Dynamic responses · Profile error

1 Introduction

A wind turbine is a device designed to transform the kinetic energy of the wind into
mechanical energy. They are generally used to produce electricity and come under
the category of renewable energies (Zhao and Ji 2016).

In this context, several studies have been developed to study the dynamic
behaviour ofwind turbines (Gabriele et al. 2008; Tounsi et al. 2016).Various dynamic
models including the multi-body model and the lumped-parameter model (Zhao and
Ji 2015) have been proposed for dynamic behavior study. Abboudi et al. (2011) have
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investigated the dynamic response of a two stage gear gearbox under an aerody-
namic excitation. In 2011 Helsen et al. investigated the modal behaviour of a wind
turbine gearbox using flexible multi-body modelling techniques. The main cause of
many problems on the diagnosis of the wind energy is the gearbox faults. Vibra-
tion induced by geared system includes an important data about drivetrain condition
(Ghorbel et al. 2017a). We can use dynamic modeling of gear vibration for increas-
ing our information about the dynamic behavior of gearbox in the presence of some
kind of gear defects (Divandari et al. 2012; Sharma and Anand 2016; Ghorbel et al.
2018). Zhu et al. (2014) developed a dynamic mass-lumped model of a wind turbine
gearbox with flexible pins, and then investigated the dynamic behaviors of the wind
turbine transmission system.

The main objective of this work is to investigate the dynamic responses of wind
turbine drivetrain. The proposed dynamic model can be used to investigate the fun-
damental mechanism of wind turbine components including hub, generator, gearbox
and bearings, which could give useful information to reduce the possibility of the
gearbox check at an early stage. This chapter will study the effect of the wind turbine
characteristics of the dynamic behavior of the system, and the dynamic response is
investigated by a time signal, frequency spectrum and time-frequency representation.

2 Model of the Drivetrain Wind Turbine

The wind turbine is composed, mainly, by the hub, the transmission power system,
the disc brake and the generator. The drivetrain model implemented in this work is
developed with eleven degrees of freedom (11 DOF) and three main blocks as shown
in Fig. 1.

Each block is supported by a flexible bearing characterized by two stiffness kxj
and kyj according to the x and y directions, respectively. The connecting shafts admit
a torsional stiffness parameter kθj according to the z direction. I11 is the inertia of the

Fig. 1 Kinematic layout of the drivetrain wind turbine
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blades and the hub. The brake disc and the generator inertias are defined by Ib and
IL. mi (i = 1, 2, 3) represents the mass of block (i) supported by each bearings.

The linear displacements of the bearing are noted by xj and yj. The angular dis-
placements of the wheel and gears following the directions Z are represented by
θ i.

In addition to the external excitation, the system is also submitted to internal
excitation, which is the periodic fluctuation of mesh stiffness k(t). The base radius of
the gear is rbji and the inertia moments of gears are I ji (i, j = 1, 2). The generalized
coordinate’s vector of the linear dynamic model can be defined by:

{q} = {
x1 y1 x2 y2 x3 y3 θ11 θ12 θ21 θb θL

}
(1)

2.1 Excitation Conditions

The input torque Tin is applied to gearbox as the input of the system. It can be defined
by Eq. 1.ωblade represents the blades rotational speed andPblades represents the power
produced by the blades. These two parameters are expressed by Eq. 2 (Zhao and Ji
2016):

Tin = Pblade
/

ωblade and Pblades = ρairπr
2
bladeV

3
windCp

/
2 (2)

whereρair represent the air density and rblade expresses the blades radius. The average
wind velocity is defined by Vwind and the performance coefficient is presented Cp. It
is assumed that the loss of power in the gear system is negligible, the average output
torque of the gearbox Tout can be expressed by using Eq. 3, where GR is the gear
ratio of the gearbox:

Tout = Tin
/
GR (3)

Assuming only external excitation is taken into account, the aerodynamic driving
torque can be expressed by Eq. 4 as a periodic sinusoidal function, where Tin is
the constant external driving torque, Tf−in represents the fluctuation of the driving
torque, ωe is the pulse of the external excitation (ωe = 2π fe). When the main shaft
is braked, the gears are not allowed to rotate:

Taero(t) = Tin + T f−in cos(ωet) (4)

The braking torque Cbr can be expressed as following (Ghorbel et al. 2017b):

Cbr = 4μNϕ(R1 + R2)

6 · sin(ϕ/2)

(
1− R1R2

(R1 + R2)2

)
(5)
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where μ represents the pad friction coefficient, N define the normal force and ϕ

describe opening angle of the pad. R1 and R2 represent the brake pad outer and inner
radii.

2.2 Equation of Motions

According to Lagrange’s formalism, the kinematic differential equations governing
the system motion are given by Eq. 6:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

I11θ̈11 + kθ1(θ11 − θ12) = Taero(t)
I12θ̈12 − kθ1(θ11 − θ12) + k(t)rb12δ(t) = 0
I21θ̈21 + kθ2(θ21 − θb) + k(t)rb12δ(t) = 0

Ibθ̈b − kθ2(θ21 − θb) + kθ3(θb − θL) = −Cbr

IL θ̈L − kθ3(θb − θL) = −Tout
m1 ẍ1 + kx1x1 − k(t)δ(t) sin α = 0
m1 ÿ1 + ky1y1 + k(t)δ(t) cosα = 0

m2 ẍ2 + kx2x2 + k(t)δ(t) sin α = −Ftx

m2 ÿ2 + ky2y2 − k(t)δ(t) cosα = −Fty

m3 ẍ3 + kx3x3 = −Ftx

m3 ÿ3 + ky3y3 = −Fty

(6)

whereFtx andFty are the tangential forces applied on the brake disc. Thedisplacement
δ(t) along the line of action is expressed by:

δ(t) = (x1 − x2) sin α + (y1 − y2) cosα + rb12θ12 + rb21θ21 (7)

The variation of the teeth mesh stiffness of the single stage spur gear is assumed
by a periodic square wave.
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Table 1 Model parameters
values

Parameters Value

Bearing stiffness (N/m) kxj = kyj = 108

Torsional shaft stiffness (N m/rad) Koj= 105

Teeth number Z12= 72, Z21= 18

Average mesh stiffness (N/m) 2 · 108

3 Numerical Results

The parameters values of the wind turbine system are summarized in Table 1. For
the simulation, we consider that the rotor blades radius rblade is 6 m, the performance
coefficient Cp is 16/27 and the air density is equal to 1.21 kg/m3. The effect of gear
ratio and the rotation speed of the blades and hub is investigated in this section.

Figure 2 show the speed time response of the three bearings according to the
direction x. It is found that the vibration of the first bearing is lower compared to the
other two bearings. The time domain vibration signals are converted into frequency
domainwith the help of FFT (Fig. 3). The spectrumpresents the gearmesh frequency,
its harmonics and some Eigen frequencies.

The effect of rotational speed of the rotor blades are shown in Fig. 4. This figure
represents the time dynamic response of the teeth deflection. It should be noticed
that in the low speed, the vibrations are more important. The spectrum at 20 rpm
of is shown in Fig. 5. The existence of several peaks in the signal is noticed. These
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peaks correspond to the mesh frequency f e = 15,079 Hz with their harmonics, the
wind turbine torque frequency and the dominant Eigen frequencies.

Figure 6 shows the spectrogram obtained from the simulation. It presents the
energy distribution of the transmission error signal as a function of time and frequen-
cies. From the figure, we note that at lower frequency the system has the strongest
power.

The effect of the gear ratio variation is shown in Fig. 7. It indicates that increasing
the ratio will decrease the vibration amplitude of tooth deflection. So, it can be said
that increasing speed in the gearbox can minimize the vibrations of the entire system.

4 Conclusion

In this paper, a rigid-flexible coupled dynamic model was developed based on the
analysis of the transmission system of a wind turbine drive train. This model con-
sidered the time mesh stiffness variation of the geared system, the wind torque fluc-
tuation, the three elastic supports, the hub, and the disc brake. The drivetrain system



132 A. Ghorbel et al.

was modelled by 11° of freedom. The dynamic responses of this dynamic model
were made with the Newmark method. The vibration signals are analyzed by using
the temporal responses, the frequency domain technique (Fast Fourier Transform)
and by a time-frequency representation. A parametric study is achieved. It follows
that the increase in the rotation speed of the hub and the increase of the gearbox ratio
reduce the vibration amplitude of the transmission error.
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Unbalance Response of Composite Rotor
Based on Equivalent Single Layer Theory

Safa Ben Arab, Slim Bouaziz, and Mohamed Haddar

Abstract The excitation due to the inevitable mass unbalance is the main reason of
rotor vibrations. Therefore, this paper studies the rotating shaft dynamic behaviour
and the mass unbalance theoretical formulation. Equivalent Single Layer Theory
available in the literature is used to model the rotating composite shaft and the rotat-
ing hybrid shaft. This finite element formulation is adopted to analyse the effects of
fiber orientations and stacking sequences while considering shear-normal coupling
effects. Results obtained form this work are in good agreement with those avail-
able in the literature in terms of natural frequency, critical speed and receptance
response amplitude and prove that the adopted shaft finite element reveals adequate
for the dynamic analysis of rotating composite shafts with both symmetric and non-
symmetrical stacking sequences.Moreover, obtained results revealed that fiber orien-
tations and stacking sequences have a great influence on the dynamic characteristics
of rotating composite shafts. This analysis focuses also on the natural frequencies and
the unbalance response of isotropic, composite and hybrid shafts. Obtained results
show that the receptance response amplitude of the different configurations decreases
when the frequency increases. Furthermore, the receptance response amplitude of
different hybrid configurations depends on the rotor performing frequency.
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1 Introduction

Misalignment is one of the most commonly observed faults in rotors. Nevertheless,
there have been limited research to comprehend its effect on rotor dynamic behaviour.
Patel and Darpe (2009a, b) focused on understanding misaligned rotor dynamics and
reducing the uncertainty to ameliorate the reliability of the diagnosis of the mis-
alignment fault. They examined the misalignment effects and its type on flexible
coupling forcing characteristics. In fact, (Patel and Darpe 2009a) used Timoshenko
beam elements with six dof to model the coupled rotor system. They proposed an
experimental approach in order to determine the magnitude and the harmonic nature
of the misalignment excitation. The misalignment coupling stiffness matrix, derived
from experimental data and applied misalignment between the two rotors is used
to found the force vector. For sub-critical speeds, authors studied the steady-state
vibration response. In addition, lateral, axial and torsional vibrations are also exam-
ined. Patel and Darpe (2009b) experimentally investigated the vibration response of
misaligned coupled rotors supported on rolling bearings. Moreover, authors studied
the steady-state vibration response at integer fraction of the first bending natural fre-
quency. Besides, authors proposed new misalignment diagnostics recommendations
and the effectiveness of the full spectra and orbit diagrams to reveal the unique nature
of misalignment fault. In fact, the spectra is an important tool to separate defects that
generate similar frequency spectra and allow for a more reliable misalignment diag-
nosis. Bouaziz et al. (2011) investigated numerically the dynamic response of a mis-
aligned rotor mounted in two identical active magnetic bearings (AMBs). Authors
presented three simplified models of current biased radial active magnetic bearings:
themagnetic forces acting on the rotor, the coil currents and the rotor displacement are
obtained using an electromagnetic theory. Furthermore, authors modeled the AMBs’
dynamic support parameters by linearised direct cross axes stiffness and damping
coefficients. They presented also a misaligned rotor spatial model with two dofs. In
order to study the dynamic behavior of spatial misaligned rotor mounted in AMBs,
simulation results are performed. The angular misalignment is such that the 2B and
4B running speed components are important. In fact, their magnitudes vary accord-
ing to the magnet number in the bearing and to the air gap between the stator and the
shaft. In order to identify the unbalance in a single disk rotor bearing system, (Yao
et al. 2018) proposed a method that combines modal expansion and optimization
algorithms. Simulation and experimental results demonstrate the effectiveness of the
proposed identificationmethod, which permits to detect the location of the unbalance
and to define its parameters. While, in order to identify the unbalance parameters
in a double disk rotor bearing system, authors proposed a method that involves an
integrated modal expansion/inverse problem approach combined with optimization.
This method overcomes the limitation of the inverse problem applications which rely
upon the prior knowledge of the unbalance axial location. Furthermore, the compar-
ison between both methods shows that obtained results using the latter methodology
are more accurate in the case of a double disk rotor bearing system. The dynamic
balance experiments also demonstrate the validity of the proposed methods, which
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Fig. 1 Rotor system elements

could provide effective help to the rotordynamics designer. Shrivastava andMohanty
(2019) proposed an unbalance identification technique based on a joint input-state
estimation algorithm. The technique has been verified by numerical simulations
and experimental measurements. Incorporating measurement errors in the numerical
study prove the robustness of the proposed technique. Authors presented results for
different shaft speeds and measurement noise levels and experimental results for dif-
ferent unbalance configurations. Furthermore, they performed a sensitivity analysis
in order to analyse the effect of system parameters. Obtained results show that the
estimated amount of unbalance is close to the actual value. However, for some cases,
some deviations are observed in the estimated phase angles.

The present work focuses on the analysis of the shaft dynamic behaviour and the
theoretical approach for the characterization of mass unbalance in the rotor system
elements for composite shafts and hybrid shafts by using the Equivalent Single Layer
Theory (ESLT) available in the literature developed by Arab et al. (2017). Results
obtained by Arab et al. (2017) proved the effectiveness of ESLT to analyse the
dynamic behavior of rotating composite shafts while considering the effects of fiber
orientation, stacking sequence and shear-normal coupling. The geometry of the rotor
system adopted in this work is shown in Fig. 1. The mass unbalance denoted by mu

is located at a distance d from the geometric center of the rotating shaft.

2 Mass Unbalance

Theunbalance appears due to several causes such as:material inhomogeneity, thermal
deformation and manufacturing error, Fig. 2.

In this work, the unbalance is defined by a mass mu positioned at a distance d
from the geometric center C of the shaft as shown in Fig. 3.

Accordingly to Fig. 3, the mass unbalance remains in a plane perpendicular to x
axis and the coordinate along this axis is constant. The mass unbalance coordinates
in the reference frame R0 are defined as:
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Fig. 2 Unbalance in a rotor

Fig. 3 Position of the mass
unbalance

OG/R0 = OC + CG =
⎧
⎨

⎩

u(x, t) + xc
v(x, t) + d sin θx

w(x, t) + d cos θx

⎫
⎬

⎭
(1)

Hence, the mass unbalance velocity is expressed as:

VG/R0 = dOG

dt
=

⎧
⎨

⎩

u̇
v̇ + d θ̇x cos θx

ẇ − d θ̇x sin θx

⎫
⎬

⎭
(2)

The angular velocity θx is assumed constant where θx = �t . So, θ̇x = �. As a
result, the mass unbalance velocity can be rewritten as follows:

VG/R0 =
⎧
⎨

⎩

u̇
v̇ + d� cos(�t)
ẇ − d� sin(�t)

⎫
⎬

⎭
(3)

The kinetic energy Tu of the mass unbalance is determined as:

Tu = 1

2
mu

∥
∥VG/R0

∥
∥2
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= 1

2
mu

(
u̇2 + v̇2 + ẇ2 + d2�2 + 2d� cos(�t)v̇ − 2d� sin(�t)ẇ

)
(4)

On one hand, themass unbalance is much smaller than the rotor mass. So, the first,
second and third terms of Eq. (4) can be neglected. On the other hand, the fourth term
is constant and has no influence on the equation. For that resons, the mass unbalance
kinetic energy equation can be expressed:

Tu = mud�(cos(�t)v̇ − sin(�t)ẇ) (5)

The application of Lagrange’s equation to the mass unbalance kinetic energy
Eq. (5) gives:

{ d
dt

(
∂Tu
∂ v̇

) − ∂Tu
∂v = −mud�2 sin(�t)

d
dt

(
∂Tu
∂ẇ

) − ∂Tu
∂w = −mud�2 cos(�t)

(6)

Consequently, the resulting force of the mass unbalance is given as follows:

{Q(t)} =
{−mud�2 sin(�t)

−mud�2 cos(�t)

}

(7)

which can be rewritten as:

{Q(t)} = R

(

�2

{
jmud
−mud

}

e j�t

)

= R
(
�2{b0}e j�t

)
(8)

whereR and�2{b0} represent respectively, the real solution part and the force vector
which is acting because of the mass unbalance where {b0} is a complex vector.

3 Composite Shaft

Arab et al. (2017) proposed ESLT to analyse the dynamic behaviour of rotating
composite shafts. In this approach, a rotating shaft finite element model based on
Timoshenko theory is adopted. This formulation is used to model composite material
shafts by defining equivalent shaft section properties. In addition, the developed
ESLT consists on considering an equivalent single layer with equivalent mechanical
properties of all the orthotropic layers of the composite shaft. Moreover, this theory
is developed to avoid the main limitations of formulations which do not consider the
shear-normal coupling effects.

Considering an arbitrary layer of the laminate with fiber orientated at angle α with
respect to the x axis of the cylindrical coordinate system (x, r, φ) as shown in Fig. 4.
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Fig. 4 Principal material coordinates axes on arbitrary orthotropic layer

The stress-strain relation expressed in this chosen cylindrical coordinate system
is defined as (Arab et al. 2017):

{σ } = [
Q̄

]{ε} (9)

where {σ }, {ε} and
[
Q̄

]
are respectively the stress filed, strain field and the

transformed material stiffness matrix of the layer (Reddy 1997).

4 Results and Discussion

4.1 Validation Case Study

Let consider the rotor system proposed by Lalanne and Ferraris (1990), which is a
steel shaft with three rigid steel discs supported by two bearing as shown in Fig. 5.

The adopted rotor system has the following properties:

• Two identical bearings defined as: Kyy = 7 × 107 N/m, Kzz = 5 × 107 N/m,
Kyz = Kzy = 0 and Cyy = 7 × 102 N/m, Czz = 5 × 102 N/m, Cyz = Czy = 0.

• Mass unbalance of 200g mm is situated on the disk D2.
• The steel discs geometric data are given in Table 1.
• The steel shaft geometric and material properties are given as follows:

– L1 = 0.2 m, L2 = 0.3 m, L3 = 0.5 m, L4 = 0.3 m, radius = R = 0.05 m;
– Steel: E = 2 × 1011 Pa, ν = 0.3, ρ = 7800 kg/m3;
– The shaft uses 13 finite elements of equal length.

Table 2 gives the critical speeds, amplitude of the response at node 6 and accuracy
percentage of the amplitude obtained from this work in case of mass unbalance.
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Fig. 5 Rotor system

Table 1 Discs geometric
data (m)

Disk Inner radius Outer radius Thickness

D1 0.05 0.12 0.05

D2 0.05 0.2 0.05

D3 0.05 0.2 0.06

Table 2 Critical speed (rpm),
amplitude of the response (m)
and accuracy percentage of
the amplitude

Peak Lalanne and Ferraris 1990, p. 74 Present work

1st 3620.5
0.938 × 10−3

3621
0.9856 × 10−3

4.8%

2nd 3798.3
0.210 × 10−2

3798
0.2116 × 10−2

0.7%

3rd 10,018
0.499 × 10−4

10,020
0.5331 × 10−4

6.4%

4th 11,281
0.130 × 10−3

11,280
0.1428 × 10−3

9%

5th 16,787

0.421 × 10−5
16,860

0.4361 × 10−5

3.5%

6th 24,418
0.684 × 10−4

24,410
0.8009 × 10−4

14.6%

7th 26,611
0.311 × 10−4

26,570
0.3524 × 10−4

11.7%
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Fig. 6 Mass unbalance response

Obtained results in terms of critical speeds and amplitude of the receptance at
node 6 are compared with those obtained by (Lalanne and Ferraris 1990) as shown
in Table 2. In fact, critical speeds obtained from this work are satisfactory when
comparing with those obtained by Lalanne and Ferraris (1990). A variation between
0.7 and 9% is obtained when comparing the amplitude of the receptance from the
1st peak to the 5th peak, while variation between 11.7 and 14.6% is obtained when
comparing the 6th peak to the 7th peak.

The displacement at the node 6 for both cases without and with mass unbalance
are shown in Fig. 6. It can be observed that the displacement amplitude increases in
case of mass unbalance.

4.2 Effects of Fiber Orientation and Stacking Sequence

Considering a simply supported composite shaft which presents the following
geometric and material properties:

• Carbon/epoxy shaft: L = 1.2 m, outer radius = RO = 0.048 m,wall thickness =
h = 0.008 m, E1 = 172.7 GPa, E2 = 7.2 GPa, Gi j = 3.76 GPa, ν12 = 0.3,
ρ = 1446.2 kg/m3.

• Shear correction factor: ks = 1/
2.

In this study, the stacking sequence consists of four layers: two layers with fibers
oriented at 90◦ and two layers with fibers oriented at 0◦. Table 3 gives the variation
of the bending natural frequencies for different stacking sequences.
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Table 3 Variation of the
bending frequencies (Hz)
with stacking sequence

Configurations 1st bending 2nd bending 3rd bending

[90, 90, 0, 0] 245 734 1261

[0, 0, 90, 90] 222 695 1221

[0, 90, 90, 0] 235 717 1244

[90, 0, 0, 90] 234 715 1242

[0, 90, 0, 90] 229 706 1233

[90, 0, 90, 0] 240 726 1253

Figure 7 presents the Campbell diagram of the first pairs of the bending mode
of the rotating shaft for different stacking sequence. It can be noted that the natural
bending frequencies of the rotating composite shaft are very similar and have a
slight dependance on fiber orientations for symmetric stacking sequences. It can be
observed also that the highest bending natural frequencies correspond to the stacking
sequence where maximum layer number with fibers oriented at 0◦ occupy the outer
radius. While, the lowest bending natural frequencies correspond to the stacking
sequence where maximum layer number with fibers oriented at 0◦ occupy the inner
radius as proved by Arab et al. (2017).

Fig. 7 First pairs of the bending mode for different stacking sequence
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4.3 Different Shaft Configurations

In the above example, an isotropic configuration is assumed. However, in the present
example a hybrid configuration is taken into account. Let consider a simply supported
shaft with one rigid steel disk at L/3 position as shown in Fig. 8.

The rotor system has the following properties:

• The length of the shaft is L = 1.3 m and the outer diameter is Do = 50 mm.
• A mass unbalance of 10−4 Kg located at 0.15 m from the center of the disk.
• Four different shaft configurations are studied:

– Two isotropic configurations: aluminium shaft and composite shaft.
– Two hybrid configurations [inner material, outer material] shaft such as:

[aluminium, composite] and [composite, aluminium] shafts.

The composite shaft is made of carbon/epoxy whose material properties are
defined in Table 4. The stacking sequence adopted in this example is [0, 90, 90, 0].

The aluminiummaterial properties are defined as: E = 66×109 Pa, ν = 0.33 and
ρ = 2680 kg/m3. The unbalance response of point receptance type for the different
configurations is shown in Fig. 9. In fact, the response is examined on the associated
node.

Figure 9 shows that for low frequencies below 200 Hz, natural frequencies of
both configurations [Al, Comp] and [Comp, Al] are higher than those of aluminium
and composite configurations. While, for frequencies higher than 200 Hz, natural
frequencies of bothhybrid configurations are between that of composite configuration
and aluminium configuration. It can be observed that both hybrid configurations
have a slight difference in the natural frequencies. Moreover, it can be noted that the
receptance amplitude of the different configurations decreases when the frequency
increases. Furthermore, the receptance amplitude of [Al, Comp] and [Comp, Al]
depends on the rotor frequency performing.

Fig. 8 Rotor system

Table 4 Carbon/epoxy shaft material properties

Material E1 (GPa) E2 (GPa) Gi j (GPa) ν12 ρ (kg/m3)

Carbon/epoxy 130 10 7 0.25 1500
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Fig. 9 Unbalance response for different configurations

5 Conclusion

A theoretical formulation of the mass unbalance in a rotating shaft was developed
in this work. Obtained results prove the good agreement with those available in the
literature in terms of critical speed and response amplitude. Natural frequencies and
unbalance response of isotropic, composite and hybrid shaftswas also analysed in this
work. Obtained results show that frequency increases as the receptance amplitude of
the different configurations decreases. They show also that the receptance amplitude
of different hybrid configurations depends on the rotor frequency performing.

References

Arab SB, Rodrigues JD, Bouaziz S, Haddar M (2017) A finite element based on equivalent single
layer theory for rotating composite shafts dynamic analysis. Compos Struct 178:135–144

Bouaziz S,MessaoudN,MaatarM, Fakhfakh T, HaddarM (2011) A theoretical model for analyzing
the dynamic behavior of a misaligned rotor with active magnetic bearings. Mechatronics 21:899–
907

Lalanne M, Ferraris G (1990) Rotordynamics prediction in engineering. Wiley, Hoboken, NJ
Patel T, Darpe A (2009a) Vibration response of misaligned rotors. J Sound Vib 325:609–628
Patel T, Darpe A (2009b) Experimental investigation on vibration response of misaligned rotors.
Mech Syst Signal Process 23:2236–2252



144 S. Ben Arab et al.

Reddy J (1997) Mechanics of laminated composite plates—theory and analysis. CRC Press, Boca
Raton

Shrivastava AS, Mohanty AR (2019) Identification of unbalance in a rotor system using a joint
input-state estimation technique. J Sound Vib. https://doi.org/10.1016/j.jsv.2018.11.019

Yao J, Liu L,Yang F, Scarpa F,Gao J (2018) Identification and optimization of unbalance parameters
in rotor-bearing systems. J Sound Vib 431:54–69

https://doi.org/10.1016/j.jsv.2018.11.019


The Effect of Perturbation on the FRF
Based Substructuring

Marwa Bouslema, Taher Fakhfakh, Rachid Nasri, and Mohamed Haddar

Abstract The substructuring method premised on the receptance functions of the
subsystems is studied in order to determine the global dynamics behavior of a cou-
pled transmission system. This approach is applied on a double reducer stage. The
formulation of the lumped-parameter model and the resolution of the eigenvalue
problem are determined. Measurements of FRFs produce noise, which can affect
the efficiency of the studied system. In fact, the effect of perturbation due to the
noise of measurement in the FRFs of subsystems (which can represent a fault in
gears systems) is illustrated on the model studied. Two types of noise are artificially
introduced to the exact FRFs, which are the pole shifting, and the perturbed FRFs.
The theoretically FRFs are simulated by applying the method of modes superposi-
tion. The disturbed FRFs for the subsystems are generated and the results of these
FRFs are compared to exact FRFs. The effect of perturbed FRF and the pole shifting
on the FRF substructuring method were discussed. Simulation demonstrate that the
noise on FRFs of reducer stage can be influence by the neighbor FRFs system. The
perturbation in subsystem FRFs can be propagated due to the process of coupling
and they affect especially the coupling frequency.
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1 Introduction

TheDynamicSubstructuring (DS)methods have been used in order to reduce both the
complexity of dynamical models and the size of computational models. This method
is used to study the vibration modes of such a coupled system. The Frequency Based
on Sub-structuringmethod (FBS) is the most used DSmethod. Several research were
proposed the experimental FBS approaches due to their various advantages.

Despite several successes reported in the literature concerning the method of sub-
structuring, one of the major difficulties is encountered in the perturbation of FRFs.
For this reason, several investigations have been focused to the influence of FRF
errors on the response of system. Providing an exact FRF is difficult because FRFs
are often contaminated by random measurement noise. The control noises should
be considering in numerical simulations of robust algorithms. For more realistic
simulated measurements. D’Ambrogio and Fregolent (2010) added random noise
with a Gaussian distribution to corresponding responses obtained by decoupling in
the studied system FRFs. D’Ambrogio found that perturbation in the identifying
FRFs appears new peaks in the spectra response. An important issue has attracted
the attention of many researchers is how disturbances in the mechanical structure
are propagated in the process of the assembly of substructuring dynamic (Urgueira
1989; Wenjie 2000; Xiuchang et al. 2013).

So, researches are interested to examine the influence of the perturbation on the
coupled system FRFs. Xiuchang et al. (2013) used the substructuring method to
investigate the transmission of vibrations and the propagation of uncertainty in a
floating study system with considering elastic coupling. Furthermore, he studied the
effects of various errors frequently encountered in FRFs of subsystems, such as the
pole shifting, the perturbation in the modes and the perturbation in the FRFs on the
results FRFs. The perturbed FRF was investigated by modifying the pole of the raft
system to analyze these influences on the response of the coupled system. Much
effort was devoted to develop well-conditioned FBS methods, such as the coupling
method proposed by Jetmundsen et al. (1988).

Themain objective of this paper is to propose a substructuring approach to analyze
the vibration modes in multi-stage gears. In fact, the analysis of the global system
is more difficult than that of the local dynamic behavior. If a subsystem is replaced
by another whose FRF is known, this method becomes useful and allows a rapid
computation of the global system FRF. In addition, the sub-structuring method can
be useful in some applications of damage detection in gear systems, which can be
considered as kind of system perturbation. A parametric study is make to determine
the sensitivity of the substructuring method to measurement noise.

The present manuscript is organized as following structure. Section two described
the analytical main of FBS. Section three gives the description of the studied system
and the effects of various perturbation on the response of subsystem obtained by
substructuring method.
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2 Theory of Substructuring Method

The substructuring method aims the determination of the dynamic behavior of a
rigidly coupled system based on the FRF of the uncoupled subsystem. An assembly
procedure is applied to determine the FRFs of global system by combining the FRF
of each sub-system.

2.1 Frequency Response Functions (FRF)

Bishop and Johnson (1960) described the FRFcouplingmethod. The frequency based
substructuring method (FBS) consists to determine the FRF of damped subsystem
by executing an FRF synthesis based on a natural frequencies and a mode shape.
According to the method of modes superposition, exact FRFs are expressed by:

Hpq(ω) =
n∑

r=1

r�pr�q

ω2
r − ω2 + j2ξrωrω

(1)

where Hpq(ω) is the steady state displacement at coordinate p due to a harmonic
force excitation at coordinate q, n denotes the Degrees of Freedom number (DoFs).
The mass-normalized eigen-vector is defined by r�p. ωr and ξr represent the natural
frequency and the damping ratio for mode r respectively.

2.2 Coupling Method

Liu and Ewins (2002) determined mathematically the formulation of coupling
method. The receptance matrices of subsystems ‘A’ and ‘B’ are presented as in
Jetmundsen et al. (1988). A general formulation of a coupled dynamic system con-
sisting of two sub-systems ‘A’ and ‘B’ coupled by a set of rigid connector is developed
according to Jetmundsen et al. (1988):

⎡

⎢⎣
Haa Hac Hab
Hca Hcc Hcb
Hab Hbc Hbb

⎤

⎥⎦ =
⎡

⎢⎣
AHii AHic 0

AHci AHcc 0
0 0 BHj j

⎤

⎥⎦ −
⎡

⎢⎣
AHic

AHcc

B Hic

⎤

⎥⎦[[AHcc] + [BHcc]]
−1

⎡

⎢⎣
AHic

AHcc

B Hic

⎤

⎥⎦

T

(2)

where [AH ] and [BH ] represents the receptance matrices of subsystems ‘A’ and ‘B’,
respectively. The internal DoFs are denoted by subscript i and j and the coupling
DoFs are represented by c. The receptance matrices of the entire system where
developed by Liu and Ewins (2002). The whole coupling FRFs system are calculated
using Eq. (2).
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3 Numerical Simulations

3.1 Description of the Studied System

The analytical model, studied in this chapter, is a two stages spur gear system as
shown in Fig. 1. The reducer stage is composed of two subsystems. A rigid coupling
connects both subsystems A and B. The wheels (1, 1) and (3, 2) characterize the
motor side and the receiver side, respectively. Im and Ir present the inertia of motor
and receiver, respectively. Shaft (2) is connected to shaft (3) by a rigid coupling
having Ia inertia. Bearing supporting shafts are modeled by two linear spring and
damping. Gears are assumed as concentrated masses.

Table 1 present the mechanical parameters of the studied mechanism.
The response of the entire system is compared by the coupled response using the

substructuring method.
Practically, and whatever the precision provided during FRF measurements, it is

difficult to develop FRFs that do not exhibit perturbation. Measurements of FRFs
produces noise, which can affect the efficiency of the studied system. Two types
of noise are artificially introduced to the exact data of the system using the modal

Fig. 1 A double spur gear stage with rigid coupling

Table 1 Parameters of the
studied two-stage gear system

Parameters Value

Torsional damping Cθ i = 5.5 • 10−2 (Nm s/rad)

Torsional shaft flexibilities Kθ i = 105 (Nm/rad)

Bearings stiffness (N/m) kxi = kyi = 108

Bearings damping (Ns/m) cxi = cyi = 0.5

Pressure angle α1 = α2 = 20°

Teeth module m = 4 • 10−3 (m)

Inertia coupling 4.48 • 10−8
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data. The perturbation in the FRFs of the subsystems are generated and the results
of these FRFs are compared to those of the exact FRFs. Using the method of modes
superposition, we obtained the exact FRFs.

3.2 Effect of Pole Shifting on Subsystem Response

A fault can be modeled by a decrease or an increase in the average meshing stiffness
(due respectively to a gear tooth crack or to a tooth local hardening). The presence
of fault can be represented by the decreasing or increasing in the pole. In this case,
to simulate measurement errors leading to perturbed pole, the perturbed FRFs are
determined by modifying ωr in Eq. (1) by ω′

r . The perturbed eigen frequency is
expressed by:

ω′
r = ωr (1 ± 0.01) (3)

The results illustrate the comparison of the FRFs contaminated by error added for
the pole of subsystem A with the exact FRFs to analyze the effect of the perturbed
eigen-frequency on the response of the coupled subsystems. Figure 2 depicts the
FRFs of subsystem A and B in the radial direction x.

It appears that shifting pole affects the FRF of the coupled system A (see Fig. 2a).
It is observed that the pole shifting decreased the coupled system magnitude. This
perturbation affect especially the magnitude of coupling frequency. The pole corre-
sponds to the degree of coupling is the most sensitive to the method of substructur-
ing. It can be verified that the decreasing of magnitude is related to the expression
of Eq. (1). The present result shows that the perturbation of pole introduced into the
response of subsystem propagated in the FRFs of the coupled subsystem B (Fig. 2b).
There is a little difference in the frequency coupling because of the perturbation of
the pole. This difference is due to the perturbation in the kernel matrix expression.

3.3 Effect of Perturbed FRF on Coupled System Response

To investigate the sensitivity of the coupling method to the perturbed FRFs, the FRFs
of subsystem A are perturbed and this effects on the subsystem B FRFs is discussed.
To simulate the effect of noise on the FRFs of the coupled system, a stochastic
perturbation is added to the exact FRF:

H ′
jk(ω) = Hjk(ω) + mi j + jni j (4)

where the Gaussian distributed random variables denote by mij and nij with zero
mean and a disturbance percentage of 1%. The errors in FRFs results become more
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Fig. 2 Influence of shifting pole on the FRFs of subsystems in the radial direction x (H11):
a Subsystem A FRF. b Subsystem B FRF
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significant when the levels of noise are increased, and this is a predictable conse-
quence. Figure 3 shows the effect of perturbed FRFs on subsystem FRFs in the radial
direction of coupled system. New peaks in the band frequency appears in Fig. 3.

Fig. 3 Influence of subsystem disturbance FRFs on FRFs of subsystems in the radial direction x:
a Subsystem A FRFs. b Subsystem B FRFs
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It is noted that this disturbance affects especially the coupling frequency. It can
be noted that the disturbance FRFs from subsystem A show a certain level of noise,
whereas, it has little influence on the FRFs of subsystems B.Moreover, it is observed
that FRFs are severely modified because of this type of noise. The FRFs at anti
resonances are more sensitive and severely affected by the perturbed FRF for the
reason that FRFs at anti-resonances are relatively small. The measurements with
offset connection DOFs are reasonably a serious problem.

It is noted that FRFs in the radial direction are less noisy than FRFs in the rotational
direction because of rotational coupling.

4 Conclusion

The substructuring approach was applied to transmission system, which is the dou-
ble reducer stage. The FRF based sub-structuring was presented to determine the
dynamic vibration of complex system. The effect of perturbation FRF on the sub-
structuring method is investigated. The results simulation also show that the dis-
turbance of the subsystem FRFs can influence the subsystem coupling FRFs. It is
observed that the influence of noise present a false peaks on the coupling FRFs.
The perturbed FRF subsystem A can influence the FRF of neighbor subsystem. It
is shown that the disturbance of FRFs subsystems can significantly influence the
coupled system.

The singular decomposition values (SVD) will be the subject of the future work
to examine this noise.
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