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Foreword

This volume presents a series of revised papers selected from workshops organized by
IFIP TC 13 Working Groups (WGs) during the 17th IFIP TC13 International
Conference on Human-Computer Interaction, INTERACT 2019, which was held in
September 2019 in Paphos, Cyprus. INTERACT 2019 was hosted by the Cyprus
University of Technology (CUT) and Tallinn University. The conference was
co-sponsored by the Research Centre on Interactive media, Smart systems and
Emerging technologies (RISE) and Springer. It was in cooperation with ACM and
ACM SIGCHI.

The contents of this volume vary from descriptions of design products to design
solutions with users’ needs at heart. For both researchers and designers in the field of
human-computer interaction (HCI), the question is to design products and services that
would have a direct impact on their users. Thus, in the era of emerging economies, HCI
contributions in terms for products and services are timely and necessary. The IFIP TC 13
WGs brings together different facets of HCI with an eye to discuss practices and strategies
employed by practitioners and instructional designers aswell as their impact on the design
of products and services.

This post-proceeding presents the outcome of a thorough and competitive selection
process which started with the selection of workshops for INTERACT 2019. The IFIP
TC13 WGs were challenged to propose workshops that match the main topics of the
INTERACT conference. We were open to welcome workshops in diverse formats,
including paper and poster presentations followed by forum discussions with partici-
pants. The selection process of workshops was juried by workshop co-chairs and
members of the International Program Committee of INTERACT 2019.

Workshops preceded the main conference, running September 2–6, 2019. Only
participants that submitted contributions were allowed to attend workshops. However,
a dedicated session called “Workshops Summary Section” was held during the last day
of INTERACT 2019 so that workshop organizers and contributors could report the
outcomes of each workshop, receive comments, and interact with participants of the
main conference.

Accepted workshops were allowed to establish their own reviewing process.
However, to ensure the scientific quality of these post-proceedings we requested that
papers selected for this volume should be peer reviewed by an international committee.
After the workshop, authors were requested to revise their contributions including the
comments and remarks they received during the event. Extended versions were then
scrutinized again by the editors of the present volume.

The selected papers show advances in the field of HCI and they demonstrate the
maturity of the work performed by IFIP TC13 WGs. We have selected 12 papers that
are organized in 3 sections that correspond to IFIP TC13 workshops at INTERACT
2019.



It is important to mention that IFIP TC13 WGs are open to welcome new members.
The full list of IFIP TC13 WGs is available at http://ifip-tc13.org/working-groups/ and
we invite the interested readers to contact the officers for further information on how to
get enrolled in WG activities such as the workshops organized at the INTERACT
conference.

March 2020 José Abdelnour Nocera
Antigoni Parmaxi
Marco Winckler

Fernando Loizides
Carmelo Ardito
Ganesh Bhutkar

Peter Dannenmann
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IFIP TC13 - http://ifip-tc13.org/

Established in 1989, the International Federation for Information Processing Technical
Committee on Human–Computer Interaction (IFIP TC 13) is an international
committee of 35 member national societies and 10 Working Groups (WGs),
representing specialists of the various disciplines contributing to the field of
Human-Computer Interaction (HCI). This includes (among others) human factors,
ergonomics, cognitive science, computer science, and design. INTERACT is its
flagship conference of IFIP TC 13, staged biennially in different countries in the world.
The first INTERACT conference was held in 1984 running triennially and became a
biennial event in 1993.

IFIP TC 13 aims to develop the science, technology, and societal aspects of HCI by
encouraging empirical research; promoting the use of knowledge and methods from the
human sciences in design and evaluation of computer systems; promoting better
understanding of the relation between formal design methods and system usability and
acceptability; developing guidelines, models, and methods by which designers may
provide better human-oriented computer systems; and cooperating with other groups,
inside and outside IFIP, to promote user-orientation and humanization in system
design. Thus, TC 13 seeks to improve interactions between people and computers, to
encourage the growth of HCI research and its practice in industry, and to disseminate
these benefits worldwide.

The main orientation is to place the users at the center of the development process.
Areas of study include: the problems people face when interacting with computers; the
impact of technology deployment on people in individual and organizational contexts;
the determinants of utility, usability, acceptability, and user experience; the appropriate
allocation of tasks between computers and users especially in the case of automation;
modeling the user, their tasks, and the interactive system to aid better system design;
and harmonizing the computer to user characteristics and needs.

While the scope is thus set wide, with a tendency toward general principles rather
than particular systems, it is recognized that progress will only be achieved through
both general studies to advance theoretical understanding and specific studies on
practical issues (e.g., interface design standards, software system resilience, documen-
tation, training material, appropriateness of alternative interaction technologies,
guidelines, the problems of integrating multimedia systems to match system needs
and organizational practices, etc.).

In 2015, TC 13 approved the creation of a Steering Committee (SC) for the
INTERACT conference. The SC is responsible for:

• Promoting and maintaining the INTERACT conference as the premiere venue for
researchers and practitioners interested in the topics of the conference (this requires
a refinement of the topics above)

• Ensuring the highest quality for the contents of the event

http://ifip-tc13.org/


• Setting up the bidding process to handle the future INTERACT conferences (the
decision is made up at TC 13 level)

• Providing advice to the current and future chairs and organizers of the INTERACT
conference

• Providing data, tools, and documents about previous conferences to the future
conference organizers

• Selecting the reviewing system to be used throughout the conference (as this
impacts the entire set of reviewers)

• Resolving general issues involved with the INTERACT conference
• Capitalizing history (good and bad practices)

In 1999, TC 13 initiated a special IFIP Award, the Brian Shackel Award, for the
most outstanding contribution in the form of a refereed paper submitted to and
delivered at each INTERACT. The award draws attention to the need for a
comprehensive human-centered approach in the design and use of information
technology in which the human and social implications have been taken into account.
In 2007 IFIP TC 13 also launched an Accessibility Award to recognize an outstanding
contribution in HCI with international impact dedicated to the field of accessibility for
disabled users. In 2013 IFIP TC 13 launched the Interaction Design for International
Development (IDID) Award that recognizes the most outstanding contribution to the
application of interactive systems for social and economic development of people in
developing countries. Since the process to decide the award takes place after papers are
sent to publisher for publication, the awards are not identified in the proceedings.

IFIP TC 13 also recognizes pioneers in the area of HCI. An IFIP TC 13 Pioneer is
one who, through active participation in IFIP Technical Committees or related IFIP
groups, has made outstanding contributions to the educational, theoretical, technical,
commercial, or professional aspects of analysis, design, construction, evaluation, and
use of interactive systems. IFIP TC 13 pioneers are appointed annually and awards are
handed over at the INTERACT conference.

IFIP TC 13 stimulates working events and activities through its WGs. WGs consist
of HCI experts from many countries, who seek to expand knowledge and find solutions
to HCI issues and concerns within their domains. New WGs are formed as areas of
significance in HCI arise.

Further information is available at the IFIP TC13 website: http://ifip-tc13.org/.
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Supporting the Experience of Stakeholders
of Multimedia Art – Towards an Ontology

Danzhu Li1,2(B) and Gerrit C. van der Veer2,3

1 Human Media Interaction, University Twente, Enschede, The Netherlands
lidanzhu@me.com

2 Multimedia and Animation, Luxun Academy of Fine Arts, Liaoning, China
gerrit@acm.org

3 Multimedia and Culture, Computer Science, Vrije Universiteit, Amsterdam, The Netherlands

Abstract. We introduce the rapid change of the visual art ecosystem, triggered
by current science and technology development. ICT enables new multimedia
based an interactive art forms, with an increasing variety of stakeholders. We
provide examples of audience involvement, of immersion, and of brain-computer
interaction as a new paradigm for participation.We point to the use of newmaterial
dimensions, as well as to expanding shared creation and cognition. We also point
to opportunities to apply this development to accommodate special needs. In order
to support the dissemination of these possibilities, we advocate the development
of a task-modeling based ontology to describe, analyse, and support the evolving
art ecosystem.

Keywords: Contemporary visual art ecosystem · Stakeholders · Ontology

1 Visual Art on the Move

Our profession includes to support modern art, i.e., to teach, and to publish, relevant
knowledge and skills to participate in the current and future art ecosystem. For the various
stakeholders, the relevant viewwill be different, but stakeholders need to collaborate and
communicate so a common language is needed that supports an intuitive cultural base.
We are aiming on that and we intend to discuss this with the workshop/panel.

From ancient times, innovation of tools and techniques did push art to a new level.
But today, with ICT, dramatic changes occur everywhere, including in theworld of visual
arts. Rich media, as well as information visualization, became a commonway of modern
visual communication, and these interact with each other.

We have been exploring how contemporary artists are modifying the relationship
between human beings and new realities. This will lead to an expansion of the multi-
dimensional concept of experience, including the notion of values of visual art for its
different stakeholders.

This paper analyses the current situation and developing trends of contemporary
visual art from the perspective of enriching all stakeholders’ experience, which suggests

© IFIP International Federation for Information Processing 2020
Published by Springer Nature Switzerland AG 2020
J. Abdelnour Nocera et al. (Eds.): INTERACT 2019, LNCS 11930, pp. 3–15, 2020.
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4 D. Li and G. C. van der Veer

that contemporary visual artists should be aware. Through observation, practice, inter-
views and other research methods, we analyze and study the development and changes
of the work and survival of stakeholders in contemporary visual (mainly interactive)
art. Contemporary visual arts move to a cross disciplinary or interdisciplinary context,
related to the development of science and technology and the change of human aesthetic
ability. A new type of cross-border artists is coming out, and the evolution of society
will make the space of art broader, evolving to a new visual art ecology.

2 Different Experiences Brought by Science and Technology

Under the influence of science and technology, new formsof art have emerged. These new
termsmay be controversial, but their names do reflect a future trend of contemporary art:
digital art; interactive art; technique art; generative art; bio art; and singularity art [1].

We observed that visual art in due time approaches motion art. In relation to this, the
operations of the artists andperformers changed, including agradual transfer frommainly
perceptual motor skill activities to cognitive activities, gradually including application
of ICT. It urges us to predict the short-term future of art, based on our collection and
collation of long-term historic technology-related information.

Contemporary dynamic visual art is oriented towards integrated media, the involve-
ment of science and technology, and interactive, cross-border, multi-disciplinary coop-
eration. We predict that in the short term, art will go through a period where the prac-
tical value is greater than the aesthetic value. We analyze the impact and reflect on the
changes and demands of experience and on the different levels of values from a cognitive
perspective.

3 Interactive Media Are Multi-dimensional

Modern visual art has developed to the interactive stage, resembling the development
of HCI (human-computer interaction) technology. Artists explore the possibilities of
interaction between human beings and machines, as well as between machines. Due
to the rapid development of mobiles and wearable devices, interactive art features in a
multi-dimensional context, serving a multi-sensory experience.

The change of experience elicits artists and audiences to co-create. The continuous
improvement of technology has a direct relationship with the impact of artistic creation.
Consequently, artists need to understand and learn to use new technologies.

Interactive media art based on virtual reality and augmented reality is becoming to
a major form of contemporary visual art innovation. From the commercialization of
tools, to the development of models, to the sharing of various open-source information
platforms, artists are becoming more familiar with this performance form and are as
devoted as their audience. Mixed Reality technology enables participants (artists and
spectators) to extend their experience in the dimension of time and space, breaking the
old way of appreciation. We will provide some examples:
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a

b

Fig. 1. a.Character for the game DNF (2018). Picture by the authors, Dalian, China. b. The game
DNF created with shadow play techniques (2018). Picture by the authors, Dalian, China.
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3.1 Chinese Artists Play with Their Audiences

XuanPin, “The Field”, is a comprehensive media art work. The work is intended to
celebrate the tenth anniversary of the birth of a game DNF, created by LAFA [2] teachers
and students, the Tencent Company, and Chinese folk artists.

Based on the ancient shadow play, this work combines shadow play with animation
and laser printing,MR immersion interaction, and other comprehensivemedia. It triggers
people to think about tradition and modern art and technology.

In order to let young people know about traditional culture, the team applied the
latest Halo lens hybrid reality technology to interpret the scenes and images in DNF
games and show them in the form of shadow play. In this arena, audiences can watch
the performances of non-hereditary artists, and experience the performances made with
new materials by players of cosplay roles, and, in addition, take HoloLens glasses to
watch and try the performance of the shadows in virtual scenes.

This multi-dimensional interaction is an innovation and exploration of traditional
visual art. Figure 1 shows the character designed in the game DNF, created with shadow
play techniques. Figure 2 showsCosplay actor performance in the game by using shadow
play, where the audience manipulates the shadow puppet in the virtual scene through
HoloLens. One of the authors participated in the creation.

3.2 Lie Down and Enjoy Arts - Immersion Experience

Both authors participated in the Art exhibition of SIGCHI2018, lying down on the floor
to experience the art and enjoying it.

Figure 3 shows one of the works. In the exhibition hall, artists built a dome theatre
with dozens of cushions on the floor. Under the half dome, audiences had to lie down
to see the dynamic visual art projected on the inside of the dome. In Fig. 3 we can see a
Korean artist playing with instruments and electric fans moving under the dome. At the
same time, they were “projected” into the dome.

This combination became a rich comprehensive performance. Obviously, artists have
broken the traditional form of experience, like under the domes of ancient churches or
palaces in Europe. The artists challenge the audience’s experience to complete their
co-creation and to become part of this dynamic artistic performance.

3.3 Life Information Visualization - Brain-Computer Interface Art

The history of BCI as an artistic means is still short. Current BCI for artistic creation is
mainly the application of non - invasive systems (EEG) to ensure a safe and noninvasive
experience for artists and viewers. The brain signals picked up by electrodes are sent
to the computer, which uses sophisticated software to translate them into computer
commands.

Portability and relatively low prices make the technology easy to promote. In this
way, the audience can participate in the dynamics of the art without physical actions
on the piece of art, and can even co-create, either individually or (when appropriately
designed by the artist) as a group of spectators. This is the embodiment and the charm
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Fig. 2. Cosplay actors’ performance of the DNF game by using shadow play and the audience
manipulating the shadow puppet in the virtual scene throughHoloLens. Picture provided byMedia
and Animation college, LAFA.



8 D. Li and G. C. van der Veer

Fig. 3. Art exhibition, SIGCHI 2018, Montreal. Picture by the authors.

of BCI in an aesthetic application, which changes the form of traditional art and of the
appreciation (no longer restricted to an objective perspective).

Obviously, contemporary artists need to understand the changing perspective on the
role of the audience, as well as the technical aspects of designing the interaction, to
apply this in their creation. Figure 4 shows scientists using Mobile Brain-body Imaging
(MoBI) technology to study the human improvisational creative process in the spirit of
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Fig. 4. Exquisite Corpse – Visual Arts, http://uhbmi.ee.uh.edu/portfolio/ec-m-2/

the “Exquisite Corpse” (an improvisational creative game created by surrealists in the
1920s, where three artists create a three-part art piece). The performance-study seeks to
uncover clues to what happens in the brain as people create and contemplate art [3].

4 Opportunities and Challenges Faced by Artists in Their
Exploration of Materials

The development of art is accompanied by the use of different materials and tools. In
modern society, with highly developed science and Internet, artists’ exploration of new
materials closely follows the pace of science and technology, though limited by the
development of materials and technology. In this process, we can see that the symbiotic
fields of art and technology affect each other, which catalyzes the innovation of art
ecology.

According to the authors’ long-term observation, a newgroup is gradually growing in
the contemporary visual art ecology. They have subverted the public’s traditional under-
standing of art. They generally have multiple identities or skills. Their backgrounds are
computer scientists, material scientists, engineers and even biologists. We have noticed
this in our early research on the art stakeholders, and we have continuously tracked the
development and change of this group. We have analyzed that the development of mod-
ern education supports contemporary artists to have rich knowledge, combined with a
scientific development concept and methodology.

Because of the growing number of artists with comprehensive qualities, the art mar-
ket is increasingly dynamic, making the exhibition more diversified, and the audience’s
experience more and more multidimensional. With the improvement of the public’s
aesthetic level, this promotes the artists’ thinking and change. Furthermore, as the inter-
action between the audience and art becomes more and more active, it promotes the
development of cross-border artists.

http://uhbmi.ee.uh.edu/portfolio/ec-m-2/
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We understand that they (artists and art works) blur the boundary between art and
technology. But there is a real controversy. We predict that, in the near future, this
group will continue to expand which will inevitably affect the development of the next
generation of artists, and will update human cognition of art. We must consider both
sides of the development of things.

4.1 A Plea for the Role of Material Science Development

An increasing number of artists focus on interaction mechanisms with wearable and
implantable devices as well as integrating Internet-of-Things technology with new inter-
active art paradigms. In fact, both artists and scientists are aiming at a substance between
visible and invisible. With the development of material science, new artistic forms such
as nano-art, bio-art and integrated material art have brought challenges to those avant-
garde artists in exploring future art. Though many mainstream artists and stakeholders
turn a blind eye, or lack foresight, to the rapid development of contemporary science
and technology, some artists are exploring the humanization of technology. New mate-
rials like nanomaterials are expected to be widely used in future artistic creation. Today
we may already witness contemporary artistic practices in this direction. For example,
nano-printing art, nano-sculpture, and nano-animation:

Jonty Hurwitz’s work “The FRAGILE GIANT” (Fig. 5) on animal protection is
the smallest nano-sculpture in history. In this microcosmic world, the artist explores
the relationship between man and nature. This elephant sculpture is just over on tenth
of a millimeter high. It is walking along the stark and perilous landscape of a human
fingerprint. It can be destroyed by a human breath. According to Hurwitz the sculptures
are so tiny that they are invisible to the human eye, and able to be placed on the forehead
of an ant. Details of the works are at 300-nm scale, similar to the wavelengths of visible
light and are therefore nearly impossible, according to the laws of physics, to see in the
visible spectrum. The only way to observe these works is through a non-optical method
of magnification like a scanning electron microscope [4].

IBMResearch claimed to make the “World’s Smallest Movie Using Atoms” (Fig. 6).
IBM took the challenge of moving 5,000 atoms around in order to create a short stop
motion video, capturing the images using a scanning tunneling microscope. “A Boy and
His Atom” depicts a character named Atom who befriends a single atom and goes on a
playful journey that includes dancing, playing catch and bouncing on a trampoline. Set
to a playful musical track, the movie represents a unique way to convey science outside
the research community [5].

Technology turns inspiration and creativity into reality, challenging traditional think-
ing and bringing about an art revolution, and even triggering to build a new world view.
This innovation requires collaboration between many different interdisciplinary experts.
The cooperation and co-creation will generate a new cognitive system (a symbiotic rela-
tionship between human beings’wearables, and the context).Wearable devicesmay have
powerful effect on our experience of the context, of interactive art, and of life. Smart
fabric in wearable devices is a representative case. Sensors are becoming smaller (to
nanoscale units), and smart fabric applications become more flexible and comfortable
[6]. Artists’ exploration of science and art has stimulated people’s re-recognition of the
reality of contemporary art.
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Fig. 5. Jonty Hurwitz: “THEFRAGILEGIANT”. The smallest man-made object ever to be filmed
(2015). https://jontyhurwitz.com/fragile-giant

4.2 Appealing to Contemporary Visual Art Ecology to Keep Pace with the Times

The workshop theme “Information Retrieved from (large) WHAT Networks” (INTER-
ACT 2019, Cyprus) has inspired us to think about Privacy issued have to be considered
(copyright, personal data of audience…), and information security, human rights and
ethical disputes. It is essential for building a sound and beautiful future art ecology. This
chapter is therefore extended. We are concerned about two aspects:

a. based on the era of the Internet of things, digital art copyright issues and works
related to the collection and use of biological information security issues. and

b. with the application of life science and material science to artists’ creation, some
controversies have touched on the rights and moral disputes of human beings, ani-
mals and other livings, such as “The Vacanti Mouse”: Twenty years ago, Harvard
surgeons Joseph and his brother Charles Vacanti, along with MIT engineer Bob
Langer, experimented with techniques to create human body parts in the lab. They
implanted the shape of a human ear in the back of a mouse [7]. Some people regard
it as an artistic act, which has aroused controversy.

Again, the contemporary artwork named Sugababe (Exhibited in ZKM in 2014) is
a Bio-Sculpture by Diemut Strebe (Fig. 7). A living bioengineered replica of Vincent
van Gogh’s ear grown from tissue engineered cartilage cells procured from a direct male
descendant and containing natural genetic information about Vincent as well as genet-
ically engineered components amongst using genome editing CRISPRCas9 technique,
and recent bioprinting technology. One can speak to the ear through a microphone sys-
tem. The input sound is connected to a computer processor, using a software program
to generate simulated nerve impulses from the sound signal in real time. This mimics
sound recorded from an electrode inserted into the auditory nerve, when firing [8].

https://jontyhurwitz.com/fragile-giant
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Fig. 6. IBM: “A Boy and His Atom”. The world’s smallest movie (2013). https://www-03.ibm.
com/press/us/en/photo/40982.wss

Fig. 7. Diemut Strebe: “Sugababe”. The 3D print ear (2014). http://diemutstrebe.altervista.org

https://www-03.ibm.com/press/us/en/photo/40982.wss
http://diemutstrebe.altervista.org
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This is considered to be a representative contemporary art exploration of life science.
At present, artists who can use advanced science and technology such as life science,
gene technology and so on are few and far between. We explore this topic to arouse
stakeholders’ thoughts on future ecological development. There is no doubt that science
enables artists to enter a new era in the use of materials. We not only look forward to the
development of art diversity, but also consider moral constraints and legal protection.

We try and practice scientific methodology and models to build a vision of future art
ecology. Cognitive Science (Sect. 5) and task modeling (Sect. 6) are the methods we
are studying and practicing. We hope more and more stakeholders will pay attention to
this research.

5 Exploration of Cognition

For all stakeholders of visual art, the improvement of knowledge is accompanied by the
development of technology, by interdisciplinary cooperation, lifelong learning, and the
application advanced technology and machine learning to assist artistic creation. Candy
and Edmonds [9, 10] mention three categories of activities in the creative person’s think-
ing and working practice were identified: knowledge, visualization, and collaboration.
The quality of the type of collaboration can be assessed in terms of its durability and
stimulus to creative thinking as well as the outcomes achieved.

From brush to electronic pen; from clay and stone to 3D printing: artists need to
master the accessibility of technology; need to learn to use new technology for creation.
Tools should meet artists’ needs, and be easy to learn and use, as well as be timely
updated and upgraded to meet new needs. With the development of personal computing
and the coming of the era of Internet of Everything, we foresee that customized tools
will serve more and more artists and stakeholders of art.

We call for the exploration and development of cognitive ergonomics in a broader
scope and the application of cooperation in the field of art [11]. This includes the special
community of artists with special needs. In our practice, one graduate student from
the art school (LAFA) in China is a hearing-impaired artist. He is very distressed by
his limitation. He worries that if he always makes silent films, he will lose audiences
and his works will be excluded from the art market. At present, he can only rely on the
productionof silent films to solve theproblemofproduction.This case is representative of
a considerable group of artists. In combination with our participation in the Artistic BCI
workshop at CHI in Montreal in 2018, we analyzed the possibility of future support for
hearing-impaired artists to edit music through EEG or other bioinformatics technologies
[12]. Similarly, visually impaired artists and artists with language barriers can be assisted
in their creation. We currently consider Ear Touch, a one-handed interaction technique
that allows visually impaired people to interact with a smartphone using the ear to tap
or draw gestures on the touchscreen, facilitating one-handed use as an alternative to
headphones and addressing privacy and social concerns [13]. A smart glove can already
work out what the wearer is manipulating from its weight and shape [14].
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6 An Ontology of Modern Visual Art

When applying ICT, artists revise the way they work. We observe that contemporary
interactive art is an artistic act co-created by artists and participants. We briefly review
its production process: from the manufacturing stage, artists need to cooperate with
participants in many disciplines (using brainstorming, sketching, technology and tools,
exhibition forms, interactivemodels, etc.). After completion of the artwork, it is expected
to be co-creative with audience, e.g., through recording the behavior of the experiencer,
visualizing the emotional information and the interactive behaviors needed. The stronger
the participation, the higher the experiential value.

This is precisely the purpose of some artists ‘creation: the value of such works of
art. We envision an ontology to analyse, describe, and support the future art ecosystem:
with new roles, new objects, and new activities.

Our conceptual framework is based onGTA [15], andwemainly consider to focus on
development of the concepts Roles (with mandating and delegation), Objects (including
tangible and intangible artifacts, and the context as an object), Tasks (as goal-triggered
activities of (co-)creation, performance, and experiencing); and the multidisciplinary
concept of values and forces that trigger action.

• Objects of art, both intangible (scripts, programs, video and sound streams) and
tangible. Each may well have an electronic identity, with possible tags regarding
ownership, location, history of use and movement.

• Stakeholders are the various Agents in the art ecosystem: artist; supporters of tech-
niques and tools; stage keepers, museums and gallery owners; brokers and auction
houses; performers and actors; and the audience.

• Roles. In the art ecosystem, collaboration between people (and other agents) changes:
new roles develop (co-creating members of the audience) and roles get exchanged
more easily between actors, activities get more easily delegated to systems, and
mandating of roles and delegation of activities occurs at a more detailed level than
before.

• Each agent will have one or more different roles (defined by goals, and related sets
of activities regarding art objects), and each role will relate to different types of
experience (including: understanding; emotions; tendencies to act; values toward the
piece of art).

• Activities with their goals will be related to creation; reproduction; performance;
exhibition; ownership and maintenance; documentation and communication about;
etc.

Our analysis will allow us to set design goals for supporting technology. A new
addition contribution to GTA is exploration and research of experience and values.
We decide to add values aspect for the case of art, based on observing the impact of
values in the current art ecosystem on artists, art markets, audiences, buyers, and other
stakeholders.

With the rise and development of industry, art is gradually industrialized, which is
representative of film and television animation. The film industry is a complete industrial
chain. The embodiment of aesthetic value is only one of the links, though it is the most
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basic. After the production and distribution of films, value is still fermenting. If the
cultural value and aesthetic value of a film have a broad and lasting influence, then
its collection value, commercial value and other values will change with time. This
phenomenon is not only controlled by the art market. Artists and agents should think
about how to create valuable art, and our expanding task analysis ontology is intended
to provide a scientific theory and practical tool that can help artist and stakeholders.
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Abstract. Most work involves the use of artifacts; thus, user experience (UX) is
a factor in howmost employees experience their work. This study revisits the tool,
media, dialogue-partner, and system perspectives on artifact use to explore how
UX may contribute to wellbeing at work. It is found that artifacts foster positive
UX when they lend the user expressive power (tool), are transparent (media) or
perceptive (dialogue partner).They foster negative UX when they break the user’s
task focus ormake the user amere systemcomponent. These findings are discussed
and refined by elaborating the classic concepts of ready to hand and present at hand.

Keywords: Perspectives on artifact use · User experience ·Wellbeing ·Work

1 Introduction

Wellbeing at work [2, 4] is a major concern for employees as well as organizations
because it is central to employees’ mental and physical health and because it influences
their productivity. Fisher [6] conceptualizes wellbeing at work as consisting of hedo-
nic wellbeing (e.g., job satisfaction and positive affect), eudaimonic wellbeing (e.g.,
engagement, meaning, and intrinsic motivation), and social wellbeing (e.g., quality con-
nections, satisfaction with coworkers, and social support). This conceptualization makes
it apparent that a vast array of concrete organizational circumstances enter into shaping
wellbeing at work. One of them is the employees’ use of artifacts.

In the research community of human-computer interaction, the experiences associ-
ated with the use of artifacts are discussed under the rubric of user experience (UX).
While multiple UX definitions have been proposed, they share a focus on the experi-
ences associated with artifact use. For example, Roto et al. [18, p. 6] state that “UX
is a subset of experience as a general concept. UX is more specific, since it is related
to the experiences of using a system.” Some definitions restrict UX to actual system
use [3], others include anticipated use [13], and still others also include aesthetics [10].
These differences appear, however, minor compared to the shared focus on the experi-
ences associated with artifact use.Well-documented experiences with computer artifacts
in work settings include burnout, deskilling, frustration, and helplessness [e.g., 7, 16].
Countering such negative experiences is central to employee wellbeing. Replacing them
with positive experiences would be an even nobler design goal.
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In one of the relatively few studies of UX in a work context, Meneweger et al.
[17] show that ordinary user experiences dominate in factory employees’ interactions
with technology. The interactions are generally mundane, unremarkable, and shaped
by routine activities. At the same time, studies of technology acceptance find that per-
ceived enjoyment, a concept similar to UX, predicts the intention to use an artifact as
strongly as do perceived usefulness and perceived ease of use [12]. While enjoyment
contributes to hedonic wellbeing, usefulness contributes to eudaimonic wellbeing; ease
of use facilitates both hedonic and eudaimonic wellbeing by reducing the effort that must
be expended to obtain them. Thus, replacing ordinary user experiences with positive user
experiences stands to improve employees’ attitude toward the artifacts they use as well
as to improve their wellbeing at work. The relation between the artifact and the user’s
experience is, however, complex because UX is not determined by the artifact alone.
Rather, UX results from the interrelations among the characteristics of the artifact, user,
task, and context of use.

While it is a largely trivial observation that UX results from the interrelations among
the artifact, user, task, and context of use, it raises the question of whether artifacts
as such exert much influence on wellbeing at work. It may well be that wellbeing at
work is first and foremost driven by other factors, such as the task content, division of
labor, physical work conditions, psychosocial climate, and decision-making influence.
These factors are not directly about artifacts and, thereby, not directly about UX. To
explore what we might accomplish by designing for good UX at work, this study revisits
Kammersgaard’s [15] four perspectives on human-computer interaction, ponders what
constitutes positive and negative UX within each perspective, and discusses the possible
contributions of UX to wellbeing at work.

2 Four Perspectives on System Use and UX

Kammersgaard [15] outlines four perspectives on human-computer interaction by dis-
tinguishing between artifacts for individual and collaborative use and between arti-
facts for which agency rests with the user and artifacts that split agency between user
and artifact. The four perspectives are the tool perspective, the system perspective, the
dialogue-partner perspective, and the media perspective, see Table 1.

The tool perspective has its roots in craftwork and emphasizes that in the hands of a
skilled user the tool is a seamless extension of the user, who attends to her task rather
than to the tool: When hammering the skilled user’s attention is on driving the nail, not
on the hammer. Conceptually, the tool is said to be ready to hand [9]. It is only upon
breakdowns that the tool becomes the focus of the user’s attention – becomes present
at hand. If the hammer is too light for the size of nail or otherwise inadequate for the
task then the user’s attention shifts from the task to the tool. These shifts are associated
with frustration and other negative emotions because the breakdown thwarts progress
on the task, at least temporarily. It appears that tools foster good experiences when they
are out of mind – ready to hand – and poor experiences when they become present at
hand. If we take the focus on artifact use in the UX definitions to mean that the user
must, in the moment, be conscious that she is using an artifact then the tool perspective
rules out positive UX. The positive experiences do not qualify as UX because they are



Wellbeing at Work: Four Perspectives 21

Table 1. Four perspectives on system use, adapted from Kammersgaard [15].

Individual Collaborative

User agency Tool perspective
• Artifact is an extension of the user’s
body

• Ready to hand vs present at hand
• UX?: expressive power

Media perspective
• Users communicate through the
artifact

• Media richness vs common ground
• UX?: transparency, structure

Split agency Dialogue-partner perspective
• Artifact displays human-like
behavior

• Intelligent vs annoying assistant
• UX?: perceptive, adaptive

System perspective
• User is similar to other system
components

• Automation vs meaningful jobs
• UX?: deskilling, monotony

associated with an uninterrupted focus on the task (note that this point will be modified
in Sect. 3). In contrast, the user is conscious of the artifact when it thwarts task progress;
thus tools can foster negative UX. If we do not require that the user must, in the moment,
be conscious that she is using an artifact – and this is probably the more sensible option
– then positive UX is possible within the tool perspective and consists of designing for
readiness to hand. The user may however not attribute the positive UX to the tool but,
partly or wholly, to other aspects of the use situation.

The system perspective aligns with industrial perceptions of work and promotes a
view in which a system consists of components that may be human or automated. Each
component is characterized by the inputs it receives, the activities it performs on those
inputs, and the outputs it delivers. The division of the system into components is made
by management and defines a division of labor. To perform their work, the users need
only know the characteristics of the component they embody. Performance is measured
by how cheaply, quickly, and consistently the components deliver their outputs. That is,
the users’ work is measured in the same way as that of the automated components. If the
users perform poorer than an automated version of the same component then the users
are at risk of being replaced by such an automated component. In this sense the users
are measured by their ability to function as automated components. The automation
inherent in the system perspective is often associated with deskilling of the users, who
become operators of machines that perform more and more components of the work
[1]. This negative UX results from a primary focus on automation, thereby leaving the
users with the components that have not yet been automated. To create positive UX,
it is necessary to focus on creating meaningful and rewarding human components, for
example by automating the parts of work that are monotonous or unhealthy. However,
to create meaningful and rewarding human components it may also be necessary to
reconsider the separation between a managerial level that defines the components and
an operational level that merely performs according to these preset definitions. That is,
it may be necessary to challenge the essence of the system perspective.

The dialogue-partner perspective sees the artifact as an intelligent assistant with
which the users can interact in much the same way as they interact with humans. The
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intelligent assistant empowers the user by serving his or her needs and does so with-
out requiring that the user learns special commands for interacting with the assistant.
Unlike the system perspective, which tends to reduce humans to machines, the dialogue-
partner perspective seeks to elevate machines to human-like performance. Unlike the
tool perspective, which involves the user’s moment-to-moment handling of the tool, the
intelligent assistant acts autonomously in the user’s service. The intelligent assistant
may, for example, monitor an architect’s work on a building and inform the architect
when his current building design violates formal regulations or recognized principles
for good design [5]. The intelligent assistant fosters positive and negative UX in much
the same way as a human collaborator. Negative UX ensues if the assistant needs too
many instructions, performs poor work, or delivers its work at inopportune moments.
Positive UX ensues if the assistant is effective and efficient and, especially, if the assis-
tant also picks up on the tacit conditions for good performance and reacts appropriately
to dynamic changes in the environment. Often, intelligent assistants must be supervised
by users who need to be ready to take over in situations the assistant cannot handle. This
creates poor conditions for positive UX because the user wants to offload the task to the
assistant but must, instead, “stay in the loop” to be ready to step in whenever needed.

The media perspective positions the artifact as a medium through which the users
interact with each other. That is, the medium is merely a channel; agency rests with the
users. Rich media [19] provide for simultaneous interactions in multiple modalities and,
thereby, for back-channeling (e.g., nods and raised eyebrows) to occur via some modal-
ities at the same time as the main interaction occupies other modalities (e.g., speech).
Thereby, rich media support users in establishing, sustaining, and repairing common
ground, which is key to effective collaborative interactions. Conversely, lean media pro-
vide few or only a single modality and may be restricted to asynchronous interactions,
thereby increasing the risk of breakdowns in common ground. Media provide positive
UX when they are transparent – somewhat similar to when a tool is ready to hand. A
transparent medium allows the interactions among the users to flow without distortions.
Richmedia are transparentwith respect tomore interactionmodalities than leanmedia. In
addition to transparency, somemedia aim to provide positive UXby structuring the inter-
action, for example bymaking explicit that an interactional turn is a request and therefore
must be answered by accepting, declining or negotiating the request [21]. Media foster
negative UX when they are insufficiently transparent or enforce a structure that is too
rigid. In both cases the medium gets in the way of the interactions among the users.

3 Discussion

Most work involves the use of artifacts, such as products, systems or services. Thus,
UX is a factor in how most employees experience their work. In the tool and media
perspectives, an artifact fosters positive UX by not attracting the user’s attention, which
instead remains on the task. That is, it is by supporting the user in expressing her skills – as
manifested in high-quality work task products – that tools and media foster positive UX.
Seen from these perspectives, positive UX is about lending the user expressive power.
In the dialogue-partner perspective, positive UX is as much about how well the artifact
engages in the process of its use as it is about the product that results from this process.
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That is, an artifact fosters positive UX if it is a perceptive and adaptive dialogue partner.
In the system perspective, positive UX appears to be secondary to other concerns. That
is, to foster positive UX it is necessary to abandon the system perspective or, at least,
supplement it with other perspectives. Abandoning the system perspective is a daunting
undertaking because this perspective permeates much thinking about how to organize
workplaces. For example, physicians are increasingly frustrated that they spend stillmore
of their time documenting their work in electronic patient records and comparatively
less time with patients, but the increasing documentation requirements are justified by
pointing out that the physician is a component in a much larger system, which needs
the documentation for hospital-level quality assurance, national performance indicators,
and international healthcare research [7]. This system-perspective thinking is, however,
creating frustration and burnout among the physicians because it disregards the personal
level from which they experience the electronic patient records.

A less ambitious goal than fostering positive UX in the service of wellbeing at work
would be to avoid negativeUX. The tool andmedia perspectives agree that artifacts foster
negative UX whenever they attract the user’s attention. Thus, users become conscious
of their artifact use when they experience problems with the artifacts. The distinction
between, on the one hand, positive UX and a task focus and, on the other hand, negative
UX and an artifact focus largely stems from the distinction between the concepts of
ready to hand and present at hand. Recently, Verbeek [20] has proposed that artifacts
need not be either ready to hand or present at hand, but can be both at the same time.
He illustrates this possibility by considering the difference between a CD player and a
piano [20, p. 194]:

Someone who plays the piano is directed toward the music and at the same time is
substantially involved with the piano itself. When the same piece is played on a CD
player, the artifact that mediates between the person and the music is present in an
entirely different way. The machinery of a CD player disappears into the background,
withdrawing so that people are only engaged with the music and not with its means of
production. A piano, however, is never entirely ready-to-hand, but neither is it exclusively
present-at-hand – its machinery is not completely in the background, but not entirely in
the foreground either.

In this example, the CD player functions as the perfect assistant, to which the task
of playing the music can be completely offloaded. In contrast, the piano requires that
the human stays in the loop and operates the piano on a moment-to-moment basis. By
proposing that pure readiness to hand is only achieved with complete offloading (i.e.,
with full automation), Verbeek [20] proposes that pure readiness to hand implies that
the human is out of the loop. This proposal fundamentally reconceptualizes readiness
to hand by dissociating it from skilled human performance. According to Verbeek [20],
skilled human performance instead involves that the artifact is simultaneously ready to
hand and present at hand – like a piano or a hammer.

Verbeek [20] also contends that a purely present-to-hand artifact does not necessarily
indicate a negatively experienced breakdown in the use of the artifact; itmay also indicate
that the user is absorbed in cherishing the artifact rather than in using it as a means to an
end. This contention accords withmanyUX studies of users’ experiences of the aesthetic
and other non-instrumental qualities of their possessions [e.g., 8, 14]. Cherishing may to
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some extent be about possessing the artifact and, thereby, not fully applicable to artifacts
that are operated by the user but owned by theworkplace. Yet, a sizable number of people
have work tools available in a near permanent manner that approaches ownership.

4 Conclusion

Verbeek’s [20] elaboration of the concepts of ready to hand and present at hand offers a
way of restructuring and simplifying the insights from the analysis of the four perspec-
tives on how UX may contribute to wellbeing at work, see Table 2. This restructuring
leads to three conclusions:

First, when artifacts are present at hand the users focus on the artifact rather than
their tasks. While this artifact focus may be associated with positive, artifact-cherishing
experiences, it is often triggered by breakdowns in artifact use. To contribute towellbeing
at work, artifacts must be designed so that it is easy to restore their functioning after a
breakdown.

Table 2. What may UX contribute to wellbeing at work?

Artifact is… Focus UX contribution to wellbeing at work

Present at hand Artifact • Breakdown in use (negative UX)
• Cherishing the artifact (positive UX)

Both present at hand and ready to hand Task • Expressive power, transparency, and
possibly structure (positive UX)

Ready to hand Consumption • Perceptive and adaptive assistant
(positive UX)

• Deskilling and monotony (negative
UX)

Second, when artifacts are simultaneously present at hand and ready to hand the users
are conscious that they are using an artifact but their focus is on their task. Following
the tool and media perspectives, artifacts that enable a task focus foster positive UX by
lending the users expressive power, by being transparent and, possibly, by structuring the
interaction. Importantly, Verbeek’s [20] reconceptualization does awaywith the question
of whether positive UX is possible within the tool perspective.

Third, when artifacts are ready to hand they autonomously produce outputs for the
users to consume. This consumption focus is experienced positively when the artifact
serves the user as a perceptive and adaptive assistant and negatively when the user must
abide the system. Thus, the dialogue-partner perspective may foster positive UX through
ready-to-hand artifacts, while the system perspective fosters negative UX by leaving the
user out of not just the activity loop but also the decision loop.

It should be noted, in closing, that the four perspectives revisited in this study are
exclusively about post-design experiences with artifacts. Neither the four perspectives,
nor the concepts of ready to hand and present at hand, concern themselves with how
artifacts are designed. Yet, user influence on the design of the artifacts employed in
performing work tasks may be an additional UX contribution to wellbeing at work [11].
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Abstract. With the development of new technologies and methodologies, multi-
ple sectors start to experience the benefits and drawbacks. Currently, the industry
is facing a new revolution known as Industry 4.0. This new path al-lowed all
enterprises to further develop their methodologies and understand the disadvan-
tages and advantages of it. With the sole purpose of retaining costs in production
while maintaining the same degree of quality, companies desire to diminish their
downtime due to malfunction or improper maintenance schedules that may not
amount to the desired efficiency. Nevertheless, not all companies manage to enter
this exclusive circle, since such technologies also deliver a high cost which some
companies simply cannot support. Consequently, this generates a huge drawback
to the outsiders of this revolution.

Keywords: Industry 4.0 · Cyber Physical Systems

1 Introduction

“Companies and their industrial processes need to adapt to this rapid change if they
are not to be left behind by developments in their sector and by their competitors.” [1].
Industries worldwide are becoming highly volatile, facing the same rhythms as their
markets of choice. Taking in consideration the “big step” taken in industry regarding
the systems being used, most companies face a problem regarding the data registered
in their systems. Although it is collected, proper storage and analysis is not performed
resulting in the incapability to extract viable knowledge crucial to decision making [2].
Consequently, this affects multiple areas of action such as maintenance, operations, etc.
Therefore, companies must change their mindset to extract vital knowledge. This article
aims to analyze the main components that lie within Industry 4.0, advantages of its
implementations and understand the main differences between SME’s andMNE’s. With
this research the main goal is to and answer the research question: Is it possible that
the main characteristics that define SME’s justify the reason why they hold possible
investments regarding the methodologies and practices inherent to this revolution?
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2 Industry 4.0

Taking in consideration the developments led on during the past revolutions, a new
development was needed to take full capabilities of the current information systems and
produce a new output. As known, with the development of information systems in the
previous revolution, data started being generated by machines in industries across the
world, providing the possibility to create an automated production flow. Nevertheless,
data generated was not intended to provide overall view of the production systems, more
specifically to the standard maintenance point of view. Since the automation was tackled
in this revolution, all the major problems regarding industry were therefore resolved.
Nevertheless, the “roads” to increase earnings and productivity were decreasing. Con-
sequently, this led to the new path of Industry 4.0. A path where the main goal was to
re-shape previous ideas and concepts, allowing to reproduce models with the current
technology available for industry [3].

Throughout time this concept began to grow and became a “revolution” in 2015
propagated by Germany’s government as an action to maintain its position as the global
leader in the sector of manufacturing equipment. At its core, one cannot state or identify
what triggers industry 4.0. “Instead it can be describedmore precisely by a conjunction of
many technologies -both existing and new - which now work together.” [4]. Chesworth
[5] considers that industry 4.0 is the joint effect of CPS’s (Cyber Physical Systems)
and IoT (Internet of Things) therefore creating a decentralized control and advanced
connectivity. Consequently, large quantities of data are generated justifying the final
component of Big Data [5–7]. This joint relation constitutes the key feature of this
concept, the smart factory [8].

In terms of benefits to implement themethodologies and components associatedwith
this methodology, follows the table below (Table 1).

Table 1. Advantages of implementing Industry 4.0 [6, 9]

Advantages of implementing Industry 4.0 Sector

Decrease production and logistic costs by 10-30% Costs

Reduce Quality management costs by 10-20% Costs

Shorter time-to-market products Agility/Revenues

Improve customer responsiveness Customer Experience

Mass production without increasing production costs Efficiency

Reduce maintenance planning time (20-50%) Efficiency

Increase equipment uptime (10-20%) Efficiency

More confidence in data and information Innovation

Material cost savings (5-10%) Costs

Reduce inventory carrying costs Costs

Reduced overall maintenance costs (5-10%) Costs
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The advantages of implementing the practices and methodologies of industry 4.0
trigger interest in all the sectors of industry, yet some already face limitations prior to
generating the first step towards this new world.

3 Industry 4.0 Effect in SME

“Small and Medium-sized Enterprises (SME’s) are the driving force of many man-
ufacturing economies.” [7]. Taking in consideration their position on each country’s
economy, the impacts of this latest industrial revolution are important to take in consid-
eration. Even though these aren’t the only type of enterprises in the world, they facemore
challenges and limitations than Multi-National Enterprises (MNE’s). These two types
of companies differ in multiple aspects as literature states. According to the European
Commission [10], SME’s consist of companies with a staff headcount of 250 or less and
turnover that does not exceed 50 million Euros. Nevertheless, further differences arise
regarding these two types of companies. Table 2 contains the main differences regarding
SME’s and MNE’s in an overall perspective.

Table 2. Main differences between SME’s and MNE’s [7]

Feature SME’s MNE’s

(1) Financial Resources Low High

(2) Use of advanced Manufacturing Low High

(3) Research and Development Low High

(4) Human Resources Engagement Multiple domains Specific domains

(5) Knowledge and Experience Focused in a specific area Spread around different areas

(6) Important activities Outsourced Internal

(7) Alliances with Universities Low High

(8) Organization culture Low High

As stated above, SME’s due to their small size, face a tremendous limitation due to
their lack of resources, both physical and financial [7]. Nevertheless, exceptions rise in
specific areas such aerospace and defense.

Regarding financial sector (1), one of most vital sectors in these companies, a
significant disparity lays between the two types of companies. For starters, SME’s that
want to obtain finance must face expensive process handlings. In other words, the cost of
applying for a lone are nothing but immoderate. Legal fees, administrative costs and costs
related regarding information related to the acquisition are fixed, regardless of the amount
to be loaned. Further costs must be applied in the presence of outside financiers. All these
points together with lack of information and proper financial facilities in developing
countries leads to a more severe problem.

The low amount of financial resources leads to a chain of consequences, which can
be described as a snowball effect for the SME’s. In terms of advanced manufactur-
ing (2), the usage is considered low, since the investment in advanced manufacturing
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technologies is difficult to support. This lack of usage leads to incapability to invest
in research and development (3). This deeply affects the human resources sector.
Instead, the engagement of human resources (4) is in multiple domains, “For example,
the employees at SME’s are more likely to be ‘Jack of all Trades’ and less likely to
develop high levels of expertise.” [7]. This leads to the fact that operators in SME’s do
not manage to gain a proper specialization in a specific area (5), since the responsi-
bilities inherited can range to multiple areas. This type of example does not present in
MNE’s due to their rich mass of employees. In these types of enterprises, the chances
of an employee specialization in a certain area are higher due to sole focus performing
related tasks [7].

The consequences of this methodology can easily be applied to production. A low
skillset, and engagement lead to the outsourcing of production (6) to control costs and
time. Due to inability to attain a proper specialization, SME’s no longer sustain a proper
platform to attract universities and institutes. Consequent to this lack of self-updating
policy to maintain up-to-date and cutting-edge methodologies leads to SME’s not being
able to generate alliances with universities and institutes (7).

With the financial, human resources and production sectors affected by this snowball
link, the structure of the company is going to “feel” the consequences. With the out-
sourcing of production and low skill of collaborators, the company culture (8) become
poor with low capability to dynamize [7].

These can be stated as the most relevant aspects in a theoretical stand point. Nev-
ertheless, they do not differ from the main studies performed in conducted to SME’s.
According to the digital business readiness study, “Many enterprises are lacking finan-
cial and often human resource too, to promote digital change internally” [5]. This leads a
low level of completely digitally up-to-date enterprises of 27%. The main reason behind
this low percentage can be explained with the fact that “SME’s are lacking confidence
in information security and data protection. Without this confidence, the transformation
of business and manufacturing processes threatens to stall” [11].

4 Case Study at a Portuguese Company

APortuguese companywith a production lines with heterogeneity of equipment, showed
inFig. 1. From initial analysis and the interviewconducted in this company itwas inferred
that the four machines generate in a total of nine types of log files. Each of these Log
files is generated under different circumstances and with different time-spans. In other
words, since these are automatically generated and updated in each machine, they must
be extractedwithin aweek from its creation to safeguard the data generated. The first data
extraction containeddata regarding thepreviousweekof operations.To allow the creation
of a continuous dataset for analysis, it was established to perform weekly extractions,
preferentially at the beginning of the week (Mondays), to streamline the process of
communication and data transfer in the project. This methodology could not produce
more substantial advantages regarding the SPI machine, since it does not allow for data
extraction while machine is in operations. The unscheduled stops in the production
lines are registered in loco by the operators, which are then processed and stored in
a custom Database (DB), Access Database. Regarding maintenance plans, executions
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and reports, these are registered in Excel files without being processed and stored in a
database. The Central DB can be considered as the bridge between sales, production and
logistic departments holding data regarding their daily basis of operations.

Fig. 1. Data flow of HFA production

Since the files maintained the same structure, any content deviation generated a
trigger in the script. Consequently, it led to the entire row of data being sent to quarantine,
therefore safeguarding the output file and the database for possible corruption due to
unexpected data insertion. The quarantine file would be analysed at the end of the script
executions to understand what data was generated incorrectly by the machine.

The process of data integration resembled Extract Transform Load (ETL) method-
ologies. The reason behind this statement relies on the fact that this methodology allows
the system to perform a second analysis of the data regarding its content. In other words,
by analysing the data in the output files before inserting in the database it is possible to
understand incorrect data type insertion and therefore prevent possible errors. Therefore,
quarantine tables were added in the database to hold incorrect values or rows from the
files. Once the data is inserted correctly in the database, the last step is to assess the
quarantine tables and understand why the rows were redirected.

Once data is stored properly, and a time-frame is generated with enough delta for
analysis, the following step is to breakdown the features by understanding which can
provide a better result in terms of algorithm predictions. In this step, two datasets are
analysed, from the two pick and place machines. The analysis conducted to the files
allowed to achieve linkage between the ERR_LOG and LOT_LOG, through the times-
tamps. This relation further enhanced the dataset by understanding what type of board
was being produced in each error registered.

From the original 54 features obtained through the linkage of the two datasets of
P&P1 and 2, modifications were executed to discard features that did not uphold vital
weight into the prediction stage.. Features such as temperature, vibration and engine
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metrics were not available, since the types of equipment do not contain sensors to attain
such information and engine metrics are not registered.

The second step regards the discard of irrelevant features. The features shown in
Table 3 were discarded from both machine’s data since they did not register information
that could be used for prediction. Also, the feature OPERATOR_CALL_TIME was dis-
carded only in the dataset of P&P2 since it only contains NA values. Further 18 features
were discarded in both datasets because they regarded the split of START_DATE_TIME,
SETUP_DATE_TIME and FINISH_DATE_TIME. The reason behind this action is due
to the fact these features can uphold a viable weight in the Data Visualization stage.With
this operation, the number of features available changed from 54 into 27 in P&P1 and
26 in P&P2. From the execution of the algorithms, it was possible to extract the results
available in Table which shows the three best datasets and their results in each algorithm
for the two P&P machines. Full results are available in annexe N (P&P1) and annexe O
(P&P2).

Table 3. Algorithm’s results for P&P1 and 2

Machine Features Algorithm Accuracy (%)

Pick and Place 1 D1 TRANSFER_CT_MAX
TRANSFER_CT_MIN
STANDBY_CT_AVE

NB 20.67

SVM 44.13

Adaboost 43.02

D4 PICK_UP_ERROR
PARTS_VISION_ERROR
MARK_VISION_ERROR

NB 13.41

SVM 44.69

Adaboost 46.93

D7 OPERATOR_CALL_TIME
MARKREC_CT_MAX
MARKREC_CT_AVE

NB 07.82

SVM 49.72

Adaboost 50.84

Pick and Place 2 D1 WORKING_RATIO
MOUNT_RATE
MOUNTED_BLOCKS

NB 20.00

SVM 44.65

Adaboost 44.65

D5 TRANSFER_CT_MAX
TRANSFER_CT_MIN
STANDBY_CT_AVE

NB 26.98

SVM 40.97

Adaboost 43.72

D10 RECOVERY_TIME
NO_PARTS_ERROR
MOUNT_CT_MAX

NB 35.81

SVM 41.86

Adaboost 41.86

Results fluctuate regarding each dataset and model as expected since no sub-dataset
is the same. From the initial analysis, it is possible to see that the model with the lowest
results overall was NB (lowest result of 8% accuracy and highest of 36%). Regarding the
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SVM and Adaboost, the results obtained are similar. More specifically, for the datasets
D1 and D10 in P&P2 the two models obtained the same accuracy. Nevertheless, it
is possible to see that the best result was obtained through the usage of Adaboost in
P&P1 (51% accuracy in D7) and P&P2 (44% accuracy in D1), since also in D5 (P&P2)
it obtained a higher accuracy (45%) once compared to SVM. Regarding the overall
results, it is possible to see three features that match both pick and place machines (D5
and D1) obtaining average results compared to the remaining ones.

5 Conclusions

From the analysis conducted throughout this paper regarding Industry 4.0 and main fea-
tures of SME’s and MNE’s it is possible to understand the main reasons that support the
lack of investment in new technologies. Latest achievements regarding methodologies
and practices require a solid foundation and finance, to provide a sustainable growth for
SME’s which justifies the holdback from SME’s.

Due to their lack of positioning in current markets, which are more and more com-
petitive, these companies desire fast solutions to their problems, therefore maintaining
methodologies that MNE’s tested and approved throughout the years. Due to their capa-
bility to shape-shift into their desired solution, these companies must face the output of
the market in a short-term basis, therefore invalidating the main basis of thought regard-
ing industry 4.0. This line of thought regards a long-term vision where hefty finance is
a fixed variable in the equation of going a step towards new income. SME’s behave in
a solid perspective where they “Don’t take a step bigger than their leg”. Nonetheless,
this strategy to maintain position may provide negative consequences, more consider-
ably inadequate health in a long-term statement, due to their lack of capability to self-
innovate and achieve new competitive advantages. Therefore, this confirms the simple
line of survival, where the runt of the litter dies.

For SME’s to enter this revolution without compromising their structure they must
understand the possible implementations that allow to achieve the best results with a
low initial investment. This step is vital to stop the snowball effect described in this
paper. One possible solution is the creation of a new framework. In other words, by
providing a “step-by-step” approach, vital information can be attained in a simplified
way allowing SME’s to understand prior to implementation phase which elements of
Industry 4.0 can be implemented and how.
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Abstract. This research paper presents the design process of creating a user per-
sona of Indian mothers of preterm neonates. Many of these preterm neonates
require hospitalization in Neonatal Intensive Care Units (NICUs), leading to men-
tal stress for mothers and their families. The main objective of mother’s persona
is to understand the mother behavior and preferences for designing app for these
mothers. The mother’s persona is proposed based on hypothesis, user interviews
anddata analysis. The result shows that the participantmothers of pretermneonates
are graduates and homemakers from semi-urban areas around Pune, India. These
mothers prefer non-vegetarian diet, they visit a pediatrician more frequently and
presently. Moreover, the mothers have challenges with care and anxieties related
to their neonates. They do not use any mobile healthcare app or YouTube videos
for information about neonatal care. In the future, a mobile app will be developed
for these mothers with due consideration to their user persona.

Keywords: User persona ·Mother · Preterm neonate · Neonatal ICU ·Mother’s
persona

1 Introduction

India is the second-most populated country in the world, with about 1365 million people
[16], including about 653 million women [4]. Its population is growing, recently with
a crude birth rate of 18.6 births per thousand population [2]. The effective population
growth is about 1.1% per year, adding more than 15 million people to the Indian popu-
lation [3]. Such high population growth results into national issues like unemployment,
increased poverty level, unequal distribution of income, over-strained infrastructure,
over-stretched health and educational services [12]. The challenging environment has
led to deteriorating health conditions ofwomen inflicting their pregnancies. It also results
in too early, too late or too frequent pregnancies, creating complications at the time of
childbirth. There is a need to use Information and Communication Technology (ICT)
for advising and guiding these mothers on their health condition, along with growth
tracking of their neonates, who are infants with an age of upto four weeks.

For usefulness of ICT to women in challenging healthcare conditions, the develop-
ment process needs to take into account the work conditions of both the clinical staff
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and the mothers. The developers or researchers working with ICT do not have enough
exposure to work environments such as Intensive Care Units (ICU). It generates a vital
gap in the understanding of mothers of preterm neonates and their hospitalization in
Neonatal Intensive Care Units (NICU). Lack of information may include understanding
about the mothers’ requirements, preferences, day-to-day activities and the stress gen-
erated during hospitalization. This paper presents a case that aims at reducing the gap
of knowledge through fieldwork in NICU and a proposed mother’s persona.

2 Related Work

In this section, we present a few papers that are helpful in the understanding of the work
environment in the NICU, the psychology of parents of preterm neonates and the use
of personas in health-related ICT. The papers have created a foundation for forming a
hypothesis; especially related to the healthcare domain.

In an Italian study, Bouwstra et al. [1] examine the parent-to-neonate bonding expe-
rience in NICU. This research paper reveals that the parents of the hospitalized neonate
are insecure about whether their neonate responds differently to them than to themedical
staff. The mother is always eager to be together with her neonate, especially for breast-
feeding and may not be able to meet the neonate frequently throughout the day, which
will be depicted in the hypothesis. The Indian research paper by Patil et al. reveals that
mothers of a preterm neonate experience significant psychological distress, with ele-
vated anxiety [12]. This study also points out the emotional problems of the mothers
and their need for support. Thus, these mothers face an increased mental stress, which
will be highlighted in the hypothesis.

A study from the USA, by Heidari et al. [6] states that due to a busy occupational
schedule most of the fathers find it challenging to attend all the time to the mothers
during hospitalization as well as follow-up hospital visits. Thus, most of the mothers
are accompanied by their mothers or relatives. This is similar to our case and will be
reflected in the hypothesis. Finally, a study conducted in South Africa byMburu et al. [7]
aims to use technology to support mothers of preterm infants. In this case, the mothers
get to know the neonatal status information via text message, over the phone or through
digital video. Similarly, Indian mothers get appointment reminders over a phone call or
via text message, which is reflected in the hypothesis.

Personas [11] is a popular UX method to understand the involved users. e.g. within
healthcare ICT products. Asmentioned by van Velsen et al. [13], it has the potential to be
a useful tool for designing usable eHealth services. Looking at the field, most personas
are related to self-monitoring and tracking such as a public website with cancer-related
information [5], ahandhelddevice tomonitor chronicheart failure [15]orwell-being [14].

3 Field Work

The research has been conducted in two local hospitals located in Pune, India. The
larger hospital is housed in huge multi-story buildings with a capacity of more than
500 beds. Multispecialty departments have various units like Emergency, ICU, Burn
centre and NICU. Preterm neonates who need intensive medical attention are often
admitted into a special area of the hospital called the Neonatal Intensive Care Unit
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(NICU). This unit combines advanced technology and trained healthcare professionals
to provide specialized care for the tiniest patients as seen in Fig. 1. It has continuing
care areas for neonates who have health issues and need skilled nursing care. Such
NICUs are categorized in different levels [8]. NICU at Level I, looks after neonates
who need more care than healthy neonates and require regular monitoring assistance.
NICU at Level II provides special care where nurses are assigned to 3-4 neonates for
constant attention and care. NICU at Level III take care of very sick neonates providing
prolonged lung ventilation-support.A neonatologist typically leads NICU and staffed
with intensivists, nurses, therapists and dietitians. Neonatologists are pediatricians
with additional training in the care of sick and preterm neonates [8, 9].

Fig. 1. A typical work environment in Neonatal ICU (NICU)

The research in NICU has started with the design of hypothesis about mothers of
preterm neonates mainly focused on their personal traits, the medical context andmobile
usage in practice. A questionnaire, designed on the basis of the hypothesis, has been used
for interviews of selected mothers. To facilitate the active participation of mothers, the
questions for the interviews are also provided in the local regional language - Marathi
along with English. The field work started with interviews of physicians and nurses
working with NICUs while forming the hypothesis. The main participants of these
interviews have been 19 mothers of preterm neonates. Initially, about 15 mothers of
preterm neonates have been interviewed and for further clarifications on related doubts,
the interviews of 4 more mothers have been conducted. In all these interviews, the aim
has been to get the details about demographic information, sources of information for
mothers, their preferences, related facts, challenges and issues in the work environment
of NICUs. The participating mothers of preterm neonates have been in the age group of
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18–32 years. Most of these mothers are graduates from semi-urban areas around Pune.
They were married between the age of 18 to 25 years and are housewives/home-makers.
Most neonates are their first child.

The interviews have been conducted three days over a fortnight. Each interview
lasted for 15–20 min. The research team had limited medical knowledge despite putting
sufficient effort into an understanding of the neonatal context. The all-male team in
Pune has faced difficulties during the initial interviewing process of mothers due
to gender incompatibility and therefore, a female intern from one of the hospitals
is included as an interviewer of the mothers. This intern has been there to help in
sharing expectations, priorities and experiences of these mothers.

4 Construction of Proposed User Persona

In this qualitative research, the user is the mother of a preterm neonate. A related user
persona of a mother is proposed to analyze the maternal experience in NICUs. This
study aims to understand a typical Indian mother, her experience and challenges in
NICU. The process of creating the neonate mother personas started with formation of
a hypothesis [10]. The hypothesis is mainly focused on their personality, medical
traits and active mobile usage. The assumptions include demographic information
such as age, education, marriage age, area, occupation and others as depicted in Fig. 2.
The health and medical science traits include - personal Body Mass Index (BMI), diet,
medication schedule, knowledge of medical terms/equipment, mental/physical stress
and others. The mobile usage section includes factors such as internet access, use of
messenger app, local language support, m-Health app usage, social media groups and
so on. Based on all these factors, the hypothesis of mother of preterm neonate is created
with more than 30 statements.

Fig. 2. A section of hypothesis of mother of preterm neonate
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Fig. 3. A section of questionnaire in local language for mothers

After proposing the hypothesis, a questionnaire has been prepared for conduction of
interviews of selected mothers in hospitals, during the field work. A questionnaire seen
in Fig. 3, is in Marathi, the local language to facilitate active participation of mothers in
the interviews. It has more than 30 objective questions with upto 4 options. More than
one-third questions are of YES/NO type. Using this questionnaire, interviews of mothers
of preterm neonates have been conducted in NICUs. The interviews of main participant
mothers have been conducted to get the details about demographic information, sources
of information for mothers, their preferences, related facts, challenges and issues in work
environment of NICUs. The more details of interviews and data collection process are
elaborated in the section about Field Work.

The collected interview data has been analyzed to get vital findings/insights, cap-
turing mother’s experience in NICU. The related detailed user persona and interesting
observations made on the basis of hypothesis are presented in the next section – The
Mother Persona.

5 The Mother Persona

The results of interviews mainly consist of accepted and rejected statements in proposed
hypothesis as well as the user persona of mother of preterm neonate. Participant mothers
of preterm neonates have been mainly in the age group of 18–32 years. Most of these
mothers are graduates from semi-urban areas around Pune, India. Most of them were
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married within 18 to 25 years range and are housewives/homemakers, as depicted in a
graph on mother’s occupation in Fig. 4. Most of the mothers prefer non-vegetarian diet
and visit more frequently a pediatrician than gynecologist, as seen in a graph related
with visits to physicians in Fig. 5.

Most neonates are their first child and spontaneous preterm infants. These mothers
are always eager to be with their neonates especially for breast-feeding, but are not
able to meet the neonates frequently; especially during nights. Most of them do not use
any m-Health app, as seen in a Fig. 6. They do not join any user group related with
neonate/pregnancy care on social media, but read related blogs. These mothers commu-
nicate with physician in person and also, take appointments in person or over a phone.
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Most of them do not use YouTube videos for information about neonate/pregnancy care,
as seen in Fig. 7.

Figure 8 depicts the user persona of mother of preterm neonate and is proposed based
on accepted/corrected statements in proposed hypothesis. This mother persona depicts
the details about demographic information, sources of information for mothers, their
preferences, related facts, challenges and issues in the work environment of NICUs.
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Fig. 8. User persona of mother of preterm neonate
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6 Conclusion and Future Work

In this paper, a user persona for Mother of Preterm Neonate has been proposed. This
user persona has provided interesting insights into demographic information, sources of
information formothers, their preferences, related facts, challenges and issues in thework
environment of NICUs. It will help application developers and usability professionals
in the design of related healthcare applications. In the future, an Android app will be
developed for the mothers of preterm neonates with due consideration to their user
persona derived during this research work. Furthermore, how the app fits into the work
of the healthcare staff in neonatal care, can also be addressed.
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Abstract. The comfort of living for an average individual plays a crucial factor in
urban development. It validates a city’s ability to provide all the necessary comfort
for modern livability standards. To analyze city livability, in this position paper
we have proposed a system that provides a lifestyle overview through locality
Indexing of a particular geographical area according to the ease of living for four
particular age groups like a child,middle-aged, senior adult, and senior citizen. The
system accounts for various indicators like health, transport, population, climate,
pollution, crowd, etc. to yield a personalized result. The system consists of a web
interface and a python backend which pulls desired data about the location from
sources like Google Maps (Places API) and data.gov.in. (Indian Govt. website).
This data is then mined and useful/relevant information is summarized to yield
an end result. Parallel computations consisting of pattern discovery (by mining
algorithms) and data aggregation are carried on a cloud service maintaining a local
data store for processed queries. The generated end result is then presented to the
user in the form of visualization charts.

Keywords: Livability · GIS · Locality indexing and analysis · Indicators
1 Introduction

Cities are emerging as the prime engines of the Indian economy. They are emerging as
the generators of national wealth. India can be looked up to as one among the rapidly
urbanizing nations in the world. According to the census report of 2017, India’s urban
population is 31.16% and there are 46 metropolitan cities [1]. It is necessary for the
nation to invest in the social and economic functions of cities. As cities trace the path
of Gross Domestic Product (GDP) growth rates by policies which adhere to the quality
life, their comfort of living is highly challenged. Providing the person wanting to move
to any city along with the complete knowledge of the surrounding of workplace, with
least efforts is the main motivation of our project. Therefore, adapting the suitable job
location (workplace) supports the person well-being [2].

The locality indexing or livability indexing is the sum of the factors that add up to a
community’s quality of life-including the built and natural environments, economic pros-
perity, social stability and equity, educational opportunity, cultural, entertainment and
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recreation possibilities [3]. There can be various types or categories of indexing like phys-
ical and natural amenities. It largely depends on the class of the user who is assessing the
locality. For example, some people need things to feel safe and secure. The rest might
need good schools, transportation, hospitals and so on. Keeping this in mind, livability
can be classified into different age groups, to provide a reliable result. Our system pro-
vides a lookout into the quality of life in a particular area or region or city as it accounts
all the social, economic, environmental and civic factors that determine the possibility of
a citizen to live in a city [4]. To get an in-depth idea of this project we have gone through
several existingworks, that consists of all the possible survey knowledge using Structural
EquationModelling (SEM) and Geographic Information System (GIS) approach.

2 City Livability Index and GIS

Livability encompasses broad human needs ranging from food and basic security to
beauty, cultural expression, and a sense of belonging to a community or a place [3].
Nowadays, 31.16% of India lives in an urban area like towns and cities [5]. It is estimated
that in the coming 20 years, nearly half of India would be shifting towards urbanized
areas [5]. As a result, developing new cities for migration would be a major challenge.
The City Livability Index 2010 [3] is a Government of India report which comments on
the quality of life that our cities offer. It relies on entirely objective analysis, employing
more than 300 indicators on a 10-year timeline series. For evaluating neighborhoods
of Nigeria, a Structural Equation Modelling (SEM) approach has been introduced by
Iyanda et al. [6]. This study employed aDelphi survey technique on fifteen livable human
community experts in SouthArica fromwhich the conceptual variables for neighborhood
features were developed for the study. A questionnaire survey was conducted among the
residents of the selected low-income housing in South Africa. The data collected for the
study were analyzed for factorial validity through SEM. The result obtained from the
SEM analysis confirms only five indicators out of twenty-two indicators identified from
the interview and literature review for the study. This study adopts structural equation
modelling (a second order factor) to investigate the key factors of analyzing livability
of planned residential neighborhoods in Minna, Nigeria. Using Geographic Information
System (GIS) application tools, users can create interactive queries, information analysis,
map data edition and display the results [7]. Therefore, we have used GIS to identify the
livability index of a particular area.

3 Methodology

According to our survey, we have selected indicators that will fetch datasets correspond-
ing to each of the indicators from sources like Google Places API [8], data.gov.in [9]
and kaggle.com [10] into our environment and start standardizing it. Each of the datasets
undergoes standardization and indexing in parallel until a raw figure that exhibits a par-
ticular indicator is obtained. These raw figures are then saved as variables which are
reflected on the results page.

3.1 Identifying Indicators

During literature study from papers, government of India reports, we have identified
several indicators are listed in Table 1 below. Livability is defined by a set of factors or
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Table 1. Livability indicators

Features Child
(0-15)

MiddleAged 
(15-30)

SeniorAdult
(30-50)

SeniorCitizen 
( >50)

Population 3 2 0 1
Migration 3 0 1 2
Education 1 0 2 3
Occupation 3 1 0 2
Health & Medical 
Standards

1 2 3 0

Health Parameter 1 3 2 0
Safety 2 0 1 3
Crime 3 2 0 1
Cyber Crime 2 0 1 3
Road Accidents 2 0 1 3
Housing Options 3 2 0 1
HousingCost 
& Availability

3 1 0 2

Urban House hold 
crowding

3 0 1 2

Socio Cultural Env 2 0 1 3
Political Env. 3 2 1 0
Infrastructure 2 0 1 3
Economic Env. 2 0 1 3
Income and employ-
ment

3 1 0 2

Economic Infrastruc-
ture

3 2 0 1

Business Env. 3 1 0 2
Purchasing Power 3 1 0 2
Planned Env. /City 3 2 0 1
Communication 3 0 1 2
Transportation Infra-
structure

2 0 1 3

Labor Participation 
Rate

2 0 1 2

Open Space Index 2 3 1 0
Energy Index 2 0 1 2
Pollution 2 3 1 0
Climate 1 3 2 0
Food Quality 1 3 2 0
Food Variability 2 1 0 3
Food Availability 0 0 0 0
Water Availability 2 1 0 2
Water 3 2 1 0
Mobility Index 1 0 0 2
Night Life 3 0 1 2
Parking Facility 3 1 0 2
Availability of Public 
Transport

2 0 3 1

Traffic 3 0 1 2
Handicap Friendliness 3 2 1 0
Tourism Attraction 3 1 0 2
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in this paper we called it as ‘indicators.’ Some of these indicators may carry varying
significance for different age groups, which could be ranked among to yield personalized
result. Table 2 shows how indicators are grouped and mapped accordingly in specific
livability classes, where each class may/may not have some importance over the other.
These grouped indicators aim to perfectly imply and achieve all the quality standards
essential for current day assessment. Indicators are prioritized among four classes- Child,
Middle Aged, Senior Adult, and Senior Citizen depicted in Table 2 [3].

Table 2. Reference Table for Table 1

Level Importance

0 Highest

1 High
2 Low

3 Lowest

3.2 Fetching Datasets for Indicators

After identification of indicators, the Google Places API, data.gov.in and kaggle.com
have used the fetch the dataset for a particular location.

3.3 Indexing Technique

There are different indexing methods [11] explained below. Data is indexed by calculat-
ing the following interpretations confined in the spectrum of data points as defined by
the dataset.

Dimensional Index Methodology. This method normalizes all the data points within
a fixed range (0, 1). This enables to sort and compare any given data points.

I = I (x) − I (min)

I (max) − I (min)
(1)

OR

I = 1 − I (x) − I (min)

I (max) − I (min)
(2)

For example: Open spaces (Indicator) – Max: 50%, Min: 5% Example of a Pune
city where Open Space is 30%: (30-5)/(50-5) = 25/45 = 0.55 is Dimensional Index
Methodology.



48 S. Salve et al.

Z-Score or Standardization. This method classifies the datapoints across the median
which helps in interpreting whether a given point has a positive/negative impact depicted
in Table 3.

I = x − μ

σ
(3)

Where,

μ = 1

n

∞∑

n=1

x(mean) (4)

σ =
√√√√1

n

∞∑

n=1

(x − μ)2 (5)

(Standard Deviation)

Table 3. Z-score table

Z Score Conclusion

Negative Bad impact of that particular observation

Zero No/Average impact of that particular observation

Positive The good impact of that particular observation

Decile Scale Ranking. This method aggregately ranks all the datapoints using a
calculated Decile Scale as shown below (Fig. 1).

Fig. 1. Decile scale calculation

D(n) = PERCENTILE (data_values[], n/10), where n = [1, 9], data values = array
of values.

In the end, we can calculate the ranking of each state based on the values of the decile
scale. Similarly, we can compute the rankings for all the indicators taken into account
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and rank the cities accordingly [11]. The computed decile scale show in Table 4 below.
Table 5 depicts the sample indexing method for an indicator. The sample indicators like
Health Parameter, Safety, Crime etc. with their respective sample values (taken from
datasets like Google Places API, data.gov.in and kaggle.com) taken for reference and
their respectiveDimensional IndexMethodology, Z-score, Decile valueswere calculated
as shown in the Tables 5 and 6.

Table 4. Decile scale

D1 D2 D3 D4 D5 D6 D7 D8 D9

63.89 65.98 68.05 70.12 72.19 75.43 78.66 83.02 88.51

Table 5. Example- sample indexing of an indicator

Sample indicator Sample values Dimensional index
methodology

Z Score Decile

Health parameter 67.02 0.162 −0.638 9

Safety 61.80 0.000 −1.053 10

Crime 72.19 0.323 −0.228 6

Cyber crime 94.00 1.000 1.504 1

Road accidents 80.28 0.574 0.415 2

Table 6. Relevant statistics

MAX 94.0

MIN 61.8

MEAN 75.1

STDEV 12.6

The above methods are used to calculate the livability index for different cities,
which are also incorporated in the tool that we have proposed for livability analysis. The
screen-shot of prototype designed is depicted below.

The screenshot of user interface of developed prototype for livability analysis is
depicted in Fig. 2. This tool accepts the nameof the place from the user and livability class
as input. It displays the livability index of that particular place and also demonstrates each
indicator rating in bar-chart format. In Fig. 3, upper right corner displays the livability
index of Jaipur City and the bar-chart represents the indicators ratings. Below the bar-
chart the relevant statistics like Population, Amenities, Climate etc. are displayed. The
quick highlights of important factors of city livability.
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Fig. 2. The screen-shot-1 of tool’s User Interface for Livability Analysis

Fig. 3. The screen-shot-2 of tool’s User Interface for Livability Analysis

4 Conclusion and Future Scope

The present work is inspired by a web portal ‘AARP Livability Index’ [12], aiming
to incorporate analysis for Indian regions. We have developed a tool (prototype) for
calculating the livability index of Indian cities. Livability index support to find out
users well-being for particular workplace or city. We work with different data sources
to provide a similar, and a bit more enhanced experience that the existing solution
by customizing the results based on the user-intended age group. A combined system
that can fetch geographical data from sources and process it accordingly for the end-
user to deliver a content-rich visualization is henceforth developed. We plan to refine
the feature selection and classification process by using machine learning techniques
to reduce complexity and to improve the exactness. This project has the potential to



Livability- Analysis of People’s Living Comfort in Different Cities of India 51

evolve as a platform for city surveying and highlighting improvable sectors, which could
stand useful for development planning at further stages. Lastly, we intend to make this
application accessible to a broad group of end users by hosting it on a cloud service in
the near future.
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Abstract. Digital Peer-Tutoring is a new learning format that enables production
workers in Small to Medium Sized Enterprises (SMEs) to co-design their inter-
action with assistive technologies such as collaborative robots. The video-based
learning format is based on design thinking and helps shop floor workers cre-
ate and document solutions to robot interaction problems, and share their how-to
knowledgewith their colleagues. Early field evaluation results indicated thatwork-
ers benefit from the Digital Peer-tutoring learning format and produced how-to
videos for their colleagues. Furthermore, the Digital Peer-tutoring learning format
was also found useful by the company management and ownership as means of
documentation and customer communication. Thus, the learning format can also
support SMEs on their path to digitalization.

Keywords: Collaborative robots · Assistive technologies · UX at work

1 Introduction

In this paper we propose a new learning format ‘Digital Peer-tutoring’ as a means to
design and share solutions toworker-technology interaction problems in small tomedium
sized enterprises1 (SMEs).

Peer tutoring has long been suggested as a way to help students deal with design
problems [13]. Design, understood here as design thinking [4], is an iterative process
consisting of generative and evaluative stages, which eventually converge on a solution
to the design problem. Design thinking is typically applied to solve non-routine, wicked
problems in an organization, when there is a need for novel how-to knowledge. To
engage in creation and sharing of new how-to knowledge requires hands-on experience,
which is where peer tutoring becomes very helpful. The new learning format Digital
Peer-Tutoring aims to help workers interacting with collaborative robots on the shop
floor to use digital media to engage in teaching and learning with colleagues about their

1 The category ofmicro, small andmedium-sized enterprises (SMEs) consists of enterpriseswhich
employ fewer than 250 persons with an annual turnover not exceeding 50 million euro, and/or
an annual balance sheet total not exceeding 43 million euro.
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user experiences. We ask the questions: Can a Digital Peer-Tutoring learning format
enable shop floor workers to design positive UXs for themselves and their colleagues?
What kind of ethical stance is implied by the use of Digital Peer-Tutoring?

The paper reports from the initial part of a research project aiming to develop a
Digital Peer-Tutoring learning format for shop floor workers in SMEs. The project aims
to develop capabilities among shop floor workers to design and document, with short
videos, solutions to operational and collaboration issues related to collaborative robots.

The research is situated within the KomDigital regional development project that
brings together 18 of the Copenhagen Capital Region’s companies, unions, employer
associations, and educational institutions. The project aims to improve digital compe-
tencies in a broad sense among the employers and employees in SMEs thereby enabling
the companies to adopt and implement digital technologies. The target companies come
from all sectors, including construction and building, small scale production, product
development, and finance, and the technologies include data mining and analysis, col-
laborative robots and other forms of production automation, AI based financial advice,
and more.

KomDigital achieves its goals through new digital learning formats, which can be
made available to target companies and organizations. The formats are tailored to the
working conditions and needs of companies and employees, so that both employees,
managers, companies and organizations can use new digital technologies to expand and
grow.

2 Related Work

2.1 Digitalization in SMEs

SMEs depend on their workers’ knowledge and innovative capabilities to create new
ways of working with technology, and they generally lack the capability and capacity
for comprehensive digital transformation [6, 9]. Collaborative robots that work alongside
a human worker can be integrated into the production without radical reconfiguration
or automation of established workflows. A human worker can program a collaborative
robot to perform tasks such as lift, pick and place, move, or otherwise process physical
objects [5, 12, 14]. Thus, worker designed interaction with collaborative robots and other
assistive technologies is a useful first step towards digitalization in an SME.

2.2 Peer Tutoring

Peer tutoring [7, 13] overlaps somewhat with other notions of providing informal techni-
cal help between colleagues, such as over-the-shoulder-learning [17], over-the-shoulder-
guidance in tertiary education [2], peer-assisted learning [8] and peer teaching [15] in
the medical domain, and over-the-shoulder appropriation [1] and peer interaction [10]
in software development.

In this paper we build primarily on the approach put forward by Twidale [17] in that
we aim to support the provision of informal technical help between colleagues. Similar
to Schleyer et al. [13] we acknowledge the role of peer tutors at various levels towards
developing problem solving skills among colleagues. Specifically, we introduce a new
role of digital competence facilitator, a ‘Digital Coach’, as explained below.
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2.3 Digital Peer-Tutoring

What distinguishes ‘digital peer-tutoring’ from traditional peer-tutoring is that the con-
cept builds entirely on the use of video. The idea is that workers learn from creating and
redesigning videos while sketching [11] as part of applying design thinking to design
their own and their colleagues’work flowand interactionswith collaborative robots.Ørn-
green et al. [11] suggested to link sketching techniques and creative reflection processes
to video productions, and we extent this proposal to cover linking all parts of design
thinking (problem definition and user needs finding, sketching, prototyping hypothe-
ses, evaluation) to workers’ video production. Secondly, we propose that video-based
reasoning, instead of paper or verbal exchange, empower workers to explore and take
ownership of their work. Vistisen et al. [18] proposed to support ethical userstances
during the design process of products and services, and proposes using animation-based
sketching as a design method. We follow that line of thought, though we are less inter-
ested in professional designers, and more interested in workers’ own production (and
consumption) of videos-as-digital-peer-tutoring.

3 Case Setting: A Collaborative Robot in Specialized Glass
Manufacturing

After learning from initial talks with three different SMEs in Denmark, we agreed with
the ABC company to adapt and evaluate the digital peer-tutoring learning format in
one of their production facilities. The ABC company is a European SME specializing
in glass processing. The company produces individual pieces and small batches with
special specifications as well as entire series of several thousand units.

About a year prior to our visit, theABCcompany purchased and installed a 100,000e
collaborative robot in order to explore if and how it could be used in their production.
At the time of our visit, the robot was used only during the final polishing steps of one
large scale order, and it was idle much of the time. Workers and management agreed,
however, that the robot could be used for other purposes as well, and thus enable the
company to accept more large batch orders, but no initiatives had been implemented for
several months due to lack of time to experiment with the robot. Furthermore, the initial
design decision had been a stationary installation, that is, the robot could not be moved
to other positions on the floor where it could interact with other machines or workers.

The initial design decisions seemed to be related to a limited initial understanding
of the robot’s capability and a lack of strategic intent. In any case, it was clear that
there was an unexplored potential (and risks) for enhancing the factory’s capacity while
empowering workers and help them design their own user experiences with the robot.

4 Method: Action Design Research with SMEs

Our approach to building new digital competences in SMEs is inspired by action design
research (ADR). ADR argues that IT artifacts are ‘ensembles’ formed by the organiza-
tional context during development and use. Research in this tradition interweaves con-
structing the IT artifact, intervention in the organization, and evaluating outcomes [16].
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We visited the company 6 times over a six-week period during the spring 2019. The
purpose of our first visit was to develop insights into the company, the motivation for
purchasing the robot, and challenges with its current as well as potential future use of the
robot.We observed the robot’s current (very limited) use, interviewed and discussedwith
robot vendors, managers and shop-floor workers, and observedwork and demonstrations
of the robot.

The digital peer-tutoring learning format (see Sect. 5) was implemented in four
sessions over the next four visits, followed by a final evaluation on the sixth visit. We
documented all observations, interviews, and learning sessions with video and audio
recordings and photos, and we collected the videos produced by the workers.

The learning format was evaluated after each session and at a final one-day meeting
with participation from all key stakeholders.

5 The Digital Peer-Tutoring Learning Format

Table 1. Overview of training sessions.

Sessions Themes Topics Worker-created-how-to-videos

1 The problem Personas
Interaction
Collaboration with tech.

1. A persona
2. An interaction problem
3. A collaboration problem

2 Solution sketch How to sketch a solution
Interaction
Collaboration

Three design ideas for
4. Interaction
5. Collaboration

3 Design prototype Interaction and collaboration
prototypes

6. Elaborate one design idea
into a prototype

4 Evaluate prototype How to evaluate/test
prototypes

7. Test the prototype with a
colleague

The digital peer-tutoring learning format consisted of an ensemble of instruction-videos,
quizzes, example-solution-video, and worker-created-how-to-videos. Together with the
case company production site, we designed and implemented four training sessions with
selected shop-floor workers (Table 1).

We developed short (3–5 min) instruction videos for each session that explained the
theme, introduced techniques that the participants could use to investigate problems and
describe solutions, and concludedwith an exercise where the participants should develop
a short video (3–5 min). We also produced short example videos with our ‘answers’ to
the video assignment for each session.

All videomaterial – including instructionmaterial was recordedwith standard smart-
phone hardware and software, and published without editing, in order to promote a
‘simple-yet’sufficient’ attitude towards to video production.

For each session, a ‘digital competence facilitator’ (student assistant) travelled to the
factory and discussed the material with the participants, and helped them produce their
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own ‘employee-videos’, which were subsequently uploaded to a shared (secure) site for
later download and knowledge sharing within the company.

6 Field Evaluation Results

The evaluation of the ‘Digital Peer-Tutoring’ learning format consisted of weekly eval-
uations after each of the four sessions, and a final evaluation with participation from all
key stakeholders. Here, we report about the initial results from the final evaluation; a
one-day meeting in the location of the factory of the case company. The participants in
the evaluation were all those present at the upstart meeting 6 weeks before. They were:
company managers (Company manager J and Company manager K), learning format
users (Worker Br,Worker H,Worker Bi), corporate learning consultant (corporate learn-
ing consultant F), educational institution teacher(s) (Teacher J, Teacher T), pilot project
manager(s) (Teacher T, Teacher J), pilot project documentarist (Documentarist F), and
a digital competence facilitator (Digital competence facilitator S).

The initial results from the final evaluation reveal both short- and long-term benefits
and challenges of Digital Peer-Tutoring.

6.1 Short Term Benefits

The workers liked the learning format and found it useful: “…worker-video on iPad
[could be useful]…”, [Worker Br]. This confirms previous findings on the usefulness of
video [11], and extends it to the shop floor workers.

However, the workers found that the instruction videos were too long and compli-
cated. “[They should be cut down to a list of four points” [Worker Br]. Too long videos
can be an expression of an ‘apathetic ethical stance’, a stance that reduces theworker-user
to be a mean of input for the intended final design [18].

On the other hand, the workers expressed that they could use video to both think
about a problem, sketch different solutions, and evaluate their use: “Sketches …. I had
read up on it, go and think about it….” [Worker Br], and “the worker should be able
to pause the video …” [Worker Bi]. Thus, there were indications that the format helped
workers explore new technologies from an emphatic ethical user – that is, from their
own – perspective [18]. Company manager K supported this: “We, as a business must
spend more time on [workers’ use of video to innovate].” The management perspective
adds a new layer to understand short term benefits of video-sketching and ethical design,
and thus center our focus on the multi-layered essence of user experiences at work.

6.2 Long-Term Benefits

The stakeholders also commented on the long-term benefits of the learning format:

1. The format could be used to tackle issues in the manufacturing, as “help videos”
[Worker Bi], and a “Company database of videos that could be accessed even years
after production” [Company manager J],
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2. New employees could be introduced to the job: “A new one that is totally novice
[could use worker-created-how-to-videos]” [Company manager J],

3. Help dyslexic employees who could watch how to do things, rather than read,
4. Supplier courses could bemadememorable by “record[ing] what the supplier shows

on the shop floor” [Corporate learning consultant F], and “Cut out what is not useful
[from the supplier teaching]” [Company manager K]

5. Starting newways to produce, for example“recording the results from the company’s
informal and formal experiments on the shop floor” [Companymanager J, Company
manager K], and “recording order-specific ideas for how-to, so next time this order
comes in, the video shows what to do” [Worker Bi], and “The video can be used
to “squeeze” a good idea out of an experienced employee who will have to think a
little about the idea” [Teacher T].

6. Finally, the stakeholder group discussed that the learning format could also be used
to produce videos for customers for marketing purposes and quality documentation.

These benefits allude to a diversity of user experiences inwork situations, and perhaps
tell us that the ethical stances taken by workers-as-designers-of-their-own-work may be
confounded by management’s strategic interest in how-to knowledge.

7 Discussion and Conclusion

We conclude that our proposed Digital Peer-Tutoring learning format enabled shop floor
workers to design positive UXs for themselves and their colleagues, and beyond ways
that we expected. The participating shop floor workers stated in various ways that they
liked the Digital Peer-tutoring how-to videos and found them useful. This corresponds
to the claim made by Twidale [17] that it is possible to use peer tutoring to give informal
technical help between colleagues, and with Ørngreen et al. [11] who suggest to link
various sketching techniques and creative reflection processes to video productions. The
videos helped workers create ideas about robot use, identify problems not formulated
before, sketch alternatives, test solutions, and demonstrate them to colleagues.

Company owners, management, and workers had unexpected ideas about how to use
the peer-tutoring videos within and outside the company, in for example internal quality
control and customer communication. Thus, similar to the pointmade about peer tutoring
[13], we should acknowledge the role of Digital Peer-Tutoring in developing problem
solving skills at various organizational levels.

Based on the categories proposed in [18], we furthermore observe that the ethical
stance built into the ‘Digital Peer-Tutoring’ learning format can be characterized as
‘apathetic’, when too long and complex instructional videos, intended to teach workers’
design thinking and enabling their own video-production, tend to make workers give up.
However, the learning format also showed to be ‘empathetic’, as workers produced their
own videos and evaluated solutions together, effectively co-designing work procedures.

We developed the Digital Peer-Tutoring learning format to improve workers’ capa-
bility to create and share solutions to human-robot collaboration challenges in SMEs.
Thereby we also answer the call for research into how SMEs can adopt and implement
new technologies that build upon and enhance worker capabilities, skills, and knowledge
[3, 6].
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Abstract. To improve human performance, interactive technologies are going
towards more automated systems that involve computers, robots and cyber-
physical systems into the decision-making process. While automation can lead
to increased performance and reduced impact of human errors, interactive tech-
nologies without optimal design can have a negative impact on the experience
of operators and end-users, leading to suboptimal performance of the automated
systems. In this research, we aim to evaluate and refine Human Work Interaction
Design (HWID) framework to be applicable in various highly-automated settings
including Industry 4.0 environments. This will be performed via a thorough liter-
ature review as the first step. The list of identified factors playing a potential role
in various interactive systems will then be evaluated and optimised in three case
studies. We will try to understand how to maximise collaborations between the
users and the machine in interactive systems. A practical approach for evaluating
both employees’ and end-users’ perspectives in three scenarios with different lev-
els of automation will be assessed. We will evaluate the outputs in multiple levels
of organisations, employees and end-users. The ultimate output of the study will
be a framework or model that will help in designing future research studies for
various automation scenarios, especially semi-autonomous systems that involve
high levels of interaction between users and the machine. We will provide guide-
lines for implementation of the proposed framework in different scenarios. We
expect that the framework output of this research will provide a comprehensive
guideline applicable to many Industry 4.0 technologies.

Keywords: Sociotechnical · Human work interaction design · Automation ·
Augmentation · Industry 4.0

1 Introduction

During the life cycle of any organisation, a variety of environmental stimuli will influ-
ence its operations and decision-making processes. These external factors are dependent
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on economic and social factors, political and legislative changes, and developments in
technology and human knowledge. The internal environment may also influence various
processes and elements of an organisation such as the staff, information and monitor-
ing systems or management policies [1]. Complex organisational systems inevitably
rely now on large-scale software-intensive systems. In this paper, we hint at a possi-
ble sociotechnical HCI framework with customized value propositions and a case pre-
sentation for a future investigation of three different scenarios with different levels of
automation.

Socio-Technical SystemDesign (STSD) developments have identified and addressed
several problems in understanding and developing complex systems. Despite many pos-
itive outcomes, these methods have not materially changed industrial software engineer-
ing practices. One of the main reasons behind this is involving users only in the testing
stage of any new system development instead of the design process [2].

Currently, ‘automation’ is one of the main means for supporting operators using sys-
tems that feature high complexity. Automation allows designers to transfer the burden
from operators to machine by re-allocating the system tasks that were previously per-
formed by human [3]. Researchers have studied different aspects of implementation of
advanced interactive technologies employing automation in different platforms [1, 3–7].

Organisations can now improve operations and decision making by implementing
cyber-physical systems (CPS) and internet of things (IoT), and potentially linking them
to blockchain technology in the future. Rising integration of Internet of Everything
(IoE) into the industrial value chain is the foundation of “Industry 4.0” technologies
[8]. These technologies can improve the end-users’ experience via increasing the self-
service options, optimising operations and security processes, and enhancing ground
asset management and connectivity.

An important point to consider is that implementing new technologies in a complex
service-driven work environment (e.g. an airport terminal) does not necessarily and
automatically guarantee a positive response from workers and customers [9]. Hence,
developments towards future ‘smart workplaces’ need to be carefully designed in order
to achieve expected service quality goals for both end-users and employees. The main
purpose of this study is to identify all humanistic/social and technological elements
in the design of newly automated systems applicable to Industry 4.0 that are affecting
the human and machine collaborations. This paper is organised as follows. Section 2
introduces the findings of the literature review on different factors affecting the human
and machine collaborations and categorising them into three main categories. Section 3
proposes the future research outcome by investigating into these factors from three case
studies; university library, research platform and an airport.

2 Review

Automating a process that is embedded into people’s everyday lives will surely impact
their experience. Automation replaces or rearranges people’s practices and habits that
may have been developed over long periods. Therefore, using automation in interactive
systems requires consideration of potential changes on human activity and the new
coordination demands on the human operators. These experiences highly depend on
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the type and level of automation [7] and to what extent the developer has allowed the
machine to make decisions.

2.1 Technological Elements of Interactive Systems

Around 1970 s and after a series of technological advances labelled as the third industrial
revolution (also called “the digital revolution”), the transition towards the fourth indus-
trial revolution (Industry 4.0) is now undergoing that will transform the design, manu-
facturing, and operation of various products and systems [7]. The increasing integration
of the Internet of Everything (IoE) into the industrial value chain has built the founda-
tion for this revolution [8]. The increased connectivity and interaction among systems,
humans and machines support the integration of various automated or semi-automated
systems, and hence, increasing flexibility and productivity [10]. These automated sys-
tems will lead to interconnected manufacturing systems and supply chains with their
own challenges.

To achieve sufficient autonomous awareness in a system, efficient integration of smart
sensors andmobile devices is required alongside industrial communication protocols and
standards. Economic impact of this industrial revolution is supposed to be huge [10], as
it promises substantial increase in operational effectiveness as well as the development
of new business models, services, products and organisational structures and culture
[10–12].

Three key components of Industry 4.0 are Internet of Things (IoT), Cyber-Physical
Systems (CPS), and smart workplaces. The main objects commonly used in the Industry
4.0 are RFID (radio-frequency identifiers), sensors, actuators, and mobile phones that
interacts with each other and cooperate with their neighbouring smart components to
reach the common goal. For all these smart objects and people who are going to col-
laborate with them, there is a need for setting technical standards to enable them to
work.

Industry 4.0 advancements [7] are categorised into 4 main principles in general:

1. Technical assistance,
2. Interconnections,
3. Decentralised decisions, and
4. Information transparency.

The main focus of this research will be on the “Collaborations” sub-principle of the
“Interconnections” principle (which includes Collaborations, Standards and Security).

Three type of collaborations are considered in the context of Industry 4.0: human-
human, human-machine and machine-machine collaborations. As a result of recent
advances in smart interactive systems, employees’ experience and access to technol-
ogy have increased substantially. Recent development of using smart technologies in
new domains such as health, education, finance and the impact of Industry 4.0 technolo-
gies in manufacturing and logistics have raised new challenges for Human Computer
Interaction (HCI) researchers and practitioners.



62 P. Saadati et al.

2.2 Human Work Interaction Design

Human Work Interaction Design (HWID) is a comprehensive framework that aims
to establish relationships between extensive empirical work-domain studies and HCI
designs. It builds on the foundation of Cognitive Work Analysis (CWA) [5]. HWID is
currently positioned as a modern lightweight version of CWA.

HWID studies how to understand, conceptualise, and design for the complex and
emergent contexts in which information and communication technologies (ICT) and
work are entangled [1]. HWID models are based on the characteristics of humans and
work domain contents and the interactions during their tasks and decision making activi-
ties (Fig. 1). HWID focuses on the integration of work analysis (i.e., CWAmethods) and
interaction designmethods (e.g. goal-oriented design and HCI usability) for smart work-
places. The ultimate goal of HWID is to empower users by designing smarter workplaces
in various work domains.

Fig. 1. The HWID framework [5]

For applying HWIDmodels to specific workplaces we need to consider several inde-
pendent and entangled factors [5]. Considering numerous theories, concepts, techniques
andmethods developed for other work environments is the first step. Environmental con-
texts such as national, cultural, geographic, social and organisational factors will have an
important role in designing optimal HWID models, as they impact interaction between
users (i.e. both operators and employees) and smart systems in their work and life. There
aremorework-related factors including the users’ knowledge/skills, application domain,
work contents and goals, as well as the nature of tasks or newly introduced technologies
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to be considered in the interaction performance. Developing HWID models requires
establishing design goals, evaluation of usability and user experience, engagement of all
stakeholders, and provision of transparent design processes.

2.3 Smart Workplace

“Smart Workplace” is a vision where the organisation is fully connected with all stake-
holders via proactive adaptation to the real-time needs of the organisation including
operational necessities and customer requests. As an example, security concerns in air-
ports necessitate more investigations prior to the boarding, which results in long queues
and waiting times for passengers. Hence, airports need to be more innovative in oper-
ations and handling of stakeholders (passengers and workers) and their needs in real
time.

2.4 Humanistic Elements of Interactive Systems

To address human element in designing complex interactive systems, design fiction and
design ethnography should be linked [13]. This is in line with considering the impact of
anthropology on the design’s future-orientedness by understanding the culturalmeanings
and sensitivity to values and context [14]. Analysis of the allocation of functions is
necessary to identify the optimal distribution of both functions and tasks between a
partly-autonomous system and the user [3].

Physical support of human workers by robots or machines is an important aspect of
new technologies. This is due to involvement of users in conducting a range of tasks that
are unpleasant, too exhausting or unsafe [15, 16]. For an effective, successful, and safe
support of users in physical tasks, it is necessary that robots ormachines interact smoothly
and intuitively with their human counterparts [15], and that humans are properly trained
for this kind of human-machine collaboration [8].

The Value of Information. In collaborations between human andmachine, the value of
information is nowmore recognised given high power of themachine in decision-making
in highly-automated systems. For instance, informing users about the sensor’s reading
power of Tesla’s automated car can significantly increase their trust [6]. However, other
studies show that the number of information items or tasks users receive in an automated
process should be personalised and up to the point of their desire/tolerability. Not enough
functions allocated to a user will lead to underload and boredom and thus decreased
performance. [17] Too many allocated functions will lead to cognitive, perceptive or
motoric overload and increase negative emotions (e.g. stress, anxiety) [18] and user’s
error. [3, 17] Meanwhile, users can cope with emotions after spending some time with
the autonomous technology and developing some routines.

Providing an abundance of information and transparency is an important hypothesis
in interactive technologies. Trust, transparency and acceptance of losing control (i.e.
shared authority between the user and system [8]) can improve the interaction of the user
by revealing the ambiguous feelings toward the automation. Other psychological factors
under study include worries about practical challenges and security of the technology
(e.g. hacking a system) and reliability of the process itself (e.g. flat mobile phone battery
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for systems that rely on applications). Users may lose their trust in decision-making of an
automated systemwhen other humans whowill not follow the same process are involved
and can impact on the outcome (e.g. if fishermen not using a specific application access
to more fish than those using that application).

An important situation is when responsibilities are shared between users and the
system. Ability to identify responsible party related to a bad outcome (i.e. user error
versus system failure) can impact the performance of users [9]. Controllable designed
interface and environment of work, as well as feeling safe while using new technologies,
are among other factors that can increase the performance of the users.

Involving Users in the Design Process. The design process should determine the con-
tent and format of information to be shared with users in order to create an experience of
certainty and trust. Feedback from the users plays a major role for designing such sys-
tems. However, the amount and format of the feedback must be well chosen, otherwise
it might question the main advantage of automation itself.

Research needs to bridge the gap between the micro-perspective of technology spec-
ifications and the macro-perspective of how life will and should change through imple-
mentation of that technology. Enacting future systems “in the wild”, as a particular form
of prototyping, is certainly an important element of this bridge.

Motivating the users to engage with the new technologies is still a challenge due
to lack of understanding of the end-users’ individual experience and interaction with
such technologies. Users can have different roles or backgrounds that can affect their
discovery, collaboration and learning of the interactive system [11]. Researchers have
tried to recruit users for testing their interaction via use of flyers or instructions explaining
the technology (a process known as augmentation) [19].

Furthermore, engaging users in designing the automated or augmented product will
change their interaction time. The development teams need to familiarise themselves
with space and environment of practices, build trust with the employees and improve
design ideas. Studies suggest the relations between modes of discovery, design improve-
ments, interaction and socio-spatial aspects. These relations can be developedmore as an
analytical and design tool to redefine the borders of opportunities for social interaction
in daily automated spaces.

2.5 Summary of the Review

We believe that there are unmet needs for evaluation and identification of both tech-
nical and humanistic factors involved in partly-autonomous systems [3, 7]. Unlike the
extensive technical literature on automation, there is a small research base examining
the human capabilities involved in work with automated systems [7].

Several factors such as sociological and psychological exchanges, ergonomic, cul-
tural relativity, technology availability and acceptance, etc., have been proposed to be
involved in human-machine collaboration in various settings, especially in higher lev-
els of automation. However, the main problem is that there is no comprehensive list of
these factors, and no previous study has tried to develop a model based on these factors.
Such a model will be helpful to system designers for developing any new interactive
highly-automated system.
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We therefore see HWID framework as a funnel for socio-technical design, automa-
tion technologies, and information system (Fig. 2).

Fig. 2. Main scopes of proposed HWID research on user collaboration with automation in
complex settings

3 Proposed Further Research

For investigating independent and entangled factors related to human and machine col-
laborations in automated systems, we propose a practical approach for evaluating both
end-users’ and employees’ (or operators’) perspectives in an automatous environment.

First step (current stage) in this research is to produce a list of relevant factors from
different sources including: review of the relevant literature, contact and interview with
experts in this domain, and observation of some smart workplaces. This comprehensive
list will then be evaluated and optimised in two scenarios (scenario 1, University of
West London Library, and scenario 2, Indian Research Platform). These scenarios were
selected carefully based on potentially important factors including socio-behavioural
(e.g., work pattern), psychological (e.g., trust in system), demographical (e.g., wealth
and ethnicity), and geographical characteristics of their user populations.

We will analyse previously available (via literature review and expert opinions)
and newly-gathered data (via questionnaires and interviews) to produce a model to be
validated onscenario 3 settings (i.e., London based airport). By several iterations in
this highly automated environment we will refine and provide the final output of the
study, which will be a tool/guideline for designing HWIDmodels for various interactive
technologies. Figure 3 below depicts the proposed process of research in this study.

Given the variety of environments and different levels of automation, we will poten-
tially achieve different lists of factors that affect the performance of both operators and
systems. This will help us to update the list for different environments. In the final
scenario, current shortcomings and future opportunities will be evaluated by using an
HWID model for future smart workplaces using Industry 4.0 framework.
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Fig. 3. Research procedure

4 Conclusion

In summary, the overall objective of this paper was to present a review of the possible
theoretical background for a to-be-developed sociotechnical HCI framework, including
customized value propositions for the work domain of choice, and, finally, to present
three scenarios to be considered in future research. One of the outcomes that the current
stage is a comprehensive list category in main principle and number of sub-principles of
the factors impact themachine and human counterpart collaboration from sociotechnical
perspective. This iswhatwe hoped to illustratewith this paper as start of a series of papers
in different scenarios with various automation level.
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Abstract. Selecting a well performing agile software development team to
develop a particular software is a complex issue for public authorities. This selec-
tion is often based on the estimated total cost of the project in an official request for
proposals. In this paper we describe an alternative approach where three perfor-
mance factors and the estimated cost were assessed and weighted to find the best
agile team for a particular project. Five agile software development teams that
fulfilled predefined technical requirements were invited to take part in one day
workshops. The public authority involved wanted to assess both how each team
performed during the workshops and the quality of the deliverables they handed
in. The three performance factors were: (1) team collaboration and user experience
focus, (2) user stories delivery and (3) the quality of the code. We describe the
process of assessing the three performance factors during and after the workshops
and the results of the assessments. The team that focused on one user story during
the workshop and emphasized the three different quality factors, user experience,
accessibility and security, got the highest rating from the assessment and were
selected for the project. We also describe the lessons learned after concluding the
assessment.

Keywords: User experience · Accessibility · Security · Agile development ·
Team collaboration · Agile teams

1 Introduction

When public authorities want to make new software systems to be used by citizens and
employees for solving various tasks they often negotiate with software companies for
developing the software. The selection of the software company for making the software
needs to be free and open for competition according to European Union legislation, so
the public authorities must issue a public request for proposal (RTF). Typically the RTF
contains two sections: (1) the requirements and needs for the system to be developed,
and (2) the selection criteria [12]. Often the selection criteria is based on the cost solely,
so the software companies estimate the hours needed to be able to develop the software
fulfilling the requirements and needs stated. The company with the lowest prize gets
the job [12]. In a case study of four software companies in Denmark developing for
public authorities, the software companies focused on what the public authorities are
willing to pay for and what they wanted to citizens to be able to do [2]. So the software
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companies did not include quality factors like user experience (UX) or security issues,
in their proposal, if it was not requested in the RFT.

In somecases the selection criteria is basedonboth the prize andquality factors, so the
price could weight 60% and the quality criteria 40% for example [12]. Requirements for
quality factors, like user experience (UX) and security, can be included in the requirement
section of the RTF defining the level of the UX and security in the developed system. The
requirements can also be included in the selection criteria, defining how much weight
in the selection process the UX and security factors have [22]. Typically, the usage of
particular methods like user testing and the frequency of using those methods would
be stated in the selection criteria. Another option would be that the public authority
may state performance criteria for the users, for example that the users will be able to
accomplish a particular task within a particular time limit [22]. One possibility is to base
the selection criteria on the competences of the software team getting the job, but that is
not frequently done. The selection criteria should state the wanted knowledge, skills and
competences of the team, in that case. Possibly, the criteria could also include the focus
on quality aspects that the team should have. In any case, the objective of the process
is to find the best team for the job according the predefined criteria and thereby get the
best outcome for the money spent.

There aremany aspects that affect a project outcome.A study of four similar software
teams developing software to fit the same needs, described 1 to 6 variation in the prizes
of the outcome [21]. The teams were similar in technical competences. The quality
of the outcome was also assessed and the team with the next lowest price scored best
on the three quality aspects in the study, usability, maintainability and reliability. That
team had one project manager, one developer and one interaction designer in the team,
but the other teams had two developers and one project manager. The best team used
intermediate process models for the development, with analysis and design in the first
four weeks, then implementation from week 4 to 10 and testing in the last six weeks of
the project [21].

In this paper we describe an approach, where the performance of five agile software
development teams was evaluated as a part of the selection criteria for selecting the
best agile team for making a web service. The performance factors included: (1) team
collaboration and user experience focus, (2) user stories delivered and (3) quality of
code including accessibility and security. The performance factors were assessed during
and after a one day workshop with the team, where the teams were observed and their
deliverables reviewed. The performance factors weighted 70% and the cost 30% in the
selection criteria for the best agile team.

2 Related Work on the Performance Factors

In this section we briefly describe the related literature on the performance factors eval-
uated in this study. First we give a brief overview of agile development and team col-
laboration, we explain the format and usage of user stories and then we briefly describe
the concept of user experience and code quality.
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2.1 Agile Development and Team Collaboration

The agile process Scrum [20] has gained popularity in the software industry in recent
years. According to an international survey, Scrum was the most popular process of the
agile processes with more than 50% of the IT professionals surveyed were using it [23].
A similar trend is seen in the software industry in Iceland, but the lean process Kanban
[17] has also been gaining popularity lately [15].

A characteristic of Scrum is the observation that small, cross-functional teams his-
torically produce the best results. Scrum is based on a rugby metaphor in which the
team’s contribution is more important than each individual con-tri-bution. Scrum teams
typically consists of people with threemajor roles: (1) a ScrumMaster that acts as project
manager/buffer to the outside world; (2) a Product Owner that represents stakeholders,
and (3) a team of developers (less than 10). One of the twelve principles behind the
agile manifesto is: “The most efficient and effective method of conveying information
to and within a development team is face-to-face conversation.” [16]. In agile develop-
ment the teams should collaborate openly and all the team is responsible for delivering
a potentially shippable product after each sprint.

Some of the more important artifacts and ceremonies with-in Scrum is the Sprint,
which defines 15–30 days iteration, the Product backlog of requirements described by
user stories and managed by the Product Owner and the Daily Scrum meeting, which
is the daily meeting for the team and the Scrum Master to plan the work of the day and
report what was done the day before [20].

2.2 User Stories

In Scrum, the user requirements are usually described by user stories. The most common
format for describing a user story is: “As a [user role], I want to [do some task] to [achieve
a goal]” [4]. The user stories are used to describe the requirements for the whole system
being developed kept in the Product Backlog. During the Sprint planning meeting, the
team, the Scrum Master and the Product Owner select the user stories that the team will
work on during the next sprint in accordance to how many user stories it is possible to
implement during the time of a sprint. The Product Owner describes the priorities of the
user stories, so the most important user stories will be selected for the particular sprint
according to the Product Owners criterias. During the daily Scrum meeting, the team
members report what user stories and tasks they will be working on during the day and
what the finished they day before.

2.3 User Experience

UX has gained momentum in computer science and is defined in the ISO 9241-210
in the following way [10]: “Person’s perceptions and responses resulting from the use
and/or anticipated use of a product, system or service”. Researchers agree that UX is
a complex concept, including aspects like fun, pleasure, beauty and personal growth.
An experience is subjective, holistic, situated, dynamic, and worthwhile [8]. A recent
survey on what practitioner’s think is included in the term UX shows that respondents
agreed that user-related factors, contextual factors and temporal dynamics of UX are



74 M. K. Larusdottir and M. Kyas

all important factors for defining the term UX [14]. The temporal dynamic of UX also
reached consensus amongst the respondents.

Many methods have been suggested for active participation of users in the software
development process with the aim of developing software with good user experience.
Some of the methods for focusing on either the expected UX or the UX after users have
used a particular system, including interviews with users, surveys, observations and user
testing [19]. IT professionals rated formal user testing as the most useful method for
active participation of users in their software development for understanding the UX of
the developed system [11].

2.4 Quality of Code Including Security and Accessibility

Code quality is generally hard to define objectively. Desirable characteristics include
reliability, performance efficiency, security, and maintainability [5]. Metrics to assess
code quality usually include volume of code, redundancy, unit size, complexity, unit
interface size, and coupling [1, 9]. The process of measuring properties like complexity
and the decision on what unit size is acceptable depend on the context and is often
subjective.

Accessibility of web application is typically realized by conforming to the WCAG
2.0 recommendation [3]. Following these recommendation allows a web page to be
interpreted and processed by accessibility software. For example, by a.o. preferring
relative font sizes over absolute ones allows the web page to be rendered in any font
size and making it accessible to users with visual impairments. The WCAG is seen as
an important part of making web pages accessible [13].

Indeed, for any web application and any mobile application used by the public sector
in the European Economic Area must conform to the WCAG [6].

3 The Case - The Financial Support RTF

Reykjavik city has decided to make the digital services easy to use for all the citizens
of Reykjavik. The motivation came from two new employees that wanted to change the
web services to being more user centered. One of the first projects for this attempt had
the objective to make the application for financial support more usable to citizens, but to
focus also on security and reliability of the code. An official request for proposals was
made to select “the best” team for taking part in developing aweb service in collaboration
with IT professionals at Reykjavik city. One of the constraints was that the team had to
follow an agile development process similar to Scrum, by using user stories, conducting
daily Scrum meetings and focus on the values of agile team work and collaboration.

The teams that submitted a proposal were evaluated according minimal technical
requirements and their performance and delivery after a one day workshop. There were
five steps in the selection process: (a) First the team submitted a proposal, (b) The
applying teams were evaluated according to the minimum technical requirements, (c)
the teams fulfilling the technical requirements were assessed according to performance
criteria, (d) the hourly prices of each team member were evaluated and (e) the final
selection of a team was decided. In this section we describe the minimal technical
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requirements for the teams and the three performance factors assessed during and after
the one day workshops.

3.1 The Minimal Technical Requirements

The minimal technical requirements were described in the request for proposals
document. The teams had to provide at least 5 team members, whereof at least:

1. Two members had to be skilled backend programmers, which had experience in
writing code that was tested for security. For confirming these skills, the team mem-
bers were asked to deliver a list of projects were they had worked on security issues
for the system. They also had to list at least 5 software projects that they had been
involved in. They had to be experienced in automated testing and have knowledge
of .NET programming.

2. 1 member had to be a user interface programmer. This persons had to have the
experience of making apps or web services that fulfilled the accessibility standard,
European Norm EN 301 549 V1.1.2 [7] that includes the WCAG 2.0 Level A and
Level AA and are scalable for all major smart equipment and computers. This person
had to describe his/her involvement in five software development projects.

3. 1 member had to be interaction designer or a UX specialist. This member had to
have taken part in developing at least 5 software systems, (apps or web services),
with at least 100 users each. They should describe their experience of user centered
design with direct contact with users and what methods they had used to integrate
user in the development.

4. 1 member should had to be an agile coach or a Scrum Master. To fulfill this, the
person had to have led at least one team with at least three members with at least 10
two week sprints. This member should describe his experience regarding coaching
team members.

3.2 The Workshop Organization

Five teams fulfilled the above minimum technical requirements. Each of them were
invited for a one day performance workshop. The workshops took place at an office at
the IT department of Reykjavik city in October and November 2018. The teams got four
user stories to as possible tasks to work on during the workshop.

The user stories were the following:

1. As a citizen of Reykjavik that has impaired intellectual ability I want to be able to
apply for financial assistance via web/mobile so that I can apply in an simple and
easy-to-understand manner.

2. As a employee of Reykjavik city with little tech know-how I want to be able to
see all applications in a “employee interface” so that I have a good overview of all
applications that have been sent.
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3. As a Reykjavík city employee which is colorblind I want to be able to send the result
of the application process to the applicant so that the applicant can know as soon as
possible if the applicant is eligible for financial assistance.

4. As a audit authority for financial assistance I want to be able to see who has viewed
applications so that I can perform my audit responsibility.

The workshops were organized by a project manager at Reykjavik city. The schedule
was the following:

1. The team got a one hour introduction to the schedule of the day and to the work
environment at Reykjavik city, the services and systems, the organization and work
practices. Also the user stories were introduced briefly.

2. The teams were asked to do a daily Scrum meeting for 15 min for selecting the
tasks for the day and to organize the day for 15 min. The experts focusing on team
collaboration and UX focus observed this part of the workshops.

3. The teams worked on developing their deliverables during the day.
4. The last 45 min of the day, the teams were asked to present to all the involved experts

and the organizing team, their work practices and their deliverables. The teams could
plan these 45 min as they preferred. They had been introduced to the performance
factors that were being assessed, so some of the teams deliberately organized the
presentation according to these factors.

3.3 The Performance Factors Assessed During and After the Workshops

The workshops had the goal of assessing the following three performance factors:

1. The teams collaboration and user experience (UX) focus
2. Their delivery of user stories
3. The quality of the code delivered

An assessment scheme was conducted for each of the three factors. Four external
experts were asked to conduct the assessment. The team collaboration and UX focus
contained four sub factors and in total these gave the maximum of 25 points. These
were assessed by two external experts by observing the teams twice during the one
day workshop. The delivery of user stories and the quality of the code delivered were
assessed after the workshop. Two external experts in security issues and performance
were asked to review the code delivered. The user stories delivered gave maximum 10
points and the quality of the code 35 points. In total these three performance factors
added up to 70 points. The hourly price for the team members could give a maximum of
30 points. Experts at Reykjavik city reviewed the hourly prizes. The agile team could get
100 points in total, if they got the maximum points for all the three performance factors
and the hourly prizing. We will describe the process of the data gathering for assessing
the three performance factors resulting from the workshops in the next section.
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4 Data Gathering for Assessing the Performance Factors

In the following we will describe the process of gathering data to be able to evaluate the
team collaboration, the user stories delivered and the quality of the code.

4.1 Data Gathering for Assessing the Team Collaboration and UX Focus

Two experts in team collaboration and UX focus were asked to assess this performance
factor.

Four sub factors were defined:

1. How well did the team perform at the daily meeting (max 4 points)?
2. How problem solving oriented was the team (max 8 points)?
3. How much did the team emphasize UX (user experience) (max 8 points)?
4. Howwell did the team present their work at the end of the workshop (max 5 points)?

The two experts observed the teams during an half an hour session in the morning,
when the teams had a daily Scrum meeting and when selecting tasks for the day. The
experts took notes and assessed the first sub factor. They tried to keep silent and not ask
questions so the five workshops would be as similar as possible.

Forty five minutes were used as the last part of the workshop for presenting the
work practices that the team used during the day and the deliverables. The two experts
observed the presentation and took notes. The experts only asked, if there were issues,
which the experts were about to assess, that were not mentioned during the presentation,
to have better information on all the performance factors.

There was a short meetings with all the experts involved and the organizing team at
Reykjavik city right after each workshop. The goal was to discuss the first impression
of the workshop of that day.

For each of the sub factors there were predefined questions that the experts answered
for assessing each sub factor.

For the UX emphasis sub factor, the questions were five:

(1) Does the team emphasize UX when presenting their solution?
(2) Does the team justify their decisions according to the needs of the users?
(3) Does the team justify the flow and the process in the UI according to the user needs?
(4) Has the team planned some user evaluations?
(5) The team consulted with users during the workshop?

Each of the experts rated all the questions for the four sub factors for the teamswithin
48 h and noted an argument for each of the ratings. The two experts met shortly after
that assessment and discussed their individual answers to the questions and the rating of
each sub factor and made a consolidated rating for the team that was sent to the project
manager of the workshops. When all the teams had been assessed, the two experts met
to make the final comparison of all the ratings and make the final ratings that were sent
to the project manager of the workshops.
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4.2 Data Gathering for Assessing the User Stories Delivered

A second team of two experts was assigned the task of assessing whether the user stories
had been successfully implemented. The second teamhad to rely on the documentation of
the submission to identify the code that was supposed to implement the feature described
by the user story and the test cases for that story.

Each agile team submitted their project as a dump of a git repository. Some teams
also submitted sketches, mock-ups and photographs of all documentation written down
during the workshop day. In addition, some teams kept a test instance of their system
running for the two experts to test.

The assessment criteria were:

1. Did the submitting team make a claim that a user story was implemented? Lacking
such a claim the experts would assume that the story was not implemented.

2. Did the submitting team document what functions were used to implement the user
story? The experts would look at the code only for names that related to concepts in
the user story.

3. Did the submitting team provide test cases to test the user story?

The verdict for each user story was pass or fail. The score was with respect to the
maximum achieved by all teams. One teammanaged to implement 3 stories, which gave
the maximum number of 10 points. All other teams scored a fraction of three, according
to the number of stories they achieved. A finer distinction than pass and fail was rejected,
because the experts could not agree on how that should be done objectively, and they
felt that it was not worth the effort.

4.3 Data Gathering for Assessing the Quality of the Code

As mentioned above, each team submitted their code as a clone of a git repository.
This enabled the experts to assess the way the teams were documenting their software
development process.

The properties that the two experts assessed were:

1. Quality of the documentation in the code and description of code architecture
2. Quality of the log messages in version control
3. Quality of web accessibility
4. Error handling in the interface
5. Error handling in code
6. Functionality of the database scripts
7. Correct use of the model-view-controller pattern
8. Error free functionality

Both the experts and the City of Reykjavik believe that the quality of documentation
of the code, the architecture, and the log messages in the version control system are
predictors of product quality and maintainability of the resulting project.
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Points 3 and 4weremost relevant to the interactionwith the user. The experts used the
WAVEweb accessibility assessment tool to assess the quality of web accessibility and to
check compliance with WCAG 2.0 at levels A and AA [7]. The experts investigated the
choice of colors by hand and by using filters to simulate how color vision deficient users
would see the web site. Overall, all submissions had some issues with web accessibility,
like laying out information in the wrong order, missing alt tags for images, and so forth.

The two experts referred to the way erroneous behavior is conveyed by the user
for assessing the error handling in the interface. The experts checked whether the error
messages were displayed in a meaningful manner, how an encountered error would be
addressed, and whether a pointer to assistance was provided.

The difference between error handing in the user interface and the error handling in
the code was defined. If a possible user would make an error in using the system, or if
the system would fail to perform the task the user wanted to achieve without being able
to recover, the experts checked whether the error message delivered to the user provided
a meaningful explanation of what happened and if it provided an assistance in how the
user could recover from the error. If a possible error related to an internal API and could
be handled programmatically, they considered it to be a code error. The experts expected
such errors, typically thrown exceptions, to be caught, logged and handled.

Functionality of the data base scripts referred to how the data of the users was
represented in the data model, how that model was represented as data base schemata,
whether they were set up correctly and later used correctly.

The final parameter error free function was assessed through a demonstration of
the teams, a cursory code review, and the presence of tests and their traceability to
requirements.

No formal audit was defined concerning security. The assessment of secure coding
standards was guided by the documents of the Open Web Application Security Project
[18]. The two experts audited the submitted projects for possible injection attacks and
sufficient logging and monitoring, as well as security configuration. However, ensuring
security of the system and verifying that security goals have been met was outside of
the scope of the assessment.

5 Results

Five agile software development teams (team A, B, C, D and E) that fulfilled predefined
technical requirements were invited to take part in one day workshops. Reykjavik City
wanted to assess both how the teams performed during the workshops and the quality
of the deliverables they handed in. The three performance factors were: (1) team collab-
oration and user experience (UX) focus, (2) user stories delivery and (3) the quality of
the code. The performance factors were assessed by four experts, two experts assessed
the team collaboration and UX focus during the workshops, and two experts assessed
the user stories delivery and the quality of the code after the workshops by reviewing
the deliverables. The results from the assessment of the performance factors are shown
in Table 1.

Team A got the highest number of points in total for the three performance factors.
This team had an interesting approach. They only focused on one user story, which was
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Table 1. The total points that each team received for the three performance factors evaluated

Performance factor Team A Team B Team C Team D Team E

Team collaboration and UX focus
max 25 points

25,0 12,4 9,4 7,6 19,4

Delivery of user stories
max 10 points

3,3 6,7 6,7 10,0 6,7

Quality of code
max 35 points

22,0 16,2 18,0 22,4 22,4

Total
max 70 points

50,3 35,3 34,1 40,0 48,5

user story 1, during the workshop, but all the other teams selected more than one user
story to focus on. This is why Team A got the lowest number of points for the user
stories delivered. The user story that Team A selected was the only story that included
the citizens of Reykjavik, the other three user stories included employees of Reykjavik
city.

Team A got the highest number possible for team collaboration and UX focus. This
was the only team that contacted a domain expert to understand the needs of this particular
group of citizens. They called a person at the service center and interviewed her/him to
enhance their understanding of the needs of the user group. One of the team members
also went to the service center, which was in the same building, and tried out how the
application process was during the day of the workshop. The other teams did not contact
any people outside the team for gathering information on the users and only imaged how
the users would behave. These teams got much lower score on the user experience focus
sub factor than team A.

The results on the team collaboration factors were more similar for the teams, but
still there were some differences. For some teams we did not see much communication
during the daily Scrum meeting and the organizing meeting, so the team members did
sit by their computers and work individually. This is against the fundamental rules of
agile, where team communication and collaboration is vital [16].

The aggregate score for the quality of the code had much less variation in the rating.
Teams A, D, and E received almost the same score on code quality. Each of these teams
were very competent. The experts observed some differences in each of the 8 categories
among these teams but the differences averaged out.

Team B did not document their code and did not trace decisions to requirements
and stories. Exceptional behavior was not handled, and no tests were provided. Team C
did not document parts of their code well, had many non-descriptive messages like “log
in stuff” as commit messages to their version control systems, and did not take care of
exceptional code paths. One error message displayed to the user was: “An unexpected
error happened” and some errors were silently ignored. They aimed to implement three
of the four stories, but onlymanaged to finish two of them. TeamDworked on a technical
level, planning to implement all the user stories with a high standard of quality. At the
same time, they chose the simplest stories. Team D and E received the same scores on
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code quality but aspects of code quality differed, e.g., team E had worse documentation
of their process and the code, but handled web accessibility, error handling, and software
architecture better than Team D.

To summarize the findings, it was surprising for all the experts how much variation
there was in how the teams worked and what they delivered. All the teams included
IT professionals with the technical requirements fulfilled. Team A got the job since
they got the highest score of the summary of all the performance factors and their prize
estimations were in line with the other teams, so they got the highest total score and the
job. They were the only team that reached out to understand the users of the service,
while focusing on the code quality in parallel.

6 Lessons Learned

In this section we will summarize the lessons learned for taking part in the assessment
of these performance factors.

For assessing the performance of the teams during the workshops it was essential
to have the questions behind each sub factor to decide what to focus on during the
assessment. Some of the sub factors were harder to assess than others. The sub factor
on how the planning meeting for the day was conducted was rather straight forward to
assess, since there are procedures on how a good meeting should be conducted from
the literature. The experts observed, for example: if all team members were active, if it
was clear who was doing what and if they prioritized the user stories. The sub factor
on how problem solving oriented the team was, was maybe the hardest to assess, since
there is not one activity or time frame, where this should happen. This is more like an
assessment of the underlying values in the team and is therefore harder to assess.

For planning the assessment therewere a lot of work done on deciding and describing
the assessment criteria. This is vital in such work. A recommendation to readers that
would want to conduct a similar process is to plan the assessment well and focus on
issues that are valuable, but rather straight forward to assess.

Some of the technical measurements had little impact on the overall assessment. For
example, the experts concluded that the commit messages had no impact on the total
result. This is certainly a result of theworkshop format. The experts looked at the commit
messages that the teams generated during the day. Four out of five teams focused on
implementing as many story points as possible. Therefore, the experts have observed the
same poor quality of comments and gave the same grade. The second recommendation
to readers is not to assess this factor using the work of a single day.

The quality of web accessibility was assessed. The experts concluded that this score
was mostly determined by the choice of the web framework used by each team. The
experts observed that little was done to provide accessibility beyond what the framework
provided. In this particular project many of the users of the web solution have special
needs. For this reason, we recommend to include and emphasize user stories that involve
users with special needs when planning such workshops, e.g. a visually impaired user
or a colorblind user. The experts commented that while this may make the teams display
skills in web accessibility, this comes with the caveat that the assessment may include
the same factor twice: as a technical score and as part of the story points’ delivery.
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Error handling in the interface was not a priority of the teams during the day either.
This was surprising to the experts. Input validation was not consistently performed,
and invalid inputs were too often reported in obscure ways or not at all. Cryptic error
messages in English (not the language of the interface) and stack traces were displayed
too often. While the experts gave low scores for this factor, they cannot recommend to
ignore this.

The technical factors that had biggest impact on the selection of the agile team were
the documentation in the code and error handling in code. The experts could observe
that the teams that attempted to document their architecture, the activities their system
performed, and that tried to trace code to requirements produced better code. Those teams
also tended to handle errors well in code, typically by logging the error and displaying an
error message. Again, care has to be taken to not account a deficiency twice. The experts
graded an error handled well in code even if the result was a stack trace displayed in the
user interface.

A summary of the recommendations includes:

• The planning of the assessment should be done thoroughly and carefully, keeping in
mind the values that the agile team should focus on during the actual project. In this
particular project many of the users of the web solution have special needs. Therefore
one of the sub factors assessed was the emphasis of the teams on user experience
during the workshops.

• Meaningful stories should be provided to the teams that involve users with special
needs. For these users the focus on accessibility and user experience is very important.
Assessing the teams focus on these quality factors is vital in these cases. If the teams
do not focus on the quality aspects for these users they are not likely to focus on these
aspects for other users.

• If the work of a single day workshop is assessed, the assessment should include the
focus on the documentation and how it manages to trace code to requirements,

• The assessment should include to check how the application handles exceptional cases
and how it provides feedback to the user in exceptional cases.
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Abstract. System quality is assessed with respect to the value of relevant prop-
erties of that system. The level of abstraction of these properties can be very high
(e.g. usability) or very low (e.g. all the “Ok” buttons in the application have the
same size). These properties can be generic and thus applicable to a large group
of systems (e.g. all the interactive systems should be usable) or very specific to a
system (e.g. the “Quit” button in my application should always be visible). While
properties identification and verification is at the core of interactive systems engi-
neering, much less attention is paid to properties that aims at characterizing a pair
(or more) of systems. In this paper, we propose to study such properties (defined
as across-systems properties) and propose a notation for representing them. We
propose a process for the analysis of such properties using the proposed notation.
This process and analysis can be used during systems design or integration. We
also present several examples of across-systems properties and demonstrate their
importance and use on a simple example of aircraft cockpits buttons.

Keywords: Properties ·Within-system properties · Across-systems properties ·
Interactive systems · Notation · Aircraft cockpits

1 Introduction

The term property conveys multiple meanings in different domains. However, in com-
puting systems domain [18], they are used to describe characteristics that the system
should exhibit but their assessment (on a given system) is usually a complex and cum-
bersome activity. Formal description techniques are aimed at describing both the system
and their expected properties and to demonstrate (or not) that the system really exhibits
these properties.

Figure 1 presents the process advocated by DO178-C standard [22] for the design
of computing systems in the aeronautics domain. That process highlights the need for
explicit representation of expected properties for a given aircraft system (bottom of the
Figure) and the formal methods supplement to this standard [17] even recommend the
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use of CTL (Computational Tree Logic) from [21] to represent them. The right-hand side
of the Figure highlights the activity of formal verification that checks whether properties
hold on the behavioral description of the system produced in the LLR phase (upper part
of the Figure). Such approach follows the work done by Sistla and Pnueli [19] on the
safety and liveness properties of reactive systems. Their focus, and the one of DO 330
standard, is on the representation of multiple properties for a single system under design
or evaluation.

Fig. 1. Formal Approach to System Design as in DO178C– Supplement 330 on Formal Methods
[17]

The HCI community usually focusses on properties that characterize a single system
in relation to the user and his/her environment. For instance, the well-studied usability
property determines the effectiveness, the efficiency and the satisfaction according to
standard ISO 9241 [7] of the system for a given user (or set of users). Other usability
definitions add learnability [12] or accessibility [14] to the standard definition. Usability
evaluation canbeperformedonone single system. In otherwords, the usability evaluation
function needs one parameter (a system) and returns a set of value. This means that for
usability evaluation would blend a value for the effectiveness of the system, a value for
the efficiency of the system and one for the satisfaction of the user using the system.
One important aspect of this is that the type of the values depends on the property. It
can be Boolean (the property is true or false) but also enumerated type or a number
(e.g. error rate). We call within-system property this kind of property for which the
evaluation function needs one single system as parameter. User Experience [15], privacy
[5], dependability and security [2] are other examples of within-system properties that
can be evaluated on a single system. In contrast, other systems properties can be evaluated
onlywith, at least, two systems as parameter. For instance, similarity property determines
the distance between several interfaces in terms of orientation, order and density of their
items (according to the definition in [6]). The evaluation function of similarity needs
at least two parameters (two user interfaces) and returns a set of three values: one for
the orientation, one for the order and one for the density. We call this kind of properties
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across-systems properties. Proximity [16] and congruence [3] are other examples of
across-systems properties, as their evaluation function needs at least two parameters
too. Less attention is paid to across-systems properties even though these properties can
be extremely useful to characterize sets of systems as, for instance, in the prototyping
phases of interactive systems development where multiple alternatives are designed and
assessed. We propose to investigate and define different across-systems properties and
a mean to describe explicitly these properties in interactive systems design process.

In the next section, we detail different examples of across-systems properties. In the
third section, we propose QSCA notation supported by the DREAMER tool to represent
across-systems properties. In the fourth section, we propose a process for the analysis of
across-systems properties of systems using QSCA notation. The fifth section illustrates
how this notation and process help in describing the across-systems properties of aircraft
cockpit elements. Section 5 concludes the paper and highlights directions for futurework.

2 Examples of Existing Across-Systems Properties

Across-systems properties are meant to characterize the quality of a set of systems.
As mentioned in the introduction, Similarity is an across-systems property that aims at
assessing the distance between the visual layouts of several systems interfaces in terms of
orientation, order and density as introduced in [6], refined in [11] andmore recently used
for experience gathering [23]. This Similarity property can be included as a contributing
factor of the Proximity property. The term Proximity is used by Wickens and Carswell
[16] as compatibility principle between sets of displays for interface design. We propose
to use the term Proximity as defined in [16] to be an across-systems property. The
Proximity across-systems property is composed of Perceptual Proximity and Processing
Proximity [16]. Perceptual proximity includes:

– the spatial proximity of displayed items,
– the visual connection between displayed items,
– the similarity (e.g. color, orientation) between displayed items,
– the homogeneous information display (i.e. all digital, all analogous, both),
– the object integration (i.e. contiguity, contour and spatial integration) of displayed
items.

Processing proximity includes:

– the cognitive processing proximity of the tasks,
– the similarity between units of the displayed parameters,
– the temporal proximity of the task (i.e. the time to perform the task).

Another example of across-systems property is Congruence. Dekker and Hollnagel
[3] define Congruence as the ability of the system to take into account the variation of
user capabilities and needs depending on the current situation. Extending this proposal,
we propose to consider congruence across a set of systems. In other words, Congru-
ence property aims at characterizing the ability of a set of systems to maintain their
input/output compatible with user capabilities and needs whatever the situation.
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Finally, we propose a list of across-systems properties that are initially within-system
properties but that can also be applied as across-systems properties:

– Equivalency: One or several systems exhibit the same properties as another system or
several systems.

– Dependency: One or several systems depend on the outputs of other systems. For
instance, a set of radio receptors are dependent from a radio transmitter, as receptors
need the radio waves of the transmitter.

– Complementarity: Each system belonging to a set of systems performs a share of
the overall activity. The complete work is the union of each part. For instance, a set
of factory robots of production line highly support complementary property, as each
robot completes the work produced by the previous one.

– Diversity: Each system of the set of systems is implemented in a different language or
technology. A set composed of a C++ application, a JAVA application and a Python
application highly supports diversity property [24].

– Redundancy: Each systemof the set of systems offers the same functions. For instance,
a set composed of a computer extinguisher application and an extinguisher physical
button of the computer highly support redundancy property for the shutdown function
[26].

– Equality: The control authority is equally distributed between the systems of the set.
For instance, a set of systems under the so-called “master-slave” protocol have a very
low equality property.

– Uniformity: Each system of the set contributes with the same amount of work to the
overall activity.

– Concurrency: Each system of the set of systems work at the same time [25].

Defining properties of set of systems is useful to analyze how to integrate several
systems for a particular function or to replace a systemby another one inside an integrated
set of systems. For example, in aircrafts, to integrate a system as a backup in case of
a failure of another system, redundancy and diversity are important properties (that are
related to the implementation of fault tolerance mechanisms [2, 4]). Another example
is the replacement of a system by a newest one in a factory. In order to minimize the
learning time for the operators, the proximity property has to be assessed (to ensure
that the required number of new cognitive tasks to learn is low). In the same way that
within-system properties may be used to define requirements for the systems and then
drive the design of these systems, across-systems properties also may be targeted during
the design of an integrated set of systems. In order to provide support for the comparison
of design options with respect to a set of across-systems properties, we propose to extend
TEAM design rationale notation (which is based on QOC [9]).

3 QSCA Notation: Extensions to the QOC and TEAM Notations

MacLean et al. [9] introduced the QOC (Question Option Criteria) notation for system
design rational. QOC allows to document design choices with their explanations during
the design process. This notation is also a tool for reasoning and communicating with
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various stakeholders as it uses very simple concepts. The TEAM (Traceability, Explo-
ration andAnalysisMethod) [10] notation extends theQOCnotationwith the description
of properties and factors associated to the criteria, as well as with the identification of
design artefacts associated to the design options.

We propose to extend the TEAM notation to enable the representation of across-
systems properties, in order to take into account across-systems properties when design-
ing a set of systems. For that purpose, we propose to slightly adapt the TEAM notation
to create QSCA notation:

• Question: Design question about the system under design (Square in Fig. 2).
• System: possible option for the system to answer the design question (Disc in Fig. 2)

replaces design option of the TEAM notation.
• Concrete property: Desired property met (or not) by the related set of systems (Lower
right triangle in Fig. 2) replaces the desired property met by one or several design
options of TEAM notation.

• Across-systems property (Upper right triangle in Fig. 2) encompassing the concrete
property of several systems. If a system option highly supports an across-systems
property, a plain line is drawn between this across-systems property and the line that
connect a system option and the concrete property associated to this across-systems
property. If a system option gives few support to an across-systems property, a dashed
line is drawn between this across-systems property and the line that connect a system
option and the concrete property associated to this across-systems property. Across-
systems property replaces the notation element Argument of the TEAM notation. The
notation element Argument stands for the reason behind the choice of one design
option in the TEAM notation.

Fig. 2. Main elements of the QSCA notation (extension to the notation TEAM) edited with the
DREAMER tool
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The DREAMER (Design Rationale Environment for Argumentation and Modeling
and Engineering Requirements) tool supports recording, edition and analysis of TEAM
models [10]. We propose to use DREAMER to describe QSCA models.

4 From the Across-Systems Properties Description to a Process
for the Analysis of Across-Systems Properties of Systems

In this section, we present the process for the analysis of across-systems properties of
systems. This process presented in Fig. 3 can be used for various purposes during the
design process (e.g. design choices or integration of systems).

Across-systems 
properties

Select systems to be 
compared

Select properties for 
comparison

Systems Options

Existing systems

Production of QSCA model

Identify combinations of 
systems that achieve 
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1

2

3

6

5

4
Across-systems 
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Systems

Concrete Properties

Existing systems

Fig. 3. Process for analysis of across-systems properties of systems.

During the first step, the involved stakeholders identify the design question related
to the object of the analysis. For example, a design question can be “what are the most
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similar systems?”. They describe this design question in the QSCA model. During the
step 2, they select the systems to compare. They describe these systems in the QSCA
model. During the step 3, they identify the across-systems properties they want the
selected systems to support. They identify the contributing factors of the selected across-
systems properties as well. In the same way as the selection of within-system properties,
the selection of across-systems properties can result from user studies, organizational
or legal constraints. As for within-systems properties, it is possible that only some of
the contributing factors of the across-systems property are identified relevant to support.
For example, the appearance and identification contributing factors of UXwithin-system
property can be identified relevant to the detriment of others during a user study. In the
same way, the similarity of users tasks contributing factor of Proximity across-systems
property can be identified relevant to the detriment of the others contributing factors.
They describe the selected across-systems properties and/or across-systems property
contributing factors in the QSCA model. During the step 4, they select the concrete
properties to be measured on selected systems. For example, a concrete property of
Similarity across-systems property is “same interface items orientation”. They describe
these concrete properties in the QSCA model. During the step 5, they produce the final
QSCA model. They describe how (strongly denied, denied, neutral, supported, strongly
supported) the combinations of systems support each concrete property in the QSCA
model and how these concrete properties support their relative across-systems properties.
During step 6, they identify the combinations of systems that achieve across-systems
properties. As a result, at the end of the process, the list of combinations of systems that
achieve the across-systems properties is identified.

For the illustrative example of this paper, we follow this process and use the
DREAMER tool [10] to analyze across-systems properties of different system designs
of the FIRE push-button in an aircraft cockpit.

5 Representing Across-Systems Properties: Illustrative Example

In the A350 aircraft cockpit, there are guarded FIRE push-buttons on the overhead
panel, one for each engine of the aircraft. These buttons are composed of a backlighting
system, a guard and a toggle button (see Fig. 4). When a fire is detected in an engine,
the backlighting system turns on and the pilot must raise the guard and press the toggle
button [1] to acknowledge the alarm. When the button is pressed, all the systems that
are connected to the engine are isolated and the fire extinguisher bottles are armed for a
possible discharge [1].

In this example, we study the digitalization of such FIRE push-button (FIRE pb).
Two different designs of the digital FIRE pb are proposed.

The first design option mimics all the graphical aspects and interactions of the phys-
ical FIRE pb. The difference is that the button is no more physical and user interactions
must be performed with a mouse. The sequence of interaction is visible in Fig. 5. Like
the physical FIRE pb, the user sees the backlighting system on, raises the guard and
presses the button to isolate the engine and to prepare the bottles to discharge. We call
this design option “overhead panel-like FIRE pb”.
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Fig. 4. Engine 1 FIRE push-button on the overhead panel.

Fig. 5. Interactions sequence for pushing overhead panel-like FIRE push button

The second design option supports a different interaction sequence that still enables
the guard of the button. This interaction sequence is similar to the GoPro1 unlock inter-
action and is called GoPro-like FIRE pb. This sequence of interactions is presented in
Fig. 6 and is composed of the following steps: the user sees the backlighting system
on, drags the button on the bolt area, maintains the button in this area until the anima-
tion finishes, releases and presses the button to isolate engine and prepare the bottles to
discharge. For this proposed interaction design, the attention has been paid to respect
the same interaction time to remove the guard and press the button as with the physical
FIRE pb.

We propose to analyze these different designs with the physical FIRE pbwith respect
to a subset of the across-systems properties presented in Sect. 2 in order to choose a
digital design for the FIRE push-button. This goal is described by “which user control to
perform an acknowledgment of fire?” design question (step 1 of the process described
in Fig. 3). The systems to be compared are the physical, the overhead panel-like and
GoPro-like fire push-buttons (step 2 of the process).

For this illustrative example, we choose to compare the push-buttons relative to their
processing proximity, homogeneous information display, temporal proximity (contribut-
ing factors of Proximity across-systems property), redundancy and similarity (across-
systems properties) (step 3 of the process).We choose “same graphical rendering”, “same
functions”, “same time to perform tasks”, “same logical processing”, and the type of
the output (physical and digital) as concrete properties to be measured on push-buttons

1 https://gopro.com.

https://gopro.com
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Fig. 6. Interactions sequence for pushing GoPro-like FIRE push-button

(step 4). We describe in the QSCAmodel (Fig. 7) how the combinations of push-buttons
support or not the concrete properties (step 5). The actual FIRE pb and overhead panel-
like FIRE pb have the same graphical rendering. Then, they support the Similarity
across-systems property (first multi-systems property from the bottom of Fig. 7) (step
6). All the systems have the same functions: fire alert, isolate engine and prepare the fire
extinguisher bottles to discharge. Then, these systems support the Redundancy across-
systems property (second multi-systems property from the bottom of Fig. 7) (step 6).
All the systems are designed so that it takes the same time to perform the button push.
Then, they support the temporal proximity across-systems property (step 6). The physi-
cal FIRE pb is physical whereas overhead panel-like and GoPro-like FIRE pb are digital.
Then, they provide low support to the homogeneous information display across-systems
property (step 6). Finally, all systems require the same logical processing user task: the
button can be pushed to prepare fire extinguishing when the backlighting system is on
and guard raised. Then, all the systems support the processing proximity across-systems
property (step 6).

Across-systems properties can inform the design option decision if a single digital
optionmust be chosen. In order to not modify the pilot training procedure as applied with
the current physical FIREpb, the preferredoption should be the overheadpanel-likeFIRE
pb one. Indeed, all of the design options are graphically alike and user cognitive tasks
are close (similarity and processing proximity). Otherwise, despite the use of different
input devices and interactions techniques used for the three design options, their across-
systems properties indicate that they are alike. In this case, usability evaluation can be
performed to discriminate the most suitable option according to the users.
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Fig. 7. Representation of across-systems properties of FIREpb,GoPro-like FIREpb and overhead
panel-like FIRE pb using extendedQOC&TEAMnotations to answer the design question “Which
user control to perform acknowledge fire action?”
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6 Conclusion

This position paper introduces the concept of across-systems properties and proposes
a mean to represent across-systems properties using QSCA notation based on TEAM
and a process. It illustrates (on an example) how one can use it. This example is based
on the physical FIRE push-button found in an aircraft cockpit and on its digital design
alternatives (if we consider that future cockpits would replace such physical buttons
with touch screen interactions). Even though, the physical FIRE push-button and digital
alternatives seem to be very different, across-systems properties highlights their com-
mon characteristics and suitability to pilot tasks. In addition, if designers want to replace
the current system by a digital one or want to integrate a redundant one, the representa-
tion of across-systems properties can guide design choices depending on the properties
designers want to preserve and the ones they are ready to abandon.

In the same way as the pilot does not only use the FIRE push-button to deal with
an engine fire (they could do testing for instance), it is common for users to manipulate
several systems to reach a goal. In other words, users can use complex systems composed
of several sub-systems to perform their work. For instance, an office employee use
several systems such as a computer, a telephone and a printer to perform his/her work.
All these systems compose a workstation complex system. For this reason, it might
be interesting to investigate possible links between within-system properties of systems
and across-system properties of the entire work environment. For instance, redundancy
across-system property is also a fault tolerant technique to contribute to the within-
system dependability [2] of a given system. Looking at each redundant component, we
might want to identify within-system properties (e.g. performance). The variants used
for redundancy must exhibit similar behaviors and thus similarity is, for them, an across-
system property. If similarity is guaranteed then the fault-tolerant system embedding all
the redundant ones will exhibit dependability as a within-system property.

One perspective to this work lays in the analysis of how within-system properties
can help designers when they have to integrate several systems. For example, if several
systems of the cockpit have a high proximity, the integration of these systems to support
a user goal may enhance the usability of the whole cockpit, as pointed out by Huchins in
the work on distributed cognition [27]. In other words, the description of the relationship
betweenwithin-system properties and across-system properties can enable to understand
how the first influences the second and to design systems with a more global integrated
perspective.
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Abstract. Most phishing sites are simply copies of real sites with slight features
distorted or in some cases masqueraded. This property of phishing sites has made
them difficult for humans and various anti-phishing techniques to detect. Also,
the attacker community has proved itself able to quickly adapt to anti-phishing
measures, mainly warning messages to help limit the effectiveness of phishing
attacks and protect unsuspecting users. Despite the notable advances made in the
last years by the active warning messages for phishing, this attack remains one
of the most effective. In this paper we propose an intelligent warning message
mechanism, that might limit the effectiveness of phishing attacks and that might
increase the user awareness about related risks. It implements an intelligent behav-
ior that, besides warning the users that a phishing attack is occurring, explains why
the specific suspect site can be fraudulent.

Keywords: Usable security · Intelligent user interfaces · Cybersecurity

1 Introduction

Phishing is a form of social engineering in which an attacker attempts to fraudulently
acquire sensitive information from a victim by impersonating a trustworthy third party
[1]. Today these attacks typically employ generalized “lures.” For instance, a common
phishing attack is (for a phisher) to obtain a victim’s authentication information corre-
sponding to one website that is mimicked by the attacker and then uses this at another
site. This is a successful attack given that many users reuse passwords – whether in
verbatim or with only slight changes. This attack is typically carried out by e-mail or
instantmessaging, and often directs users to enter details at a fakewebsite [2]. A common
example is “we need you to confirm your account details or we must shut your account
down”. The reason why an individual falls prey to this type of trap is that the message,
which appears as the victim expects, and therefore legitimate, directs the user to visit
fake webpages whose look and feel is similar or identical to the legitimate one. This
phishing modality is also known as context-aware attack and is becoming increasingly
common. Figure 1 shows an example of a phishing attack sent to a user by email. The
email appears genuine from a trusted sender, i.e. “uniba.it” which is the email service
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provider of the user. However, visualizing the details of the sender’s identity reveals that
it was masquerading to get the user to fill a form.

Fig. 1. Example of a phishing attack sent by email.

The effectiveness of phishing techniques, and more in general of cyber-attacks is
not only related to the obsolescence of software and hardware. Federal Computer Week
reports that almost 59% of security incidents that involve human errors are the result
of simple mistakes as opposed to intentional malicious actions [3]. Hosteler found that
human error is one of the first cause of cyberattacks (37%) [4]. Furthermore, the simplest
and fastest way to start an attack is by means of phishing and social engineering attacks,
where 91% of all cyberattacks starts with some kind of phishing email that manipulates
users to provide sensitive information via various methods of social engineering [5].

Because of the risks associated with cyberattacks, it is crucial for Internet users
to be aware of when they are being attacked and to be successfully informed on how
to combat them. The recent demography results by Anti-Phishing Working Group 4th

quarter report shows that around 45,794 phishing reports have been chronicled [2].
There is no single way that can prevent all types of phishing. But different methods
applied at different stages of a phishing attack can abort the attempt and properly applied
technology can significantly reduce the risk of identity theft [6]. Different approaches are
already proposed to automatically detect phishing websites [7–9]. These methods and
algorithms determine the likelihood that a website can be suspect but without absolute
certainty. When the resulting likelihood exceeds a critical threshold, typically the users
are informed about the potential risk of phishing attacks. This is done through a visual
warning message that should help users in deciding to access or not the suspect website.
Despite the significant advances of current warning messages, this attack remains very
effective since the users often are not able to make the right decision.

There is a direct need for us to design such a remedy which can address the above
problem and stand out from the traditional warning messages available. In this paper,
we report on an ongoing work about an intelligent warning message that might limit
the effectiveness of phishing attacks and that might increase the user awareness about
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the related risks. The proposed solution implements an intelligent behavior that explains
why the specific suspect site can be fraudulent. It is well-known that explaining the
reasons about a fact helps the user being aware of the danger and taking more conscious
and adequate decisions [10].

2 Literature Review

Successful security depends on systems, technology and people (including users) collab-
orating to identify threats, weaknesses, and solutions. However, many initiatives today
focus on systems and technology, without addressing well-known user-related issues.
In fact, users have been identified as one of the major security weaknesses in today’s
technologies, as they may be unaware that their behavior while interacting with a system
may have security consequences. The user interface is where human users interact with
computer systems. It is where the user’s intention transforms into the system operation.
It is where the semantic gap arises [11]. And this is the aspect that needs more attention
to further limit the effectiveness of cyberattacks.

One typical anti-phishing approach is to use visual indicators, for example an infor-
mative toolbar, to differentiate legitimate messages from phishing messages [12]. This
approach tries to bridge the semantic gap by unveiling to human users the system model
and expects them to make a wise decision under phishing attacks. User studies in [13]
show that the tested anti-phishing toolbars fail to effectively prevent high-quality phish-
ing attacks. Many subjects failed to constantly pay attention to the toolbar’s messages;
others disregarded the warnings shown in the toolbar if the web page content looked
legitimate. The studies also found that many subjects did not understand phishing attacks
or realize how sophisticated such attacks can be.

Emigh provided an overview of several studies regarding phishing and usability of
browser security clues [14]. It emerged that phishing is a threat because users are unable to
verify the authenticity of a website asking for their credentials. He questioned the ability
of users to avoid phishing sites based on security and identification indicators suggesting
that the solutionswere still inadequate.Varshney et al. proposedDynamicSecurity Skins,
a browser extension that allows websites to display a secret image and customizes the
browser chrome [15]. Anecdotal evidence suggests that some users may still fall victim
of those phishing websites which, in order to cheat about their different appearance (e.g.,
logo not displayed), claim that the image database is down for maintenance or simply
do not provide any explanation about this, since logo absence might not trigger users’
attention.

In [16], the authors sought to determine if user’s education was a possible solution to
prevent phishing attacks. They explored the impact of both specific users’ characteristics
(age, gender, education, knowledge about phishing) and of their Internet usage habits
on their ability to correctly identify e-mail messages. Quantitative data was collected by
showing to participants e-mail messages and quizzing their ability to correctly categorize
them. The results show the variables listed above did influence the participant’s ability
to correctly identify email messages. Although educational efforts are unlikely to solve
the phishing problem on its own, vigilant users form an important part of the defensive
strategy. Both research efforts and public education campaigns are still not enough.
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A study to determine the impact that communicating to users different security poli-
cies has on mitigating phishing attacks is discussed in [9]. The research results reveal
that a security policy that contains an explanation of the impact of an attack or a state-
ment indicating an evaluation for non-compliance or a statement from a direct authority
provides no significant impact on mitigating phishing attacks [17]. The use of online
games to teach users good habits to help them avoid phishing attacks is investigated in
[18]. The authors explore the relationship between demographics and phishing suscep-
tibilities, and the effectiveness of several anti-phishing educational materials. Results
suggest that women are more susceptible to phishing than men and participants between
the ages of 18 and 25 are more likely to be a victim of a phishing attack than other age
groups.

A new anti-phishing approachwhich uses training intervention for phishingweb sites
detection is discussed in [19]. The results of this work show that technical ability has
minimal effect whereas phishing knowledge has a positive effect on phishing web site
detection. A system called PhishGuru incorporating an embedded training methodology
and learning science principles is proposed in [20]. The Author evaluates the proposed
methodology through laboratory and field studies. Results show that people trained with
the proposed system retain knowledge even after 28 days. A major drawback is that
the system will need to be trained and updated regularly. Robert et al. [21] found that
web browser warnings should help protect people from malware, phishing, and network
attacks.Adhering to thesewarnings keeps people safer online. They further demonstrated
that recent improvements in warning designs have raised adherence rates, but they could
still be higher. And prior work suggests many people still do not understand them. Thus,
two challenges remain: increasing both comprehension and adherence rates. The authors
in [21] suggested that further improvements to warnings will require solving a range of
smaller contextual misunderstandings.

Most phishing sites are simply copies of real sites with the above-mentioned feature
slightly distorted or in some cases masqueraded [22]. This property of phishing sites
has made them difficult for humans to detect, but fortunately, easier for computers.
However, the attacker community has proved itself able to quickly adapt to anti-phishing
measures mainly warning messages. Different warning messages have been already
evaluated during controlled experiments [21, 23]. Besides evaluating the efficacy of
different solutions, these experiments provided useful indications on how to design and
evaluate phishing warningmessages. Despite the notable advances made in the last years
by the active warning messages for phishing [21, 23], this attack remains one the most
effective. Indeed, algorithms for detecting phishing attacks are only able to determine
the likelihood with which a website can be suspect but without absolute certainty. When
the likelihood exceeds a critical threshold the warning messages alert the users about a
possible risk and the users have to decide to access or not the website. However, current
warning messages have large room for improvement, as shown by the high success rate
of phishing attacks reported in [24]. One of the first problems is the click-through effect
[25]: the users tend to skip these alerts because they appear always in the same way,
thus pushing most users in neglecting these messages. The second problem is the wrong
design of the warning messages in term of colors, words, interaction, as underlined by
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[21, 23]. Lastly, the users are not experts in cybersecurity, they do not know what a
phishing attack is and what are the risks they are exposed to [21].

In order to overcome these limitations, in the following section, we propose an
intelligent warning message mechanism that might limit the effectiveness of phishing
attacks and that might increase the user awareness about related risks. It implements an
intelligent behavior that, besides warning the users that a phishing attack is occurring,
explains why the specific suspect site can be fraudulent.

3 A Polymorphic User Interface to Warn Users About Phishing
Attacks

An example of polymorphic user interface to warn users about phishing attacks is
reported in Fig. 2. In addition to addressing the design guidelines and lesson learned
proposed in [21, 23], this prototype shows three panels that explain the reasons why the
target website can be a fake. In this example, the first panel specifies that the URL of
the target website (www.paypaI.com) looks similar to the original one but the l has been
replaced by capital I, thus confusing the users. The second panel reports that the suspect
website was created three weeks ago, an age typical of phishing websites. The last box
reports information about the HTTPS certificate of the suspect website, explaining that
even if the users see safe navigation in the browser toolbar, with a self-signed certificate
they are not guaranteed that the site behavior is legitimate.

It is worth remarking that the three panels show different information according to
the suspect website, thus different reasons would be reported with different phishing
websites. Thank to this intelligent warning message, we address three important goals,
i.e.:

1. Prevent user habituation: a polymorphic message decreases the clickthrough effect
caused by the user habituation [25];

2. Provide an explanation about the attack: useful information about the causes of the
phishing attacks support the users in deciding if the website is (or not) a phishing
attack [26];

3. Educate the users on cyberattacks and related risks: a long-term training of the users
on phishing attacks is performed since they understand the reasons for this attack
[19, 27].

In our work we are not interested to classify phishing websites [7–9]. We start from
the assumption that the browser can detect the phishing website through its internal
algorithm, or that we use an API to detect malicious sites1. Regardless of which of the
two solutions we adopt, when a phishing website is detected, instead of displaying the
traditional warning messages implemented in the browser, we show the intelligent UI
proposed in this paper (see Fig. 2).

To provide users with information that explain the reasons of the phishing attacks,
our approach consists of two main steps, i.e., (1) the computation of a set of indicators

1 https://safebrowsing.google.com.

http://www.paypaI.com
https://safebrowsing.google.com
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Fig. 2. A prototype of intelligent warning message for phishing attacks.

that can reveal phishing websites and (2) the use of machine learning approaches to
select the most important indicators. The three most important indicators will be shown
and explained to the user, as shown in the example above.

According to our goal and a literature review [7–9, 28], we are considering indicators
for the suspect web sites like:

• URL: phishing sites typically have URLs containing more than 2/3 number of digits
or “-”. In addition, they often try to mimic the original URL changing character that
looks similar, for example, “l” with “I”;

• Server location: phishingwebsites are often hosted by aweb server located in countries
where there are no strict laws against cyberattacks;

• Alexa or search engine rank: phishing website typically appear after the first 1 million
Alexa top results, or in the last positions of search engines like Google Search;

• Timelife: this cyber-attack is usually concentrated in a limited time span, thus the
suspect website is typically created few days/weeks before the attack;

• Top-level domain: attackers typically use free domains to host phishing web sites; one
of the most popular is freenom.com, thus domains like “.cf”, “.gq”, “.ml”, “.tk” and
“.ga” are common among phishing web sites;

• Name length:Attackers may create domains using a specific template, such as random
strings of a given length;
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• Archived domain: a domain archived on the “Wayback Machine” is more likely to be
legitimately owned, and vice versa;

• Self-signed https certificate: the suspect websites often integrate a self-signed https
certificate, i.e., not validated by a certification authority. Including this certificate,
attackers confuse users who see safe navigation in the browser toolbar, but without
any guarantee about the web site behaviour.

We defined different metrics to calculate each indicator for the suspect website.
For example, Alexa rank can be obtained through its API; the Wayback Machine APIs
are used to get information about website archiving; SSL certificate is inspected to see
if a trustable certification authority signed it. Those indicators, resulting in a numeric
value, are normalized in a 0–1 interval using a min-max function, with min and max
values obtained calculating each indicator on all the phishing websites available in the
PhishTank database and selecting for each indicator the min and max value.

After the computation of the indicators, we use a decision tree model to select the
most important indicators. In particular, we adopted the C4.5 algorithm to generate our
decision tree. This algorithm was developed by Ross Quinlan [29] and it is an extension
of Quinlan’s earlier ID3 algorithm. The decision trees generated by C4.5 can be used
for classification, and in our case to classify the suspect website. However, we are not
interested to understand if it is a phishing site, since we already know it. We only
exploit this tree to select those three nodes that positively contribute to determining it as
phishing. In other words, we use it to filter the indicators that are more influential in the
classification process.

After the selection of the threemost important indicators,wedynamically create three
panels that are visualized in the warning message and properly adapted if necessary. For
example, if a panel has to report the information on the URL, it is customized with the
URL of the suspect website and the URL of the Website that is mimicked.

4 Future Work

Based on feedback received during the IFIP WG 13.2 & WG 13.5 Workshop on “Han-
dlingSecurity,Usability,UserExperience andReliability inUser-CenteredDevelopment
Processes” held in conjunction with INTERACT 2019, we are revising our proposal of
intelligent warning interface.

A first suggestion we received is related to the graphical aspect of the interface,
that should be able to attract user attention and communicate that it contains an alert.
Actually, the interface shown at the workshop and reported in Fig. 2 is an early prototype
and we are working to change its aspect.

We are also investigating how effective warning messages are constituted in terms
of structure, aspect, content, and language. We started from the work in [25, 30], whose
authors examined various aspects of warning design and how they affect subjective eval-
uations, memory, comprehension, and behavioural compliance. In fact, there is at least
some involvement of perceptual and cognitive processes when making decisions with
respect to warnings (e.g., the level of risk involved, whether to comply). In particular, the
Communication-Human Information Processing Model (C-HIP) model [30] is widely
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adopted in warning design. It accounts for cognitive-affective processes, such as atti-
tudes and motivation, which are influenced by experience as well as characteristics of
the source and the channel. Based on this model, the following requirements must be
considered in designing warning messages:

• Salience: the warning must be noticeable. It should be conspicuous enough to draw
user’s attention to it. In [31, 32] the authors showed that salient or conspicuous
warnings increase the likelihood of reading, recall, comprehension and compliance.

• Wordings: the warning must be formulated according to four components: (1) sig-
nal word to attract attention, (2) identification of the hazard, (3) explanation of
consequences if exposed to hazard, (4) directives to return to safety/avoiding the
hazard.

• Layout: it is used to describe the internal characteristics of a warning label. Presenting
warning text as bullets in outline form is preferred to continuous flowing text.

• Technical Jargon: it should be avoided as much as possible. Except if your audience
is technically savvy, it is good practice to avoid technical terms. It may be hard to
totally avoid some of these terms entirely, but when you do use them, explain what
they mean in the simplest way.

• Transparency: when there is a chance of attack, communicate the potential risk, but
be transparent about the uncertainty. Thus, use words like “suspect”, “potential”,
“attackers could”, etc.

We are designing a user study thatwill involve around 50 participants, representative
of a large community of Internet users, both adult male and female with basic literacy
level (i.e., able to use the Internet, read/write emails and perform other simple tasks with
a computer). The study aims to evaluate the effectiveness of the proposed approach by
comparing our intelligent warningmessages to conventional phishing warningmessages
available in the current web browsers. As the attack has to be plausible, we plan to
simulate a spear-phishing attack, which involves personalized emails or emails sent to a
specifically targeted group, such as employees of a particular organization. In our case
users, we will involve Internet users holding an uniba.it email account, namely people
with an institutional account of the University of Bari.

5 Conclusion

In this paper, we discussed our early work on addressing phishing attack from an HCI
perspective. The aim is proposing a mechanism that is able, more the currently available
solutions, to attract the users’ attention when they are going to fall in the attacker’s trap.
Our proposal has also the goal of educating the users to more safe interaction behaviors,
making them able to recognize the signs of the threat and aware of the risks. Indeed,
We agree with [21] that users need to understand and use systems warnings correctly
in order to guarantee the efficacy of any security strategy that has been implemented.
AS reported in the future work section, we are currently working at the design of an
improved version of the intelligent user interface that will be tested with end users.
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Abstract. Augmented Reality (AR) is a technique that enables users
to interact with their physical environment through the overlay of digi-
tal information. With the spread of AR applications in various domains
(e.g. product design, manufacturing or maintenance) and the introduc-
tion of concepts such as Pervasive Augmented Reality (PAR), the aspect
context-awareness started to play an important role. By sensing the
user’s current context and adapting the AR application accordingly, an
adequate user experience can be achieved. Due to the complex structure
and composition of AR applications, their development is a challeng-
ing task. Although, context-awareness for AR systems was addressed to
some extent, a systematic method for development of context-aware AR
applications is not fully covered yet. Therefore, in this paper, we identify
the main challenges for development of context-aware AR applications
and sketch our solution idea for a model-based development framework.
The benefit and applicability of our solution idea is shown on the basis
of two example mobile AR applications supporting context-awareness.

Keywords: Augmented reality · Context-awareness · Model-based
development

1 Introduction

Augmented Reality (AR) is a user interface metaphor, which allows for inter-
weaving digital data with physical spaces. AR relies on the concept of overlaying
digital data onto the physical world, typically in form of graphical augmenta-
tions in real-time [1]. Augmented reality has been researched for a consider-
able amount of time, with first implementations as early as Sutherland’s head-
mounted three dimensional display “The sword of Damocles” [10] from 1966.
The expression Augmented Reality was first coined by Tom Caudell in 1992 in
his work on the “Application of Heads-Up Display Technology to Manual Man-
ufacturing Processes” [3]. In more recent years, AR technology is strongly on
the rise, with many different devices available. One main technology are Head-
Mounted-Displays (HMDs) like Microsoft’s HoloLens1 or the Magic Leap One2:
1 https://www.microsoft.com/en-CY/hololens.
2 https://www.magicleap.com/magic-leap-one.
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Headsets with integrated display and optics. Some of them also have built in
hardware to process the programs that run on the HMD, while other headsets
need to be connected to a computer and only serve as a special kind of display
which also includes control functions. An alternative way in AR-technology is
to use a smartphone as the main hardware. The smartphone can be worn in
a headgear (“Head-mounted Smartphone”), which is not very common for AR
applications yet, as many of the headgears only support VR, for example because
the phone-camera’s lens is simply covered by the gear. More often smartphones
are used in their original purpose, as handheld AR devices.

With the spread and increasing usage of Augmented Reality (AR) techniques
in different domains, the need for context-awareness in AR was underlined in
previous work [4]. Supporting context-awareness, can greatly enhance user expe-
rience in AR applications, for example by adjusting to the individual needs of
each user. It also makes the usage more intuitive and effective: The more the
application can adjust to the user and his situation, the more natural the AR is
experienced and the more ergonomic it is to work with.

However, due to the complex structure (tasks, scenes) and composition (inter-
relations between real and virtual information objects) of AR applications [11],
the development of context-aware AR applications is a challenging task. While
context-aware AR applications were introduced for specific application domains,
e.g. maintenance [16], a systematic method for supporting the efficient develop-
ment of context-aware AR applications is not fully covered yet. Therefore, in this
paper, we discuss the main challenges in developing context-aware AR applica-
tions and sketch a first solution idea for a model-based development framework
for context-aware augmented reality applications.

The rest of the paper is structured as follows: In Sect. 2, we discuss main
challenges in developing context-aware AR applications. In Sect. 3, we present
architectural patterns as basic solution concepts for addressing these challenges.
Section 4 provides an overview of our integrated model-based framework support-
ing the development of context-aware AR applications. In Sect. 5, we present case
studies to show the applicability of our framework. Section 6 gives an overview
of related work. Finally, Sect. 7 concludes our work with an outlook on future
work.

2 Challenges

The challenges in developing context-aware AR applications can be divided up
in to three main categories: multi-platform capability, adaptation capability, and
round-tripping capability. In the following, we describe each category in more
detail.

2.1 Multi-platform

An augmented reality application can be used across heterogeneous computing
platforms spanning over head-mounted display (HMD) devices to mobile hand
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held devices. There are a number of AR capable devices on the market which
are developed by different companies and organizations. Target devices could be
smartphones, tablets or HMDs as the Microsoft Hololens, RealWear Glasses or
Google Glass Enterprise Edition, just to mention a few. The cost of a device, its
comfort in using it and the ability of a device to help the user accomplish her
task are some of the reasons that influences the type of equipment that different
users and organizations use to acquire them. In a real world scenario, most users
and organizations would like to have the freedom of choosing devices for task
execution on an AR application which are most suitable for them if they require
to use AR solutions. Mostly, their concerns are to have a mixture of several
devices to suit the varying nature of tasks available and also to meet their budget
constraints. Each computing platform can have different properties regarding
hardware and sensor, operating system, used AR SDKs etc. To support multi-
platform AR experience across heterogeneous computing platforms, an efficient
way of developing various AR applications is needed.

2.2 Adaptation

For supporting context-aware and adaptive AR applications various aspects have
to be taken into account.

First of all, context monitoring is an important prerequisite for enabling
context-aware applications in general. An important challenge in this regard is
to continuously observe the context-of-use of an AR application through various
sensors. The context-of-use can be described through different characteristics
regarding user (physical, emotional, preferences etc.), platform (Hololens, Hand-
held, etc.), and environment (real vs. virtual environmental information). Due
to the rich context dimension which is spanning over the real world and virtual
objects, it is a complex task to track and relate the relevant context information
to each other. The mixture of real (position, posture, emotion, etc.) and virtual
(coordinates, view angle, walk-through, etc.) context information additionally
increases the aspect of context management compared to classical context-aware
applications like in the web or mobile context.

Based on the collected context information, a decision making process is
required to analyze and decide whether conditions and constraints are fulfilled
to trigger specific adaptation operations on the AR application. In general, an
important challenge is to cope with conflicting adaptation rules which aim at
different adaptation goals. This problem is even more emphasized in the case
of AR applications as we need to ensure a consistent display between the real
world entities and virtual overlay information. For the decision making step it is
also important to decide about a reasoning technique like rule-based or learning-
based to provide a performant and scalable solution.

As AR applications consist of a complex structure and composition, an
extremely high number of various adaptations is possible. The adaptations
should cover text, symbols, 2D images and videos, as well as 3D models and
animations. In this regard, many adaptation combinations and modality changes
increase the complexity of the adaptation process.
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2.3 Round-Trip

Beside the before mentioned challenges, it is important for a context-aware AR
application to support the flexible usage of various information objects. On the
one hand, information objects can be text, symbols, 2D and 3D objects which
are predefined and available in an existing object repository. On the other hand,
it should be also possible to digitize existing real world physical objects, e.g.
through a 3D scan, so that further objects can be stored in the object repository
and reused at run-time. We call this flexible way of transferring real world phys-
ical objects in to a repository and making them reusable again as round-trip.
In order to support such a round-trip for the development of context-aware AR
applications, a solution should enable the following steps: scan physical objects,
refine object model, store object model in repository. Beside that, the import
and usage of the created object models the development environment should be
supported.

3 Solution Idea

In order to support the development of context-aware augmented reality appli-
cations, we have identified basic architectural patterns to address the identified
challenges: Multi-platform, Adaptation and Round-trip capabilities.

3.1 Multi-platform Capability

For increasing the efficiency of multi-platform user interface development in the
context of AR, we envision to establish a model-based development process.
Based on the CAMELEON Reference Framework [2], as described in Fig. 1, we
propose a step wise model-based development process.

The top layer Task & Concept includes a task model that is used for the
hierarchical description of the activities and actions of individual users of the
AR user interface. The abstract user interface (AUI) is described in the form
of a dialogue model that specifies the user’s interaction with the user interface
independent of specific technology. The platform specific representation of the
user interface is described by the concrete user interface (CUI), which is spec-
ified by a presentation model. The lowest layer of the framework is the final
user interface (FUI) for the target platform. The vertical dimension describes
the path from abstract to concrete models. Here, a top-down approach is fol-
lowed, in which the abstract description of relevant information about the user
interface (AUI) is enriched to more sophisticated models (CUI) through model-
to-model transformations (M2M). Subsequently, the refined models are trans-
formed (model-to-code transformation, M2C) to produce the final augmented
reality user interface (AR FUI). Based on this architectural pattern, it is possi-
ble to enable multi-platform capability for the different UIs that are generated
during the development process.
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Fig. 1. Multi-platform support

3.2 Adaptation Capability

Based on our previous work in the area of UI adaptation for web and mobile
apps [12], we propose an extended version of IBM’s MAPE-K architecture
(shown in Fig. 2) to support context-aware AR applications.

AS depicted in Fig. 2, the MAPE-K architecture consists of two main parts
Adaptation Manager and Managed Element. In our case, the Managed Element
is an AR application consisting of Tasks, Scenes and Interrelations between
them. The Adaptation Manager is responsible for monitoring and adapting the
AR application through sensors and effectors in order to provide a highly usable
AR experience. In the following, the functionality of each sub-component of the
Adaptation Manager is briefly described.

The monitor component is responsible for observing the context informa-
tion. Context information changes are then evaluated by the analyze component
to decide whether adaptation is needed. If so, the planning of an adaptation
schedule is done by the plan component. Finally, the adaptation operations are
performed by the execute component, so that an adapted UI can be presented.
The knowledge management base is responsible for storing data that is logged
over time and can be used for inferring future adaptation operations.
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Fig. 2. Adaptation support

3.3 Round-Trip Capability

For supporting round-trip functionality in a context-aware AR application, we
envision to establish a client-server architecture that enables digitization, stor-
age and reuse of physical objects in an object repository. For this purpose, as
depicted in Fig. 3, we propose a AR/VR Server consisting of an AR/VR Object
Repository. This repository can contain already predefined virtual objects. On
the other hand it is possible to use the AR Client, e.g. a handheld AR device,
to scan and digitize physical real world objects. These objects can be refined
and add to the local AR/VR repository which is synchronized with the central
AR/VR Object Repository. This enables the user to transfer physical objects into
the repository, in order to build an object basis as well as projects the repository
objects back into reality via augmentation.

Fig. 3. Round-trip support
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4 Model-Based Framework for Context-Aware AR
Application

In the previous section, we have presented different architectural patterns for
supporting the development of context-aware AR applications. While these pat-
terns address basic solution concepts for tackling the different challenges, it is
important to design an integrated framework which combines the several aspects
of multi-platform capability, adaptation capability and round-trip capability. For
this reason, we propose an integrated model-based framework for context-aware
AR applications. Our framework is depicted in Fig. 4 and consists of the previ-
ously described solution patterns.

Fig. 4. Model-based development framework for context-aware AR apps

At design time, the described model-based development process supports to
generate the final AR user interfaces for various target platforms. The gener-
ated final UI is deployed to a specific AR client which enables the described
round-trip functionality at run-time. Also, the generated final UI of the AR
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application is monitored and adapted through the Adaptation Manager at run-
time as described in the previous section. In addition to the provided framework,
we elaborate on the adaptation process as it is a crucial prerequisite for enabling
context-aware AR applications.

To address the adaptation process at different development stages, we com-
bine our previous work on model-driven development of adaptive UIs for web
and mobile apps [12] with an existing method for structured design of AR
UIs [11]. As shown in Fig. 5, our solution concept addresses three different
aspects: AR UI, Context, and Adaptation. Regarding the AR UI aspect, shown
in the leftmost column in Fig. 5, we rely on the approach and the SSIML/AR
language of Vitzhum [11]. SSIML/AR (Scene Structure and Integration Mod-
eling/Augmented Reality) is a visual modeling language which provides model
elements for modeling virtual objects and groups in a virtual scene. Addition-
ally, the relations between application classes and the 3D scene can also be
specified. Using SSIML/AR, an abstract specification of the user interface of the
AR application is created. This Abstract AR UI Model is the input for the AR
UI Generator, which generates the Final AR UI. In order to support the cre-
ation of context-aware AR apps, we complement the development method with
two additional aspects, namely the Context and Adaptation, originally presented
in [12].

Fig. 5. Model-based solution architecture for adaptive AR apps

The Context aspect serves to characterize the dynamically changing context-
of-use parameters by providing an abstract specification in terms of a Context
Model. Based on the Context Model, the Context Service Generator generates
the Context Service which monitors context information like brightness, accel-
eration or noise level. The Adaptation aspect addresses the specification of the
adaptation logic in terms of abstract AR UI adaptation rules represented as the
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Adaptation Model. The specified AR UI adaptation rules reference the Context
Model to define the context constraints for triggering adaptation rules and they
also reference the Abstract AR UI Model to define which AR UI elements are
scope of a UI adaptation change. The Adaptation Model is the input for the
Adaptation Service Generator which generates an Adaptation Service. At run-
time, the Adaptation Service monitors the context information provided by the
Context Service and adapts the Final AR UI.

5 Case Studies

In this section, two case studies are presented which show the benefit of using our
model-based development framework for developing context-aware AR applica-
tions. The first case study deals with the development of a context-aware mobile
AR app which supports UI adaptation capabilities. The second case study shows
an example implementation of our object repository supporting the mentioned
round-trip capability for scanning and reusing various objects in AR applica-
tions.

5.1 Context-Aware Mobile AR App Supporting Adaptation
Capability

For addressing the adaptation capability, described in Sect. 2, we shortly present
the implementation of a context-aware mobile AR application for printer main-
tenance tasks. Usually, printers have to be maintained and various tasks like
refilling paper or changing cartridges should be performed on a regular basis.
For such tasks, the printer device usually comes up with a manual. However,
most users find it cumbersome to read through the whole manual to accomplish
straightforward tasks. Due to this reason and to illustrate the benefit of context-
aware AR applications, we implemented an AR application for this example
scenario by using our development framework. The context-aware printer main-
tenance AR (CAPMAR) app makes use of the used smartphone’s hardware
sensors to observe various context characteristics about the user, platform, and
environment. Beside that, we have a preliminary starting questionnaire where
newly starting users of the CAPMAR app are asked about their task experience,
age etc. Based on those static and dynamically observed context information at
run-time, the CAPMAR app is able to trigger AR interfaces adaptations to bet-
ter suit the context-of-use. Figure 6 is showing a screenshot from the CAPMAR
app, where on the left app screen a shorter help message is shown, while on
the right screen for a beginner user who is not familiar with the task, a more
detailed description of the task is depicted. In summary, the implementation of
the CAPMAR app, shows the interface adaptation capability of our model-based
development framework for context-aware AR applications.

5.2 Object Repository Supporting Round-Trip Capability

In order to address the round-trip capability, described in Sect. 3.3, we have
implemented an object repository which supports the digitization of physical
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Fig. 6. Case study 1: context-aware AR printer maintenance app

objects through photogrammetry. As illustrated on the left of Fig. 7, we can
use third party photogrammetry applications to scan a real object and make
a 3D model out of it. The derived 3D object model can be imported into our
object repository which enables to mange various of those 3D objects. The object
repository is implemented as a web server and supports the persistence of various
objects in varying levels of quality detail. Upon the need of the objects, they
can be searched and reused based on our mobile client which can position the
derived objects in the real scene. In summary, the combination of such an object
repository with the concept of context-awareness brings many advantages to ease
the developers work in devising context-aware AR apps.

6 Related Work

In previous work, different approaches were introduced to address the develop-
ment of context-aware augmented reality applications. In the following, accord-
ing the challenges introduced in Sect. 2, we analyze the related work regarding
context-awareness in augmented reality applications, multi-platform capability,
and object round-tripping.

While context-awareness has been exploited in various types of applications
including web [12], mobile [14], cross-channel [15] and virtual reality [13] to
improve the usability of an interactive system by adapting its user interface,
there are only few existing works focusing on the topic of context-awareness in
augmented reality.

In [4], the concept of Pervasive Augmented Reality (PAR) is introduced. A
taxonomy for PAR and context-aware AR that classifies context sources and
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Fig. 7. Case study 2: object repository for AR apps

targets is presented. The context sources are classified as human, environmental
and system factors. As apparent in the title, Grubert’s work treats Augmented
Reality, here with special regards to pervasive Augmented Reality.

Context-aware Mobile Augmented Reality (CAMAR) [9] is an approach on
context-awareness in mobile AR focusing on user context, which is measured
using the user’s mobile device. It enables the user to customize the presentation
of virtual content and to share this information with other users selectively,
depending on the context. Furthermore, a framework called UCAM (Unified
Context-aware Application Model) [5] can be used to create CAMAR-enabled
applications. UCAM is a framework which beside the acquisition, process, and
awareness of contextual information provides also a unified way of representation
with respect to user, content, and environment.

The framework presented in [6] focuses on context-aware adaptation of inter-
faces in mixed reality, with the main adaptation points being what content is
displayed, where it is shown and how much information of it is displayed. It is
designed to adjust the content display depending on the user’s tasks and their
cognitive load and archives this using a combination of rule-based decisions and
combinatorial optimization. The framework uses parameters about the appli-
cations that are to be displayed as input additionally to the context-specific
parameters to achieve a fitting layout optimisation. The framework is mention-
ing mixed reality as its base, but regarding that it shows contents in the real
world and does not create a whole new virtual world, it can safely be said that
AR is supported.

While above mentioned approaches address the development of context-aware
applications, the main focus is not lying on a model-based development frame-
work for context-aware AR applications. As such, the required concerns and
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features regarding context-awareness and interfaces adaptation are mostly man-
ually implemented while our solution idea is aiming a model-based approach that
increases reusability, maintainability, and portability of the AR app for different
target platforms. The AR Foundation project3, aims to the creation of AR apps
that run both on iOS and Android. It provides a common API which covers the
core functionality of both Android ARCore4 and iOS ARKit5, thus making it
possible to develop AR applications for both platforms from a single code base.

Beside the above described approaches focusing on context-awareness in aug-
mented reality applications, we shortly describe prior work that addresses the
topics of round-trip capability and object repositories for prototyping and devel-
opment of context-aware AR applications. One important resource to assist the
development of AR applications is given by object repositories such as Google
Poly6 or Unity Asset Store7. Main idea of such object repositories is to pro-
vide a public repository for all sorts of assets (images, 3D models, sound and
visual effects, etc.) which can be reused in the development of augmented reality
applications for different domains and in various projects. Beside that, existing
approaches like DART [7] or ProtoAR [8] aim to support the rapid prototyping of
AR applications. While these approaches ease the prototyping and development
of AR applications even for non-technical developers, their focus is not lying
on support for addressing context-awareness and interface adaptation. There-
fore, our model-based development framework for context-aware AR applica-
tions makes use of synergy effects between existing prototyping approaches and
object repositories that are combined with a model-based development approach
for context-aware AR apps.

7 Conclusion and Outlook

This paper discusses the main challenges in developing context-aware augmented
reality applications and presents architectural solution patterns to address them.
Based on the identified architectural solution patterns, we propose an integrated
model-based development framework for context-aware AR applications. Fur-
thermore, we elaborate on the adaptation process and propose a model-based
solution architecture for the development of adaptive AR applications. At the
end, we show that our framework can be used for the development of context-
aware AR applications.

In future work, we plan to implement tool-support for model-based devel-
opment of context-aware AR applications. Our goal is to support the efficient
development of context-aware AR applications for different application scenarios
covering different target platforms.

3 https://unity.com/unity/features/arfoundation.
4 https://developers.google.com/ar.
5 https://developer.apple.com/augmented-reality/.
6 https://poly.google.com/.
7 https://assetstore.unity.com/.

https://unity.com/unity/features/arfoundation
https://developers.google.com/ar
https://developer.apple.com/augmented-reality/
https://poly.google.com/
https://assetstore.unity.com/
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Abstract. Academic research and existing implementations of various systems
and services identify instances of conflict between security and usability. Engi-
neering the right trade-offs between security and usability is often not an easy
task. Engineering of such trade-offs is mainly reliant on developers’ skills, who
are either experts in security or usability. This research aims to assist the devel-
opers in engineering the right trade-offs by proposing the use of patterns. Pat-
terns provide benefits like means of common vocabulary, shared documentation,
reuse, among others. The use of patterns can assist security and usability develop-
ers by influencing their decision-making abilities when dealing with conflicts in
other but similar context of use. For the identification of such patterns, the paper
presents a three-stage methodology. To instantiate the methodology, a case study
was conducted whose results are also presented in the paper.

Keywords: Security · Usability · Usable security · Patterns

1 Introduction

Security and usability are considered as conflicting goals [1]. The trade-offs between the
two are discussed at different forums not limited to cyber-security and Human Computer
Interaction (HCI). Typical examples of the security and usability conflict include (1)
complex password guidelines having an impact on memorability, (2) implementation of
passwordmasking to protect against ‘shoulder surfing attacks’ but at the cost of feedback
(usability element), among others.

Traditionally security and usability have evolved independently and as different
domains, therefore, expertise in both security and usability is hard to find in one person
[2]. Despite this, the developers are oneswho facemost of the criticismwhen the security
solutions are unusable, or when usability features pose a threat to systems’ security. The
domain considering the integration of principles of security and aspects of usability is
known as usable security.

The early efforts in the field of usable security date back to 1998 when different
properties of usability problems relevant to the development of security systems were
identified [3]. Despite this recognition, state of the art concerning usable security still has
some catching up to do. Practices and trends followed in the large organizations reveal a
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lack ofmotivation in considering usable security as a quality dimension [4]. One possible
reason for this state is the cost associated with usable security [19]. The implementation
of security due to the constantly evolving threat environment and usability due to rapid
technological advancements has been so demanding that it leaves less time and costs to
manage the trade-offs between the two. Among the other reasons for the current state of
the art, it is imperative to discuss the following.

• Different perceptions concerning security and usability: The community has a dif-
ferent opinion concerning the existence of trade-offs between security and usability.
Most of the research argues the existence of trade-offs between security and usability
[5, 6]. However, in parallel with the research establishing the existence of the trade-
offs, there is some research classifying security and usability trade-offs as mere myths
[7, 8]. When the opinion on the existence of the problem is divided, then it is difficult
to effectively contribute towards solving it.

• Varying types of users: In the community of users of the same device or application,
opinions and requirements concerning security and privacy differ. Therefore, it is
difficult to cater to the requirements of such a diverse category of users, which further
complicates the task of finding common ground between security and usability and
delivering a usable secure system.

• Studying the conflicts by different communities in silos: Various communities and
interest groups have been studying usable security in silos, independently from each
other. Some of these include, (1) SOUPS (Symposium on Usable Security and Pri-
vacy), small community studying trends, avenues and advancements in usable secu-
rity. Much of the content is tactical, rather than being strategic, (2) The cybersecurity
community dealing with the wider scope of security services; usability is a minor con-
cern for this community, (3) The software engineering community where security and
usability are considered as quality characteristics. Some of the standards provide con-
tradictory perceptions and models for the same software quality characteristics, e.g.
definition of usability in ISO 9126 and ISO 9241-11, (4) The HCI community, where
the researchers try to explain from a cognitive perspective how users make poor secu-
rity decisions leading to system compromises. There is no medium for collaboration
that enables views from different communities and perspectives to be incorporated.

• Ineffective joint working groups: Because of independent activities, there is a lack of
joint efforts concerning usable security. However, there exist multiple working groups
specifically on usable security, but combining their findings to come upwith a strategic
vision for usable security, remains a challenge.

• Lack of strategic approach: Much of the work related to usable security suffers from
a cosmetic approach that is the solutions are limited to specific problems, rather than
contributing towards themanagement of the conflicts in general [2]. For example, there
was a perception that CAPTCHA (Completely Automated Public Turing Test to Tell
Computers and Humans Apart) poses readability problems for the users, therefore,
new CAPTCHAS were developed that allow the user to select relevant images in
response to the challenge. The question that remains valid for the community to
address is, ‘do we need CAPTCHAS?’. The prime purpose of CAPTCHA is to protect
against denial of service (DoS) attacks, which is the responsibility of the service
provider, and then why the user should bear the burden to deal with the CAPTCHA
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especially when they cause deviation from the users’ primary task. Likewise, the
majority of the work on usable security has been on the operational and tactical level
and therefore, has a cosmetic effect on the usable security problem. However, what
is required in this regard are the long term and strategic solutions, for example, a
requirement-engineering framework for aligning security and usability during the
phases of the system development lifecycle (SDLC).

Moreover, one aspect on which there is a consensus among different groups working
on usable security is to focus on learning and assisting the developers in handling the
security and usability conflicts. This forms the primary research question addressed in
this paper, which is ‘how to assist security and usability developers in handling the
conflicts and identifying suitable trade-offs while enabling learning in a specific context
of use?’. This research advocates the concept of ‘usable security by design’, which is
aimed at assisting the developers in handling the conflicts and identifying suitable trade-
offs by using design patterns. Each design pattern solves a recurring design problem in
a particular context of use. Using the patterns’ approach can be advantageous not only
for the developers but for the organizations as well. Software development organizations
can also contribute to the catalog of patterns, based on previous experiences from the
projects. Furthermore, using the patterns while ensuring effective management of the
trade-offs does not affect the timely completion and costs associated with the project.

There are some existing usable security design patterns, but there is a need to collect
those patterns, add them to a catalog and disseminate the catalog among the developers
and designers. Furthermore, it is imperative to identify more patterns to be added to
the catalog. For identifying more usable security patterns, the proposal for a three-stage
methodology is presented in this paper. The remainder of the paper is organized as fol-
lows. Section 2 presents the background and literature review. Section 3 presents the
proposed methodology for the identification of usable security patterns from existing
implementations. Section 4 presents a case study to instantiate the proposed method-
ology. Section 5 presents the discussion and avenues for future investigation identified
after the workshop, and Sect. 6 concludes the paper.

2 Background and Literature Review

In line with the research question addressed in this paper, the literature review was
conducted considering the following objectives.

1. To rationalize the use of patterns as a way of assisting developers in handling inter-
disciplinary conflicts e.g. security and usability conflicts.

2. To identify existing usable security patterns (if any) and methodologies for
identification for such patterns.

The authors [9] state, “insufficient communication with users produces a lack of
user-centered design in security mechanisms”. Both usability and security professionals
recognize the importance of incorporating their concerns throughout the design cycle and
acknowledge the need for an iterative rather than a linear design process. The use of pat-
terns allows the concerns from both security and usability viewpoints to be incorporated
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right from the start of system development lifecycle. Patterns’ ability to be improved
over time and incorporate multiple viewpoints make them suitable for interdisciplinary
fields like usable security [1]. Handling the security and usability concerns earlier in
the development lifecycle helps in saving significant costs and delays associated with
re-work.

An architect Christopher Alexander in the book ‘A Pattern Language’ originally
introduced the concept of patterns [10]. Deriving inspiration from this, the same concept
was implemented in computer science particularly in software engineering to assist the
designers of the system, while providing guidelines and high-level principles. A similar
concept was introduced in HCI to assist the development of user interface design (e.g.
[11, 12]).

Each pattern expresses a relation between three things, context, problem, and solu-
tion. Patterns provide real solutions, not abstract principles, by explicitly mentioning
the context and problem and summarizing the rationale for their effectiveness. Since the
patterns provide a generic “core” solution, its use can vary from one implementation to
another.

Furthermore, the patterns have three dimensions: descriptive, normative, and com-
municative [17]. From the perspective of usable security, the communicative dimensions
of the patterns enable different communities to discuss design issues and solutions. Pat-
terns also prove effective in the domains, which lack an existing body of knowledge;
in such cases, the patterns assist in identifying effective practices as they emerge and
capture them as objects for discussion, scrutiny, and modification [17].

In line with the second objective of the literature review, it was identified that the
authors [13] while listing 20 usable security patterns also presented the results after
analysis of commonly used software browsers like Internet Explorer, Mozilla Firefox
and email clients like Microsoft Outlook. It was revealed that the identified patterns
had a 61.67% application in the analyzed software implementations. The authors state
“patterns make sense and can be useful guide for software developers”. However, the
work was limited to listing the patterns and justifying their usage.

The authors [14] presented a list of patterns to align security and usability. They
classified the patterns into twocategories: data sanitization patterns and securemessaging
patterns. Different patterns listed include, ‘explicit user audit’, ‘complete delete’, ‘create
keys when needed’, among others.

The authors [15] proposed a set of user interface design patterns for designing infor-
mation security feedback based on elements of user interface design. Furthermore, the
authors created prototypes incorporating the user interface patterns in the security feed-
back to conduct a laboratory study. The results of the study showed that incorporating the
elements of usability interface design patterns could help in making security feedbacks
more meaningful and effective.

The authors [1] presented amethodology for deriving usable security patterns during
the requirements engineering stage of system development. The methodology relies on
handling the conflicts during the early stages of system development and documenting
the suitable trade-offs in the form of design patterns for reuse. What distinguishes the
methodology presented in this paper from thework [1] is that themethodology discussed
in this paper focuses on identifying and documenting instances of good implementations
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by experienced developers in the form of design patterns. This is more of a bottom-up
approach involving the identification of the patterns from existing implementations.
However, the work [1] focuses on the creation of new patterns based on system require-
ments where possible trade-offs are identified and managed. The managed trade-offs are
documented as patterns for implementation in the specific project and reuse by other
developers.

3 Methodology for the Identification of Usable Security Patterns

In this section, the proposed three-stage methodology for the identification of usable
security patterns is presented. As stated earlier, the methodology is based on identifying
new patterns from existing implementations, which are setting good practices in the
industry (see Fig. 1). This methodology provides uniform means to identify new pat-
terns, and an opportunity for various stakeholders to contribute towards identification
of the patterns and building the usable security patterns catalog. Particularly, from the
industrial perspective, it can enable documenting new patterns from the implementa-
tions by experienced developers, thereby facilitating the learning and training of new
developers.

Fig. 1. The proposed methodology for identification of usable security patterns

• Stage-1: The first stage involves the selection of a common usable security prob-
lem. For the selection of a usable security problem, the experts can utilize one of
the instruments such as surveys involving end-users, cognitive walkthroughs, heuris-
tic evaluations, to mention a few. The next step is to identify existing implementa-
tions addressing the problem. Since the implementations can have different ways of
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approaching the problem, therefore, to document the best implementation as a pattern
it is imperative to fulfill the ‘Rule of Three’. The rule of three requires at least three
instances of similar implementations before a pattern could be identified and docu-
mented [17]. Once three instances of similar implementations for a particular problem
are identified, the pattern is documented on a standard template. The details of usable
security patterns’ template are presented elsewhere [16]. Furthermore, selection of
the best implementation is mainly based on the expertise of the professionals who
are identifying it, however, to formalize the process it can also include evaluating the
implementation with respect to a pre-defined set of heuristics. Defining such a set of
heuristics for the evaluation would be considered as a part of the future work.

• Stage 2: The second stage involves a review of the newly documented pattern by one
or more experts in the field. This stage involves activities like selection of expert(s)
and gathering the reviews. Based on reviews the pattern is either accepted, which
means it is ready to be finalized (Stage 3), or require modification, which means it
goes back for modification to the experts who identified it during Stage 1, and in
other cases, it may be rejected, which means it is discarded. The review by experts
besides validation of the pattern has two advantages, (1) ensuring compliance with
the underlying standards and best practices concerning security and usability, and (2)
ensuring that the solution proposed in the pattern manages the trade-off effectively.
The expert(s) review concerning each pattern is recorded on a checklist (see Table 1).

Table 1. Usable security pattern review checklist

Usable security pattern review checklist

Description: For the pattern under consideration fill in the columns below. Accessing ISO
standards on security and usability is highly recommended to ensure compliance

Name of
the pattern

Relevant
to usable
security

Effectively
manages the
trade-off

Compliance with
the standards an
best practices

Decision Additional
recommendations

/*Unique
name of
the pattern
*/

Y N Y N Y/N Y N Y/N � Accept� Modify� Reject

Include
recommendations
for improvement
of pattern,
proposal for
modification,
compliance to the
standard, reasons
for rejection, etc.

• Stage 3: This stage comprises the following activities subject to the decision by the
expert(s):

– Accept: The accepted patterns are added to the catalog. The patterns in the catalog
can be disseminated among the community of developers and designers. The ways
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of disseminating the patterns include online pages, pocketbook for developers, and
whitepapers.

– Modify: The documented pattern is referred back to the security and usability
experts who identified it. The proposal for modification is considered and after
necessary amendments, the pattern is subjected to review for the second time.

– Reject: The rejected patterns are discarded; however, the recommendations are
considered for compliance in the other identified patterns with similar as well as
the other context of use.

4 Instantiating the Methodology: A Case Study

To instantiate the methodology and identify a usable security pattern from existing
implementations, a case study was conducted. The participants in the case study were
the members of the software engineering laboratory at LUT University. Participation
in the case study was voluntary. The objective behind the case study was to identify
instances of good implementations by experienced developers, which set best practices
in the field concerning the problem described below.

Case Description:
Mobile devices, particularly smartphones and tablets have become an inseparable com-
panion for human users, as they have a wide range of features not just limited to com-
munication. With such increased usage, we have seen an increase in cases of loss/theft
of mobile devices, which ultimately leads to data breaches.

Consider a scenario when someone’s smartphone is lost. Even if the lost smartphone
it was locked, the victim would still be worried about ways in which an adversary could
bypass the authentication mechanism and get access to the device. Access to the device
could mean a breach of privacy and identity (if payment options were linked to the lost
device). The authors [18] report a user study revealing that 50% of the respondents did
not feel protected in case of loss/theft of their smartphone. Based on the scenario, the
following problem statement was formulated.

Problem Statement:
In case of loss/theft of the users’ device, the data on the device increases the impact of
loss in the form of breach of privacy. The user needs to have trust and protection feelings
to be able to use the device for personal/work purposes.

Stages of Case Study:

• Stage 1: This first stage involved the selection of the usable security problem. The
results of a survey [18] led to the selection of the problem.While identifying the imple-
mentations addressing this problem, a solution ‘remote data deletion’ was identified.
The next step involved the application of the ‘rule of three’. Once three similar imple-
mentations addressing the problem were identified, the pattern (presented in Fig. 2)
was documented on the standardized template. The solution offered by the pattern
for the problem stated above is to “Offer the user with remote deletion functionality
hosted by the mobile vendor or mobile service provider via a usable secure interface”.
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A secure service available online will work in this regard. It should offer the remote
deletion by invoking the restore factory settings procedure, which would erase all the
information from the device in case of loss/theft. This procedure not only ensures the
security of data but also incorporates the human aspect of security, achieving human
satisfaction and trust (elements of the global usability).

4.1 A Subsection Sample
• Title: Data Deletion Pattern
• Classification: Data Protection, Device protection
• Prologue: To reduce the impact of loss in case of loss/theft of a device carrying 

sensitive personal/business information.
• Problem statement: In case of loss/theft of the users’ device, the data on the 

device increases the impact of loss in the form of breach of privacy. The user 
needs to have trust and protection feelings to be able to use the device for per-
sonal/work purposes.

• Context of Use: Whenever there is loss/theft of device carrying user’s data, 
which can lead to a breach of data.

• Affected Sub Characteristics: The sub- characteristics of usability and securi-
ty being affected/involved when this pattern is applied.
•Usability: satisfaction, trust, efficiency in use
•Security: privacy, confidentiality, integrity

• Solution: Offer the User with remote deletion functionality hosted by the mo-
bile vendor or mobile service provider via a usable secure interface.

• Discussion: Even if the lost smartphone was locked, the human user can still 
be bothered by breach of their privacy and the device’s security. However, 
when the data has been removed from the device, the impact of loss can be 
minimized to an exclusively monetary loss.

• Type of service: Mobile devices or similar used in the same context.
• Target Users: developers, designers
• Epilogue: Improved data protection and reduced impact of loss.
• Related Patterns: Can be added later from the catalog. 

Fig. 2. Data deletion pattern

Implementations of this pattern are available in the form of a “remote data deletion”
functionality made available by smartphone manufacturers like Samsung and Apple for
their users. Now the question arises who will use this pattern when this feature is already
implemented? One scenario for the application of this pattern is in the case of other
mobile devices including PDAs for inventory records, GPS, etc.
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It is imperative to state that as per classification, the pattern (presented in Fig. 2)
is a data/device protection usable security pattern. Other classifications of usable secu-
rity patterns include usable authentication, usable security interface, among others. For
example, a usable security interface pattern is presented in [16].

• Stage 2: This stage involved the validation of the pattern by the experts. It is perti-
nent to state that the pattern presented in Fig. 2 is a validated version of the pattern
after reviewing by the experts. The items in italic were added based on experts’ rec-
ommendations. The pattern review checklist from one of the experts is presented in
Fig. 3.

Fig. 3. Data deletion pattern review checklist

• Stage 3: Involved addition of this pattern to the catalog we are maintaining for
dissemination and reuse by other developers.

5 Discussion

The presentation of the methodology during the workshop generated a discussion from
which we identified the following avenues for future consideration.

• Evaluation of instruments for identification of the usable security problem: There is a
need to evaluate different instruments that can help the security and usability experts
in identifying the usable security problems with efficacy. For example, some of these
instruments include:
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– Surveys, involving end-users’ feedback and qualitative assessment of the problems
faced by users while using a security system or service.

– Heuristic Evaluations, which are conducted by experts to identify usable security
problems due to violations of usability heuristics and security policies.

– CognitiveWalkthrough, the security and usability experts inspect the user interfaces
of security systems and services by going through a set of tasks and evaluating its
understandability, ease of use and learning from the perspective of the targeted
population.

– Contextual Inquiry, that consists of observing services and systems in usewithin the
context of participants’ daily activities and asking for explanations as interesting
events arise (security problems, usability problems, comments from users)

– Semi-structured interviews, online or on-site with the users of security systems and
services. The interviews would be focused on specific usability problems arising
from security implementations.

– Use of tools, within a lab, the users can be recruited to use security systems and ser-
vices in a controlled environment. The human system interactions can be recorded
using specialized tools likeMorae or Observer XT.

• Adding quantitative aspects to the methodology: One dimension that needs further
investigation is the addition of a quantitative method in the selection of the best
implementations while documenting patterns. As stated in Sect. 3, the methodology
considers only the qualitative aspects (expertise of professionals) in the selection of
best implementations, therefore, considering the quantitative aspects will support the
security and usability experts in selecting the best implementations for identifying
and documenting new patterns. A quantitative methodology would also require a set
of metrics to assist the identification of best implementations, for example, NUC
(number of user complaints) is one such metric that can help in determining the best
implementations from the user perspective. The lesser is the NUC, the better is the
implementation from the user point of view. However, there is a need to identify a set
of these metrics and incorporate their values by assigning weights to come up with
a final valuation of the implementations quantitively. This valuation can be used by
experts in the selection of the best implementations addressing the usable security
problem under consideration.

• Assessing the across system properties perspective: Bouzekri et al., presented their
work on “Characterizing Sets of Systems: Across-Systems Properties and their Rep-
resentation” during IFIP WG 13.2 & WG 13.5 Workshop at INTERACT 2019, an
interesting aspect to consider from the perspective of our work is the effect of with-
in systems and across system properties on the identified patterns. Considering the
across system properties perspective, an important question to address is, do we need
different patterns addressing the same usable security problem but requiring different
solutions due to the nature of the context in which these systems are deployed?

• Formalizing the process of selection of experts for review: To have a set of experts
for validation of the identified patterns, the work presented by Larusdottir and Kyas
during the workshop identifies a mechanism that can be incorporated for selecting the
right set of people for performing a validation job. The authors presented their work
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related to the selection of an agile team for a developing development task. However,
learning from their approach can be useful in formalizing the process of selection of
experts.

6 Conclusion

Inter-dependencies and trade-offs between security and usability need to be approached
strategically. The three-stage methodology presented in this paper is an attempt in this
regard. Efforts need to be put in to develop a framework within the scope of the system
development life cycle (SDLC) for eliciting the conflicts between security and usability
while identifying suitable trade-offs between the two. The use of patterns can also be
influential in documenting the outcomes of employing such frameworks. Patterns can
assist also assist in improved communication between various segments working on the
project more precisely the security and usability teams.

Additionally, the use of patterns does not only assist the developers within the orga-
nizational setting but also free-lancers in assessing the usability of their security options
and vice versa. Furthermore, one pattern only solves one problem in a particular context
of usage; therefore, an entire catalog of usable security patterns is required just like the
user interface patterns catalog. The development of such a catalog is a time-consuming
process and requires community-level efforts, therefore, we intend to present our pro-
posal of using patterns and the methodology for identifying patterns to participants of
the Human-Centered Software Engineering and HCI community for their feedback and
participation in the development of the usable security patterns catalog.
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