Chapter 5 )
Bayesian Modelling of Dependence oo
Between Experts: Some Comparisons

with Cooke’s Classical Model

David Hartley and Simon French

Abstract A Bayesian model for analysing and aggregating structured expert judge-
ment (SEJ) data of the form used by Cooke’s classical model has been developed. The
model has been built to create predictions over a common dataset, thereby allowing
direct comparison between approaches. It deals with correlations between experts
through clustering and also seeks to recalibrate judgements using the seed variables,
in order to form an unbiased aggregated distribution over the target variables. Using
the Delft database of SEJ studies, compiled by Roger Cooke, performance compar-
isons with the classical model demonstrate that this Bayesian approach provides
similar median estimates but broader uncertainty bounds on the variables of interest.
Cross-validation shows that these dynamics lead to the Bayesian model exhibiting
higher statistical accuracy but lower information scores than the classical model.
Comparisons of the combination scoring rule add further evidence to the robustness
of the classical approach yet demonstrate outperformance of the Bayesian model in
select cases.

5.1 Introduction

Algorithmic approaches for combining judgements from several experts have evolved
over the years. Initially, techniques were either simple averaging, known as opin-
ion polling, or in essence Bayesian (French 1985, 2011). However, the Bayesian
approach did not prove practical and fell by the wayside, whilst the opinion polling
techniques gained traction. In practice, Cooke’s development of a performance-
weighted opinion polling approach, known as the classical model (Cooke 1991,
2007), dominated among the mathematical approaches to eliciting and aggregating
expert judgement data and remains the exemplar in this field. Non-mathematical
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approaches (designated “behavioural” approaches) to combining experts’ assess-
ments have also been applied in many contexts. Here, typically, a group of experts
discuss and agree on some form of consensus probability distribution within a struc-
tured framework (Garthwaite et al. 2005). There are benefits and risks to either
behavioural or mathematical aggregation techniques, both practically and philo-
sophically; however, both are possible and the choice in practice on which to use is
context-dependent (EFSA 2014).

Bayesian approaches (Hartley and French 2021) for SEJ start with the formalisa-
tion of a prior probability representing the decision-maker’s belief ahead of hearing
from the experts. Experts’ judgements are then treated as data, and appropriate like-
lihood functions are created to represent the information inferred from their stated
judgements. Bayes’ theorem is applied to combine the prior with the elicited judge-
ments on the uncertainty, to give the decision-maker’s posterior perspective given the
experts’ statements. Calculation of the, potentially very complex, likelihood function
was one of the key challenges that made early Bayesian models intractable.

Bayesian methods are starting to become more tractable with the advent of more
effective computational approaches, particularly Markov Chain Monte Carlo (MCMC)
(Wiper and French 1995; Clemen & Lichtendahl 2002; Lichtendahl 2005; Albert et al.
2012; Billari et al. 2014). At the same time, many of the principles early Bayesian
models sought to highlight, e.g. expert to expert correlation, have not been explicitly
tackled within existing non-Bayesian models. Thus the time is right to more formally
assess these new Bayesian frameworks versus current approaches in an aim to build
their credibility with decision-makers.

One of the key characteristics of Bayesian models is that they can utilise a para-
metric structure and thus infer a final posterior parametric distribution to represent
the decision-maker’s belief given the experts’ judgements. This is a motivating factor
for considering Bayesian frameworks for mathematical aggregation in SEJ. Opinion
pooling techniques result in non-parametric representations of the consensus output.
SEJ outputs are often used as inputs to broader parametric models and thus having
the consensus in a parametric form can be very powerful. Another motivating factor
for considering Bayesian models, in addition to the ability to encode more complex
dynamics such as expert to expert correlation, is the ability to specifically incorporate
prior knowledge into the process. If we are deploying SEJ in contexts where there
is a well-defined decision-maker, the Bayesian approach can help understand how
her unique position changes given the experts’ inputs. Note, in some cases, SEJ will
be used to act as a “rational scientist”. In these cases, informative priors may be
inappropriate and the model can be adjusted to take “naive” priors, whereby nearly
all the information encapsulated in the posterior comes from the experts’ judgements
as the priors have been selected to be intentionally uninformative.

Bayesian models are often structurally context-dependent, and many models have
been utilised in only a small number of settings, eliminating the possibility of a broad
meta-analysis. Building on the work of (Lichtendahl 2005; Albert et al. 2012) and
(Billari et al. 2014), within this chapter, we have considered a Bayesian framework
applied retrospectively to existing SEJ studies. This allows us to generate predictions
against a common data set and compare existing models accordingly. We recognise
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this does necessitate some compromises within the Bayesian paradigm which may
limit efficacy (such as no input during expert elicitation on parametrisation or prior
selection), however, does set a benchmark for the use of generalised Bayesian models
within SEJ.

It is important to note that any Bayesian approach may suggest a different proce-
dure to the elicitation and documentation of SEJ studies (Hartley and French 2021;
EFSA 2014; Cooke et al. 2000). Our aim in this chapter is to demonstrate some
practical applications of the Bayesian framework utilising the database' of studies
compiled by Cooke and Goossens (2008) and provide some performance compar-
isons with the classical model. Performance assessments are used to build the case
for the feasibility of generalised Bayesian frameworks and to provide evidence that
such a framework could be a credible choice for a decision-maker. Whilst not a pri-
mary focus within this chapter, we shall to a lesser extent note some of the more
procedural elements that are important when considering Bayesian approaches.

5.2 Overview of the Bayesian Model

Bayesian approaches treat experts judgements as data and then create appropriate
likelihood functions to represent the information implicit in their statements. The
main complexity in applying Bayesian methods relates to:

e the experts’ ability to encode their knowledge probabilistically and their potential
for overconfidence (Clemen & Lichtendahl 2002; O’Hagan et al. 2006; Hora 2007,
Lin and Bier 2008);

e shared knowledge and common professional backgrounds which drives correla-
tion between expert’ judgements (Shanteau 1995; Mumpower and Stewart 1996;
Wilson 2016; Hartley and French 2021);

e correlation that may exist between the experts judgements and the decision-makers
own judgements (French 1980);

e the effects of other pressures which may drive bias. These may arise from con-
flicts of interests, fear of being an outlier, concern about future accountabilities,
competition among the experts themselves, more general psychological biases,
and emotional and cultural responses to context (Hockey et al. 2000; Skjong and
Wentworth 2001; Lichtendahl and Winkler 2007; French et al. 2009; Kahneman
2011).

The Bayesian perspective makes it clear that one needs to think about correlation
between experts’ judgements due to shared knowledge; other approaches to aggre-
gating expert judgements do not. As any statistician knows, ignoring dependencies

I'This database is constantly growing as studies are completed. To give an indication of scale,
when the Eggstaff OOS validation analysis (Eggstaff et al. 2014) was conducted, 62 datasets were
evaluated. These sets included 593 experts and 754 seed variables which resulted in 6,633,508
combinations and 67,452,126 probability judgements. A subset of these are considered within this
chapter for cross-validation of the Bayesian approach.
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between data leads to overconfidence in estimates. The same is true here, although
we have noted that allowing for correlations between experts has been a considerable
hurdle to the development of practical Bayesian methods.

The Bayesian framework we have employed simplifies some of the inherent com-
plexity by breaking the post-processing into four distinct steps:

Expert clustering
Distribution fitting
Recalibration
Aggregation

The method is applied to judgements in the form used by the classical model. Here,
estimates are elicited for both the target variables of interest and for seed variables,
for which the analyst conducting the study knows the values a priori but the experts do
not. These variables can be used as a calibration dataset within the Bayesian paradigm
but are used by the classical model in order to calculate the performance weighting
scores. All elicitations are made against a standard set of quantiles (typically three—
0.05, 0.5, 0.95 or five-0.05, 0.25, 0.5, 0.75, 0.95).

We will not give a full mathematical exposition of our Bayesian framework here;
however, we shall outline some of the key components behind each of the above
steps to help with the analysis later on. For a full mathematical background, please
consult Hartley and French (2021).

5.2.1 Expert Clustering

One of the risks leading to overconfidence in a final posterior comes from the shared
knowledge or common professional backgrounds that experts may have which drives
correlation. As we outlined before, finding such an underlying correlation and cor-
recting for it is often a challenge for Bayesian models. One approach to bypass the
issue of directly calculating complex correlation matrices would be to identify the
sources of the underlying similarity in estimation and with this knowledge cluster
experts into homogeneity groups in which all experts with similar historic knowledge
are grouped together. As part of the aggregation exercise, this knowledge could be
utilised to reduce the risk of overconfidence (Albert et al. 2012; Billari et al. 2014).
One approach to forming these groups would be to attempt to elicit information
about potential sources of common knowledge, in addition to the quantiles, from the
experts. This approach is appealingly simple and would require only a procedural
update. In practice, however, this elicitation is likely to be challenging as sources of
this correlation may be opaque, even to the experts themselves. Thus, algorithmic
approaches, which attempt to infer these groupings, could be considered.

The framework we have employed, similar to (Billari et al. 2014), utilises algorith-
mic clustering techniques in order to group and re-weight experts. Given the classical
model data structure, there is a choice of data set to use for the clustering exercise, the
target variables, the seed variables, or a combination thereof. We have chosen here to
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use the seed variables. If there is underlying correlation between experts, driven by
their shared knowledge, then this correlation should be apparent in their seed variable
estimations. If there is no such link on the seed variables, then we would argue that
there is limited risk of overconfidence on the target variables. This is clearly true
only if the seed variables are within the same domain as that of the target variables,
i.e. shared knowledge of experts in rare genetic conditions within hamsters does not
imply shared knowledge in the risk of a bolt breaking within a suspension bridge.
Representativeness of seed variables is similarly a core tenet underlying the use of
these variables within the classical model. Please note that definition of meaningful
seed variables is not easy, and there are those that would question the use of these
variables altogether, although extensive cross-validation literature on Cooke’s model
does demonstrate their value (Colson and Cooke 2017; Eggstaff et al. 2014; Lin and
Cheng 2009; Flandoli et al. 2011). We will leave this aside for now, however, and
note that similar to Billari et al. (2014), the target variables could have been used
in their place. Given seed variable estimations, it is easy to apply any number of
clustering algorithms to the seed variable space (in which each expert is a point)
in order to generate the expert groupings. We recommend utilising either hierarchi-
cal clustering, due to its efficacy over sparse datasets (and easy comprehension by
decision-makers) or mixture models, specifically, Dirichlet process mixture models,
due to their limited assumptions about the number of groupings a priori and their
ability to integrate easily with the broader Bayesian framework (Billari et al. 2014).

5.2.2 Distribution Fitting

Within Bayesian frameworks, it is common for distribution fitting to be utilised
in order to apply parametric models in the post-analysis of experts’ assessments.
This both makes the computation simpler and aligns with the assumption, in many
practical applications, that underlying phenomena are parametric in nature. One of
the benefits of a Bayesian approach is this parametric form. Often the outputs of
an SEJ study can feed further analysis and having a fully parametrised posterior
distribution can make calculations of future models much simpler. Opinion pooling
method outputs are typically non-parametric.

Due to the complexity of eliciting experts’ expectations on parameters, it is often
preferable to elicit on observables first and then parametrise post hoc. Ideally, this
would be done in conjunction with the experts (similar to behavioural SEJ approaches)
to ensure that they are comfortable with the final statement about their beliefs; how-
ever, as we are applying this analysis retrospectively, this is not feasible. Thus, a
choice must be made of which parametrisation to use. The aim of any fitting process
must be to select a distribution which minimises the discrepancy to quantiles elicited
from the experts in order to ensure that the fitted distribution reasonably reflects their
underlying beliefs. Commonly used distributions within SEJ are the Gaussian distri-
bution (Albert et al. 2012; Billari et al. 2014), the log-normal distribution (de Vries
and van de Wal 2015) or a piecewise distribution which is uniform on the interior
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quantiles and exponential on the tails (Clemen & Lichtendahl 2002). All of these
distributions have advantages and disadvantages, e.g. in fitting the log-normal distri-
bution, assumptions must be made on the un-elicited minimum and on the exponential
behaviour post the top quantile, or, in the Gaussian, assumptions of symmetry about
the mean. To this extent, we have chosen to utilise a two-piece Gaussian distribution
(a Gaussian distribution with different variances above and below the median). This
choice allows exact fitting to the expert quantiles, with minimal points of disconti-
nuity and no assumptions on the extremities. It is, however, admittedly an ad hoc
choice and our framework is generic, and thus could be applied to many parametrisa-
tions. The impact of different parametrisations on the final decision-maker posterior
is an area for further research. If this Bayesian framework were to be applied to a
study from the offset (rather than utilising data post hoc as we are doing here), then
discussions about the appropriate distributions to use should be had with the experts.

5.2.3 Recalibration

Bayesian models typically consider the topic of recalibration differently to frequentist
approaches. In the Bayesian model, as probability is subjective and thus a property
of the observer (typically the decision-maker) of the system, it appears reasonable,
for any such observer to consider all the information at hand in forming their final
posterior distribution. An example of such information may be any bias which the
experts have exhibited in historic judgements. Many potential drivers of bias, such
as anchoring (Kahneman et al. 1982; Kahneman 2011), can be minimised through
elicitation procedure (Cooke et al. 2000). Others, such as consistent over/under con-
fidence, are often still visible (Burgman 2015). Thus if expert A, from a pool of
experts, has historically been systematically overconfident, a Bayesian decision-
maker may choose to broaden the tails in expert A’s elicited judgement distributions,
before aggregating with other experts, in order to truly reflect the decision-maker’s
belief of the uncertainty. Please note that there is significant resistance to this form
of recalibration in certain areas with the argument that you should not adjust the
experts forecasts as this creates an ownership problem (effectively the forecasts are
no longer the experts’ once you have adapted them, they belong to the analyst) and
an accountability issue accordingly.” We would argue that the use of recalibration
is context-dependent. In expert judgement problems with a single decision-maker,
it would potentially be remiss to ignore any such information about potential addi-
tional uncertainty. Regardless, the model we have used is modular in design and
recalibration could be included or excluded as appropriate given the context of the

2Ifit is assumed that experts are operating as coherent subjective Bayesians (Finetti 1974; De Finetti
1957), then there are mathematical inconsistencies with certain forms of recalibration (Kadane and
Fischhoff 2013; Lichtenstein et al. 1982). However, there is evidence of incoherence among expert
judgements within the Delft data, even on the small number of elicited quantiles. The exact form of
calibration we are employing is also explicitly excluded from the mathematical analysis in Kadane
and Fischhoff (2013).
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problem at hand. Significant overconfidence is apparent in many studies within the
Delft database; thus, this analysis has included recalibration. Further work should be
conducted to empirically assess the impact of this recalibration. One approach to this
would be to conduct the same analysis outlined in this chapter using both calibrated
and un-calibrated Bayesian approaches. This is left for further research.

Seed variables, used for the performance weighting calculation within the classical
model framework, can be used for the quantification of bias adjustments. These
variables, elicited from the experts with true realisations known by the facilitator a
priori, allow an analyst to identify if there are any systemic biases between prediction
and realisation which need to be eliminated. The approach we use for this, taken
originally from Clemen & Lichtendahl (2002), is to identify “inflation” factors which
are multiplicative parameters inferred from the seed variable estimates and their
realisations. In the case of a study in which three quantiles are elicited, there are
three multiplicative parameters. The first of these is a positioning inflation parameter
that assesses if there is consistent over or under forecasting of the median assessment.
The other two parameters are then multiplicative dispersion parameters. These are
calculated on the distance (or in the case of the two-piece Gaussian, the standard
deviation), defined by the gap between the median and the upper/lower estimates,
respectively. In this way, the dispersion inflation parameters control for any systemic
bias in over- or underestimating the uncertainty in the judgements the experts give.
Posterior estimates for these multiplicative® inflation factors can be inferred for each
expert by starting with the assumption that they are well calibrated and then utilising
the seed variables provided in the study as data and passing each through Bayes’ rule.
In practice, we also strengthen the analysis by allowing an inflation factor dependency
structure between experts. We infer this through hierarchical models and MCMC as
per Clemen & Lichtendahl (2002).

5.2.4 Aggregation

Once the set of expert homogeneity groups (H) and a final set of individual experts’
judgements on the target variables (which have been recalibrated and fit to appropriate
parametric distributions) have been confirmed, we can combine these to create a
final posterior through aggregation. In order to do this, we utilise a hierarchical
model, first proposed in Albert et al. (2012), which includes a novel approach to
capturing the dependencies between experts. The aggregation model assumes that
each expert’s parameterised beliefs, derived from the elicited quantiles, are linked to
that of the other experts in their group through a common shared group distribution.
Each group will have a parametrised distribution, with parameters defined by the

3Utilising multiplicative inflation factors in this way does put constraints on the scales of variables
(both seed and target) as it assumes that all variables are of a similar order of magnitude. If we
imagine some variables are logged, then this form of recalibration would not work. This is currently
a restriction with this framework and more research is required into potential solutions, although
one possible approach is outlined in Wiper and French (1995).
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DM Aggregate beliefs

Q Group Homogeneity groups’ beliefs
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Fig. 5.1 A belief hierarchy for aggregation of expert judgement with homogeneity groups (DM -
decision-maker)

combined beliefs of its expert members. The groups likewise are linked to each other
via a common shared universal distribution that of the Supra-Bayesian. The final
combined posterior distribution represents the updated decision-maker judgement
and is calculated through MCMC. A simple diagram of this model is shown in Fig. 5.1.

The motivation for this expert partition is that rather than explicitly calculating
the correlation matrix, the grouping approach is used to appropriately weigh the
impact of each expert in the final model, offsetting overconfidence effects driven by
correlation.

One of the advantages of this approach is that the hierarchical model can cap-
ture both the underlying consensus and diversity between experts. Opinion pooling
methods do not attempt to assess consensus of opinion. Additionally, hierarchical
Bayesian models of this nature allow inference not only the posterior distributions
of the target variables but also all of the other latent elements within the model,
such as inter-group dependencies. To this extent, it is possible to recover after the
analysis has been completed, all of the homogeneity groups’ beliefs as well as the
parametrisations used for the individual experts. This gives the analyst a diagnostic
tool to help understand how uncertainty has propagated through the model.

In order to combine each of the above four steps within our framework, we utilise
MCMC. We have chosen to do our grouping utilising agglomerative hierarchical clus-
tering (Charrad et al. 2014) within this chapter. This is to ensure deterministic group
definitions given the significant number of predictions made. This means we have a
two-step process, one step to create the necessary clusters and the second to do the
parametrisation, recalibration and aggregation, which are all done within a single
piece of MCMC code. If we utilise a Bayesian hierarchical clustering algorithm (such
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as Dirichlet process mixture models), then this allows us to do all four steps within
each iteration of the MCMC algorithm. This is philosophically appealing as it means
we only use each piece of data once (seed variable information is used twice in the
two-step model) but proves less stable with very small datasets and less intuitive to
the decision-maker. To this extent, the choice of whether to use a one-step or two-
step process is context-dependent. For a full mathematical exposition of the Bayesian
framework, and to understand how the four elements are combined together, a review
of Hartley and French (2021) is recommended.

Given this framework, it is interesting to understand how results compare to
those of Cooke’s classical model. Thanks to the open availability of historic Expert
Judgement Studies, and the underlying data that Roger Cooke has kindly provided,
we see how results differ from classical model outputs. We will start by doing a
deeper dive into a couple of specific examples within geology and environmental
resource management before looking more generically across the breadth of studies
within the Delft database.

5.3 Effusive Eruption

Following the eruption of the Icelandic volcano, Eyjafjallajokull, in 2010 a scientific
emergency group (SAGE) was appointed by the UK government. One of the tasks
of this group was to consider the potential of future eruption scenarios that may
impact the UK, and volcanic eruptions were subsequently added to the UK National
Risk Register. One of the key scenarios adopted by the UK National Risk Register
was considering the eruption of the Grimsvotn volcano (commonly known as the
Laki Eruption due to its presence within the Laki crater) which occurred in 1783-84.
This volcano had a huge impact on Europe, particularly in Iceland where 60% of
the grazing livestock died (predominantly by Fluorosis) and 20% of the Icelandic
population were also killed as a result of illness, famine and environmental stress.
This eruption was considered to represent a “reasonable worst-case scenario” for
future eruptions.

Risk to the UK from such a scenario recurring would be in the form of volcanic
gases, aerosols, acid rain and deposition of acids. These factors can have signifi-
cant environmental impact (due to deposition on vegetation, buildings and potential
impact to groundwater), or impact on transport, particularly aviation (as we saw
with Eyjafjallajkull), where sulphur dioxide and sulphuric acid can cause damage to
airframes and turbines, engine corrosion, or put crew and passengers at risk of expo-
sure. To model this complexity, meteorological (weather and atmospheric transport)
models, in addition to chemistry models, are considered. In order to support this
modelling and determine a set of prior values for some of the source characteristics,
an expert judgement study was conducted in 2012 (Loughlin et al. 2012) (note: this
study followed an earlier study conducted on the same topic in 2010 (EFSA 2010)).

Structurally, the elicitation was conducted with 14 multidisciplinary experts.
Experts were from academia, research institutes and other institutes with opera-
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tional responsibilities. These experts were able to cover all of the modelling fields
described earlier (meteorology, atmospheric dispersion, chemistry) in addition to
specific volcanology expertise. Quantitative responses were captured for 8 seed vari-
ables, alongside 28 target variables (22 volcanological in nature and 6 related to
plume chemical processes). Not all questions were answered by all experts, with
number of responses for each variable coming from between 5 and all 14 experts.
For comparisons between the Bayesian framework and the classical performance-
weighted model, we shall consider only the 10 target variables which were responded
to by all experts and for which details are captured within the Delft database (Cooke
and Goossens 2008).

Seed variables experts were asked to quantify were related to the historic Laki
eruption, e.g.

e What was the area of the Laki Lava flows in km?>?
e What was the estimated production of Laki in CO, megatonnes?

With true realisations of 500km? and 349 megatonnes, respectively, an example
target variable question was:

e What is the likelihood that in the next Laki-like eruption there is an episode which
releases 10 times more SO, on the same timescale as the peak eruption episode
during Laki?

With other questions similarly linked back to the Laki eruption, this link is important
as it helps ensure that the seed variables are truly representative of the target variables
and are thus suitable for use within the recalibration exercise inherent within the
Bayesian model (and likewise for appropriate performance weighting in the classical
model).

Across the total 112 seed variable estimations, if we were to a priori assume that
experts were well calibrated/statistically accurate, we should expect to see 11-12 of
the seed variable realisations sitting outside the range given by the 0.05 and 0.95
quantiles provided by the experts. Individual experts would expect to have no more
than one judgement where the true realisation sits outside of these bounds. In practice,
actually 64% (72) of the true realisations fell outside of the 90th percentile bounds
given by the experts. For individual experts, between 37.5% and 100% of realisations
fell outside of the confidence bounds given (Fig.5.2). These results are potentially
shocking to the uninitiated and may appear to point to a lack of true “expertise”
of the experts in the panel, in practice, however, these types of numbers are not
uncommon for judgements within SEJ (Burgman 2015) and reflect the complexity
of the underlying dynamics within the contexts in which SEJ operates (hence, the
need for judgement in the first place). What it does point to, however, is a cautionary
note for decision-makers that experts can often be, and in this case are demonstrated
to be, systemically overconfident in their judgements. This furthers the case for
recalibration, without which, further uncertainty driven by this overconfidence will
be ignored.

Running the classical model over this dataset results in 3 experts getting a weight-
ing (Expert 10-53%, Expert 14-31%, Expert 12-16%) and 11 experts being removed
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Fig.5.2 Across seed variables within the Laki effusive eruption scenario study, experts demonstrate
significant overconfidence in judgements. All experts have more variables outside of the 0.05 and

0.95 quantiles than would be expected for high statistical accuracy. Red line indicates the expected
% of variables for a perfectly calibrated expert

from the final CM optimised decision-maker quantile calculation altogether.* To
compare the impact of this to the Bayesian framework, we can first consider the
homogeneity groups that are created as a result of the first step within the model,
the clustering exercise. Running this process identifies five core homogeneity groups
within the expert pool (Fig. 5.3), of which two are formed of a single expert and three

Dendogram of Expert Homogeneity
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Fig. 5.3 Experts are clustered into five homogeneity groups (coloured boxes) demonstrated by a
horizontal cut on the dendogram (red line). These five groupings, based on seed variable responses,
cluster the experts into three groups of four individuals and two outliers (Experts 11 and 7) who sit
within their own homogeneity groups as they regularly offer differing opinions to the other experts

“#Please note that, whilst not included in the final calculation of the quantiles within Cooke’s methods

optimised volcanology, these experts’ assessments are still involved in determining the intrinsic
range of the random variables.



126 D. Hartley and S. French

are each of four experts. The two experts who are grouped within their own pools
have done so as a direct result of a significant divergence in judgement between
themselves and the remaining groups as it pertains to the seed variables. Thus, the
Bayesian model identifies that there is the potential for discrepancy in opinion on the
target variables that should be considered and upweights these individuals relative
to their peers. In this way, the Bayesian model is capturing the diversity of thinking
across the experts. Please note that, at this stage, no judgements have been recali-
brated; thus, we do not yet know whether this diversity is a result of different mental
models by these experts or due to miscalibration. The recalibration exercise ensures
that experts are well calibrated before aggregation, and thus we minimise the risk of
simply up-weighting a “poor” forecaster.

Expert judgements are subsequently passed through the distribution fitting, recali-
bration and aggregation processes described earlier to create a single decision-maker
posterior distribution. It is important here to reflect on the context of the analysis that
we are conducting, and hence the decision-maker we are trying to model. In the case
of this volcanology study, there is not an individual decision-maker whose belief is
being updated by the experts. The study is being conducted in order to arrive at a
consensus distribution which reflects that of a rational scientist. As a result of this, we
need to be thoughtful about the choice of priors that we use in our model. As outlined
in Hartley and French (2021), in rational scientist scenarios, there is no individual
decision-maker with a significant a priori belief thus we recommend using diffuse
priors to minimise the impact of the analyst on the output. The only exception to this
is on the median inflation factor, for which we set a tight prior, centred around 1. This
assumes that experts are well calibrated on their median and ensures that there are
only minor changes feasible to the centrally elicited quantile. However, the model
is given freedom to adjust the upper and lower tails to mitigate the overconfidence
seen earlier. If extensive changes to the median were allowed in the model, it could
be argued that the judgements no longer reflect that of the expert, and thus the aim of
achieving a rational scientific consensus would be compromised (note, in the context
of an individual updating their beliefs, further recalibration of the median may be
appropriate). Numerically, the set of priors considered for our model here are as
outlined in Hartley and French (2021), where rational scientist consensus is also the
goal. These priors were consistent across all of the analysis within this chapter. More
extensive exposition of the considerations of priors within Bayesian SEJ models is
outlined in Hartley and French (2021).

Before getting on to discussions regarding the uncertainty bounds provided by
the Bayesian/Cooke’s models, it is first interesting to assess differences between the
posterior median for the Bayesian model and Cooke’s optimised decision-maker’s 0.5
quantile. In many contexts, final decision-makers will look to a point estimate from
which to base their next best action. As the Bayesian model is trying to consider both
the consensus and diversity in opinion, the hierarchical nature enforces unimodality
in the posterior distribution. This posterior mode (which, due to the parametrisation
used, will be located at the median) reflects the most likely single value a decision-
maker would use to represent a point estimate. Whilst we recognise that ignoring
uncertainty in this way is counter to the goals of risk management for which SEJ is
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Fig. 5.4 The Bayesian model produces median estimates similar to that of the PWDM and always
within the PWDM uncertainty bounds. The Bayesian decision-maker, however, suggests a higher
level of underlying uncertainty

typically employed, the use of point estimates is a common decision-making reality
and thus worth assessing. For brevity, outputs from Cooke’s classical model will
henceforth be referred to as the PWDM (Performance-Weighted Decision-Maker with
optimisation).

Figure 5.4 outlines the final uncertainty ranges for each of the 10 target variables
and each of the ascribed models.’ It is important to note that across all of the distri-
butions the median for the Bayesian model sits within the uncertainty bounds of the
PWDM. This is reassuring. Given the extent to which the PWDM has been utilised in
practical studies, if there were fundamental concerns on this number these are likely
to have been surfaced before. This suggests that a decision-maker considering either
model is not likely to make a significantly different decision based on the expected
value alone. There is a noticeable difference, however, in the ranges given by the two
models. The PWDM has consistently narrower bounds than the Bayesian decision-

STable 5.3 and Fig. 5.13 in the Supplementary material outline the same responses but also include
the results from considering an equal-weighted linear opinion pool (EWDM), omitted initially for
brevity and clarity. Comparisons versus the EWDM are considered later when assessing the distribu-
tional forms as this provides greater clarity on the difference in modelling approaches than simply
the uncertainty bounds alone. All EWDM results have been taken directly from the tool EXCALIBUR
used to calculate the PWDM optimised DM.
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maker. This is as we would expect and is caused by two predominant factors. Firstly,
the PWDM selection criteria, by design, are optimising for statistical accuracy and
information, and will often trade minor reductions in statistical accuracy for signifi-
cantly improved information. This occurs due to the fact that information is a slower
responding function than statistical accuracy. Secondly, the Bayesian decision-maker
is recalibrating the experts’ judgements. Given that experts have demonstrated over-
confidence, the decision-maker has correspondingly increased uncertainty ranges.

Please note that some of the posterior uncertainty ranges for the target variables
within Fig.5.4 and Table5.3 modelled using the Bayesian framework are demon-
strating infeasible values (e.g. for variable 6, the maximum number of fissures, as
a result of the recalibration exercise, negative values have appeared. For obvious
reasons, it is not possible to have negative values for such a variable). The Bayesian
framework does allow variable constraints to be considered, and the key is the con-
stant of proportionality within Bayes’ rule. This constant allows us to apply such
bounds post hoc, by removing the infeasible area and rescaling accordingly. The
other approach would be to consider the framework utilising distributions which are
inherently constrained, for example, utilising a beta distribution if the target vari-
able is a percentage as this is naturally constrained to the interval [0, 1]. Neither
adjustment has been performed here as the focus is on highlighting the impact of
different modelling approaches at a macro-level although these considerations are
very important when applying the framework in practice.

Whilst the median and the uncertainty bounds themselves are critical, it is also
important to understand the shape of the final decision-maker distribution for each
model. Figures5.5 and 5.6 outline two such distributions, selected as these show
different behaviours of the models. The equal-weighted decision-maker (EWDM)
distribution has also been added to these slides for comparison. The equal-weighted
decision-maker is the result of a linear opinion pool with identical weighting given
to each expert.

Target variable 3 (Fig.5.5) demonstrates common behaviour of the Bayesian
model versus Cooke’s performance-weighted approach and the equal-weighted
decision-maker, notably, a single modal point with a Gaussian decay in either direc-
tion (rather than multi-modality), narrower shoulders, and a broader support. One of
the outlined aims of the Bayesian framework is to identify underlying consensus in
opinion from the experts, and thus this distributional shape is by design and reflects a
starting assumption that the Supra-Bayesian decision-maker’s belief is of this form.
Note that this is a decision to be made in setting up the model, and the framework is
generic in nature to support many other possible parametrisations. Broader support
is driven by the recalibration portion of the model and the overconfidence displayed
by the experts on the seed variables. If experts were systemically under confident, we
would expect to see narrower tails on the Bayesian model. In practice, overconfidence
is much more common (Burgman 2015).

Target variable 10 (Fig.5.6) demonstrates a slightly different picture; here, once
again the modal point of the Bayesian model is similar to that of the PWDM, and the
unimodal shape is maintained. However, in this instance, the EWDM is demonstrating
a slightly different picture of the uncertainty. Both the PWDM and the Bayesian model
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Fig. 5.5 Final distributions for target variable 3: ’ After the initial explosive phase (i.e. first days),
what is the likely average sustained plume height for gases above the vent for the remainder of the
active episode?’” Note the similar shapes between the PWDM and EWDM distributions. The Bayesian
model demonstrates a slightly higher modal point, and more uniform shape as it is focussed on the
underlying consensus in opinion. Note also the larger support of the Bayesian decision-maker as
this recalibrates for overconfidence

put a very significant amount of the density at the modal point with little probability
to a value below this and a limited but positive probability of more extreme values.
The EWDM, however, has significantly less mass around the modal point, a larger
probability of a lower realisation and more significant density in the upper tail. It is a
positive sign that similar distributional shapes are visible here for the Bayesian and
PWDM as there is no a priori reason that this should be the case and suggests that they
may both be pointing to similar underlying consensus between experts.
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Fig. 5.6 Final distributions for target variable 10: “What is the typical gap between major gas
outburst episodes?” Note, similar to the PWDM (although not the same extent) the Bayesian decision-
maker puts more of the distributional density in the region just greater than the modal point. Whilst
the Bayesian model includes the greater range suggested by the EWDM, it tapers off much faster

5.4 Invasions of Bighead and Silver Carp in Lake Erie

Forecasting the likelihood of, and damage caused by, invasive non-indigenous species
within many natural environments is difficult and poses a problem for those respon-
sible for natural resource management. Similar to the context outlined before, often,
the data necessary to build comprehensive decision models is incomplete, and thus
expert judgement can be used to supplement what data is available. A recent study,
(Wittmann etal. 2015,2014; Zhang et al. 2016), utilised expert judgement through the
classical model to forecast the impacts of Asian carp in Lake Erie. Asian carp is non-
indigenous and currently believed not to be established within the lake. Assessments
were made to quantify potential aspects of the Asian carp population (biomass, pro-
duction and consumption) as well as impacts to existing fish species, in the instance
that these carp become established within the lake. Establishment could occur as a
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result of contamination of bait, release by humans or through waterway connections
linked to currently established populations.

Structurally, the study comprised of 11 experts, each of whom was asked to assess
84 variables (20 seeds and 64 targets) within the elicitation questionnaire. In practice,
for 5 of the seed variables, actual realisations did not become available and for 1
expert, only 11 of the seed questions were responded to. Hence, within this analysis,
to ensure consistency across modelling approaches, these 5 seed variables and this
1 expert have been removed, to leave 15 seed variables and 10 experts. Please note
that this selection choice differs from the original paper in which the expert was left
in the study but a further four seed variables were removed. Elicitations were made
against the standard three quantiles (0.05, 0.5, 0.95).

The clustering of experts defined by seed variable responses suggested three core
homogeneity groups within the expert pool. The largest group consisted of six mem-
bers (experts 3, 4, 7, 8, 9 and 10), the second group three members (experts 1, 2 and
5) and finally expert six sat within their own group as their responses consistently
differed to those of the remaining groups, suggesting that they may be using a differ-
ent set of reference data or mental models through which to base their judgements.
Supporting a decision-maker in identifying why a particular homogeneity grouping
may have arisen could be difficult as the space in which the clustering is performed
may be high dimensional (in this case 15 dimensions). Principal component analysis
can be used to reduce dimensionality and create a lower dimensional visual repre-
sentation of the variation in responses between experts. Figure 5.7 outlines some key
PCA outputs for this study and identifies the emergent groups in a visual way.

Similar to the prior study outlined, overconfidence was common in the experts
across the Lake Erie study. 47 of the 150 (31.3%), seed variable/judgement combina-
tions had realisations sitting outside of the bounds given by the experts. Significantly
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Fig. 5.7 A scree plot of the principal component analysis demonstrates that the first two identified
components explain 50.1% of the variance across the original 15 dimensions within the seed variable
space. When we isolate these two components and look at where the individual experts sit, the
homogeneity groups identified by the model (coloured boxes) emerge. Expert 6 is separated from the
remainder and thus is within their own homogeneity group, as they systemically give differentiated
responses to the other experts. Note that groupings here are for visualisation purposes only; actual
clustering occurs over the full set of seed variable dimensions
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Table 5.1 Biomass levels (t/km?) predicted for the Lake Erie study sole invader scenario
EWDM PWDM BDM

Target variable | 0.05 0.5 0.95 0.05 0.5 0.95 0.05 0.5 0.95
Peak biomass
Bighead carp 0.0 2.4 17.2 1.6 8.9 259 0.7 4.2 13.0

Silver carp 0.0 2.3 17.0 1.6 8.8 259 0.7 4.1 11.9
Equilibrium

biomass

Bighead carp 0.0 1.2 9.1 0.4 3.0 122 |03 2.0 6.2
Silver carp 0.0 1.1 8.0 0.4 3.0 122 |03 23 6.8

more than the ~15 (10%), we would have expected assuming the experts were all
well calibrated. Unlike the effusive eruption example given earlier, however, the
range of calibration across the experts was broad. Expert 4 demonstrated strong sta-
tistical accuracy, only 1 of the realisations (7%) fell outside of the judgement bounds
they gave. As expected this translates into significantly less recalibration within the
Bayesian model. Expert 4 had the lowest recalibration parameters within the group.
Classical model analysis of the study put all weighting to Expert 4, thereby effec-
tively removing all other experts’ judgements from the quantile aggregation within
the PWDM optimised decision-maker. Note that, as before, all experts are still included
in the calculation of the intrinsic ranges.

The key finding of the original elicitation was that given the right starting con-
dition, there is significant potential for the establishment of Asian carp within Lake
Erie. In particular, they have the potential to achieve a biomass level similar to some
already established fish species currently harvested commercially or recreationally
(yellow perch, walleye, rainbow smelt and gizzard shad). These findings remain
when considering the final posteriors proposed by the Bayesian model. The Bayesian
model estimations of peak biomass levels for bighead and silver carp, in scenarios
where they are the sole invader, suggest higher medians than those predicted by the
EWDM but lower than those predicted by the PWDM for both bighead and silver carp
(Table5.1).

Uncertainty ranges within the Bayesian model are slightly narrower than either of
the other two. Equilibrium biomass estimates in the same scenarios were lower than
peak biomass levels but displayed consistent behaviour between models. The PWDM
estimates that the median equilibrium values were approximately 1/3 of the peak
value compared to approximately 1/2 in the Bayesian or EWDM models. In the joint
invasion scenario (where both bighead and silver carp are established), the Bayesian
estimation of the equilibrium biomass was marginally higher than both the PWDM
and the EWDM (Table 5.2). Final quantile estimations of the proportion of the total
biomass that is bighead carp in the joint invasion scenario were identical in the PWDM
and Bayesian models and marginally higher than that of the EWDM (Table 5.2 and
Fig.5.8).
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Table 5.2 Estimates for the Lake Erie joint invasion scenario
EWDM PWDM BDM
Target Variable |0.05 |0.5 095 |0.05 |05 095 |0.05 |05 0.95
Equilibrium 0.0 22 123 |04 3.0 122 0.6 3.6 104
biomass
Proportion  Big-| 0.0 0.3 0.9 0.1 0.5 0.9 0.1 0.5 1

head carp
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Fig. 5.8 Final distributions for Target variable 10 in the Lake Erie study: “What is the proportion
of the total biomass that is bighead within the joint invasion scenario?” The Bayesian model and the
PWDM suggest a marginally higher proportion of the biomass will be the non-indigenous bighead
carp than EWDM predictions. Note the narrower shoulders and broader tails of the Bayesian model,
consistent with other target variable estimations
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Overall, similar to what was seen in the effusive eruption case, the quantities of
interest resulting from the Bayesian model do not vary significantly (where signif-
icance is defined as implying a radically different conclusion from the judgement
data) from those of the PWDM, and in this case the EWDM. All models have suggested
that there is significant potential for the establishment of tangible biomass of these
carp, in relation to existing fish populations, although each model has demonstrated a
slightly different posterior distribution of the uncertainty as they emphasise different
underlying elements of the judgements.

This is reassuring for a new model, such as the Bayesian framework, as existing
models have been used and tested extensively. If radically different values had been
found, significant justification would be required.

In both this and the earlier effusive eruption example, we have seen that the median
estimate was similar in the performance-weighted and Bayesian approaches. If we
look at a broader subset of the Delft studies, specifically a subset where all variables
are on a uniform scale to ensure the recalibration algorithm is applicable, we can
assess the final decision-maker medians for each of the target variables. In total, there
are 20 considered studies with 548 forecasted target variables. In Fig.5.9, we can
see that this similarity between median estimates is true more broadly as there is a
strong correlation (0.82) between the final median estimates of the two approaches
(0.99, removing outliers).

A log scale is used in Fig.5.9 to allow us to compare across studies. Whilst vari-
ables are on a consistent scale within a single study, they may be on very different

Comparison of Median estimates between the Bayesian and
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Fig.5.9 Median estimates from the final decision-maker distributions are highly correlated between
the Bayesian and performance-weighted approaches across studies within the Delft database
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scales in different studies. There are a small number of outliers at either end of the
plot, from the Lake Erie study and the GL_NIS study, where the Bayesian model has
a final median of a significantly different order of magnitude to the PWDM. Those
at the lower end, from Lake Erie, have been driven by the fact that the performance
weighting approach selected a single expert who had a value for these variables many
orders of magnitude lower than some of their compatriots who were also included in
the Bayesian aggregation. On the upper end, the discrepancy is driven by a small num-
ber of target variables within the GL_NIS study whose estimated values were many
orders of magnitude higher than other target variables. This will have broken the con-
straint of scale uniformity from the recalibration process within the Bayesian model
and potentially projected higher than realistic values here. Aside from this small num-
ber of outliers, however, there is broadly good consistency between approaches on
this median value. Whilst important for decision-makers, the median is not the only
element that is being considered by those utilising the output of expert judgement
studies, with the way that uncertainty is being expressed also of critical importance.
A recent study on the impact of melting ice sheets, and the subsequent commentary
papers, emphasised some of these considerations.

5.5 Ice Sheet Example

Climate change is one of the major issues of the current age and as such is an
area where strong scientific insight is fundamental to building the case for necessary
political decision-making and public behavioural change. Unsurprisingly, despite the
wealth of geological datasets and sophisticated models, understanding the complexity
in and predicting the outcome of many climate change problems relies heavily on
expert judgement. Willy Aspinall, who performed the effusive eruptions elicitation
study, alongside Jonathan Bamber, conducted a glaciological study to predict the
impact of melting ice sheets, due to global warming, on rising sea levels (Bamber
and Aspinall 2013).

This research has been extensively cited and has positively contributed to the ongo-
ing debate regarding the appropriate use of expert judgement within the geological
community. One commentary by de Vries and van de Wal (2015), and subsequent
discussion papers (Bamber et al. 2016; de Vries and van de Wal 2016), assessed and
questioned a number of key elements of applying the classical model in this context.
In particular:

e The correct way of assessing the lack of consensus in the interpretation of post-
processing the experts’ answers.

e The reduction in the “effective” number of experts caused by the classical model
weighting process.

e The choice of underlying distributions.

Please note. One of the other topics raised in the commentary paper was regarding
the choice of variables to elicit from the experts. In this case, the primary elicited
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variables reflected the experts’ predictions on the impact to sea level rise from three
separate ice sheets (East Antarctic, West Antarctic and Greenland) and were then
combined post hoc to create a total sea level rise estimate utilising a Monte Carlo
model. Questions were raised whether this would accurately reflect the experts’
underlying belief of the final target variable as the choice of model can impact the
total uncertainty bounds. Hence, it was suggested that the total sea level rise estimates
should have been elicited explicitly. This is a question of study design and we will not
tackle it here, except to comment that it is very common for expert judgement to be
used both to make judgements on final decision-making variables, or variables which
are then inputs into a broader model. The choice selected here may be largely context-
dependent. One of the design elements of the Bayesian model (a fully parameterised
posterior) is a support tool for decision-makers and analysts utilising the output of
expert judgement studies as priors in other models.

Many of these topics are not unique to glaciology and have been commented
on elsewhere in the literature with respect to the classical model. The Bayesian
hierarchical model, by design, takes a philosophically different approach to each
of these areas than the classical model. Thus, whilst it will not address all of the
comments posed in de Vries and van de Wal (2016), it would be interesting to
consider how the application of the Bayesian aggregation model to the same data
performs relative to the performance-weighted approach.

In the effusive eruption and Lake Erie example, we compared some of the forecasts
for target variables, however, made no comment as to the validity of the final estimates
nor how this varies between models. To be confident in any forecast a decision-maker
should have prior validation of a model’s results. To this extent, we shall not assess
the two models over the target variables within the ice sheet studies as we have done
before but will look for ways of assessing how well the models perform (in this
context and the previous studies) using some cross-validation techniques.

5.6 Cross-Validation

Measurable target variable realisations are uncommon within expert judgement stud-
ies due to the inherent rarity of events assessed or the lack of ethical means of col-
lecting data. These are the same drivers which lead to the studies in the first instance.
Consequently, standard models of assessing forecast accuracy, e.g. Out-of-sample
validation, are rarely feasible. There are two primary concerns when designing a val-
idation framework for expert judgement studies. Firstly, how to generate a significant
sample of testing data for which there are both modelled aggregate judgements and
realisations, and secondly, what testing methodology to use to assess the validity of
the final distributions on this testing set.

Validation within SEJ models is relatively new, and there is much work to do
in order to formally define an agreed-upon approach. Several different methods of
building the testable set have been proposed, all of which fall into the context of cross-
validation. Cross-validation involves taking only judgements about seed variables
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(considered as these are the variables against which both judgements have been
made and true realisations are known) and permuting through certain subsets of
these, using each subset as a training set and then modelling the remaining subset.
Clemen (2008) proposed such a technique using a method known as ROAT (Remove
One At A Time). Here, each seed variable is removed from the training set one
at a time, and all remaining variables are used to train the model, i.e. if there are
S seed variables in the data set, each training set will be of size, S-1, and there
will be S final forecasts. ROAT is a fast method of cross-validation as relatively few
judgements need to be made; however, it was demonstrated that this method could
have an inherent bias against a performance-weighted decision-maker (Cooke 2008).
Other methods of cross-validation considered have utilised bigger training subsets
(Colson and Cooke 2017; Lin and Cheng 2009; Flandoli et al. 2011) and (Cooke et al.
2014), although questions arose over the implementation of a couple of these studies
as the numbers quoted did not align with those from Cooke’s modelling platform
EXCALIBUR (Cooke 2016; Cooke and Solomatine 1992).

Arguably the most comprehensive cross-validation of PWDM was outlined in
Eggstaff et al. (2014). Within this cross-validation model, the authors considered
every permutation of the seed variable partitions from 1 to S-1 (the code was also
vetted against EXCALIBUR). Modelling this level of data showed strong support for
the advantages of a PWDM model over an EWDM model but relied on an extremely
large number of forecasts which would be a struggle to replicate at scale for other
modelling approaches. Given that the number of subsets of a set of size n is 2",
for a single study of 10 variables, this would create 1022 forecasted subsets (both
the empty set and the complete set are removed). Given that each subset forecast
within the Bayesian model can take a few minutes to complete, computation cost of
this number of forecasts is very high (speed is definitely a distinct advantage of the
PWDM over Bayesian MCMC approaches). Colson and Cooke (2017), whilst building
on the work of Eggstaff et al. (2014), have recently recommended considering all
permutations of training subsets 80% of the size of the original set of seed vari-
ables. This creates a manageable sized set of forecasts to perform whilst overcoming
some of the biases in the ROAT methodology. For all subsequent analysis within this
chapter, we have utilised this 80% methodology. For a study of size 10, there are
45 training subsets of size 8 and 90 resultant forecasts (two for each model run). If
80% was non-integer, we have shrunk the training set size to the nearest integer, and
where necessary the minimum number of variables removed was set to 2 to ensure
the methodology was not applying a ROAT process.

Methodologies for assessing the accuracy of the forecasts on the given testable
sets also vary, and there is further opportunity for research and consolidation on an
agreed approach here. One simple method that is considered in many studies is to
ignore the uncertainty bounds within the model and simply assess the median within
the distribution, utilising a metric such as the mean average percentage error (MAPE),
assuming that this represents the most likely value a decision-maker would use in
practice. This gives an indicative value on the discrepancy between the forecasts and
the actual realisations for these point estimates but does not assess the full richness
of the analysis conducted.
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The aim of other methods is to quantitatively assess how representative the full
distribution is compared to the observed phenomena, within the test sets. One such
method is to consider a reapplication of the classical model itself (Eggstaff et al.
2014; Colson and Cooke 2017). Here, each modelling type is considered an “expert”,
the testable set is the set of seed variables and target variables are omitted. The
performance measures (statistical accuracy and information) are then calculated for
each model across all of the forecasted variables considered. Typically, for a given
study, each subset is assessed in this way and then aggregate statistical accuracy and
information scores are calculated for the total study by taking the mean or median
of the scores for each subset. Geometric means are also calculated but the arithmetic
mean is the value most commonly utilised.

Applying this cross-validation technique to the three studies, we have discussed
within this chapter and using the 80% subset rule results in 527 separate subsets
and 1529 individual forecasts. Statistical accuracy and information scores for these
forecasts are then calculated within R. The R code was validated by taking a sample
of these forecasts, rebuilding it from scratch within EXCALIBUR and ensuring con-
sistency of the output. All numbers for Cooke’s classical model (PWDM, and EWDM
when relevant) have been drawn directly from Eggstaff et al. (2014) supplementary
material, kindly provided by Roger Cooke, in order to ensure consistency. Mean
statistical accuracy scores, Fig.5.10, show that the Bayesian model (0.53 effusive
eruption, 0.54 Lake Erie, 0.57 ice sheets) scored higher in each study than the PWDM
(0.29, 0.45, 0.31). Conversely, Cooke’s model (1.6, 0.85, 1.01) performed better than
the Bayesian model (0.98, 0.38, 0.63) according to the information criteria outlined.
This highlights exactly the behaviour we might expect to see, given the distributions
we saw earlier, the fatter tails of the Bayesian model as a result of calibration, and
the inherent trade-off made within Cooke’s model.

Perhaps more surprising is the performance relative to the EWDM, which has also
been included in Fig.5.10 to provide another reference point. Across the studies
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Fig. 5.10 Arithmetic mean of the statistical accuracy and information scores for each tested model
across the three studies previously discussed. The Bayesian model typically demonstrates better
statistical accuracy but lower information than the PWDM, as we would expect. Perhaps surprisingly,
given the broader support, in these studies, the Bayesian model demonstrates higher informativeness
than the EWDM. This is due to the Bayesian model having narrower shoulders. Please note that
information is a relative measure and absolute informativeness numbers are not relevant cross
studies and should only be considered across models within a single study
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Fig. 5.11 Statistical accuracy and information plots for each analysed study within the Delft
database. The Bayesian model demonstrates consistently higher statistical accuracy than the PWDM
but lower information scores

outlined, the Bayesian model had higher information scores than the EWDM (0.80,
0.28, 0.52) but lower statistical accuracy scores (EWDM; 0.61, 0.63, 0.35). This may
seem counterintuitive, as the Bayesian model has been specifically recalibrated,
whereas the EWDM has not. The reason for this behaviour is the consensus focus
that the Bayesian model has, rather than diversity which is emphasised in the EWDM
approach. Despite the fatter tails, by looking for a consensus view, the Bayesian
model typically has narrower shoulders than the EWDM, as we have seen in some
of the earlier distributions, e.g. Fig.5.5. Narrower shoulders are likely to reduce the
statistical accuracy score but increase information. In this way, the Bayesian model
is also trading off between statistical accuracy and information. If we were to only
apply the recalibration component of the Bayesian framework and then aggregate
utilising the EWDM, we should expect to see the highest statistical accuracy scores
but the lowest information of any of the models discussed so far.

Expanding the cross-validation technique to the broader set of studies within the
Delft database can help us ascertain whether we see the above behaviour consistently.
As the recalibration within the Bayesian model cannot currently deal with variables
on different scales, a subset of 28 studies which were utilised by Eggstaff and within
the Delft database were considered. In each considered study, all of the variables
were of similar order of magnitude. Study names align with those in the original
paper. In total, this equated to 2706 forecasted subsets and 6882 individual variable
forecasts (Fig. 5.11).

The Bayesian model outperformed the PWDM on statistical accuracy in 71.4% (20
out of the 28) studies based on the arithmetic mean. The PWDM outperformed the
Bayesian model in mean informativeness in 93% (26 of the 28) of the cases. This
is reassuring as it demonstrates that the model behaves consistently across studies
relative to the PWDM and aligns with what we saw earlier. One of the studies (Study
9—DANIELA) is clearly an outlier with an extremely low statistical accuracy and
high information for the Bayesian model. This is because there was a convergence
issue with this model, believed to be due to the combination of a low number of
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experts (4) and seed variables (7, given the holdout sample, only 5 of which would
be included in each subset). Whilst more work is necessary to understand the impact
of the number of seed variables on expert judgement models, performance weighting
guidelines suggest that at least 10 seed variables are considered. Bayesian models
with recalibration will similarly require minimum numbers to reach appropriate
convergence which meaningfully reflects underlying expert bias.

The above analysis highlights that the Bayesian model and PWDM model are trad-
ing off between statistical accuracy and information to different degrees. We would
argue the choice of which model to use in practice for a decision-maker may depend
on the context in which the study is being performed and the sensitivity of the decision
they are making to either information or statistical accuracy. To get a better sense,
however, whether the trade-off that the Bayesian model is making is reasonable, we
can consider the combination score, as per Cooke’s performance weighting method.
Here, the statistical accuracy and information scores are multiplied together to give
a combined score. This metric for cross-validation is based on the same motivations
that lie behind performance weighting. It is thus important to ensure that it is not
biased towards a performance-weighted decision-maker. More research is needed to
confirm this is the optimal unbiased cross-validation approach. We note this chal-
lenge and agree that more work should be done to define a set of cross-validation
metrics and processes that are independently ratified, model agnostic and applied
consistently to such studies. In the short term, however, this does remain the best
available approach and gives us access to a body of knowledge built in the previously
listed studies for comparison. Rather than considering the aggregate combined score,
which may mask some of the underlying behaviour, we will consider the combined
score of each forecasted subset for each study. Figure 5.12 plots the combined score
of the PWDM versus the Bayesian decision-maker and an x =y line to help identify
relative performance.

This plot highlights a number of interesting elements about the performance of the
two models across these subsets. Firstly, of keynote, is that across many of the studies
outlined, a significant portion of the subset forecasts sit above the line x =y (e.g.
Study 23 or Study 35). This implies that for these studies the PWDM has outperformed
the Bayesian model on aggregate whilst considering such a combination measure.
Whilst this might appear disheartening for the Bayesian framework, it provides fur-
ther evidence of the robustness of a performance-weighted approach, which should
be admired for its consistent ability to stand up to scrutiny and can provide further
reassurance for those who have relied on this model over the past 3 decades. On the
positive side for the Bayesian framework, however, is that there are studies in which
the mass of points have been more balanced (e.g. Study 1, Study 27 and Study 28)
and a few studies in which the Bayesian model appears to be a better predictor across
the given subsets (e.g. Study 1, Study 20, Study 8). In fact, there is only one study
(Study 23) in which the Bayesian model did not outperform the PWDM on some sub-
set of the seed variables when we consider a combination metric. In total across the
2706 subsets, the Bayesian model outperformed the performance-weighted model
in approximately a third of cases (912) with the PWDM demonstrating higher combi-
nation scores in 1794 subsets. It is reassuring for the Bayesian approach that there
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Fig. 5.12 A plot of the combination scores for each analysed study subset. The performance-
weighted model (y-axis) demonstrates higher combination scores than the Bayesian model (x-axis)
as a significant mass of the points are above the x =y line. There are studies, however, e.g. Study
20 (the ice sheets example), where the Bayesian model typically has higher combination scores

is a substantial number of cases where the model can meet the aims of providing a
consensus distribution which is fully paramaterised, whilst performing well against
the PWDM when considering a combined statistical accuracy and information score.
To be a fully viable model, however, more research is required to understand the
drivers of what causes certain combinations to perform better in the Bayesian context
than others. One potential option, originally posited in Hartley and French (2021),
is that performance here could be linked to the number of experts/seed variables
present within the study. This assessment is left for future research.

5.7 Discussion

This chapter has outlined the application of the Bayesian approach to aggregating
expert judgements, and its ability to supplement existing models, by:

e Assessing the extent to which experts display systematic over or under confidence.
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e Minimising potential overconfidence for the decision-maker that arises from the
impact of correlation between expert judgements driven by shared knowledge and
common professional backgrounds

e Emphasising the underlying consensus between experts whilst reflecting the diver-
sity of judgements.

e Providing a fully parametrised posterior distribution that is easy to integrate into
further analysis.

The framework has been assessed in detail against a small number of studies and
then at a macro-level across many studies within the Delft database.

This analysis has shown that such new Bayesian frameworks can be practical,
unlike many preceding Bayesian approaches, and can be implemented without a
significant overhead in defining complex priors. Utilising relatively diffuse priors
(consistent across studies) has been shown to provide results on a similar order of
magnitude to current approaches. This would also support the potential of appli-
cations of the Bayesian approach in contexts where the aggregate distribution is
designed to emulate a rational scientist’s perspective in addition to those where a
specific decision-maker , potentially with significant a priori beliefs and conse-
quently tighter priors, exists.

The outputs of a Bayesian model of expert judgement have been compared across
studies to the performance weighting approach of Cooke’s classical model. This
comparison has shown that the resultant outputs of the Bayesian approach typically
do not vary substantially from the performance-weighted approach when only the
median point is considered, however, emphasise a different perspective of the uncer-
tainty. Consistent with other analysis of the Bayesian approach (Hartley and French
2021), the Bayesian model displays a unimodal posterior, with narrower shoulders
than an equal-weighted approach (as it emphasises underlying consensus) and has
fatter tails than the performance-weighted approach (as it usually highlights systemic
overconfidence of experts).

Through cross-validation, we have shown that, as we might expect a priori given
its structure, the Bayesian model demonstrates higher statistical accuracy than the
performance-weighted approach, but lower informativeness. This suggests that based
on the decision-making context the potential sensitivity to each of these metrics may
impact the choice of model considered.

Finally, by considering the single combined score metric (the product of the
information and statistical accuracy), we have seen that the performance-weighted
approach once again stands up to scrutiny and outperforms the Bayesian framework,
when configured in this particular way, in the majority (circa 2/3) of cases. There
are, however, a substantial number of cases (circa 1/3) for which the Bayesian model
outperforms the performance-weighted approach lending credibility to the usage of
the Bayesian model in general.

Overall, this chapter has demonstrated that the goal of a practical generic Bayesian
framework for mathematical aggregation of expert judgement is feasible and can
produce reasonable results when compared to current best in class approaches even
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when considered broadly with a single set of parametrisations/priors. Much more
work is required to assess:

The impact of the number of seed variables/experts.

Different parametrisations and priors within the generic framework.

Approaches for dealing with variables on different scales.

The drivers of out/underperformance relative to performance-weighted approaches.

However, we have now shown that there is sufficient evidence that the application of
resources to assessing these areas is justified.

The performance-weighted approach outlined by Cooke clearly remains the exem-
plar in this space for many applications; however, we now have a Bayesian approach
which can provide a different perspective, add value for decision-makers with specific
needs and which we hope will continue to evolve and challenge the performance-
weighted method.

5.8 Supplementary Material

Table 5.3 Target variable predicted quantiles for the effusive eruption study across models

EwWDM PWDM BDM

Target variable 0.05 0.5 0.95 |0.05 0.5 0.95 0.05| 0.5 0.95
10x SO2 0.02 2.76 32.19 | 0.24 5.03 |19.2 —0.41| 0.99 39.44
probability

Column height 524 |13.61 22.68 | 6.52 12.87 |22.22 —2.96 | 13.47 31.67
Avg plume height | 0.6 3.79 11.92 | 0.58 4.05 |11.26 —2.95| 4.22 13.06
Max plume height| 0.53 3.93 132 |0.85 3.87 |15.78 —3.63| 3.98 16.74
Max% SO2 53.04 |86.18 99.74 | 50 75.63 | 97.45 32.63 |86.15 |116.77
emissions

Min% SO2 25.09 |70.89 89.96 | 40.81 |68.2 84.61 1027 |71.21 | 118.77

emissions
Max no. fissures 388 |26.15 |4724 |6.08 18.45 |98.43 | —25.05|28.77 |174.32

Min no. fissures 0.12 2.95 13.6 | 1.19 6.6 16.83 —4.31| 3.55 20.27
Duration explosive| 0.14 2.88 15.84 | 0.34 5.64 |23.79 —43 | 2.86 21.44
phase

Gap between 0.12 7.17 |1834 |0.51 571 |29.87 —2.17| 437 |163.99

outbursts
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Fig. 5.13 Replication of Fig.5.4 including the EWDM. The Bayesian model displays posterior
uncertainty ranges consistently broader than the PWDM, however, displays uncertainty bounds both
broader and narrower than the EWDM
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