
Chapter 1
Introduction and Overview of Structured
Expert Judgement

Simon French, Anca M. Hanea, Tim Bedford, and Gabriela F. Nane

1.1 Background

Although we live in a data-rich age, it is not true that we have or ever will have
sufficient data to evaluate all potential future events, risks or opportunities. Some
will have novel or unexplored characteristics: for instance, the medium- and long-
term socio-economic effects of Brexit, the effects of plastic waste in the aqueous
environment or a future pandemic. In such cases, there are simply too few data on
which solely to base useful quantitative assessments of risk and we need to look
to experts for guidance. Of course, any risk or decision analysis relies on expert
judgement to some extent. Data necessarily refer to events or entities in the past or
immediate present, so a judgement is needed that they are relevant to the prediction
of any risk or opportunity in the future. Expert judgements are also needed to select
appropriate models and analytic methods, to interpret the output of an analysis and
to assess whether it provides sufficient guidance to implement risk management
strategies ormake adecision.Although such topicswill be touchedon in the following
chapters, they are not the prime focus of this collection of readings. Rather our
concern is with the use of expert judgement to provide quantitative probabilistic
assessments of key uncertainties in an analysis when empirical data are unavailable,
incomplete, uninformative or conflicting.
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Theoretical studies of how to coherently and systematically use expert judgement
go back at least to the 1960s and arguably a century or two before that (French 1985;
Cooke 1991). Practical studies really began in the second half of the 1980s: see
Chap. 9. Despite such a long history and the fact that expert judgement is routinely
required to inform critically important decisions across many domains, too often it
is obtained by canvasing the judgement of one expert alone, or by using ill-informed
and inappropriate elicitation and aggregationmethods. Instead, best practice requires
the use of panels of experts, structured elicitation protocols and aggregation methods
that recognise the complexity of human judgements.

Some organisations, e.g. the European Food SafetyAuthority (EFSA), have estab-
lished full protocols for drawing expert judgement into their analyses and working
practices in a structured and explicit manner (EFSA 2014). More organisations need
to follow EFSA’s lead, but currently there is undoubted growth in the number of risk
and decision studies that use such methods.

We shall emphasise the importance of expert judgement studies being structured
and explicit. It is easy to ask anyone, expert or not, for their judgement and, by and
large, they will give it. But it is not so easy to do this in a way that encourages
a thoughtful, auditable and relevant answer that is not affected or biased in some
way by the giver’s psychology. Moreover, when more experts are asked, seldom
will they give the same answer. So how should we combine them? Should we give
them ‘equal weight’ in some sense or perhaps give greater importance to those with
either acknowledged or assessed expertise? Should we allow interaction and provide
feedback? Whatever we do, those words ‘structured’ and ‘explicit’ tell us that we
should do so in a careful, auditable, fully reported way. As scientists, we are well
versed in how to report data and analyses from empirical studies so that they are clear,
open to peer review and allow repetition in validation studies. How do we report the
process of gathering the relevant judgements of experts so that they can form some
or all the evidence in an analysis?

Those, in brief, are the topics that we shall be surveying in this overview chapter.
The readings that follow will flesh out many of the topics through theoretical and
methodological discussions and case studies. In the next section, we set the context
a little further, by categorising different contexts in which structured expert judge-
ment (SEJ) may be used. Section 1.3 discusses how judgements should be elicited
from experts. As we have suggested, simply asking them risks answers biased by
potentially flawed thinking. The judgements of several experts can be aggregated in
several ways. They can be elicited individually and then combined by some mathe-
matical process or they can be elicited consensually from the group through qualita-
tive discussion. These are the topics of Sects. 1.4 and 1.5, respectively. In Sect. 1.6,
we consider howSEJ studies should be reported. Althoughwe believe that SEJ is now
a mature technology that can be—and indeed has been—applied in many complex
risk and decision analyses, there are still many areas requiring further research and
development. We indicate some of these in Sect. 1.7. Finally, in Sect. 1.8, we give
an overview of the following chapters.
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1.2 Contexts

Experts may be consulted for their advice on risks and uncertainties in a number of
contexts. French (1985) introduced three broad categories: the expert problem, the
group decision problem and textbook problem, though often, individual problems
reflect aspects of two or all of these.

• In the expert problem, a group of experts are asked for advice from a problem-
owner or decision-maker, external to the group. Responsibility and accountability
for the potential consequences rest with that person and the experts are free from
those, and the many pressures that might bias their judgements. In this context,
the emphasis is on the decision-maker learning from the experts.

• In the group decision problem, the group itself is jointly responsible and account-
able for the decision. They are their own experts and are both experts and decision-
makers. They have responsibility and accountability for the decision. The group
may, and indeed probably will, wish that their actions appear rational, fair and
democratic. Thus, they may wish to combine their judgements in some formal
structured way; but in voting, each will surely wish to be guided by their own
personal views having heard the opinions of the others.

• In the textbook problem, a group of experts may simply be consulted for their
judgements for others to use in as yet undefined circumstances. Here, there is no
predefined risk or decision problem, but many potential ones that are as yet only
vaguely perceived. An example here is the reports of the Intergovernmental Panel
on Climate Change.

The careful distinctions between the roles of expert and decision-maker implicit in
the above descriptions are important. Whatever the context, the experts are asked for
their opinion on the science of the situation: either how likely something is to happen
or their subjective estimate of an unknown quantity. They are not asked for value or
preference judgements. This reflects recognised practice in the relationship between
science advisors and decision-makers, the scientific culture of being evidence-led,
and also a technical perspective from the theory of rational decision-making in which
uncertainties and value judgements are separate components of decision-making
under uncertainty.

The expert and group decision problems have at their heart a specific risk or deci-
sion problem; the third does not. This specific focus provides a structure againstwhich
possible approaches can be judged—which does not imply that their resolution needs
to be similar.What may be appropriate to one problemmay be less suited to the other.
For instance, in the expert problem, it seems entirely appropriate for the decision-
maker to process the experts’ judgements if she believes that they may be biased in
some way, i.e., poorly calibrated. In the case of the group decision problem, equity
arguments would suggest that the group members should be able to vote according
to their best beliefs even if others believe them to be poorly calibrated. Similarly,
arguments drawing on democratic principles may suggest that all experts should be
treated equally in the group decision problem, whereas in the expert problem, it may
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not be reasonable to assume that all experts are equally knowledgeable and, hence,
the decision-maker might weigh them differently.

Both the expert and the group decision problems have been well explored with
many theoretical and methodological contributions over the years (see, e.g. Clemen
and Winkler 1999; Cooke and Goossens 2000; O’Hagan et al. 2006; Hora 2008;
Burgman 2015; Dias et al. 2018). However, little has been written on the textbook
problem, perhaps because its lack of structure makes it more difficult to address.
Developments in web-based public participation, stakeholder engagement and delib-
erative democracy, however, are giving the topic some importance (French 2012),
as different groups seek to draw on previous SEJ studies to provide evidence in a
different context.

Cooke (1991) argues from a methodological point of view that in all the above
contexts, the goal of an SEJ elicitation is to enhance rational consensus which is
attainable if problem owners commit in advance to the way the experts’ views are
elicited and aggregated. He formulates necessary conditions for rational consensus in
the form of four principles: Scrutability/Accountability, “all data, including experts’
names and assessments, and all processing tools should be open to peer review and
results must be reproducible by competent reviewers”; Empirical Control, “quantita-
tive expert assessments should be subject to empirical quality controls”; Neutrality,
“the method for combining and evaluating expert opinion should encourage experts
to state their true opinions, and must not bias results”; Fairness, “experts should not
be prejudged, prior to processing the results of their assessments”.

These principles are operationalised in the Classical Model for SEJ which will
be discussed in more detail in Sect. 1.4.3 and in Chap. 10 of this book. Even
though sometimes criticised (e.g. French 2011), no alternative principles have
been formulated; hence, they remain important guidelines for SEJ protocols. The
Scrutability/Accountability principle is essential in how SEJ studies should be
reported, and it will be further discussed in Sect. 1.6.

Throughout we assume that the experts are asked to quantify their uncertainty
using probabilities, or numerical estimates corresponding to quantiles of proba-
bility distributions. We recognise that others have proposed different formalisms
for encoding uncertainty numerically, but no other methodology has the power,
axiomatic and empirical validity of probability theory. We do not assume, however,
that experts are only asked for their numerical estimates. A good elicitation also
gathers the experts’ reasoning behind their statements and reports this too. Such
qualitative material is as important to sound risk and decision analyses as their quan-
titative judgements, providing, for instance, a qualitative commentary on the validity
of the models used.

Finally, while we have spoken of risks and decisions, we emphasise that SEJ
methods are also important inBayesian statistical inference in developing informative
prior distributions for analyses (French and Rios Insua 2000).
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1.3 Elicitation

To use SEJ, it is inevitable that the analyst asks the experts for their probabili-
ties. That is a far more skilled task than at first might seem. The problem is that
when anyone—experts included—is asked such a question, they may respond based
on very superficial thinking. Behavioural scientists and psychologists have investi-
gated how people frame and respond to questions relating to uncertainty, since Ward
Edwards (1954) asked whether real people were as rational in their behaviour as
economic and Bayesian theories of expected utility would suggest. Evidence quickly
accumulated that in general they were not. Their behaviour was governed by many
heuristic patterns of thought that could lead to judgements and actions that were
systematically biased away from the assumptions underlying theories of rationality.
Empirical behavioural studies identifiedmany ‘heuristics and biases’, and this area of
research became known under that title (Kahneman and Tversky 1974). Nowadays,
one distinguishes System 1 Thinking and System 2 Thinking. The former refers to
simple, fast, heuristic patterns of thought on the borders of consciousness; the latter
to more conscious, slower, explicit and auditable analysis, one that can be tested
against and corrected to be consistent with some norms of rationality (Kahneman
2011). A caveat: our description suggests a dichotomy between these two systems
of thinking, but they may represent two ends of a scale with many forms of thinking
between the two, moving from the subconscious to the conscious. Indeed, there is
much debate within the psychological and behavioural sciences about the precise
details of such systems of thinking (Evans and Stanovich 2013). The potential for
subconscious patterns of thought to lead to irrationalities is unquestioned, however.

The heuristics of System1Thinkingmay lead to biased responses from the experts
during elicitation of their probabilities. For instance, the availability heuristic leads
individuals to overestimate the probability of events that are easily recalled because
of horrific consequences. The anchoring heuristic suggests that if a question contains
a potentially relevant number, the responder will anchor on that, giving a numerical
reply biased towards it. Overconfidence is considered “the most significant of the
cognitive biases” (Kahneman 2011) and can play a paramount role in expert’s ability
of quantifying uncertainty. We do not survey and summarise the many heuristics and
biases that need to be taken into account during elicitation: there is a large literature
doing precisely that (e.g. Kahneman and Tversky 2000; Gigerenzer 2002; Bazerman
2006; Kahneman 2011). Nor dowe provide guidance on the forms of questioning that
nudge experts into more System 2 forms of thinking and thus reduce the potential
biases in their stated probabilities (see, e.g. for surveys: Wright and Ayton 1987;
O’Hagan et al. 2006; Hora 2007). What we would emphasise is that elicitation is a
skill that needs to be acquired from training and guided by mentoring; it is not easily
developed simply by reading a textbook.

We would also note the importance of developing a detailed elicitation protocol
before embarking on any elicitations from experts to ensure that all are treated in
the same way. Elicitation protocols are as important in expert judgement studies as
experimental designs are in empirical research.
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1.4 Mathematical Aggregation

1.4.1 Introduction

Taking a rather simplistic view, there are two ways of producing a combined judge-
ment from a group of experts. Firstly, we could ask each to give their assessments
and then take their numerical arguments and combine them by some mathemat-
ical process. Secondly, we could ask them to discuss the uncertainties and provide
a consensual numerical group judgement, thus aggregating their individual opin-
ions behaviourally. Here, we discuss the former approach, leaving the latter to the
next section. We confine attention in this section to opinion pools, Cooke’s Clas-
sical Model and Bayesian approaches. Arguably, these span all the mathematical
aggregation approaches though proponents of some approaches may prefer different
terminologies. For wider reviews, see, i.e., French (1985), Genest and Zidek (1986)
and Jacobs (1995).

Note that we do not discuss mathematical approaches to the group decision-
making problem here, since that would lead us to review game theory, adversarial
risk analysis and social choice literatures all of which have large and continually
growing literatures (Osborne 2003; French et al. 2009; Banks et al. 2015; Sen 2017).

1.4.2 Opinion Pools

Opinion pools take a pragmatic approach. Assuming that a group of experts have
each provided assessments for a number of different possible outcomes (typically we
take outcomes that are exclusive and exhaustive, that is, one, and only one, of them
has to occur), they simply average the individual expert’s assessments. Intuitively if
not conceptually, these approaches take the experts’ judgements as probabilities in
their own right. The process may use a weighted arithmetic or weighted geometric
mean or perhaps something rather more general:

PDM =
E∑

e=1

wePe or PDM =
E∏

e=1

Pwe
e or PDM = φ(P1, P2, . . . , PE )

The Pe are the experts’ probabilities indexed over the E experts, the numbers we

are weights adding to 1 and the φ function denotes a general mathematical formula.
The combined probability is subscripted DM for decision-maker. In their ‘vanilla’
form, the weights in an opinion pool are often simply given by the decision-maker
or analyst based on their judgements of the experts’ relative expertise, seldom with
any operational meaning being offered for the concept of ‘relative expertise’. Alter-
natively, the weights may be taken as equal, perhaps on some Laplacian Principle of
Indifference, or of equity, or, even, on the basis that all the experts are paid the same.
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A suggestion that the weights might be defined as some measure of the reputation
and influence of the experts on social networks has been investigated but not found
useful (Cooke et al. 2008).

There have been many attempts to investigate axiomatic justifications of opinion
pools, requiring such properties as follows:

• Marginalisation. Suppose that the experts are asked for a joint distribution over
(X, Y ) say. Then the same result should be obtained for the marginal distribution
over X whether the experts’ distributions are marginalised before forming the
combination or the combination formed and the result marginalised (McConway
1981).

• Independence Preservation. If all experts agree that (X, Y ) are independent vari-
ables, the variables should remain independent in the combined distribution
(French 1987; Genest and Wagner 1987).

• External Bayesianity. If relevant data become available, then the same result
should be obtainedwhether the experts update their individual distribution through
Bayes Theorem before they are combined or their distributions combined and the
result then updated (Madansky 1964; Faria and Smith 1997).

If, for instance, one insists that any opinion pool should satisfy marginalisa-
tion, then one is limited essentially to weighted arithmetical, i.e., linear, pools
(McConway 1981). But if one adds in other requirements such as the other two
above or further ones, then impossibility results quickly accumulate showing that no
pool can simultaneously satisfy all the requirements (French 1985).

It can be argued (see, e.g. Bedford and Cooke 2001) that independence preser-
vation is less important than marginalisation, and hence that it makes most sense to
adopt the linear opinion pool.

The equally weighted linear opinion pool is extensively used in applications
though the justification for doing so is seldom discussed in any detail. Possible argu-
ments are appeals to fairness between experts and the lack of any reason to deviate
from equal weights. However, we have argued above that fairness/equity arguments
should not be applied to expert problems, and Cooke’s approach described below
provides reasons to deviate from equal weights.

1.4.3 Cooke’s Classical Model

Cooke developed the ClassicalModel to combining expert judgement (Cooke 1991;
see also Part II of this book). In this, the weights are defined empirically on the
basis of the experts’ relative performance on a calibration set of variables. This
is in accordance with the Empirical Control principle for rational consensus. This
principle is the one that justifies the collection of calibration data so that the quality
of each expert’s input can be assessed and their judgements weighted accordingly.
Here, the experts do not know the true values of the calibration quantities, but the
analyst does. Comparing the experts’ answerswith the true values over the calibration
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set allows Cooke to form measures of the calibration and informativeness of each
expert, and from these he constructs performance-based weights. Cooke justifies his
weights on the basis of a particular group scoring rule, which follows the Neutrality
principle.

Cooke’s Classical Model has been used in over 150 published studies. Several
case studies are reported later in this book: see also Dias et al. (2018) and the special
issue of Reliability Engineering and System Safety (2008, 93(5)). There is also a
growing database with the data from these SEJ studies available online at http://rog
ermcooke.net/.

1.4.4 Bayesian Approaches

Bayesian approaches differ from opinion pools in that they treat the numerical judge-
ments as data and seek to update a prior distribution supplied by or constructed for
the decision-maker using Bayesian methods. This requires that the analyst develops
appropriate likelihood functions to represent the information implicit in the experts’
statements. Specifically, the likelihood function needs to model:

• the experts’ ability to encode their uncertainty probabilistically (Clemen and
Lichtendahl 2002; O’Hagan et al. 2006; Hora 2007; Lin and Bier 2008);

• correlations that arise because of experts’ shared knowledge and common profes-
sional backgrounds (Shanteau 1995; Mumpower and Stewart 1996; Wilson
2016);

• correlations between the decision-maker’s own judgements and the experts’
(French 1980);

• the effects of other biases arising from conflicts of interests and the general context
of the elicitation (Hockey et al. 2000; Skjong and Wentworth 2001; Lichtendahl
and Winkler 2007; French et al. 2009; Kahneman 2011).

Constructing such a likelihood is a far from easy task. Indeed, developing suit-
able likelihood functions proved an insurmountable hurdle for many years and
only recently have tractable methods with reasonable likelihood functions become
available (Albert et al. 2012; French and Hartley 2018; see also Chap. 5).

This does not mean that Bayesian ideas have been without influence. They have
provided an analytical tool for investigating the principles of combining and using
expert judgement. For instance, French (1987) used a simple Bayesian model to
argue against the principle of Independence Preservation and French and Hartley
(2018) used a Bayesian approach to critique the European Food Safety Authority’s
SEJ methodology (EFSA 2014).

http://rogermcooke.net/
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1.5 Behavioural Aggregation

Behavioural approaches work with the group of experts to agree on probabilities or
quantiles that they can all accept as reasonable input to the risk or decision analysis,
even if they themselves would still hold to different values. Simplistically, the analyst
might gather the experts together and let them come to some agreement about the
numbers to put into the models (DeWispelare et al. 1995). However, it is better to use
amore structured approach. The Sheffieldmethod is a version of facilitatedworkshop
or decision conferencing (Reagan-Cirincione 1994; Phillips 2007) inwhich the group
is helped to agree on probabilities that an ‘impartial observer’ of their discussions
might give (O’Hagan et al. 2006; EFSA 2014). The long established Delphi method,
or rather family of methods, does not allow the experts to meet but structures a
discussion in which their share and revise their opinions through several iterations
arriving at an agreed set of values (Dalkey and Helmer 1963; Rowe andWright 1999;
EFSA 2014).

Many factors need to be balanced in choosing between mathematical and
behavioural aggregation (Clemen and Winkler 1999). Behavioural aggregation may
be affected by many group dysfunctional behaviours, though these may be countered
by good facilitation. It can help share knowledge and ensure that all experts share
the same precise understanding of the quantities to be elicited. However, there is
a risk that behavioural aggregation can win people over, losing concerns about
some issues held by a small minority in building a group consensual judgement.
Thus in risk management contexts, behavioural aggregation may lose sight of some
potential hazards. In planning or regulatory decisions, the explicit, auditable nature
of mathematical aggregation can be an advantage in recording all the reasoning
implicit in the analysis.

However, there is no reason for the two approaches to be kept separate. Hanea
et al. (2018) have developed the IDEA protocol which can combine group discussion
with the use of the Classical Model to form the final judgements from the individual
assessments.

1.6 Reporting

SEJ studies are necessarily important inputs to a risk or decision analysis. Since
such studies are expensive, they are only undertaken when the events or quantities
of concern are significant in driving the output uncertainties of the analysis. So it
behooves those conducting the studies to report their conduct and conclusions fully.
It is somewhat surprising therefore that there is remarkably little guidance on how
this should be undertaken. In contrast, the research community and scientific journals
have developed and enforced a wide range of principles to govern the peer review,
publication and use of empirical studies, alongside which has grown a recognition
of the importance of evidence-based decision-making (Pfeffer and Sutton 2006;
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Shemilt et al. 2010). The latter developments began within medicine, particularly in
the Cochrane Collaboration; but the imperatives of basing decisions on evidence are
now changing thinking in many domains.

As mentioned previously, Cooke suggested the Scrutability/Accountability prin-
ciple according to which all data, including experts’ names and assessments, and
all processing tools should be open to peer review and results must be reproducible.
This, unfortunately, is sometimes unachievable as many experts are uncomfortable
about having their assessments published under their names. They prefer and expect
publication under ChathamHouse Rules, namely, their participation in the study will
be noted, but their judgements and other input will be reported anonymously.

French (2012) considered issues relating to the reporting of SEJ studies from the
perspective of potential future meta-analyses that might seek to draw information
from two or more. One point here is that in scientific reporting of empirical studies,
one should always report the experimental design process underpinning the data
collection. In SEJ the elicitation protocol serves the same purpose, though it is not
reported in detail in many studies.

EFSA (2014) guidance on runningSEJ studies is perhaps themost thorough to date
and that does provide a lot of advice on the content of report and the responsibilities of
different teams for writing sections of reports. However, the community of analysts
involved in SEJ still mainly relies on their experience and personal perspectives in
deciding what to include and with what details in their reporting.

1.7 Directions for Future Developments and Research

SEJ methodologies are maturing. The past decade or so has seen a steady growth in
applications across many domains. Several are reported in this and an earlier sister
book (Dias et al. 2018); and any literature review will easily find many more. We
have a toolbox of methods and tools to call on when an SEJ study is needed. But that
is not to deny the need for further research. There are several areas in which more
developments, both theoretical and methodological, are needed.

Firstly, our current SEJ methods focus mainly on eliciting and aggregating expert
assessments of the probability of unknown events or univariate probability distri-
butions of unknown quantities. However, once multivariate probability distributions
are needed, things become more difficult and there is still a need for research. Multi-
variate distributions, whether described by a full multivariate distribution function
or represented by a belief network, hierarchical model or some such, require depen-
dences, independences, correlations, etc., if they are to be defined fully. How these
should be elicited and aggregated remains a research topic. Quigley et al. (2013) and
Werner et al. (2017) are very relevant references; as are Chaps. 2, 4 and 7 in this
volume. However, much remains to be done.

We mentioned above that Bayesian methods had not been much used in practice,
though they had provided many theoretical insights into SEJ. Things are changing.
Chapter 5 in this volume suggests that a new Bayesian method of grouping experts
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automatically using a calibration set may be achieving a similar performance to the
ClassicalModel.While theremay be no great improvement over the simplerClassical
approach, the Bayesian methodology will combine seamlessly with other Bayesian
models for data analysis, machine learning, risk and decision analysis in an overall
analysis. This suggests that further work to improve the Bayesian modelling of the
correlations between experts and between them and the decision-maker may bring
overall benefits.

Experts do not have unlimited time and effort to give to the elicitation of uncertain-
ties. Apart from the value of their time in other aspects of the analysis and elsewhere,
reflected in high consultancy rates, they tire because reflective elicitation requires
considerable thought and effort. Currently, much simple sensitivity analysis is used
in the early stages of the overall risk and decision analysis to prioritise the uncertain-
ties which should be elicited from experts (French 2003). However, those processes
are rudimentary and conducted before the SEJ elicitations. One aspect of elicitation
that is not emphasised as much as it should be is that much qualitative knowledge
is elicited from the experts alongside their quantitative judgements. This qualitative
information can be used to shape the overallmodelling further, and hencemay change
the priorities that a sensitivity analysis would determine. Indeed, their quantitative
judgements on some uncertaintiesmay constrain possible values of others in complex
risk and decision models. Thus there may be benefit in developing procedures and
tools to integrate the processes of SEJ with the overall risk and decision analysis
process yet more effectively.

Taking this last point further, the overall risk and decision models need building in
the first place. There are a host of—arguably under-researched—methods and tools
to catalyse this process, which go under various names in different disciplines, e.g.
problem structuring methods, soft-OR and knowledge engineering. We might step
back and look at the whole process of formulating models, identifying parameters
for which there is insufficient data to quantify their values and the uncertainties,
and then focusing on those as targets for SEJ. Qualitative information should flow
back and forth along this as the model is shaped. We might term this process as
iterating between soft and hard elicitation, i.e., between identifying model structure
and parameter values. Note that in simpler models a parameter may approximate
the average effect of a sub-model in a more complex model. Thus, the distinction
between parameters and model structure is to some extent arbitrary and depends on
themodeller’s perspective. This suggests looking at themodelling process as awhole,
from the point of view of eliciting knowledge from experts. If we do that we should
pause and think: why dowe use a variety of techniques in hard quantitative elicitation
to counter possible biases arising from System 1 Thinking, yet use virtually none
in eliciting knowledge to structure models? There is a need for research to look at
the whole modelling and elicitation process in relation to the potential effects of
System 1 Thinking and to develop mechanisms and interventions that encourage
comprehensive System 2 Thinking.

Finally, we now have around 30 years of experience in SEJ applications. That
is plenty of time for many of the uncertainties relating to the risks and decisions
to be resolved. It would be interesting in historical research to relate the actual
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outcomes to the probabilities derived from SEJ used in past analyses. In short, we
could step back and seek to calibrate and validate SEJ overall. There would be
many difficulties, of course. The world is far more complex than the microcosmos
explored in risk and decision analyses, and the ultimate outcomes may be derived
more from unanticipated events and behaviours outside the models. Nonetheless,
there are potentially data that might be used to provide validation for SEJ as a whole,
and that would do much to reassure the decision-makers and risk owners of today of
the value of our methods.

1.8 Outline of the Book

This book grew from a conference on The State of the Art in the Use of Expert
Judgement in Risk and Decision Analyses held in Delft in July 2017. The conference
marked the end of a European Co-operation in Science and Technology (COST)1

Action, which ran from 2013 to 2017. Its main aim had been to create a multidis-
ciplinary network of scientists and policymakers using SEJ to quantify uncertainty
for evidence-based decisions, and hence improve effectiveness in the use of science
knowledge by policymakers. An earlier sister volume to this had been written at the
outset of the Action and had recently been published (Dias et al. 2018).

The conference also had a second purpose: to honour and celebrate the work of
Roger Cooke in establishing sound SEJ processes over some four decades. Many of
us had worked with him over that period and, indeed, still work with him. Thus, this
volume is also a festschrift for him and a recognition of his leadership.

We have divided the chapters into four parts:

Part I. Current Research.
Part II. Cooke and the Classical Model.
Part III. Process, Procedures and Education.
Part IV. Applications.

1.8.1 Part I: Current Research

Part I gathers recent theoretical developments in the field of SEJ. Chapter 2 focuses
on expert elicitation of parameters of multinomial models. It presents an extensive
overview of the recent research on the topic, along with guidelines for carrying out
an elicitation and supporting examples. Chapter 3 discusses whether using perfor-
mance weights is beneficial and advances the random expert hypothesis. Chapter 4
considers expert elicitation for specific graphical models and discusses the impor-
tance of choosing an appropriate graphical structure. Chapter 5 considers how to
model dependencies between experts’ assessments within a Bayesian framework

1See https://www.cost.eu/actions/IS1304/ and https://www.expertsinuncertainty.net/.

https://www.cost.eu/actions/IS1304/
https://www.expertsinuncertainty.net/
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and provides a performance comparison with the Classical Model. Still within a
Bayesian context, yet in a preventive maintenance setting, Chap. 6 focuses on elic-
iting experts’ lifetime distributions in order to obtain prior parameters of a Dirichlet
process. Finally, Chap. 7 proposes an adversarial risk analysis approach for SEJ
studies in which the main uncertainties relate to the actions of other actors, usually
though not necessarily adversaries.

1.8.2 Part II: Cooke and the Classical Model

Roger Cooke’s oration in 1995 on taking up his chair at the Technical University of
Delft has never been formally published. It was given barely 10 years after he devel-
oped the Classical Model and showed its potential value in early applications; we are
proud to publish the oration here as Chap. 8. In Chap. 9, one of us reflects back to that
early decade, showing how all the basic principles of the Classical Model and the
processes surrounding were laid down then. Chapter 10 provides a current overview
of the theory of the Classical Model, providing a deep and comprehensive perspec-
tive on its foundations and its application. In Chap. 11, we present an interview with
Roger Cooke in which he reflects on the Classical Model and the processes of SEJ.

1.8.3 Part III: Process, Procedures and Education

Part III focuses on processes and procedures for SEJ and on how experiences
should be turned into lessons and guidelines that continue to shape what structured
elicitation protocols are in the digital age. In Chap. 12, we report an interview with
Professor Dame Anne Glover, who served as the Chief Scientific Advisor to the
President of the European Commission. She reflects on the role of expert scientific
advice to governments. Chapter 13 synthesises the characteristics of good elicitations
by reviewing those advocated and applied. It examines the need of standardisation
in mature protocols. Chapter 14 discusses the design and development of a training
course for SEJ, based on twomajor experiences in training postgraduates, early career
researchers and consultants. Chapters 15 and 16 detail specific experiences with SEJ
protocolswith the intention of presenting the challenges and insights collected during
this journey, and the way those re-shaped what an optimal protocol may look like.

1.8.4 Part IV: Applications

There have been many applications of SEJ over the years. The database maintained
by Roger Cooke reports over 100 using the Classical Model alone. The Sheffield
Method which is the leading behavioural aggregation approach has had many appli-
cations though there is not a specific database of these. In the COST Action, we
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discussed and promoted applications in many areas including natural seismic and
volcanic risks, geographical and spatio-temporal uncertainties relating to pollution
and disease, uncertainties in managing public health systems, food safety and food
security, project and asset management risks, and the uncertainties that arise in inno-
vation and development. Part IV begins with some reflections fromWilly Aspinall on
his many experiences in applying the Classical Model in several application domains
(Chap. 17). Chapter 18 also provides some related reflections on imperfect elicita-
tion. We present several discussions and applications relating to medicines policy
and management (Chap. 19), supply chain cyber risk management (Chap. 20), geo-
political risks (Chap. 21), terrorism (Chap. 22) and the risks facing businesses looking
to internationalise (Chap. 23).
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