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Preface

These proceedings, presented in three volumes, contain a selection of papers
presented at the 18th Asia-Pacific Vibration Conference (APVC 2019), held at
the University of Technology Sydney (UTS) in Sydney, Australia from 18–20
November 2019. Vibration and associated phenomena are all around us every day
but are often overlooked and/or not fully understood. However, it is of fundamental
importance to the engineering of the systems we continually interact with in our
daily lives. This conference enabled experienced vibration engineering researchers
and practitioners, along with the experts of the future, to come together to present
and discuss their latest interests and activities in the domain. Additionally, five
international leaders in the field from across the region and beyond presented
keynote plenary sessions.

The APVC is a long-standing technical conference with a proud history. It was
first held in Japan in 1985 and since then every two years in several different
countries including Korea, China, Australia, Malaysia, Singapore, New Zealand,
Hong Kong and Vietnam. At APVC 2019 we had 219 delegates from 15 different
countries including some from outside the region (Germany, Great Britain, France,
Czech Republic, Brazil, United Arab Emirates).

Thank you to all the APVC 2019 sponsors whose financial support and presence
in the exhibition area helped us to deliver a vibrant and successful event. We
especially acknowledge our Platinum and Gold sponsors: Polytec GmbH, Warsash
Scientific Pty Ltd, Bestech Australia Pty Ltd and Siemens Digital Industries
Software. We also thank UTS for hosting the conference and UTS Tech Lab for
its generous support.

The papers presented in these proceedings encompass fundamental and applied
research, theoretical approaches, computational methods and simulation, and exper-
imentation in vibration engineering. The authors, from 18 different countries,
are researchers and practitioners, including: professors, students, engineers and
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scientists from academia and industry. The three volumes, each with papers
organized into sections aligned with the conference oral presentation technical
sessions, are:

Vol. 1 – Active and Passive Noise and Vibration Control
Vol. 2 – Experiments, Materials and Signal Processing
Vol. 3 – Numerical and Analytical Methods to Study Dynamical Systems

Contributions were invited from across the region and beyond with a total of 245
extended abstracts submitted with the local organizing committee accepting 183
after review, representing a rejection rate of 25%. Authors of accepted extended
abstracts were then invited to submit full papers with a maximum length of six
pages. A total of 183 full papers were submitted and 145 were selected (21%
rejection rate) for the proceedings following a rigorous review process involving
world-leading experts in their fields as external reviewers. At least two reviewers
considered each paper. Selected reviewers were active researchers in the relevant
fields and we sincerely thank them for providing their expert opinion, valuable
time and effort. The Local Organizing Committee compiled the reviews and sent
them to authors to assist them with refining and improving their papers before final
submission and editorial approval. We would also like to thank all authors for their
excellent work and significant contribution.

Finally, we would like to thank Springer for their support in producing and
publishing these proceedings.

Sydney, NSW, Australia Sebastian Oberst
Benjamin Halkon

Jinchen Ji
Terry Brown
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Sponsors and Exhibitors, APVC 2019

Polytec has been bringing light into the darkness for 50 years. With more than
400 employees worldwide, we develop, produce and distribute optical measurement
technology solutions for research and industry. Our quality innovative products
have an excellent reputation internationally among the expert community. We find
solutions tailored to our customers’ requirements.

The development and production of innovative measurement systems, especially
for our core technology Laser Doppler Vibrometry (LDV), has kept our customers
and us at the forefront of dynamic characterization. The implementation of LDV
extends from basic vibration measurement tasks to advanced modal analysis/FE
correlation. Ultimately, our solutions are meant to help companies to assert and
build upon their technological leadership. The effective use of the laser technology
allows a non-contact, non-invasive test method for vibration which is widely appre-
ciated across industries such as Automotive, Aerospace, Semiconductor, Consumer
Electronics, etc.

The decades of experience have allowed Polytec to expand the technology and
our product line-up which could be generally summarized as follows:

Micro to macro sample dimensions
Single-point or full-field scanning
1D or 3D axis data
FRF, transient, mode and operational deflection shape analysis capable
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Max frequency BW up to 2.5 GHz
Max distance up to 300 m
Sub-pm resolution

Together with Warsash Scientific, our long-standing partner in the ANZ region
for over 40 years, Polytec would welcome visitors to inspect the latest Polytec
VibroFlex series range of research grade single point laser Doppler vibrometers
at the APVC 2019 exhibition. The modular concept of VibroFlex combines the
versatility of a universal front-end with a selection of special sensor heads, tailored
to the needs of your measuring task, including the latest Xtra IR sensor head option.

For more information please visit www.polytec.com.

Bestech Australia, an ISO9001 certified company, supplies state-of-the-art test and
measurement sensors for measurement of physical parameters, data acquisition
systems as well as technical teaching equipment from world leading manufacturers.
Our constantly expanding product portfolio is suitable for university research,
teaching and R&D laboratories as well as for demanding high precision measuring
applications in industrial environments. We are proud to complement this with our
own manufacture.

We offer full local technical support throughout the entire product lifecycle
including product specification, commissioning, training and repair. This is deliv-
ered by our team of factory trained application engineers and product specialists.
We pride in delivering excellent service for ultimate customer satisfaction.

Digitization is rapidly gaining ground. Today’s manufacturers develop new product
architectures and material types, offer consumers customization options and mas-
sively introduce smart functionalities. These innovations are enabled by capabilities
such as mechatronics, additive manufacturing, and concepts like cloud or the
internet of things. Engineers need to master this additional complexity, which is
often related to an ever-increasing demand for energy efficiency, while still dealing
with classic performance requirements, such as noise, vibrations and durability.

This evolution urges companies to dramatically transform their classical
verification-centric development processes. Instead, the Digital Twin paradigm
is on a rise. In this new approach, manufacturers associate every individual product
to a set of ultra-realistic, multi-physics models and data, that stay in-sync, and can
predict its real behavior throughout the lifecycle, starting from the very early stages.

http://www.polytec.com
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To achieve this, simulation needs to gain realism to become capable of taking up
a predictive role, while the combination of increased validation workload and the
exploration of uncharted design territories requires more productive and innovative
testing methodologies. On top of that, manufacturers will need to deploy an
infrastructure that helps them remove the traditional barriers between departments,
even letting product development continue after delivery. That is exactly the core
business of Siemens Digital Industries Software.

Siemens Digital Industries Software offers manufacturers across the various
industries a comprehensive environment that helps their engineering departments
create and maintain a Digital Twin. Within this offering, the Simcenter™ solu-
tions portfolio focuses on performance engineering. Simcenter uniquely integrates
physical testing with system simulation, 3D CAE and CFD, and combines this
with design exploration and data analytics. Simcenter helps engineers accurately
predict vehicle performance, optimize designs and deliver innovations faster and
with greater confidence.

At Brüel & Kjær, we help our customers solve sound and vibration challenges and
develop advanced technology for measuring and managing sound and vibration.
We ensure component quality, optimize product performance and improve the
environment. Founded in 1942, Brüel & Kjær Sound & Vibration Measurement
A/S has grown to become the world’s leading supplier of advanced technology for
measuring and managing the quality of sound and vibration.

The sound and vibration challenges facing our customers are diverse, including
vibration in car engines; evaluation of building acoustics; mobile telephone sound
quality; cabin comfort in passenger airplanes; production quality control; wind
turbine noise; and much more. Our innovative and highly practical solutions have
made us the first choice of engineers and designers from around the world. Many
of our researchers and developers are recognized as world experts, who aid the
scientific community and teach at renowned centres. By applying their thorough
knowledge and experience, we can help you at every stage of your product’s
life cycle: ensuring quality from design to manufacture, and efficiency throughout
deployment and operations.

Brüel & Kjær maintains a network of sales offices and representatives in 55
countries. That means local-language help is always at hand during office hours.
A global group of engineering specialists supports our local teams. They can advise
on and help solve all manner of sound and vibration measurement, analysis and
management problems. To further support our customers worldwide, we regularly
hold courses and road-shows, and participate in sound and vibration focused trade
shows and conferences worldwide.
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MathWorks is the leading developer of mathematical computing software. MAT-
LAB, the language of engineers and scientists, is a programming environment
for algorithm development, data analysis, visualization, and numeric computation.
Simulink is a block diagram environment for simulation and Model-Based Design
for multidomain dynamic and embedded engineering systems. Engineers and
scientists worldwide rely on these product families to accelerate the pace of dis-
covery, innovation, and development in automotive, aerospace, electronics, financial
services, biotech-pharmaceutical, and other industries. MATLAB and Simulink are
also fundamental teaching and research tools in the world’s universities and learning
institutions.

Accelerate Discovery with the NI Platform

Researchers are driving time-critical, ambitious innovation while addressing grand
engineering challenges in the broad areas of transportation, wireless communica-
tions, medicine, energy and climate change. Across each of these application areas,
researchers need to easily acquire measurements, scale to complex multidisciplinary
systems, and rapidly prototype a scalable solution. For more than 40 years, NI
is central to accelerating researcher innovation by providing the technology and
support to prototype systems, publish findings and secure funding from 5G Wireless
and Communications all the way to Autonomous and Electrical Vehicles.

John Morris Scientific was founded In April 1956 to service consumables and
instrumentation throughout the South Pacific Science industry. Today we employ
over 85 talented sales and service professionals across 12 key locations – to ensure
you receive unrivalled customer service in your location. John Morris Group offers
technical/application advice to Laboratory, R&D, Nano-Fabrication, High Energy
Physics, Synchrotron, Industrial, Process and Food/Packaging users. Although we
have the largest range we believe “It’s not about the box” and we look forward to
delivering your team with solutions that add value to your process. As you face
increasing pressures (budget, time and results), the success of our offering is based
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on more than just supplying you with the “box” or its price. At John Morris Group
we focus on satisfying your end-to-end needs . . . today and over the longer term.
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Simulative Determination of Ideal Fluid
Properties for an Automatic Ball
Balancer Under Different Run-up
Scenarios

Lars Spannan , Christian Daniel, and Elmar Woschke

1 Introduction

In pursue of material reducing and lightweight centrifugal rotor systems for medical
purposes, the use of carbon-reinforced plastic (CRP) is an interesting concept.
However, due to the reduced weight, the impact of operation induced unbalances,
i.e. unevenly positioned samples, and consequently the rotor deflections during
operation are increased. The integration of ABB units in the design of centrifugal
rotors has the potential to counteract the increased susceptibility to unbalance by
means of a passive working principle, therefore avoiding the necessity of sensors,
actuators or control units. In this study, a CRP rotor for medical centrifuges is
equipped with a prototype of an ABB, and the balancing capabilities are evaluated
in a test rig presented in Sect. 2. Throughout the design of an ABB, the eccentricity
of the ball orbit and the friction between the balancing balls and the cavity walls
need to be minimized, while the balancing masses and the orbit radii, limited by
the available space, must be maximized to obtain an efficient ABB, as indicated in
[1] and [2]. In contrast, the damping effect of the environing fluid is to be neither
maximized nor minimized, and an optimal choice is sought [3]. During the transient
phase prior to the rotor reaching the final operating speed and the balls adopting their
final stationary resting positions relative to the rotor system, the movement of the
balls is strongly dependent on the fluid in the cavity. From gaseous environments
to highly viscous oils, a wide scope is available to design the ABB properties
regarding the fluid damping. In order to demonstrate the influence of the chosen
viscous fluid in the ABB on the system behaviour and transient vibrations, different
run-up accelerations and fluid properties, i.e. density and viscosity, are considered.
Section 3 presents a multibody simulation approach with which the effect of the
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fluid on the balancing masses is modelled by solving the Navier-Stokes equations
in the annular cavity and issuing a velocity-dependent drag relation. By comparing
the balancing mass movement in the experiments and the simulation model, the
suitability to use the simulation in order to identify ideal fluid properties, i.e. density
and kinematic viscosity, for the design of ABBs is evaluated.

2 Experimental Test-Rig

The CRP rotor under consideration is depicted in Fig. 1 on the left. An ABB is
mounted underneath in a pre-existing cavity. It consists of an aluminium housing,
containing the balancing masses and the viscous fluid, which is closed by a
transparent acrylic lid in order to visually determine the position of the balancing
masses. The rotor system is mounted at the end of an elastic shaft, which is lead from
above, mounted in two radial bearings and powered by a belt drive; see Fig. 1 on the
right. The rotation is recorded by an encoder, and the deflection of the shaft near the
CRP rotor is measured with a laser triangulation sensor, respectively. Due to the low
stiffness of the shaft in relation to the rotor mass, the first critical angular frequency
of the system is at ω0,1 = 21.4 rad s−1. After an initial conventional balancing of
the system in two planes of the CRP rotor, a well-defined additional unbalance is
introduced in the balancing plane of the ABB. Due to simplicity, only one balancing
ball is considered in the study, while two balls are necessary to counterbalance
arbitrary unbalance in the ABB plane. Because the chosen ball is not capable of
counterbalancing the additional unbalance completely, the ideal ball position is still
easily determined. It is located directly across the additional unbalance with respect
to the rotor system. Due to this simplification, the influences of ball collision and
drag reduction, caused by slipstream effects of balls close to each other, are avoided.

CRP rotor
Balancing unit

Balancing balls

Encoder
Belt drive
Elastic shaft

Laser triangulation
sensor

Measuring point

Damper

Camera orientation

Fig. 1 CRP centrifuge rotor with balancing unit attached (left). Test rig with belt driven elastic
shaft (right)
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Table 1 Properties of selected silicone oils (polydimethylsiloxane)

ν25 ◦C [mm2 s−1] 0.65 1.0 3.0 4.0 5.0 10 20 50

ρ25 ◦C [kg m−3] 745 795 871 935 893 913 921 942

2.1 Run-up Scenarios

The rotor is accelerated linearly to a nominal speed of 37.7 rad s−1. Depending on
the time until the first critical speed is surpassed, a suitable fluid damping, inherently
depending on the density and viscosity, is required in order to avoid the unfavourable
positioning of the balancing masses at sub-critical speeds as presented in [3] for
example. By increasing the run-up time from 5 to 15 s, this relation is highlighted.

2.2 Fluid Properties

The cavity in the ABB system is filled with transparent silicone oil commonly
available in a wide range of viscosities. The densities and viscosities for a selection
of low viscous silicone oils are presented in Table 1. By exchanging the ABB
fluid, the influence on the balancer efficiency under different run-up conditions is
examined.

3 Simulation Model

Using a multibody simulation model, the possibility to determine ideal fluid
properties a priori in the design stage is evaluated. Representing the system from
Sect. 2, the shaft is modelled with a Timoshenko beam, and the deflection and
rotation of the upper end are constrained by a bushing force element. The CRP
rotor is assumed to be rigid and therefore represented as additional inertia in the
system of equations.

The balancing mass is modelled as a rigid sphere with the freedom to move
inside the ABB cavity. If contact with the raceway of the cavity is detected, normal
forces FN are induced on a penalty-based approach. Rolling friction FR = μFN
and adhesion FAdh,max = μ0 FN are considered, also influencing the transient ball
position and the final resting position at stationary rotor speed. A possible setup to
estimate the coefficient μ is presented in [4].

The flow velocity-dependent drag forces on the balancing balls are not modelled
linearly as presented in [3] or [5], for example, but by solving the Navier-Stokes
equations for the axisymmetric domain and evaluating a non-linear relationship
between the resulting Reynolds number and the drag force
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FDrag = 1

2
ρ ĀCD(Re) v2

flow, with Re = ν dball

vflow
.

Based on an empirical equation linking the drag coefficient CD and the Reynolds
number Re of the flow (see [4]), a more sophisticated model of the fluid structure
interaction in ABBs is anticipated [6]. Beneficial of this approach is the description
of fluid damping based on quantifiable properties such as density ρ and kinematic
viscosity ν of the fluid and the geometry. Widely used linear drag force formulations
need to collate mentioned properties in a single damping parameter.

4 Results

In a first comparison, a rotor run-up within 5 s and two different fluids with
kinematic viscosities of 3 and 5 mm2 s−1 is considered. An unbalance of magnitude
above the compensation capability of the balancing ball is added to the rotor. Its
angular position is serving as the reference position. The initial position of the
balancing ball is equal to this reference position. Consequently, the ideal position
of the balancing ball to have a maximum positive effect on the rotor unbalance and
resulting deflections is at π rad.

As can be seen from Fig. 2, the ball environed in the silicone oil with a kinematic
viscosity of ν = 5 mm2 s−1 settles in its final resting position earlier than the
configuration with ν = 3 mm2 s−1. Both configurations settle in the vicinity of π rad
but show slight differences which are attributed to the effects of friction.

In a second comparison, the acceleration time for the configuration with ν =
5 mm2 s−1 is increased from 5 to 15 s; see Fig. 3. Due to the decreased acceleration,
the ball, driven by the viscous fluid, shows no significant lag of its orbit velocity
compared to the rotor speed. Therefore the ball finds its resting position during

Fig. 2 Ball position with respect to the rotor during run-up for different environing fluids. The
additional unbalance is positioned at 0 rad
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Fig. 3 Simulated ball position with respect to the rotor during run-up for different accelerations.
Silicone oil with a kinematic viscosity of ν = 5 mm2 s−1 is used. The additional unbalance is
positioned at 0 rad

sub-critical operation at the undesired location of the primary unbalance, causing
increased unbalance excitation of the rotor. After the first critical speed ω0,1 is
surpassed at t ≈ 8.5 s, the desired automatic balancing effect can occur. Due to
the phase shift of the rotor deflection, the balancing ball is now driven to its optimal
resting position at π rad causing a nearly balanced system for t > 18 s.

5 Conclusion and Outlook

As can be seen from the conducted run-up simulations of different ABB configu-
rations, the influence of fluid damping on the positioning process of the balancing
balls is confirmed. In further investigations, the ball movement will be extracted
from recordings of the experimental tests, and a comparison to the simulation model
can be conducted leading to an evaluation of the presented modelling approach.
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By modelling the drag with a velocity-dependent relation based on the solution
of the Navier-Stokes equations, only quantifiable properties of the fluid and ABB
geometry are required, and the determination of an elusive damping coefficient is
avoided. Nevertheless, the a priori determination of suitable friction coefficients still
requires experimental studies or experience from ABBs of similar design.

In order to delimit feasible fluid characteristics for a given run-up process in
future considerations, the conducted simulations are rerun with different initial
positions of the balancing ball. As a result the influence of fluid properties can be
distinguished from influences of initial conditions. For future models, the ABB has
to be equipped with more than one ball in order to include occurring collision and
slipstream effects.
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Structural-Acoustic Coupled Analysis
by Concentrated Mass Model

S. Hisano, S. Ishikawa, S. Kijimoto, and H. Iwamoto

1 Introduction

FEM is often used as an effective analysis method for vibroacoustic coupling
problems. Craggs [1] gave equations of motion in FEM for the structural-acoustic
coupled problem. However, eigenvalue analysis requires a long computational time
because the mass and stiffness matrices of the equation of motion are asymmetric.
Although many methods for symmetrizing these matrices have been proposed,
problems with spurious solution and zero eigenvalue occur due to the increase of
extra degrees of freedom [2, 3]. From the above background, we are studying an
analysis method that has few extra degrees of freedom and symmetric coefficient
matrices. In our previous study [4], we proposed a CMM of quadrilateral elements
for two-dimensional acoustic space. This model consists of mass points and
connecting springs and has variable displacement in its acoustic space. Also, mass
points are placed on the edge of each element. This model has symmetric mass
and stiffness matrices and does not generate spurious modes and zero eigenvalues.
Therefore, structural-acoustic coupled analysis can be performed efficiently. The
effectiveness of the CMM was shown in the past for an acoustic space-membrane
vibration coupled system. In this paper, we propose the CMM of arbitrary element
shape in structural-acoustic coupled analysis. Furthermore, we propose a coordinate
transformation method that improves the calculation speed by reducing the degree
of freedom. In this way, the coordinates become the sound pressure of the acoustic
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Fig. 1 Analytical target model

space and the displacement of the structure as in the typical FEM, but the symmetry
of the coefficient matrices is preserved.

2 Proposed Method

The acoustic space of analysis target is bounded by a flat plate and three rigid walls
as in Fig. 1. Each side of the acoustic space is Lx, Ly, h (h � Lx, Ly), and the
thickness of the flat plate is b. The element shapes are arbitrary.

2.1 Equation of Motion of Vibroacoustic System

Deriving the equation of motion by the FEM with the displacement of the acoustic
space and the plate as the state quantity, we obtain the following equation [5].

Mẅ(t)+ Kw(t) = 0

M =
⎡
⎣
Maa 0 0
0 Mss 0
0 0 0

⎤
⎦ , K =

⎡
⎣
Kaa 0 Kap

0 Kss Ksp

Kpa Kps 0

⎤
⎦ , w(t) =

⎡
⎣
xa(t)

ξ(t)

pb(t)

⎤
⎦

⎫⎪⎪⎬
⎪⎪⎭

(1)

where xa(t), ξ(t) are a displacement vector of the acoustic space and the flat plate
and pb(t) is a sound pressure vector acting perpendicular to the coupled boundary.
M and K are mass matrix and Stiffness matrix; both matrices are symmetric.

2.2 Coordinate Transformation

In this section, the extra degrees of freedom of Eq. (1) are reduced by performing
coordinate transformation. The internal and boundary elements �, � of the coupled
system are separated as follows:
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xa =
[
x�a
x�a

]
, ξ = ξ�

}
(2)

�, � represent an element corresponding to the inner area or the boundary area,
respectively. Assuming that the acoustic space element is a primary element for
simplicity, the following equation holds:

K�pax
�
a + K�psξ

� = 0 ⇒ x�a = Zξ�, Z = −
(
K�pa

)−1
K�ps

}
(3)

From Eqs. (2) and (3), Eq. (1) can be modified as follows:

[
M��

aa M��
aa Z

ZTM��
aa ZTM��

aa Z+M��
ss

] [
ẍ�a
ξ̈ �

]
+
[

K��aa K��aa Z
ZTK��aa ZTK��aa Z + K��ss

] [
x�a
ξ�

]
=
[
0
0

]

(4)

The sound pressure vector p = [dpae, 1 dpae, 2 · · · dpae, N]T is defined using the
i-th element average sound pressure dpae, i. The sound pressure vector p and the
displacement vector xa have the following relation:

[
p
ξ�

]
=
[
T� T�Z
0 I

] [
x�a
ξ�

]
(5)

where T�, T�are transformation matrices. The total potential energy of the coupled
system Uc(t) is expressed as follows using sound pressure vector p:

Uc(t) = 1

2
pTαIp + 1

2
ξTKssξ = 1

2

[
x�a
ξ�

]T [
T� T�Z
0 I

] [
αI 0
0 Kss

] [
p
ξ�

]
(6)

where α = Vae/ρac
2
a , ρa is density of air, ca is speed of sound, and Vae is the element

volume of the acoustic space. On the other hand, the potential energy Uc(t) can also
be expressed as follows using displacement vector xa:

Uc(t) = 1

2
xT

a Kaaxa + 1

2
ξTKssξ = 1

2

[
x�a
ξ�

]T [
K��aa K��aa Z

ZTK��aa ZTK��aa Z + Kss

] [
x�a
ξ�

]

(7)

The following equation is obtained from Eqs. (6) and (7):

[
T� T�Z
0 I

] [
αI 0
0 Kss

] [
p
ξ�

]
=
[

K��aa K��aa Z
ZTK��aa ZTK��aa Z + K��ss

] [
x�a
ξ�

]
(8)
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Coordinate transformation of Eq. (4) is performed using Eqs. (5) and (8). As a result,
the following equation of motion is obtained:

p̈s + ApBpps = 0

Ap = TpM−1
c TT

p , Tp =
[
T� T�Z
0 I

]
, Mc =

[
M��

aa M��
aa Z

ZTM��
aa ZTM��

aa Z + M��
ss

]

Bp =
[
αI 0
0 Kss

]
, ps =

[
p
ξ�

]

⎫⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎭
(9)

Equation (9) has reduced degrees of freedom compared to Eq. (1), and the
coefficient matrix Apand Bp are symmetrical. Therefore, eigenvalue calculation can
be performed efficiently. Inverse matrix operations M−1

c are less computationally
costly than eigenvalue analysis because Mc is a sparse and symmetric matrix.
Furthermore, when formulating elements as a lumped mass model, Mc is simplified
as follows:

Mc =
[
M��

aa 0
0 ZTM��

aa Z + M��
ss

]
(10)

where M��
aa and M��

ss are diagonal matrices. By using Eq. (10), the matrix Ap
becomes sparse matrix, and inverse matrix operation and eigenvalue operation
become more efficient. This method can also be used for large-scale calculations.

3 Eigenvalue Analysis

Eigenvalue analysis is performed to confirm the effectiveness of the proposed
method. As the proposed method, the eigenvalue analysis method is shown for the
model of Eq. (9), and the eigenvalue analysis method of the two-dimensional acous-
tic space one-dimensional plate coupled system by FEM is shown for comparison.
We compare the results of the eigenvalue analysis with the proposed method and
conventional FEM. The calculation accuracy and calculation speed of the proposed
method are evaluated by the analysis results.

3.1 Proposed Eigenvalue Analysis

Assuming harmonic vibration in Eq. (9), we obtain the asymmetric general eigen-
value problem that can be expressed by the following equation:

ApBpP = ω2P (11)
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where both Ap and Bp are symmetric. Equation (11) can be converted to a symmetric
standard eigenvalue problem using Cholesky decomposition. Bp = LpLT

p is

decomposed using the lower triangular matrix Lp. Substituting Bp = LpLT
p into

Eq. (11) and multiplying LT
p from left to both sides gives the standard eigenvalue

problem of the symmetric matrix as follows:

LT
pApLpP̃ = ω2P̃, P̃ = LT

pP
}

(12)

3.2 Eigenvalue Analysis by Craggs

The eigenvalue analysis method by Craggs [1] is shown as a comparison object of
the proposed method. We can obtain the following asymmetric Eq. (1):

M̃ü + K̃u = 0

M̃ =
[
M̃aa M̃as

0 M̃ss

]
, K̃ =

[
K̃aa 0
K̃sa K̃ss

]
, u =

[
p̃
ξ̃

]
⎫⎬
⎭ (13)

where p̃ is the sound pressure vector at the element node position and ξ̃ is the
displacement vector of the plate. M̃, K̃ are mass matrix and stiffness matrix. From
Eq. (13), both matrices M̃, K̃ have asymmetry. Assuming harmonic vibration in Eq.
(13) to perform eigenvalue analysis, we obtain the following equation:

M̃−1K̃U = ω2U (14)

Equation (14) is an asymmetric standard eigenvalue problem.

3.3 Numerical Calculation

Eigenvalue analysis of a coupled system is performed using rectangular elements
as shown in Fig. 2, where xei, yei are the displacement of the air in the direction
x, y, wei, θei are the bending displacement and bending angle at both ends, pbe
is a sound pressure acting to the coupled boundary of element, and lx, ly are the
element length. Orange dots indicate displacement of acoustic space, and blue dots
indicate displacements of structures. Figure 3 shows the node arrangement by the
quadrilateral element where the division number of the acoustic space in the x,
y directions is Nx = 4, Ny = 3. Table 1 shows the analytical condition used for
analysis. Table 2 shows the comparison results of the natural frequency obtained by
the CMM (Eq. (12)) and conventional FEM (Eq. (14)). In eigenvalue analysis, “eigs
function” of Matlab 2018a is used. M̃−1 in Eq. (14) is calculated in advance, and
the calculation time is not included in the evaluation. The division number of the
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Fig. 2 Element definition

Fig. 3 Node position in
rectangular element

Table 1 Analytical
conditions

(Lx, Ly) [m] (0.5, 0.4)
(h, b) [m] (0.02, 0.001)
p0 [kPa] 101.3
ca [m/s] 334.2
(ρa, ρs) [kg/m3] (1.27, 2700)
γ 1.4
E [GPa] 68.3

Table 2 Comparison of
natural frequency

Modal number Natural frequency [Hz]
CMM FEM

1 51.83 51.83
2 87.23 87.23
3 172.96 172.96
4 285.07 285.09
5 340.16 340.22

acoustic space in the x, y directions is Nx = 75, Ny = 60. Five natural frequencies
from the lower order of the coupled system are indicated. The natural frequencies
calculated by CMM and FEM agree well. Therefore, eigenvalue analysis by the
proposed method is valid. Table 3 shows the degrees of freedom and the calculation
time by each method. Degrees of freedom by CMM and FEM are about the same
although two division numbers are shown. The proposed method can perform
eigenvalue analysis faster than FEM because the asymmetry of the FEM eigenvalue
problem significantly slows down the calculation of the eigenvalues.
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Table 3 Comparison of
calculation time

Nx Ny CMM (Eq. (12)) FEM (Eq. (14))
DOF Time [s] DOF Time [s]

25 20 538 0.04 584 0.43
75 60 4618 8.52 4754 69.22

4 Conclusion

In this study, an analysis method using a lumped mass model was shown in order to
develop an efficient analysis method for vibroacoustics. We proposed a method to
reduce the extra degrees of freedom by coordinate transformation of the equation
of motion. This method preserves the symmetry of the coefficient matrix after
transformation. Eigenvalue analysis was performed by the proposed method and
the conventional FEM. Proposed method is faster than the conventional FEM in the
analysis.
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Evaluation of Isolated Dynamic
Properties of the Component Connected
with Main Structure

Shunsuke Takada, Takuya Yoshimura, and Kohei Furuya

1 Introduction

At present, computer-aided engineering (CAE) analysis is utilized in dynamic
design to predict performance in various industrial fields. However, if numerical
modeling is not accurate, CAE cannot predict properties correctly. When complex
structures having a large number of parts are targeted, it is not easy to identify
which part has lack of accuracy [1]. For solving this problem, there would be a
direct approach for comparing properties of the component; frequency response
functions (FRFs) are evaluated in an isolated situation after removing the interest
component from the assembly. However, this approach is time consuming and
inefficient. Hence, it is necessary to develop a method that can evaluate vibration
characteristics of components in an isolated condition without removing.

We had proposed a nodal constraint method [2]. It extracts the vibration char-
acteristics of the target subcomponent alone when the boundary elements are under
constraints. By this method, it is possible to identify the factor of FRF difference
between models efficiently. However, in the case of components connected with
many degrees of freedom, the effects of noise such as measurement errors are
magnified, making it difficult to compare models. In this study, we propose more
noise-effective method than the original approach. In order to reduce the noise
effect, we propose a method that reduces degrees of freedom at the connecting part
using singular value decomposition [3–5].
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2 Derivation of the Nodal Constraint Method

In this section, we explain the nodal constraint method. We consider a structure
shown in Fig. 1. In this structure, a main system and a subcomponent r are connected
at a connecting part U that has m degrees of freedom.

The relationship between input and output in Fig. 1 is written as

{
Xr

XU

}
=
[

Grr GrU

GUr GUU

]{
Fr

FU

}
(1)

where G is a FRF matrix between subscript and F and X are excitation force and
displacement indicated by a subscript, respectively. Assuming that the displacement
of the connecting part is zero: XU = 0 and substituting this in the second row of Eq.
(1) gives

FU = −GUU
−1GUrF r , (2)

Equation (2) is substituted into the first row of Equation (1) and divided by the
excitation force Fr. We obtain

Grr
∗ = Grr − GrUGUU

−1GUr . (3)

Equation (3) is a driving point FRF at the evaluation point r when the connecting
part U is constrained. It gives the nodal constraint method, by which we can extract
and evaluate vibration characteristics of a single component without removing from
main structure. However, according to Eq. (3), the method requires the inverse GUU
matrix, which is prone to be affected by measurement errors.

Fig. 1 Schema of structure
Evaluation point 

Subcomponent

Input point 

Main system Connecting 
part 
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3 Formulation of the Reduction Method of Degrees
of Freedom at the Connecting Part

We propose an improved nodal constraint method in order to suppress the influence
of measurement error expansion caused by inverse matrix calculation. It is attained
by reduction of degrees of freedom at the connecting part using singular value
decomposition. Formulation of the proposed method is described.

As in Chap. 2, we consider the structure shown in Fig. 1. Let frequency range of
interest be ω1, . . . , ωk and arrange FRF Gω

UU at the connecting part XU. It gives

Gω
UU

=

⎡
⎢⎢⎢⎢⎣

Gu1u1 (ω1) , . . . ,Gu1u1 (ωk) Gu1u2 (ω1) , . . . ,Gu1u2 (ωk) · · · Gu1um (ω1) , . . . ,Gu1um (ωk)

Gu2u1 (ω1) , . . . ,Gu2u1 (ωk) Gu2u2 (ω1) , . . . ,Gu2u2 (ωk) · · · Gu2um (ω1) , . . . ,Gu2um (ωk)

.

.

.
.
.
.

. . .
.
.
.

Gumu1 (ω1) , . . . ,Gumu1 (ωk) Gumu2 (ω1) , . . . ,Gumu2 (ωk) · · · Gumum (ω1) , . . . ,Gumum (ωk)

⎤
⎥⎥⎥⎥⎦

(4)

This is separated into real and imaginary parts to create a matrix R, which is
factorized by the singular value decomposition. It can be expressed as

R = [ Re
[
Gω

UU

]
, Im

[
Gω

UU

] ] = PDQT (5)

where P and Q are orthogonal matrices and D is a diagonal matrix expressed as

D = [diag
(
d1, d2, . . . , dm|0m×(n−m)

) ]
(6)

The nonnegative real values {di ≥ 0}mi=1 of D are called singular values of matrix R.
The reason for separating the matrix into real and imaginary parts and performing
singular value decomposition is that the elements of P are real. Here, assuming that
dt + 1 = . . . = dm � 0, the orthogonal basis vectors of the columns of R are p1, . . . ,
pt which are the column components of P, and these are put together to obtain

P t = [p1, . . . ,pt

]
(7)

By evaluating cumulative contribution ratio for R, approximation in an appropriate
range becomes possible. The cumulative contribution ratio s when the matrix is
approximated by the rank t is given by

s =
∑t
i=1 di

2

∑m
i=1 di

2 (8)

Secondly, the displacement XU and the excitation force FU of the connecting part
are reduced to t dimensions as follows:

http://dx.doi.org/10.1007/978-3-030-46466-0_2
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P Tt XU = P Tt GUrF r + P Tt GUUFU (9)

FU = P tF t (10)

Using the Eqs. (9) and (10), we obtain

F t = −
(
P Tt GUUP t

)−1
P Tt GUrF r (11)

by considering the restraint force (P Tt XU = 0) acting on the connecting part.
Substituting Eqs. (10) and (11) into the first row of Eq. (1), we obtain

Grr
∗∗ = Grr − GrUP t

(
P Tt GUUP t

)−1
P Tt GUr (12)

by dividing both sides by the excitation force Fr at the evaluation point. This is
the nodal constraint method in which degrees of freedom of the connecting part is
reduced to t degrees of freedom.

4 Application of Reduced Nodal Constraint Method
to Automotive Parts

4.1 Model Outline and Experiment Conditions

In this research, we examined a cut body which is separated from an automobile
body (see Fig. 2); Fig. 2a is an experimental model, and Fig. 2b is a numerical
model. A battery with a supporting stay shown in Fig. 2 is a target component.
The connecting part between the battery and the connecting structure has three
translational degrees of freedom from ① to ④ except for the z-axis direction of ②

and ③, and measurement was performed with 10 degrees of freedom. An evaluation
point is ⑤ that is at the top of the battery; a driving point FRF at ⑤ is estimated by
the proposed method.

4.2 Experimental Result and Consideration

Figure 3 shows the results of comparing driving point FRFs (y-axis direction) of
the battery between the models in the state of being attached to the cut body. As
can be seen from this figure, plural peaks can be observed in this condition, and the
natural modes due to the coupled vibration with the main structure are excited. This
is because the substructure of the battery is not be isolated from the main structure.
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Fig. 2 Target models. (a) Experimental model. (b) Numerical model. (c) Battery

Fig. 3 Comparison of
driving point FRFs
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Figure 4 shows driving point FRFs (y-axis direction) using the conventional
method. From this figure, it can be seen that the effects of noise appear prominently
in the FRFs, making it difficult to compare the vibration characteristics between the
models. In addition, the amplitudes of the FRFs show large discrepancy. As a result,
we found that the FRF matrix between each degree of freedom of the coupling part
(GUU in Eq. (12)) in the numerical model is ill-conditioned. These FRF matrices
are calculated at each frequency step, and the maximum values of the condition
numbers are 6.6 × 103 and 2.8 × 107 in the experimental and numerical models,
respectively. Therefore, the difference of amplitudes is greatly expanded when the
inverse matrix calculation is performed. Ill-conditioning of the FRF matrix means
that the behavior of the each FRF in the coupling degrees of freedom is not fully
independent.

Secondly, we applied the reduction method proposed in this research. First,
singular value decomposition is applied on the FRF matrix at the coupling degrees
of freedom of the connecting part (see Fig. 5). The magnitude of the tenth singular
value is clearly smaller than that of the first one. By evaluating the cumulative
contribution rate, it is confirmed that more than 0.99 of the original matrix can be
expressed even if the singular values are adopted up to five major ones. Therefore,
we judged that the matrix can be reduced to five degrees of freedom.

Based on the above examination, driving point FRFs are compared between the
models (see Fig. 6). From this figure, we confirmed that the influence of noise is
significantly reduced and the peaks are compared more easily than the conventional
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Fig. 4 Application of
conventional method
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Fig. 5 Result of singular
value decomposition
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Fig. 6 Application of
proposed method
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method shown in Fig. 4. In both models, there are two dominant peaks at around
40 Hz and 60 Hz. From the shift of these peaks, we confirmed that the discrepancy
exists between the models; we found that the vibration characteristics could be
easily compared between the models by using the proposed approach. Figure 6 also
shows a driving point FRF of the numerical model when three degrees of freedom
for each of the five connecting part are actually constrained. It can be concluded that
the driving point FRFs is properly estimated by the proposed approach.
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5 Conclusion

In this paper, we proposed a method to reduce the noise effect in the nodal constraint
method. Moreover, we examined the validity of the method by conducting the
vibration experiment on an automobile component.

For the automotive component, we confirmed that the influence of noise in
the conventional method can be significantly reduced by decreasing the coupling
degrees of freedom at the connecting part. Furthermore, the number of degrees of
freedom necessary for describing the FRF at the connecting part can be determined
by applying the singular value decomposition to the FRF matrix.
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Modeling of Complex Modes
with Wave-Based Scaling

C. Nerse and S. Wang

1 Introduction

In the literature, complex modes are subject of applications that range from
composites to rotating machineries [1, 2]. Complex modes have been shown to
exhibit wave characteristics, and its composition with respect to traveling wave and
standing wave was introduced [3]. Complex modes that result from non-uniform
distribution of damping have been studied. Eigensolution and sensitivity analyses
were undertaken to estimate the variation with respect to system parameters. For
lightly damped systems, approximation methods were developed to obtain the
complex eigenvectors from undamped modal parameters [4]. These advancements
have widened the perspective in which we view the complex modes. In a more recent
work, a new approach was proposed to model complex modes with a waveguide, for
a simple non-proportional damping configuration [5]. It was shown that complex
modes can be estimated without solving the eigenvalue problem. Complex modes
can be scaled such that the imaginary part is minimized. This scaling technique was
used to produce performance indices with respect to damping non-proportionality
[6]. In this study, we show a wave-based scaling method on a non-proportionally
damped system. It extends a previously made observation corresponding to a
complex mode formation scheme [7]. It was shown that the difference between a
complex mode and a real normal mode can be expressed by propagating patterns that
behave like waves. Thereby, these patterns are refracted as they cross an intersection
that divides damping medium. This relationship is described Snell’s law. In this
work we show that a beam structure that has a partially applied constrained layer
damping has complex modes that behave according to the predictions. Case studies

C. Nerse · S. Wang (�)
School of Mechanical Engineering, Gwangju Institute of Science and Technology,
Gwangjugwangyeogshi, Republic of Korea
e-mail: can@gm.gist.ac.kr; smwang@gist.ac.kr

© Springer Nature Switzerland AG 2021
S. Oberst et al. (eds.), Vibration Engineering for a Sustainable Future,
https://doi.org/10.1007/978-3-030-46466-0_4

25

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-46466-0_4&domain=pdf
https://orcid.org/0000-0003-4003-6262
https://orcid.org/0000-0002-8457-9966
mailto:can@gm.gist.ac.kr
mailto:smwang@gist.ac.kr
https://doi.org/10.1007/978-3-030-46466-0_4


26 C. Nerse and S. Wang

were conducted with respect to different damping configurations. In Sect. 2, we
outline the theory of the method. Then, in Sect. 3, we show a comparison of the
numerical and experimental results and give our conclusions.

2 Methods

Similar to a light beam that gets refracted at the boundary of two media, it can be
argued that the complex mode featuring wave characteristics can also be represented
with a similar perspective. In this regard, consider a structure with simply supported
boundary conditions. Analytically, the deflection patterns for a real normal mode
of beam can be expressed by a sine function, where m corresponds to the spatial
wavenumber on x coordinate and Lx is the length of the beam, as shown in Eq. (1):

Wm(x) = sin (mπx/Lx) (1)

When the system is proportionally damped, these deflection patterns retain the same
shape. However, if the damping is non-uniformly distributed, as in the case of
partially applied damping layer on a plate, the mode shapes are complex-valued.
It is argued that the difference between a complex mode and the respective normal
mode can be described propagating wave-like patterns as shown in Fig. 1. When the
system is proportionally damped, the net sum of the patterns is zero, while, when
the system is non-proportionally damped, we observe refraction at the individual
intersections of damping. For a typical non-proportional damping configuration,
the summation of patterns is a non-zero variation. Thereby, they contribute to the
imaginary part of the complex mode.

As shown in Fig. 1c, the left propagating pattern is refracted at the damping
intersections. This relationship is governed by Snell’s law:

sin (θ2)

sin (θ1)
= km,1

km,2
= d1

d2
(2)

where d1 and d2 correspond to the refractive indices of damping regions D1 and D2,
respectively.

3 Results and Discussion

To verify the numerical predictions, an experimental setup was prepared. A steel
beam of 3 mm thickness was clamped at both ends. Shaker excitation was used
at an end node to excite the beam, and uniaxial accelerometers were attached.
Measurement nodes were selected so that they are equally spaced. Figure 2 shows
the dimensions of the setup and locations of the transducers. Note that in the method
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Fig. 1 Overview of the complex mode formation framework. (a) (x–y) section view of beam
structure with a non-proportional damping patch. (b) Propagating patterns from the boundaries
of the structure, blue dash line: left propagating pattern, red solid line: right propagating pattern.
(c) Refraction of the propagating pattern at a damping intersection

section we described the boundary conditions to be simply supported. Simply sup-
ported boundary conditions are the most simplistic form for analytical solution [8].
However, in an experiment setup, it is not easy to achieve it. Therefore, generally,
clamped boundary conditions are used. Comparing both boundary conditions, it
was shown that although the modal frequencies are higher for clamped boundary
condition due to increase in overall stiffness, the mode shapes are very similar to
that of simply supported boundary condition [8, 9]. Hence, in the experiments we
used clamped boundary conditions.

Partial damping treatment was applied by attaching three layers of 3M damping
foil [10] on the bottom surface of the beam (see Fig. 2). We have tested three
different cases, i.e., Q1, Q2, and H1, that refer to quarter or half size of the beam



28 C. Nerse and S. Wang

Fig. 2 Experimental setup showing the exciter and transducer locations

Fig. 3 Comparison of the imaginary values of the normalized first mode with respect to numerical
approximation and the experiment. Blue solid line: method, black dash line: experiment

in the longitudinal direction. The complex modes that were obtained from the
experiments are compared to the numerical predictions in Fig. 3.

Numerical predictions and the experiment have been shown to be similar; in
particular, Q1 and H1 configurations. This has valuable implications for practical
applications. One such benefit can be attained for benchmarking of the existent
method, such that for cases where finite element modeling is not feasible an
experimental procedure can be done for verification. In addition, in industrial
applications where damping treatments are used for noise and vibration control,
such approximation method can be utilized for preliminary decisions regarding the
optimum location for the damping layer attachment. In the future studies, the present
method can also be implemented into structural-acoustic coupling problems.
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Structure Optimization of Noise
and Vibration Performance using FRF
Baseline

Hironori Shiga, Takuya Yoshimura, Koji Saito, and Akira Suto

1 Introduction

At present, CAE is widely used for mechanical structures, and complex dynamic
analysis using the finite element method (FEM) is highly realized. However, when
performing dynamic analysis, the mode density increases as the frequency increases,
so the analysis method is to be chosen according to the target frequency range.
In the low-frequency range, modal analysis is generally used widely. In the high-
frequency range, statistical energy analysis (SEA) is used. However, focusing on
the mid-frequency range, several methods (e.g., methods combining FEM and SEA
[1–3]) have been proposed, but effective methods have not been established yet.
Therefore, as a new approach for the mid-frequency range, it is examined to grasp
the tendency of the global frequency response of the frequency region rather than
treating the modes individually.
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2 Theory

2.1 Baseline

The baseline is expressed by adding virtual damping to the FRF [4]. An example
of baseline is shown in Fig. 1. Compared to the FRF used for conventional noise
and vibration evaluation, it is expected to evaluate vibration level in a more global
frequency band than observing individual peaks.

2.2 Sensitivity Analysis Theory with Mass Addition

Sensitivity analysis for the FRF or baseline with mass addition theory [5] is to
consider how the point r response under point f vibration changes with the addition
of mass to the point i as shown in Fig. 2.

First, the acceleration after mass addition is expressed as follows:

⎧⎪⎨
⎪⎩
ẍ∗
r

ẍ∗
f

ẍ∗
i

⎫⎪⎬
⎪⎭

=
⎡
⎣
Hrr Hrf Hri

Hf r Hff Hf i

Hir Hif Hii

⎤
⎦
⎧⎨
⎩

0
f

fadd

⎫⎬
⎭ (1)

Fig. 1 Examples of FRF and
baseline

Fig. 2 Mass addition model
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Here, ẍ is acceleration. “*” indicates that the mass is added. Hba is FRF at point b
response under point a vibration. f is force. fadd is force generated by added mass.
FRF after adding mass can be expressed with the design variable m as follows:

H ∗
rf = ẍ∗

r

f
= Hrf − HriHif

Hii + 1
/
m

(2)

FRF sensitivity with mass addition S can be expressed as follows by partially
differentiating H ∗

rf :

S = ∂H ∗
rf

∂m

∣∣∣∣m = 0
= −HriHif (3)

Next, we formulate sensitivity analysis of FRF sum of squares in the frequency
band. The FRF sum of squares P is expressed as follows:

P =
ωhigh∑
ωlow

Hrf (ω) •Hconjrf (ω) =
ωhigh∑
ωlow

∣∣Hrf (ω)
∣∣2 (4)

At this time, FRF sum of squares sensitivity with mass addition S
′

is expressed as
follows, where

∂Hrf
∂m

is S:

S′=∂P
∂m

=
∑ωhigh

ωlow

⎛
⎝Hrf • ∂H

conj
rf

∂m
+∂Hrf
∂m

•Hconjrf

⎞
⎠=

ωhigh∑
ωlow

2Re

(
H
conj
rf

∂Hrf

∂m

)

(5)

3 Numerical Analysis

3.1 Analysis Condition

The simplified structure model used this time is a rectangular solid with dimensions
of 0.2 [m] × 2 [m] × 2.0 [m] with beams on 12 sides. Young’s modulus E is
206 [GPa], and density ρ is 7860 [kg/m3]. The node of input point is #4, and the
node of output point is #73. The directions of input point and output point are z.
The proportional viscous damping is assumed. The virtual damping is equivalent to
ζ = 0.03~0.05. This model is shown in Fig. 3. Mass of this model is about 25 [kg].
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Fig. 3 Simplified structure
model

Fig. 4 Transition to mass
addition by FRF method

3.2 Comparing the Reduction of the FRF Sum of Squares
Between FRF Method and Baseline Method

The purpose of this analysis is to enable structural changes that reduce vibration
level from a viewpoint of global optimization using the baseline.

Sensitivity analysis and mass addition based on it were performed alternately and
repeated until the total mass addition reached 1 kg. The amount of mass addition
per one time was varied in four ways of 0.1 [kg] (case1), 0.2 [kg] (case2), 0.5 [kg]
(case3), and 1 [kg] (case4). The above was tried by both FRF method and baseline
method. Here, FRF method means structure change based on FRF sum of squares
sensitivity. Similarly, baseline method means structure change based on baseline
sum of squares sensitivity. Figures 4 and 5 show the transition of FRF sum of squares
to mass addition in each case and method.

According to Fig. 4 using FRF method, FRF sum of squares continues to decrease
when the amount of mass addition per 1 time is small. However, if the amount
of mass per 1 time is large, FRF sum of squares decreases poorly or gets worse.
According to Fig. 5 using baseline method, FRF sum of squares continues to
decrease regardless of amount of mass per 1 time.

The results for the FRF method and the baseline method were compared. In the
case of amount of mass addition per 1 time is small, FRF sum of squares is reduced
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Fig. 5 Transition to mass
addition by baseline method

in a similar way between two methods. On the other hand, in the case of amount
of mass addition per 1 time is large, using the baseline method reduces FRF sum
of squares, even if using the FRF method worsens FRF sum of squares. Here it is
observed that the reduction in baseline method is not always the best but relatively
good regardless of amount of mass addition at one time.

3.3 Comparing the Structure Change Between FRF Method
and Baseline Method

The difference between the simplified structure models after mass addition was
compared between the FRF method and the baseline method. Figure 6 shows the
structures change by mass addition at 1 kg in total in each case and method. The
added mass is expressed as a sphere, and the volume of the sphere is displayed in
proportion to the amount of mass addition.

The results for the FRF method and the baseline method were compared. In the
case of the FRF method, mass tends to be added to various points each time, but
in the case of the baseline method, mass is added only around the output point
consistently. Furthermore, in the case of the baseline method, FRF sum of squares is
well reduced. Here it is observed that the mass addition points are more concentrated
near the input point or the output point in the baseline method than in the FRF
method.

4 Conclusion

In this study, the structural modification was applied to a simple structure in order
to reduce the FRF sum of squares in a certain frequency range. The optimization
result by the baseline was compared with that by the conventional approach by
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Fig. 6 Schematic representation of structural changes

the FRF. The following two can be claimed. First, the reduction of FRF sum of
squares in baseline method is not always the best but relatively good regardless of
amount of mass addition at one time. Second, the mass addition points are more
concentrated near the input point or the output point in the baseline method than
in the FRF method. From the above, it is concluded that the baseline method can
reduce vibration level from a viewpoint of global optimization rather than local
optimization. In a future work, we would like to explore a method that combines the
baseline method and the FRF method, by which the global and the local optimization
are both implemented.
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Snowboard Simulation with Distinct
Element Method and Finite Element
Method

Tatsuya Yoshida, Fumiyasu Kuratani, and Shogo Nakamura

1 Introduction

Snowboard and ski manufacturers generally develop new products by a trial-
and-error process. In this process, test riders evaluate the prototype boards and
provide individual and subjective opinions of the performances of the boards. The
designers then attempt to correct the mechanical properties and the board shapes
based on these evaluations. The relationships between the mechanical properties
of skis and snowboards and their performance have been investigated in several
analytical and experimental studies [1, 2]. However, the test conditions are often
different between prototype and field testing. This renders quantitative evaluation
and efficient redesign difficult.

One approach used to evaluate the performance of a prototype is the development
of numerical simulations. Although some studies [3, 4] have represented snow
as a continuous body using the finite element method (FEM), these simulations
lacked consideration of the discrete behaviors and large deformations when the
deformation of snow surfaces increase. The nonlinearity of the force acting on the
bottom of the board, which relates to the board’s penetration of the snow surface,
frequent shear fracture, and slip of the fracture surface, is enhanced as the tilt angle
of the board increases [5]. Therefore, models based on a continuum, such as the
FEM, are not suitable for representing snow and for maintaining the calculation
times within a reasonable limit for the design.

In our previous study, we developed a simulation model to reproduce the discrete
behavior of snow with the distinct element method and examined the influence of
board shapes on turning motion [6]. The previous study focused on the shapes of
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rigid body snowboards. Herein, we reproduce the deformation of the board with the
FEM and examine the influence of both board shape and stiffness on the turning
motions and overall characteristics of the board.

2 Mechanism of Snowboard Turn

Figure 1 shows a snowboard in the early stage of a turn. The attack angle, which
is shown in Fig. 1a, is the angle formed between the traveling direction and the
board’s centerline. Snowboarders form the attack angle by twisting their body.
Because the component of the reaction force acting in the direction opposite to the
traveling direction affects the lateral direction of the board, the attack angle allows
a snowboard turn. Figure 1b shows the snowboard during the turn as seen from the
traveling direction. The edge angle is the angle between the snow surface and the
snowboard. As the edge angle increases, the direction of the reaction force acting on
the board changes. The reaction force can be decomposed into one in the direction
parallel to the snow surface and one that is perpendicular to it. This parallel force
also allows the snowboard to turn. Furthermore, the sidecut, which is the curved part
on the side of the board, also affects the movement of the snowboard. The sidecut
penetrates the snow surface by increasing the edge angle, and the groove formed by
the penetration constrains the motion of the board. Therefore, the curvature of the
sidecut influences the curvature of the turn, and boards with smaller sidecut radii
have the tendency to produce smaller turn radii.

Fig. 1 Mechanism of snowboard turn. (a) Top view. (b) Front view
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Fig. 2 Snow modeling with distinct element method [6]

3 Simulation Method

3.1 Snow Model [6]

In this simulation, snow is modeled as particle elements. The particle behavior is
calculated using the distinct element method (DEM). Based on the Voigt model,
shown in Fig. 2, the DEM calculates the contact forces between the snow particles.
In Fig. 2, k is the spring coefficient, η is the damping coefficient, and μ is the
friction coefficient. The subscript n indicates the normal direction, and the subscript
t indicates the tangential direction. The motion equation for particle i is shown in
the following equation and is solved numerically with Euler’s algorithm.

mi
d2xi
dt2

= mig +
∑

Fnj +
∑

Ftj (1)

In the above equation, mi is the mass of the particle i, xi is the position vector of
particle i, and g is the gravitational acceleration vector. Fnj and Ftj are the contact
force vectors due to particle j in the normal and tangential directions.

3.2 Snowboard Model

The deformation of the snowboard is reproduced with the FEM, and the rigid-
body translational and rotational motions of the snowboard are reproduced by
numerically solving these motion equations with six degrees of freedom. The force
acting on the board model is calculated by detecting the contacts between the finite
element (FE) meshes and particles. When the board slides and deforms, the meshes
are also displaced, and the contacts with the particle elements at each time step
are considered via the displacements of the nodes. The interaction force is then
determined by the DEM, as shown in the previous section. This calculated force is
considered to be the external force acting on the board, and the contact points and
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force vectors between the FE mesh and particles are thus calculated in detail. The
board was modeled in the FEM software ANSYS with Shell181 which is a four-
node shell element with six degrees of freedom for each node. The time history
response of board deflection was calculated by the modal superposition method
with an analytical target frequency range of less than 5 kHz. The modal damping
ratio was set to 1% for all modes. The Newmark-β method was used as the time
integration method, with the time interval for both the board and snow model set to
1.0 × 10−5 s.

4 Simulation Conditions

4.1 Shape and Mechanical Properties of Snowboard

The snowboard models were constructed to evaluate the influence of sidecut radius
and board stiffness. Two snowboard shape configurations were modeled: one with
a sidecut radius of 8 m and another with a straight sidecut. The modeled boards
are shown in Fig. 3 with local coordinate systems (x′, y′, z′) located at the center
of each board. The x′ axis is set along the longitudinal direction of the board, the
y′ axis is along the width of the board, and the z′ axis is perpendicular to the board
surface. The board dimensions, mass, and inertial moment are shown in Table 1.
To examine the influence of board stiffness, the boards were tested with elastic
moduli of 5 GPa, 7.5 GPa, 15 GPa, and 30 GPa, and the board was modeled as
a rigid body. These values were determined on the basis of the natural frequencies
of typical snowboards (from 15 to 20 Hz), which approximately corresponds to
between 7.5 GPa and 15 GPa. Furthermore, to model a rider simply, a concentrated
mass of 60 kg was added at (0, 0.05, 0) in the board coordinate system. This load
location allows for the retention of the edge, while the board is prevented from
turning over by balancing with inertia, reaction force from the slope, and a load
torque, as noted in the next subsection.

Fig. 3 Shapes of the
snowboard
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Table 1 Detention and inertia property of the snowboard

Inertial moment
Sidecut Length Width Mass Ixx Iyy Izz

R8 1.5 m 0.3 m 2.91 kg 0.018 kgm2 0.53 kgm2 0.54 kgm2

Straight 1.5 m 0.3 m 3.17 kg 0.023 kgm2 0.54 kgm2 0.56 kgm2

Fig. 4 Slope and initial
position of board

4.2 Slope Condition and Load Torque

The simulation slope was tilted at an angle of 10◦, as shown in Fig. 4. In the global
coordinate system, the x and y axes are located on the horizontal plane, with the z
axis pointing in the vertical direction. Moreover, a slope surface coordinate system,
which consists of the X–Y axis, was defined to represent snowboard motion on the
surface. A total of 11,132 particle elements covered the slope to reproduce granular
snow, with the parameters modified to those used by Abe et al. [7].

The initial position of the board was rotated 10◦ about the y′ axis to be parallel
to the slope, and the x′ axis subsequently matched with the fall line of the slope and
the X direction. The boards were then given an initial velocity of 1 m/s along the
fall line to slide down the slope. The snowboards were then turned by applying a
30 Nm torque about the x′-axis during sliding. This load torque increases the edge
angle and penetration of the inside edge in the snow surface, thus allowing the board
to turn.

5 Simulation Results

Figures 5 and 6 show trajectories of the board center on the snow surface coordinate
system X–Y for both types of boards. From the results of the R8 board, a decrease
in elastic modulus increased the movement in the Y direction. It also increased
the deflection of the center of the board, which is shown in Table 2, where the
displacement is in the z′ direction of the board coordinate system. The increase in
board deflection due to the decrease in elastic modulus alters the contact edge and
changes the turning motion.
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Fig. 5 Trajectories of the R8
board

Fig. 6 Trajectories of the
straight board

Table 2 Maximum deflections at the centers of the boards

Elastic modulus [GPa] 5 7.5 15 30

Deflection [mm] Straight −19.0 −17.1 −9.8 −8.0
R8 −28.6 −23.1 −20.0 −17.3

Comparing the trajectories of the R8 and straight boards, the straight board was
less influenced by the board’s elastic modulus than the R8 board and exhibiting
similar results between the elastic and inelastic tests. This was due to the stiffness
of the straight board being higher than that of the R8 board because of the lack
of a sidecut the maximum deflection at the center of the sliding straight board,
which is shown in Table 2, was smaller than that of the R8 board. That said, the
board deflection still increases with a decrease of elastic modulus for the straight
board. From these results, it is suggested that board deflection is not the only aspect
affecting trajectory.

Although the edge angle of the R8 board shown in Fig. 7 increased with the
decrease in elastic modulus, the effects were less pronounced for the straight board,
as shown in Fig. 8. Since the increment of the edge angle increased the component
force in the Y direction acting on the board bottom, the movement of the board in
the Y direction subsequently increased. From the simulation results, it is suggested
that the sidecut and board deflection affect the turn trajectory.

6 Conclusions

We evaluated snowboarding performance quantitively by developing a simulation.
The simulation evaluated the influence of board shape and elastic modulus on the
characteristics of the turning motion. Although a decrease in the board stiffness with
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Fig. 7 Edge angle of the R8
board

Fig. 8 Edge angle of the
straight board

a sidecut increases the magnitude of the turn, the simulations show that a board
without a sidecut is hardly affected by the stiffness. These results suggest that the
board sliding motion is mainly influenced by the board shape.

Acknowledgment This work was supported by JSPS KAKENHI Grant Number JP17K14614.
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Estimation of the Main Transfer
Function of Ultrasonic Transducer Array

Min-Jung Sim, Chinsuk Hong, Weui-Bong Jeong, Yub Je, and Yo-Han Cho

1 Introduction

FEM analysis, commonly used for analysing underwater sonar systems, requires
high computational resources because of high number of DOF. This paper suggests a
method combining BEM and LPM. These two methods are very efficient in reducing
the DOF. An application to a planar tonpilz transducer array is presented as an
example.

2 Modelling and Analysis

A tonpilz transducer consists of head, piezoelectric element, and tail as shown
in Fig. 1. Z1, Z2, and Z3 are the mechanical impedances of head, piezoelectric
element, and tail, respectively. ZE is the electrical impedance, and Zr is the acoustic
radiation impedance. Sherman and Butler [1] explained how to express impedances
into matrix representation as shown in Eq. (1) using ‘T-Network’.

Unlike any other impedances that can be simply obtained from the LPM, the
acoustic radiation impedance, Zr,jk is obtained by BEM analysis. x̃k represents
velocities and current of kth transducer. F̃k represents forces and voltage of jth
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Fig. 1 Free body diagram of
a transducer

Fig. 2 Array with nine
tonpilz transducers

transducer. For the array with n transducers, the impedance matrix equation needs
to be expanded as Eq. (4).

⎡
⎢⎢⎢⎢⎢⎣

Zr,jk + Z1,c −Z1,b 0 0 0
− Z1,b +Z1,c + Z2,c +N2ZE −Z2,b −N2ZE 0 −NZE

0 −Z2,b −N2ZE +Z2,c + Z3,c +N2ZE −Z3,b 0
0 0 −Z3,b +Z3,c +NZE
0 −NZE +NZE 0 ZE

⎤
⎥⎥⎥⎥⎥⎦

=Z̃jk

(1)

[
ẋHead1,k ẋHead2,k ẋSub1,k ẋSub2,k Ik

]T = x̃k (2)

[
FHead1,j FHead2,j FSub1,j FSub2,j Vj

] = F̃j (3)

⎡
⎢⎣
Z̃11 · · · Z̃1n
...
. . .

...

Z̃n1 · · · Z̃nn

⎤
⎥⎦

⎧⎪⎨
⎪⎩

x̃1
...

x̃n

⎫⎪⎬
⎪⎭

=

⎧⎪⎨
⎪⎩

F̃1
...

F̃n

⎫⎪⎬
⎪⎭

(4)

3 Numerical Results and Conclusion

In order to verify the validity of suggested method, a planar array composed of
nine tonpilz transducers is analysed as shown in Fig. 2. All the transducers have the
same driving voltage. In Fig. 3, colour lines are the result of the commercial FEM
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Fig. 3 Responses of each transducer: (a–c) Electrical admittances, (d–f) head velocities, ẋHead1,
per unit voltage
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software, and black lines are the result of the proposed impedance matrix equation.
Figure 3 shows that the proposed method guarantees high accuracy. Unlike when
using FEM software, the impedance matrix does not have to be recomputed every
time the driving condition changes. Although this paper deals with the simple array,
it is expected that it can be extended to more complicated sonar array, allowing more
effective sonar system design.
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Bifurcation Analysis of a Doubly Curved
Thin Shell Considering Inertial Effects

Martin Rudorf, Sebastian Oberst, Merten Stender, and Norbert Hoffmann

1 Introduction

Space engineering has grown in significance for private companies and the educa-
tional sector: The advent of small, compact microsatellites, which use off-the-shelf
components, has made space missions affordable. To stowage on the carrier
spacecraft, space booms, antennas or solar panels are generally folded or rolled
up to then self-deploy once in orbit [1]. However, satellites especially in low
Earth orbits are exposed to harsh environmental conditions including aerodynamic
drag, changing gravitation, varying temperatures, electromagnetic fluxes and solar
radiation pressures [2] – loads which act disturbing and which cause vibrations of
thin elastic structures and which can lead to a changed attitude behaviour of the
spacecraft.

Studying the nature and extent of these vibration phenomena is difficult, and
obtaining direct measurements from satellites would require attaching sophisticated
measurement equipment with high temporal and spatial resolution – an extra pay-
load which represents opportunity costs. On-Earth validation of thin, elastic struc-
tures is difficult, mainly due to gravity [1, 3]. Numerical modelling of thin structures,
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modelled via shell elements, is not without obstacles either. Finite element methods
tend to easily become numerically ill-conditioned and to run very slowly.

A different approach, which will be followed in this study, is treating the antenna
as an open, thin shallow shell [4] using Donnell’s theory; results of a 9 degree
of freedom (DOF) model based on Amabili’s doubly curved, shallow shell model
[5] with simply supported boundaries are compared to a mathematical formulation
which considers additional inertial terms. Bifurcation diagrams are investigated to
discuss the influence of assumptions on the inertia coupling terms on the dynamics.

2 Numerical Modelling

A thin, shallow shell with finite curvilinear dimensions a and b, thickness h and a
rectangular base is considered (Fig. 1). (O; x, y, z) is the global coordinate system;
ψ = x/Rx and θ = y/Ry are the angular coordinates with Rx and Ry denoting the
radii of curvature in x- and y-direction. The displacements of points on the middle
surface are denoted by u, v and w. The displacements in w-direction are considered
positive and out-of-plane towards the shell’s convex side.

The shell’s thickness is assumed to be small compared to spatial dimensions
h � a, b; strains and displacements are so small that higher-order terms in the
strain-displacement relations are negligible as are normal stresses relative to the
mid-surface (σz = τzx = τzy = 0); and normal vectors to this mid-surface will not
deform [4]. For Donnell’s theory the deflection w is of the same order of magnitude
as h; the deflections u and v are negligible when compared to w; in-plane and
rotary inertia are neglected; and the stress at an arbitrary point inside the shell
depends linearly on its distance to the middle surface, i.e. εx = εx,0 + zkx, εy =
εx,0 + zky, γxy = γxy,0 + zkxy , with εx,0, εy,0 and γxy,0 being the strains on the
middle surface and kx , ky and kxy denoting changes of curvature and torsion of the
mid-surface (no shear deformation). In the following derivations of the kinematic
relations, we retain some second-order terms.

The governing equations of motion for u, v and w are derived next using the
Lagrange function, and a modal decomposition of discretised displacements is
obtained. The Lagrange equations of the second kind for a shell element are written
as [4]

d

dt

(
∂TS

∂q̇

)
− ∂TS

∂q
+ ∂US

∂q
= Q, with Q = −∂FD

∂q̇
+ ∂W

∂q
(1)

Fig. 1 Doubly curved shell
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where the q and q̇ denote the vectors of generalized DOFs and their derivatives
with respect to time. For the shell element under investigation, those represent
the continuously distributed displacements of the middle surface u, v and w and
the corresponding velocities, which are discretised using modal decomposition. TS
and US denote the kinetic and elastic strain energy, respectively. The work done
by non-conservative forces (damping FD, external excitation W ) is denoted by Q.
Now, u(x, y, t), v(x, y, t) andw(x, y, t) are expanded into Fourier series with time-
dependent modal amplitudes and time-invariant, trigonometric shape functions:

u =
M,N∑
m,n=1

um,n cos
(mπx
a

)
A,

v =
M,N∑
m,n=1

vm,n cos
(nπy
b

)
B, and w =

Mw,Nw∑
m,n=1

wm,nAB, (2)

with A = sin
(nπy
b

)
and B = sin

(
mπx
a

)
. The indices m and n denote the number of

half-waves in x- and y-direction, respectively, and
∑M,N
m,n=1 =∑M

m=1
∑N
n=1. Owing

to the symmetry of the shell element, only odd numbers are considered. The moment
and force resultants (Mx,y , Nx,y) at the boundaries allow in-plane displacements
orthogonal to the edges as well as rotations, but no out-of-plane displacements or
displacements parallel to the edges.1

The modal expansion has been chosen such that the geometrical BC as well as
the constraints on the moment resultants are intrinsically satisfied. To eliminate the
force resultantsNx,y , additional terms û and v̂ have to be added to the expansions of
u and v. They can be obtained by plugging the expressions for the force resultants

Nx = Eh3

1−ν2 (εx,0 −νεy,0), andNy = Eh3

1−ν2 (εy,0 −νεx,0) into Eq. (3), which provides,

substituting K1 = ∂w
Rx∂ψ

∂w0
Rx∂ψ

, K2 = ∂w
Ry∂θ

∂w0
Ry∂θ

and B1 = {ψ = 0, a/Rx}, B2 =
{θ = 0, b/Ry}:

[
∂û

Rx∂ψ
+
(

∂w

4Rx∂ψ

)2

+K1 + ν∂v̂

Ry∂θ

]

B1

= 0

=
[
∂v̂

Ry∂θ
+
(
∂w

4Ry∂θ

)2

+K2 + ν∂û

Rx∂ψ

]

B2

. (4)

Solving Eq. (4) for û(x, y, t) and v̂(x, y, t) gives

1 v = w = Nx = Mx = 0 at x ∈ {0, a} , and u = w = Ny = My = 0 at y ∈ {0, b} (3)
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−û =
Mw,Nw∑
m,n=1

mπ

a

⎧⎨
⎩
wm,n(t)

2
sin
(nπy
b

)Mw,Nw∑
s,k=1

sws,k(t)

m+ s sin

(
kπy

b

)
sin

[
(m+ s)πx

a

]⎫⎬
⎭

(5a)

−v̂ =
Mw,Nw∑
m,n=1

nπ

b

⎧⎨
⎩
wm,n(t)

2
sin
(mπx
a

)Mw,Nw∑
s,k=1

kws,k(t)

n+ k sin
( sπx
a

)
sin

[
(n+ k)πy

b

]⎫⎬
⎭ .

(5b)
For a more detailed derivation of these additional terms, see [5]. The modal
expansion can now be used to symbolically evaluate the energy expressions in
Eq. (1) and to obtain a set of differential equations in the generalized coordinates
q = [

um,n, vm,n, wm,n
]T. Here, the expansions are truncated at M = N = 3 and

Mw = Nw = 1 leading to a model with 9 DOFs which still suffices to capture the
dynamics of the shell [5].

Using the modal expansions, the algebraic expressions in modal amplitudes for
the kinetic energy are derived TS = 1

2ρSh
∫ a

0

∫ b
0

(
u̇2 + v̇2 + ẇ2

)
dy dx, where ρS

represents the mass density and rotary inertia has been neglected. However, due
to the quadratic terms in wm,n of the additional terms û and v̂, inertial coupling
arises in TS. To illustrate this, a minimal modal expansion that has been set up with
M = N = Mw = Nw = 1 was used to calculate TS.

TS = ρSh

[
abE1

4
+ 9(aπ)2E2 + 9(bπ)2E2

64ab
− 4

√
E2
(
bu̇1,1 + av̇1,1

)
9π

]
(6)

using the expressions E1 = u̇2
1,1 + v̇2

1,1 + ẇ2
1,1 and E2 = w2

1,1ẇ
2
1,1. The first sum-

mand of Eq. (6) corresponds to the expression TS = ρS
abh

4

[∑M
m=1

∑N
n=1

(
u̇2
m,n

+v̇2
m,n

)+∑Mw
m=1

∑Nw
n=1 ẇ

2
m,n

]
[5] which is a simplification of Eq. (6).

Next, an expression for the elastic strain energy US will be derived using the
strain-displacement relations according to Donnell’s theory and Hooke’s law [4]:

εx,0 = ∂u
Rx∂ψ

+ w
Rx

+ 1
2

(
∂w
Rx∂ψ

)2
, εy,0 = ∂v

Ry∂θ
+ w
Ry

+ 1
2

(
∂w
Ry∂θ

)2
, γxy,0 = ∂u

Ry∂θ
+

∂v
Rx∂ψ

+ ∂w
Rx∂ψ

∂w
Ry∂θ

, and kx = − ∂2w
R2
x∂ψ

2 , ky = − ∂2w
R2
y∂θ

2 , and kxy = −2∂2w
RxRy∂ψ∂θ

. Here,

εx,0, εy,0 and γxy,0 denote again the strain components at an arbitrary point on the
middle surface, and kx , ky and kxy denote its changes of curvature and torsion.

According to Hooke’s law of linear elasticity, the following stress-strain equa-

tions hold σx = E(εx+νεy)
1−ν2 , σy = E(εy+νεx)

1−ν2 , and τxy = τyx = Eγxy
2(1+ν) , where σx and

σy are the normal stresses in x- and y-direction and τxy is the shear stress acting
along the shell’s edges. The general formula for the elastic energy stored in a body
during deformation, taking into account the assumptions made by Kirchhoff and
Love as well as those for Donnell’s theory, reads after using Hook’s law:
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US = 1

2

Eh

1 − ν2

∫ a

0

∫ b

0

(
ε2
x,0 + ε2

y,0 + 2νεx,0εy,0 + 1 − ν
2
γ 2
xy,0

)
dy dx

+1

2

Eh3

12
(
1 − ν2

)
∫ a

0

∫ b

0

(
k2
x + k2

y + 2νkxky + 1 − ν
2
k2
xy

)
dy dx

+1

2

(
1

Rx
+ 1

Ry

)
Eh3

6
(
1 − ν2

)
∫ a

0

∫ b

0

(
εx,0kx + εy,0ky

+νεx,0ky + νεy,0kx + 1 − ν
2
γxy,0kxy

)
dy dx + O

(
h4
)
.

(7)

The first term in Eq. (7) represents the elastic energy resulting from stretching,
the second term results from bending, and the third term is due to coupling of
the aforementioned. Both coupling and the fourth-order term in h are neglected
in Donnell’s theory because z/Rx and z/Ry are small with respect to unity.

To model the influence of damping, Rayleigh dissipation function is used [5]:

FD = 1

2
c

∫ a

0

∫ b

0

(
u̇2 + v̇2 + ẇ2

)
dy dx = 1

2

ab

4

M∑
m=1

N∑
n=1

cm,n

(
u̇2
m,n + v̇2

m,n + ẇ2
m,n

)
,

(8)
with the modal damping coefficients cm,n being calculated from the modal damping
ratios ζm,n, which are determined experimentally [5], and the modal masses
μm,n for which the following relations hold: ζm,n = cm,n

2μm,nωm,n
and μm,n =

ρSh
ab
4 , with ωm,n being the eigenfrequency of mode (m, n). External loading

is modelled using virtual work, with qx,y,z denoting distributed forces/unit area:

W = ∫ a
0

∫ b
0

(
qxu+ qyv + qzw

)
dy dx. qz = fN cos (ωNt) δ (x − x̃) δ (y − ỹ)

becomes the distributed load from a concentrated normal force with harmonic time
dependence acting on an arbitrary point (x̃, ỹ) on the middle surface, where fN is the
force’s magnitude, ωN is the excitation frequency, and δ denotes the Dirac function
which produces eventuallyW = fN cos (ωNt) w(x̃, ỹ, t).

3 Numerical Results

A simply supported shell, with 9 DOFs with and without inertial coupling in the
kinetic energy [5], is considered.2 Starting at zero displacement, a harmonically
oscillating force is applied to the shell’s center, with amplitude variation from 0 to

2Symbolic computations via Matlab’s Symbolic Toolbox; non-dimensionalised differential equa-
tions solved in Julia using the CVODE_BDF-algorithm [6]; width, depth, thickness a = b =
100 mm, h = 1 mm; principal radiiRx = Ry = 1 m; Young’s modulus, mass density and Poisson’s
ratio (steel) of 209 MPa, 7800 kg/m3, ν = 0.3; eigenfrequencies and modal damping coefficients
of selected modes were ω1,1 = 2π · 952 Hz, ω1,3 = ω3,1 = 2π · 2575 Hz, ω3,3 = 2π · 4472 Hz and
c1,1 = 0.1486 kg/s, c1,3 = c3,1 = 0.4018 kg/s, c3,3 = 0.6977 kg/s.
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Fig. 2 Orbit diagram for varying levels of harmonic excitation for “IC” (red) and the “w/o IC”
model (grey); ωN = 0.8ω1,1. P period-1, PD period doubling, AM amplitude modulation, QP
quasi-periodic, C chaotic

1400 N in steps of 1.75 N and a fixed excitation frequency at ωN = 0.8ω1,1. Each
step is held for 300,000 cycles of the excitation frequency to reach a steady-state
solution. Then, all unique amplitudes inside the solution are extracted from the last
1000 cycles per step.

For the simplified model “without inertial coupling” (w/o IC) as well as for
the model “with inertial coupling” (IC) at low force magnitudes below 100 N,
the deflection amplitude ŵ1,1 depends linearly on the forcing (Fig. 2) [5]. At
fN = 138.25 N, the maximum deflection jumps from ŵ1,1 = 0.67 to 1.77 h, cf.
[3]. Beyond this point a multitude of different response types is observed, ranging
from periodic over period-doubling and period-tripling motions to quasi-periodic
and chaotic dynamics [7]. Noteworthy, qualitative differences between w/o IC and
IC include the amplitude modulation after the jump at fN = 138.25 N, where
the “w/o IC” only exhibits period-1 oscillations and the chaotic regimes between
fN ≈ 400 and 500 N and beyond 1300 N. In the first interval, where the “w/o IC”
has two chaotic regimes connected by period-doubling behaviour and amplitude
modulation, the “IC” shows period-doubling, which coincides with that of the “w/o
IC”, leading to a single chaotic regime, followed by period-1 solutions coincident
with that leading out of the chaotic regime. Beyond 1300 N, the “IC” exhibits
chaotic dynamics in the range from fN = 1330 N to fN = 1337 N, whereas the
“w/o IC” has a chaotic regime between fN = 1335.25 N and fN = 1354.5 N. The
quasi-periodic solutions following the chaotic behaviour, however, are again almost
identical.
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4 Conclusions

It has been shown how the Lagrange equations for a simply supported shell
element can be derived. Fourier series were directly tailored towards the geometrical
boundary conditions and the symmetry of the shell. Additional terms had to
be added to satisfy also the kinetic boundary conditions. Truncating the series
expansions at M = N = 3 and Mw = Nw = 1 proofed sufficient for obtaining
meaningful results agreeing with those presented in [5] for a 22 DOF model. Then,
the response to varying levels of harmonic excitation exhibited a large variety of
dynamics ranging from simple quasi-harmonic responses over quasi-periodicity to
chaos. Neglecting inertial coupling terms might turn to become problematic since
dynamic regimes were different for the model with and without the coupling –
an effect which may become more pronounced for more compliant, i.e. larger and
thinner structures [1, 3].
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Numerical Analysis Method for Flexible
Tether with Time-Varying Length Across
a Variable Boundary

Kenko Kudo and Yoshiaki Terumichi

1 Introduction

A tethered system is a flexible multibody system that consists of a mothership
connected to various equipment items and probes by a flexible tether cable. As
a new concept for a tethered system, a marine exploration system with a drone
and time-varying length of flexible tether cable is considered. To design such an
application with flexible components, the absolute nodal coordinate formulation
(ANCF), which is widely used in flexible multibody simulations, is effective [1]. A
variable-domain finite element (VFE) approach is also effective for describing the
motion of a flexible beam with time-varying length [2, 3]. However, in simulations
of the system, it is necessary to consider that the boundary position of the cable
fluctuates due to flexibility, the time-varying length of the tether, and fluid forces,
such as hydrodynamic drag, buoyancy, and the effect of added mass acting on parts
of the cable every moment according to the fluctuation of the sea surface level [4].
Thus, with conventional approaches, the treatment of the fluid effects on each finite
element with time-varying length is increasingly complex as time progresses. The
aim of this study is to propose a numerical analysis method suitable for dynamics
simulation of a flexible tether with large time-varying length and the fluctuation of
a boundary position, such as water surface level. Analysis examples are provided to
illuminate this fundamental study of numerical analysis with the proposed approach.
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2 Analysis Method

In this section, the numerical analysis method for a flexible tether with time-varying
length across a variable boundary is presented. The ANCF is applied to a nonlinear
finite element method to analyze a flexible tether. A VFE approach is extended to
the ANCF, and dimensionless variables are introduced to the equation of motion
with the length of the flexible body [5].

2.1 Modeling and Formulation of the VFE-ANCF

In the VFE model applied to the ANCF, a fixed number of elements with time-
varying length is considered. The position vector r in the inertia frame for an
arbitrary point on a flexible beam is described using the shape function S, which
is constant over time and depends on ξ , and the nodal coordinates e as follows:

r = Se, (1)

e = [e1 e2 e3 e4 e5 e6 e7 e8]T, (2)

where ξ = x/le; x is the coordinate of the point along the beam axis in the deformed
configuration; le is the length of the element; e1, e2, e5, and e6 represent the absolute
coordinates of the nodes at the left end and right end of the element, respectively;
and

e3 = le ∂r1 (x=0)

∂x
, e4 = le ∂r2 (x=0)

∂x
, e7 = le ∂r1 (x=le)

∂x
, and e8 = le ∂r2 (x = le)

∂x
,

(3)

in which r1 and r2 are the components of the vector r that defines the global position
vector of the arbitrary point described by Eq. (1). The kinetic energy of the element
can be defined using the velocity vector derived by differentiating Eq. (1) with
respect to time as follows:

Te = 1

2

∫
Ve

ρṙTṙdVe = 1

2
ρAleėT

∫ 1

0
STSdξ ė, (4)

where Ve, ρ, and A are the volume, mass density, and cross-section area of finite
element, respectively. In addition, in this paper, the elastic energy is split into
two parts, the elastic energy due to the axial strain Ul and the elastic energy due
to bending based on the curvature of the deformed beam centerline Ut. Finally,
using the Lagrange equation, the equation of motion for an element of the beam is
obtained as follows:
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Meë + Qle + Qt e = 0, (5)

where Me is the mass matrix and Qle and Qt e are the elastic force vector of axial
strain and bending, respectively.

2.2 Modeling and Formulation for the Double Flexible Body

To analyze the motion of a flexible body with a variable boundary, the computational
analysis model is expressed with double flexible beams, flexible body A and B with
n and N elements, respectively, by VFE-ANCF, where both ends of bodies A and B
are connected by defining their absolute coordinates and slopes equally. Thus, the
generalized coordinates and constraints are defined as follows:

q =
[
eA

T
eB

T
]T
, (6)

C =

⎡
⎢⎢⎢⎣

e
B(j=1)
1 − eA(j=n)5

e
B(j=1)
2 − eA(j=n)6

e
B(j=1)
3 − eA(j=n)7

e
B(j=1)
4 − eA(j=n)8

⎤
⎥⎥⎥⎦ = 0. (7)

When the behavior of the flexible body is under holonomic constraints, the
system motion is written with an augment method in the following expression:

[
M Cq

T

Cq 0

] [
q̈
λ

]
=
[
Qf
γ

]
. (8)

2.3 Introduction of Dimensionless Variables

Dimensionless variables are introduced with L(t) for the each length of the flexible
bodies A and B, as in Eq. (9), for the number and length of each element to be
dealt with as a constant relative to the each length of flexible bodies A and B
independently as time varies:

L = LL∗, le = Lle∗, x = Lx∗, t = T t∗, e = Le∗ (9)

where T = L
√
ρ/E is the longitudinal vibration being considered. Using Eq. (9),

the equation of motion for an element of the beam in the dimensionless form is
obtained as follows:
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Fig. 1 Double VFE-ANCF model with the proposed method

Table 1 Material parameters Parameter Symbol Units Value

Length L m 1.0
Diameter D m 0.001
Modulus of elasticity E Pa 1.3 × 109

Density ρ kg/m3 1780

Me
∗ë∗ + Qe

∗ + Qt e
∗ = 0, (10)

3 Numerical Simulation

3.1 Comparison of the Proposed Method and ANCF

In this section, a planar motion and vibration analysis for an elastic beam and a
comparison between conventional ANCF and double VFE-ANCF, the proposed
method, for a numerical simulation of a flexible body with a variable boundary have
been carried out. Figure 1 shows the analysis model with double VFE-ANCF. In the
initial state, the beam model is located horizontally along the X axis with the natural
length, and both end points are fixed. The left end point is attached at the origin of
the absolute nodal coordinate system, O-XY. An initial velocity 0.01 m/s is given
to the midpoint of the beam in the Y-direction. Material parameters for numerical
simulations are listed in Table 1 for a fluorocarbon line.

Numerical analysis with double VFE-ANCF was conducted for the case where
the velocity with time-varying length across the boundary position V = 0.1 m/s. The
length of each finite element has a time-varying value. The modes of the flexible
beam with both ANCF and double VFE-ANCF are compared in Fig. 2. The results
are in good agreement, indicating that the proposed method is effective in the case
of a variable boundary.

3.2 Vibration Analysis with a Variable Boundary

Modeling of planar motion and vibration of a flexible beam with a moving restraint
point was carried out, as shown in Fig. 3. Initially, the model is positioned
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Fig. 2 Modes of the flexible beam

Fig. 3 Analysis model with a variable boundary using the proposed method

horizontally, and the left end point is fixed to the origin of the absolute nodal
coordinate system, O-XY. The right end point and vertical direction of the boundary
point are also fixed, and an initial velocity is given to the midpoint of flexible body
A in the Y-direction. The boundary point slid along the X-axis, according to the
time-varying length of the flexible bodies A and B with a constant velocity V. The
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Fig. 4 Displacement of the midpoint of flexible body A,B in the Y-direction

numerical results, displacement of the midpoint of flexible bodies A and B in the
Y-direction, are shown in Fig. 4. The amplitude of flexible body A increases along
with the movement of the boundary point, while the amplitude of flexible body B
decreases. Furthermore, due to the dimensionless formulation, the analysis could
be conducted even when the length of the flexible body became quite short as the
boundary position slid.

4 Conclusion

A numerical analysis method for a flexible tether with time-varying length across
a variable boundary was proposed. A VFE approach was extended to ANCF, and
the numerical model was expressed with double flexible beams. Dimensionless
variables were also introduced to the equation of motion. The result obtained using
the proposed method double VFE-ANCF was compared with the results obtained
using the ANCF, and they were in good agreement. In addition, the proposed method
is effective even when the length of the flexible body becomes very short as the
boundary position slides.
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Identification of Modal Properties Using
Linear Fit Method with Polynomial
Approximation of Residue Term
of Frequency Response Function

Daiki Tajiri, Shinsuke Takehara, Masami Matsubara, and Shozo Kawamura

1 Introduction

As a technique to understand vibration characteristics, experimental modal analysis
is used to identify modal properties, such as the natural frequency, damping
characteristics, and residue from vibration tests. In the identification methods of
modal properties in the frequency domain, it is necessary to determine the analysis
frequency range and the number of degrees of freedom (DOFs) in the frequency
response function (FRF). However, they are often part of the phenomena of actual
structures with infinite DOFs. Therefore, mode components that lie outside of
the analysis frequency range adversely affect the identification accuracy. As a
countermeasure for this, there is a method of modeling it by a quadratic function
as residual mass and residual rigidity to improve the identification accuracy of the
mode to be analyzed [1]. In this conventional method, it is assumed that the modes
corresponding to the residual terms have components only in the real part and that
it is sufficiently far from the analysis frequency range. However, if a mode that lies
outside of this range is near the boundaries, it is difficult to approximate it with
a quadratic function, and the influence is also apparent in the imaginary part, so
approximation by the conventional method is inappropriate.

Therefore, in this study, an approximate method is proposed that both the real
part and the imaginary part of the FRF of the mode components lie outside the
analysis frequency range with a cubic function. The natural frequency and damping
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characteristics of the mode are identified by the linear fit method (LFM) of the FRF
[2, 3]. To verify the validity of the proposed method, modal properties are identified
of the second to ninth modes of the FRF in a 10-DOF system.

2 Theory of Proposed Identification Method

A method is proposed to identify modal properties by approximating the method
of the mode components that lie outside the analysis frequency range with a cubic
function for the real part and for the imaginary part and by separating each mode.
The theory of the proposed method is explained here.

Now, accelerance which is a format for the FRF with a hysteretic damping
system is considered for the vibration system of n-DOF. Let Hr,e be the FRFs with
single-input-single-output with input point e and reference point r. If the mode
components corresponding to e or r in the p-th mode are φe,p and φr,p, then Hr,e
for an arbitrary angular frequency ω is as follows. The modal properties are the p-
th mode natural angular frequency ωnp (=2πfnp, natural frequency fnp), structural
damping coefficient gp, and residue (φr,pφe,p)/kp.

Hr,e (ω) = Xr

Fe
=

n∑
p=1

−ω2
(
φr,pφe,p

)
/kp

1 − (ω/ωnp
)2 + jgp

(1)

The LFM is a single-DOF method that constructs a linear equation whose natural
angular frequency and damping characteristics are unknowns from the theoretical
expressions of the real part and imaginary part of the FRF, and it identifies unknowns
by the least squares method using measurement data obtained experimentally [2–4].
In the range where the p-th mode is dominant, the mode components that lie outside
the analysis frequency range are approximated by a cubic function, and the real part
and the imaginary part are as follows:

Re
{
H
p
r,e (ω)

} = −ω2(φr,pφe,p)/kp
{

1−(ω/ωnp)2
}

{
1−(ω/ωnp)2

}2+g2
p

+ c1ω
3
q + c2ω

2
q + c3ωq + c4

Im
{
H
p
r,e (ω)

} = −ω2(φr,pφe,p)/kp(−gp){
1−(ω/ωnp)2

}2+g2
p

+ d1ω
3
q + d2ω

2
q + d3ωq + d4

(2)

In Eq. (2), the cubic function parts are identified at the same time as the residue,
so neglecting now and further deleting the residue term and simplifying, the basic
equation of the LFM is as follows:

Im
{
H
p
r,e (ω)

}
ω2 1

ω2
np

− Re
{
H
p
r,e (ω)

}
gp = Im

{
H
p
r,e (ω)

}
(3)
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If z is the number of data points included in the analysis frequency range to
which the LFM is applied, Eq. (1) is z simultaneous equations. If the damping
characteristics are large, the more one adopts the data far from the resonance peak
in the analysis frequency range, the more likely it is that the mode components
that lie outside of the analysis frequency range will have a bad influence on the
identification of modal properties. Therefore, the natural angular frequency and the
structural damping coefficient are identified by the weighted least-squares method,
shown as follows, using the weighting function W that emphasizes the data near
the resonance peak. The diagonal component wpm of the weighting function W
is a function in the form of the imaginary part of the FRF, which is calculated
from the estimated natural angular frequency ωnα of focusing on the p-th mode
and structural damping coefficient gβ . To reduce the influence of mode components
that lie outside the analysis frequency range, the value of gβ corresponding to the
structural damping coefficient is set to 0.001 [5].

x = (ATWA
)−1
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∣∣∣∣Im
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1
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}∣∣∣∣

(4)

The parameters obtained from the LFM are inserted in the following equation of
the real part of the FRF (Eq. (5)). The residue of the mode to be analyzed and
the coefficients of the cubic functions of representing the real part of the mode
components that lie outside the analysis frequency range are identified by the least-
squares method. Furthermore, the parameters of the identified modal properties are
inserted in the following equation of the imaginary part of the FRF (Eq. (6)), and
the coefficients of the cubic function representing the imaginary part of the mode
components that lie outside the analysis frequency range are identified.

From the above, the initial values of the parameters required to reconstruct the
FRF in the analysis frequency range are obtained. Subsequently, the initial values
are updated by the mode separation method. This single-DOF method is performed
for each mode to be analyzed to identify each modal property.
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ReCRe

)−1
CT

ReDRe (q = 1, 2, · · · , z)

YRe =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

(
ϕr,pϕe,p

)
/kp

c1

c2

c3

c4

⎫⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎭
, CRe =

⎡
⎢⎢⎢⎣

ep1 ωp1
3 ωp1

2 ωp1 1
ep2 ωp2

3 ωp2
2 ωp2 1

...
...

...
...
...

epz ωpz
3 ωpz

2 ωpz 1

⎤
⎥⎥⎥⎦ ,

DRe =

⎡
⎢⎢⎢⎣

Re
{
H
p
r,e

(
ωp1
)}

Re
{
H
p
r,e

(
ωp2
)}

...

Re
{
H
p
r,e

(
ωpz
)}

⎤
⎥⎥⎥⎦ , epq =

{
1−(ωq/ωnp)2

}
{

1−(ωq/ωnp)2
}2+g2

p

(5)

YIm = (CT
ImCIm

)−1
CT

ImDIm (q = 1, 2, · · · , z)

YIm =

⎧⎪⎪⎨
⎪⎪⎩

d1

d2

d3

d4

⎫⎪⎪⎬
⎪⎪⎭
, CIm =

⎡
⎢⎢⎢⎣

ωp1
3 ωp1

2 ωp1 1
ωp2

3 ωp2
2 ωp2 1

...
...

...
...

ωpz
3 ωpz

2 ωpz 1

⎤
⎥⎥⎥⎦ ,

DIm =

⎡
⎢⎢⎢⎣

Im
{
H
p
r,e

(
ωp1
)}− lp1

(
ϕr,pϕe,p

)
/kp

Im
{
H
p
r,e

(
ωp2
)}− lp2

(
ϕr,pϕe,p

)
/kp

...

Im
{
H
p
r,e

(
ωpz
)}− lpz

(
ϕr,pϕe,p

)
/kp

⎤
⎥⎥⎥⎦ , lpq = −gp{

1−(ωq/ωnp)2
}2+g2

p

(6)

3 Identification of Modal Properties by Numerical Examples

In this study, the modal properties of eight-DOF systems from a 10-DOF system
that has two modes that lie outside of the analysis frequency range are identified.
In the FRF, there are natural frequencies of every 10 Hz between 10 and 100 Hz
for each mode, the structural damping coefficients are 5.000 × 10−2 for all modes
uniformly, and the residues are set to arbitrary values for each mode. The analysis
frequency range is the interval from the antiresonance formed between the first and
second modes of the FRF to the antiresonance formed between the ninth and tenth
modes. The frequency resolution is 0.25 Hz, and the FRF contains no noise.

Modal properties are identified for the above verification model. Table 1 shows
the true values of the structural damping coefficient and the values of identification
by the proposed and the conventional methods. The values of identification by the
proposed method, shown in Table 1, are close to the true values, and the maximum
relative error is approximately 0.7% in the ninth mode. However, the values of
identification by the conventional method have a large difference from the true
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Table 1 Identified values of structural damping

Mode order gp of true value gp by proposed method gp by conventional method

2 5.000 × 10−2 5.002 × 10−2 5.017 × 10−2

3 5.000 × 10−2 5.004 × 10−2 5.001 × 10−2

4 5.000 × 10−2 5.006 × 10−2 4.933 × 10−2

5 5.000 × 10−2 5.008 × 10−2 4.988 × 10−2

6 5.000 × 10−2 5.011 × 10−2 4.990 × 10−2

7 5.000 × 10−2 5.016 × 10−2 5.008 × 10−2

8 5.000 × 10−2 5.028 × 10−2 5.056 × 10−2

9 5.000 × 10−2 5.036 × 10−2 5.637 × 10−2
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Fig. 1 Synthesis function drawn by the identification result of the proposed method

value, and the maximum relative error is approximately 12% in the ninth mode;
thus, it is clear that the identification accuracy is poor. This is thought to be because,
in the conventional method, only the real part of the mode components that lie
outside the analysis frequency range is approximated by the quadratic function,
and the imaginary part of the mode components is ignored. Also, Fig. 1 shows a
comparison of the original FRF and the synthesis function reconstructed by the
proposed method in the real and the imaginary parts. The vertical lines indicate
the top and bottom of the analysis frequency range, the black solid lines indicate
the original FRF, the blue broken lines indicate the synthesis function, and the red
broken line indicates the approximation result. Figure 1 shows that the synthesis
functions of the real and imaginary parts are in good agreement with the original
FRF. This is because the mode components that lie outside the analysis frequency
range can be approximated appropriately. This high identification accuracy of the
proposed method is maintained even if the antiresonance frequency that lies outside
of the analysis frequency range is included in the analysis frequency range.

The above shows that the modal properties can be identified with high accuracy
only from the data of the analysis frequency range for the FRF of the multi-DOF
system by the proposed method.
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4 Discussion and Conclusion

In this study, a method was proposed to identify modal properties by approximating
the influence of the modes that lie outside the analysis frequency range with a
cubic function for each of the real and imaginary parts of the FRF. In this method,
modal properties can be identified with high accuracy, and it is understood that the
synthesis function is in good agreement with the original FRF. However, the mode
components that lie outside of the analysis frequency range cannot be approximated
appropriately by the conventional method; therefore, in the higher-order modes of
the modes to be identified, the identification accuracy is low.

The above shows that the proposed method has significance as a multi-DOF
method for accurately identifying the modal properties in a specific frequency
range in the FRF where the modes are close to the boundaries. There are two
differences between the proposed method and the conventional method in that the
mode components that lie outside of the analysis frequency range are approximated
using a cubic function and the imaginary part is approximated. However, in this
study, it has not been researched which differences are more effective for the results.
This investigation will be a future subject.
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Analysis of Transient Response Moment
of a SDOF System Under Non-Gaussian
Random Excitation by the Equivalent
Non-Gaussian Excitation Method

Takahiro Tsuchida and Kohei Kanno

1 Introduction

Stochastic response analysis of mechanical and structural systems subjected to
random excitation has been carried out widely for many decades. In many cases,
the random excitation has been assumed to be a Gaussian process. However,
some random excitations (e.g., road roughness [1], shallow water waves [2])
possess highly non-Gaussianity. The response of a system under non-Gaussian
excitation is generally non-Gaussian, and the response characteristics are quite
different from those in the case of Gaussian excitation. Therefore, response analysis
in consideration of the non-Gaussianity of random excitation is significant. It’s
also important to analyze transient response under random excitation because the
transient response often exceeds stationary response.

In recent years, the equivalent non-Gaussian excitation method was presented to
obtain the response moments of non-Gaussian randomly excited systems [3]. It was
demonstrated that this method provides accurate results of the stationary response
moments up to the fourth order for non-Gaussian random excitation with a wide
range of probability distributions and bandwidth of power spectrum. However, the
effectiveness of the method in transient analysis has not been verified yet.

In this study, we analyze the transient response of a SDOF linear system sub-
jected to non-Gaussian random excitation by the equivalent non-Gaussian excitation
method. In the analysis, in order to derive a closed set of moment equations for the
system response, the diffusion coefficient in a stochastic differential equation ruling
the excitation is replaced by an equivalent one, which is expressed by a quadratic
polynomial.
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In numerical examples, the analytical method will be applied to a SDOF system
subjected to non-Gaussian excitation with the generalized Gaussian distribution.

2 System and Non-Gaussian Random Excitation

Consider a single-degree-of-freedom linear system described by

Ẍ + 2ζ Ẋ +X = U(t) (1)

where X denotes the displacement, ζ is the damping ratio, and U(t) is a zero-mean
stationary non-Gaussian random excitation.

The non-Gaussian random excitation U(t) is prescribed by both its first-order
probability density function pU(u) and power spectral density SU(ω). Various non-
Gaussian distributions are taken into account for pU(u). The power spectrum SU(ω)
is given by

SU(ω) = αE[U2]
π(ω2 + α2)

(2)

where α is the bandwidth parameter. SU(ω) is shown in Fig. 1 (Left).
The excitation U(t) can be described by the following one-dimensional Itô

stochastic differential equation [4]

dU = −αUdt +D(U)dB(t) (3)

where α is the bandwidth parameter in Eq. (2), B(t) is a Wiener process, and the
diffusion coefficient D(u) is expressed by
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D2(u) = − 2α

pU(u)

∫ u

−∞
pU(s) · s ds (4)

3 Equivalent Non-Gaussian Excitation Method

A set of Itô stochastic differential equations consisted of the governing equations
for the system (1), and the excitation (3) is described by

dX = Ẋdt (5)

dẊ = (−2ζ Ẋ −X + U)dt (6)

dU = −αUdt +D(U)dB(t) (7)

Using the Itô’s formula [5] to Eqs. (5), (6), and (7), moment equations for the system
response can be derived. However, the moment equations are generally not closed
due to the nonlinearity of D2(u) given by Eq. (4).

In the equivalent non-Gaussian excitation method, the diffusion coefficientD(U)
in Eq. (7) is replaced with the equivalent one Deq(U). D2

eq(U) is expressed by a
quadratic polynomial.

D2
eq(U) = AeqU

2 + BeqU + Ceq (8)

where the coefficients Aeq, Beq, and Ceq are adjusted by minimization of the mean
square error E[e2] between D2(U) and D2

eq(U).

E[e2] = E[(D2(U)−D2
eq(U))

2] = E[(D2(U)− AeqU
2 − BeqU − Ceq)

2] (9)

Minimization of E[e2] is realized when the following three conditions hold:

∂E[e2]
∂Aeq

= 0,
∂E[e2]
∂Beq

= 0,
∂E[e2]
∂Ceq

= 0 (10)

Solving Eq. (10) with respect to Aeq, Beq and Ceq leads to

Aeq = (E[U2] − E[U ]2)(E[U2D2(U)] − E[U2]E[D2(U)])
(E[U4] − E[U2]2)(E[U2] − E[U ]2)− (E[U3] − E[U ]E[U2])2

− (E[U3] − E[U ]E[U2])(E[U2D2(U)] − E[U2]E[D2(U)])
(E[U4] − E[U2]2)(E[U2] − E[U ]2)− (E[U3] − E[U ]E[U2])2

(11)
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Beq = (E[U4] − E[U2]2)(E[UD2(U)] − E[U ]E[D2(U)])
(E[U4] − E[U2]2)(E[U2] − E[U ]2)− (E[U3] − E[U ]E[U2])2

− (E[U3] − E[U ]E[U2])(E[U2D2(U)] − E[U2]E[D2(U)])
(E[U4] − E[U2]2)(E[U2] − E[U ]2)− (E[U3] − E[U ]E[U2])2

(12)

Ceq = E[D2(U)] −AeqE[U2] −BeqE[U ] (13)

The second-, third-, and fourth-order moment equations for the excitation U(t)
are

− 2αE[U2] + E[D2(U)] = 0 (14)

− 3αE[U3] + 3E[uD2(U)] = 0 (15)

− 4αE[U4] + 6E[U2D2(U)] = 0 (16)

From Eqs. (11), (12), (13), (14), (15), and (16), Aeq, Beq, and Ceq are evaluated by
E[Un] (n = 1, 2, 3, 4), which can be calculated from pU(u).

By replacing D(U) in Eq. (7) with Deq(U), the stochastic differential equation
governing the equivalent non-Gaussian excitation can be obtained as

dU = −αUdt +
√
AeqU2 + BeqU + CeqdB(t) (17)

Since the three coefficients are determined by the moments E[Un] (n = 1, 2, 3, 4),
the equivalent non-Gaussian excitation given by Eq. (17) retains the same moments
up to the fourth order as those of the original excitation [3].

Finally, the moment equations are derived from Eqs. (5), (6), and (17).

d

dt
E[XiẊjUk] =iE[Xi−1Ẋj+1Uk] − jE[Xi+1Ẋj−1Uk]

+
(

−2jζ − kα + 1

2
k(k − 1)Aeq

)
E[XiẊjUk]

+ jE[XiẊj−1Uk+1] + 1

2
k(k − 1)BeqE[XiẊjUk−1]

+ 1

2
k(k − 1)CeqE[XiẊjUk−2]

(18)
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4 Numerical Examples

The equivalent non-Gaussian excitation method will now be applied to the system
(1) under non-Gaussian excitation with the zero-mean generalized Gaussian distri-
bution, which is expressed as [6]

pU(u) = κ

2aΓ (1/κ)
exp

(
−|u|κ
aκ

)
(19)

where Γ (·) is the gamma function and κ(>0) represents the shape parameter. a is
the scale parameter. In this study, a is adjusted so that σ 2 = 1. In Fig. 1 (Right), the
generalized Gaussian distributions for four types of κ are shown.

The diffusion coefficient D2(u) corresponding to Eq. (19) is given as

D2(u) = 2αa2

κ
Γ

(
2

κ
,
|u|κ
aκ

)
exp

( |u|κ
aκ

)
(20)

where Γ (·, ·) is the upper incomplete gamma function. Since Eq. (20) is complicated
nonlinear, D(U) is replaced with the equivalent one Deq(U). The moments of the
generalized Gaussian distribution are given as follows:

E[Un] = anΓ
(
n+ 1

κ

)
Γ

(
1

κ

)−1

(n = 2, 4), E[U ] = E[U3] = 0 (21)

Using Eqs. (11), (12), (13), (14), (15), (16), and (21), Aeq, Beq, and Ceq can be
calculated. Then, the closed moment equations (18) are derived and solved to obtain
the response moments.

Parameters are given as follows:

ζ = 0.05
α = 0.01 (α/ζ = 0.2), α = 0.05 (α/ζ = 1), α = 1 (α/ζ = 20)
κ = 1 (kurtosis = 3), κ = 10 (kurtosis = −1.11584)

Assume that initial conditions of the system are X(0) = 0 and Ẋ(0) = 0, and the
excitation is added to the system at t = 0.

The results of the transient displacement kurtosis are shown in Fig. 2. The
analytical results are in good agreement with Monte Carlo simulation results, which
were calculated by 2 × 107 direct numerical integration of Eqs. (1) and (3). These
results illustrate the effectiveness of the equivalent non-Gaussian excitation method
for transient response analysis.
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Fig. 2 Kurtosis of displacement response, left: κ = 1, right: κ = 10, solid line : equivalent non-
Gaussian excitation method,  : Monte Carlo simulation. (a) α = 0.01. (b) α = 0.05. (c) α = 1

5 Conclusions

Transient response analysis has been performed for a SDOF linear system under
non-Gaussian random excitation using the equivalent non-Gaussian excitation
method. The non-Gaussian random excitation is prescribed by both its probability
density function and power spectrum and is described by a stochastic differential
equation. In the analytical method, in order to derive a closed set of moment
equations for the system response, the diffusion coefficient in the governing
equation for the excitation is replaced by an equivalent one.
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In numerical examples, a SDOF system under non-Gaussian excitation with the
generalized Gaussian distribution has been analyzed. The analytical results were in
good agreement with simulation results in all cases considered.
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Study of the Effect of Shape Processing
of a Specimen on the Modal Properties

Shozo Kawamura, Go Kikuchi, and Masami Matsubara

1 Introduction

When the dynamic design of a structure is carried out by using finite element
method, the dynamic characteristics of the member of the structure have to be
identified in advance. The natural frequencies of the complex shaped member can
be obtained when we apply the properties, such as Young’s modulus and density and
so on, of the simple shaped member to the complex shaped member. Furthermore,
the damping property of the actual complex shaped member is sometimes assumed
to be the same as the one of a simple shaped member with the same material. The
damping properties often become a function of the frequency; thus, the damping
property of the complex shaped member may not be obtained when we apply the
damping property of the simple shaped member to the complex one. In this study, a
beam specimen made of steel is adopted, and the modal properties of both uniform
shaped specimen and L-shaped one are identified; then the influence of the shape
processing is investigated on the damping property.

To identify the modal properties such as the natural frequency and the modal
damping ratio, the “experimental modal analysis” has been established [1–4]. In
this study, the specimen with low damping property is treated, so we adopt the
linear fit method proposed by authors [5]. The method is as follows. First we derive
the coupled equation of real and imaginary part of the frequency response function
(FRF). The equation has the natural frequency and modal damping ratio as unknown
parameters, and the modal parameters are identified by the least square method.
It is proved that this method can identify the low damping property with high
accuracy [5]. Furthermore, we identify the modal parameters of the specimen of
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free supported condition, so the effect of the rigid body mode must be considered.
Therefore, we will construct the linear fit method considering the rigid body mode.
Using the identification method, we obtain the modal parameters of plain and
L-shaped specimen, and the relationship between the natural frequency and the
modal damping ratio is constructed, and the influence of the shape processing is
investigated on the damping property.

2 Identification Method Considering Rigid Body Mode

Equation of motion of multi-degree-of-freedom system having mass matrix M and
stiffness matrix K and damping matrix C is expressed as follows:

Mẍ + Cẋ + Kx = F ejωt (1)

Here the modal matrixes are normalized as follows:

�T M� = I (2)

�T K� = ω2
r (3)

where ωr is the natural angular frequency of the r-th mode, and ω2
r is the

diagonal matrix composed of ω2
r (r=1,···,N). Damping matrix C is assumed to be

proportional viscous damping expressed as follows by using modal damping ratio
ζ r and natural angular frequency ωr

�T C� = 2ζ rωr (4)

where 2ζ rωr is the diagonal matrix composed of 2ζ rωr (r=1,···,N). Assuming
harmonic excitation x = Xejωt, the response X is expanded by natural vibration
mode

X =
N∑
r=1

qrϕr = �q (5)

Substituting Eq. (5) into Eq. (1), and using the orthogonality of natural vibration
mode, the equation of the r-th mode is written as follows:

{
−ω2 + jω (2ζrωr)+ ω2

r

}
qr = ϕT

r F (6)

Modal displacement can be obtained from Eq. (6), and the response X is expressed
as follows:
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X =
N∑
r=1

qrϕr =
N∑
r=1

ϕrϕ
T
r F

ω2
r -ω2 + jω (2ζrωr) (7)

In the actual experiment, we measure the acceleration, so the FRF is the accelerance.
The accelerance Al/Fi is expressed as follows:

Al (ω)

Fi (ω)
= −ω2Xl (ω)

Fi (ω)
=

N∑
r=1

−φrlφri(ω/ωr)2
1 − (ω/ωr)2 + j (2ζrω/ωr)

(8)

To identify the modal properties, we use the linear fit method proposed by the
authors [5]. In the method [5], the rigid body mode is not considered, while in
this study, its effect must be considered because the relatively lower elastic mode is
treated. We separate Eq. (8) into rigid body modes and the r-th elastic mode.

Al (ω)

Fi (ω)
=
NR∑
s=1

φslφsi+ −φrlφri(ω/ωr)2
1−(ω/ωr)2+j (2ζrω/ωr)

= C+ −φrlφri(ω/ωr)2
1−(ω/ωr)2 + j (2ζrω/ωr)

(9)

Real part and imaginary part of accelerance are set as R(ω) and I(ω), respectively.
Then, the real and imaginary parts of Eq. (9) are expressed as follows:

R (ω) = C + −φrlφri(ω/ωr)2
{

1 − (ω/ωr)2
}

{
1 − (ω/ωr)2

}2 + (2ζrω/ωr)2
(10)

I (ω) = φrlφri(ω/ωr)
2 (2ζrω/ωr){

1 − (ω/ωr)2
}2 + (2ζrω/ωr)2

(11)

Coupling these equations, we obtain the next equation:

ω2I (ω)

(
1

ω2
r

)
− 2ωR (ω)

(
ζr

ωr

)
+ 2ω

(
ζrCr

ωr

)
= I (ω) (12)

In Eq. (12), 1/ω2
r , ζ r/ωr, and ζ rCr/ωr are unknown parameters. Simultaneous

equation is obtained by using accelerance around the natural frequency of the r-th
vibration mode.

⎡
⎢⎢⎢⎣

ωm1I (ωm1) −2ωm1R (ωm1) 2ωm1

ωm2I (ωm2) −2ωm2R (ωm2) 2ωm2
...

...
...

ωmnI (ωmn) −2ωmnR (ωmn) 2ωmn

⎤
⎥⎥⎥⎦

⎧⎨
⎩

1/ω2
r

ζr/ωr

Cζ r/ωr

⎫⎬
⎭ =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

I (ωm1)

I (ωm2)
...

I (ωmn)

⎫⎪⎪⎪⎬
⎪⎪⎪⎭

(13)
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where the angular frequency ωmk is the k-th measured one. There are three unknown
parameters, so simultaneous equation is built by more than three measured data.
Solving this equation using least square method, the natural angular frequency ωr,
modal damping ratio ζ r, and effect of rigid body mode C of the r-th mode can be
obtained.

In addition, if damping property is modeled by proportional hysteresis damping
as follows:

C = 1

ω
(αsM + βsK) , (14)

then damping property term is

j
(
αs + βsωr2

)
= jω (2ζrωr) (15)

and then gr is as follows:

gr = αs

ωr2 + βs = 2ζr
ω

ωr
→ 2ζr (ω → ωr) (16)

In this study, gr is called as the structural damping coefficient of the r-th mode.

3 Identification of Modal Parameters

3.1 Specimen and Experiment Method

Two types of specimen of SPCC steel beam are adopted, which are the plain beam
specimen and L-shaped beam specimen. In the case of plain beam specimen, its
width is 35 mm, thickness is 1.6 mm, while the length l is 400 mm, 500 mm, or
600 mm. In the case of L-shaped beam specimen, the beam whose size is the same
as the plain beam specimen is processed to L-shaped at (1/3)l location as shown in
Fig. 1b.

In the experiment, the accelerometer (PCB 352A73) is attached on the specimen
and impact at the opposite side of the specimen. The location is 0.47l for the plain
specimen and 0.25l1 for the L-shaped one. These locations are determined such as
not to be nodes for the interested vibration mode.

In order to realize the free support condition, these specimens are suspended from
the rigid frame by Kevlar string. In the plain specimen, the supporting location is
the node for the interested vibration mode, while in the L-shaped specimen, it is the
corner point as shown in Fig. 1b.
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Fig. 1 Experimental conditions. (a) Plain beam specimen. (b) L-shaped beam specimen
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Fig. 2 Measured FRF of 400 mm plain beam specimen. (a) Magnitude. (b) Real part. (c)
Imaginary part

3.2 Measured FRF

As an example of the measured result, Figs. 2 and 3 show the FRFs of 400 mm
plain and L-shaped specimen, which are the magnitude, real part, and imaginary
part around the 1-st mode.

As shown in Fig. 3b, we can observe that the real part of the FRF approaches
a finite value, not zero, i.e., the influence of the rigid body mode. Therefore, the
identification method considering the rigid body mode described in Chap. 2 is
effective for identification of modal parameters.

http://dx.doi.org/10.1007/978-3-030-46466-0_2
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Fig. 3 Measured FRF of 400 mm L-shaped beam specimen. (a) Magnitude. (b) Real part. (c)
Imaginary part

Table 1 Identification results of modal properties of 400 mm plain beam specimen

Natural frequency [Hz] Structural damping coefficient

1st mode 52.172 0.00135
2nd mode 144.16 0.00072
3rd mode 283.05 0.00051
4th mode 468.57 0.00048

Table 2 Identification results of modal properties of 400 mm L-shaped beam specimen

Natural frequency [Hz] Structural damping coefficient

1st mode 49.446 0.00373
2nd mode 119.60 0.00132
3rd mode 287.39 0.00058
4th mode 413.45 0.00069

Fig. 4 Relation between the
natural frequency and the
structural damping in the case
of 400 mm specimen
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3.3 Identification Results

We show the identification results of 400 mm plain in Table 1 and L-shaped
specimen in Table 2, respectively. In these tables, the natural frequency and the
structural damping coefficient are shown.

The relation between the natural frequency and the structural damping coefficient
is shown in Fig. 4.
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As shown in Fig. 4, the damping properties of both specimens are almost the
same at the frequency range over 300 Hz, while at the lower frequency range, a
significant difference can be observed.

Moreover, the parameters αs and βs, which are the coefficients of the propor-
tional hysteresis damping, are identified by using Eq. (16); the results are as follows:

Plain beam specimen αs = 85.6, βs = 5.17 × 10−4

L-shaped beam specimen αs = 340, βs = 5.93 × 10−4

The parameter βs is almost the same between the plain and the L-shaped specimen,
while a significant difference in the parameter αs is shown. It is recognized that the
parameter αs is important for the lower-frequency range.

4 Conclusions

In this study, a beam specimen made of steel is adopted, and the modal properties of
both uniform-shaped specimen and L-shaped one are identified; then the influence
of the shape processing is investigated on the damping property.

As a result, it is recognized that the damping property is high in the low-
frequency band and low constant in the high-frequency band. Furthermore, the
damping property of the L-shaped specimen is higher in the low-frequency band
than the case of uniform specimen, while it is almost the same in the higher-
frequency band.

The damping property of a simple beam is often used in case of a more complex
shaped beam, but we concluded that it was not adequate in the low-frequency band.

Acknowledgment This work was supported by JSPS KAKENHI Grant Number JP18K04019.
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Identification of Statistical
Characteristics of Random Excitation
Acting on Machines or Structures

Shozo Kawamura, Takuo Henmi, and Masami Matsubara

1 Introduction

Abnormality diagnosis of structures is a very important technology to realize the
sustainable society, which means the safety- and security-based society. Generally,
abnormality diagnosis is conducted by continuous monitoring of vibration of the
structure and evaluating changes of measured value such as response. Furthermore,
the diagnosis will be carried out when the magnitude of vibration exceeds the
threshold level. However, the changes of the vibrations may occur by the change
of excitation or by the changes of the structural parameters. Therefore, it is very
important to identify the excitation acting on the structure in order to judge
whether there is an abnormality from vibration of the structure. There are many
studies about force identification [1–4]. The authors, also, have published some
studies [5, 6]. Most of them treat the steady-state vibration base on the frequency
response function (FRF), while the actual excitation such as wind or earthquake has
random characteristics. In this study, we proposed a method to identify statistical
characteristics of random excitation acting on a structure by using a measured
response. First, the FRF of the structure is identified in advance, and the power
spectrums of the system are obtained. Moreover, the power spectrum of the response
is gotten by performing FFT to the time history of measured one; the power
spectrum of the excitation is identified using power spectrums of both the response
and the system. The validity of the proposal method is confirmed by numerical
simulation to a single-degree-of-freedom model. After that, this method is expanded
to a multi-degree-of-freedom vibration system, and the identification method of the
random excitation is established.
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2 Proposal Method

We consider a system acting on a random excitation. Since the system irregularly
vibrate by the random input, the output of the system is also irregularly. The
response of the system is observed as an output depended on time. However, non-
periodic random vibrations cannot be analytically solved as equations in the time
domain. Then, the proposal method describes the system input/output relation in
the frequency domain. The system input/output relation in the frequency domain is

B (jω) ·X (jω) = F (jω) (1)

where B(jω), X(jω), and F(jω) are the frequency characteristic of the system, the
response, and the excitation, respectively. Thus, the equation can be analytically
solved by representing the non-periodic random vibration as the time-independent
frequency characteristics. Further, when the FRF of the system is identified in
advance, the frequency characteristics of the random excitation can be identified
by performing FFT to the time history of measured random response and obtaining
its frequency characteristics.

The frequency characteristics of vibrations are classified into the magnitude
and phase of the vibration. In order to apply the magnitude of a response of a
structure acting on a random excitation to abnormality diagnosis, the proposal
method treats power spectrums showing the magnitude of the vibration as the
frequency characteristics. The power spectrum of the response �x(ω) is expressed
as follows:

�x (ω) = X∗ (jω) ·X (jω) (2)

where * means complex conjugate. As can be seen from Eq. (2), the power spectrum
has no phase information because it is defined as a real number, and its magnitude
is equal to the square of the vibration amplitude. In addition, in the case of the
multi-degree-of-freedom system acting on some excitation, the correlation of the
response and the excitation of each objects must be considered. When the frequency
characteristics of the response of the object r and s are Xr(ω), Xs(ω), respectively,
the correlation between both of them is expressed as a cross spectrum�xrxs (jω) as
follows:

�xrxs (jω) = Xr∗ (jω) ·Xs (jω) (3)

As an example, we consider a two-degree-of-freedom system, which the number
of measured responses and the number of excitations are equal. When each power
and cross spectrum are described as one matrix, the system input/output relation is
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⎧⎪⎪⎨
⎪⎪⎩

�x1x1

�x1x2

�x2x1

�x2x2

⎫⎪⎪⎬
⎪⎪⎭

=

⎡
⎢⎢⎣

G11
∗G11 G11

∗G12 G12
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∗G22
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⎤
⎥⎥⎦
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⎪⎪⎩

�f1f1

�f1f2

�f2f1

�f2f2

⎫⎪⎪⎬
⎪⎪⎭

(4)

The four terms on the left side can be obtained from the measured response. The
coefficient matrix on the right side is also obtained from the mathematical model
of the system built in advance. Therefore, it is possible to identify four unknowns
about the characteristics of the excitation on the right side. Since Eq. (4) is a four-
dimensional simultaneous linear equation, the excitation is uniquely determined.
When the number of excitations is less than the number of the measured responses,
or the excitation has no correlation between other excitations, the characteristics of
the excitation are identified by using the least square method.

3 Numerical Simulation for Single-Degree-of-Freedom
System

In order to conduct numerical simulation, firstly we generate a random excitation.
The characteristics of a random excitation are classified into the wideband process
(e.g., wind) and narrow band process (e.g., earthquake). In this study, these
characteristics of the excitations are generated from random number. The normally
distributed random number, whose average value is 0 and standard deviation is
0.5, is generated. The frequency characteristic of the generated random number
is white noise. The output according to the frequency characteristic of the system
can be obtained as time history by acting the random number as input to an
arbitrary second-order lag system. This output is used as a random excitation in
numerical simulation. The parameters of second-order lag system in this simulation
are ωn=35 Hz and ζ=0.25, which is equivalent to wide band process. Figure 1
shows the time history and power spectrum of the generated excitation.

Fig. 1 (a) The time history and (b) power spectrum of the generated excitation
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Fig. 2 (a) The time history and (b, c) power spectrum of the random excitation

We consider the single-degree-of-freedom system, which is ωn = 5 Hz and
ζ = 0.05. When the previous described random excitation acts on this system, the
equation of motion in the frequency domain is expressed as follows:

(
ωn

2 − ω2 + j · 2ζωnω
)
X (jω) = F (jω) (5)

The results of the numerical simulation carried out under the conditions of
1024 times averaging process with a time resolution of 7.8125 ms and a frequency
resolution of 0.0625 Hz are shown in Fig. 2. Method 1 obtains the frequency
characteristics of the response by acting the time history of the generated excitation
(shown in Fig. 1) to the system and performing FFT to the time history of the
calculated response. Also, Method 2 means calculating directly the frequency
characteristics of the response by substituting the frequency characteristics of the
generated excitation into the right side of Eq. (5). The power spectrum of the
obtained response is almost zero in the high-frequency band, the characteristics
in the high-frequency band of the excitation are suppressed, and the frequency
characteristics of the system are emphasized. Also, the response (Method 1)
obtained by performing FFT to the time history is almost equal to the response
(Method 2) calculated directly from the frequency characteristics of the system and
the excitation in the frequency domain.

The power spectrum of the excitation acting on the system is identified using the
power spectrum of the response (Method 1). The result of comparing the power
spectrum of the identified excitation with the power spectrum of the excitation
generated from the random number in advance is shown in Fig. 3. In the high
frequency, the power spectrum of the excitation after identification is less than the
excitation before identification. The characteristics of the system are concentrated
around 5 Hz, and the power spectrum in the other frequency bands is almost zero.
The power spectrum of the obtained response is emphasized small value in the
high-frequency band of the system because the wide band excitation also affects
the high-frequency band of the system. Thus, the excitation identified by using this
response may be emphasized the error in the high-frequency band. On the other
hand, the identification result in the low-frequency band is significant because the
power spectrum of the system has certain value in low-frequency band.
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Fig. 3 Identification result of
the random excitation

Fig. 4 The modeled
multi-degree-of-freedom
vibration system

Therefore, the validity of the proposal method in the single-degree-of-freedom
system is confirmed because the power spectrum of the excitation after identification
is almost equal to the power spectrum of the excitation before identification in the
low-frequency band.

4 Numerical Simulation for Three-Degree-of-Freedom
System

Since the validity of the proposal method was confirmed in Sect. 3, in this section,
we establish the identification method of the random excitation by expanding the
proposal method to a multi-degree-of-freedom vibration system. We consider a
three-degree-of-freedom model shown in Fig. 4, in which random excitations act
on each layer. This is modeled a three-layered structure receives wind as random
excitations. Each excitation has almost the same characteristics by changing the
initial value of the random number. The natural frequencies of this system are
5.166 Hz, 14.331 Hz, and 20.421 Hz. The equation of motion in the frequency
domain is expressed as follows:

(
[K] − ω2 [M] + j · ω [C]

)
{X (jω)} = {F (jω)} (6)

The simulation was carried out under the same conditions as Sect. 3. The
power spectrum (Method 1) of the response obtained by numerical integration
and the power spectrum (Method 2) of the response calculated directly from the
Eq. (6) are shown in Fig. 5a, b. There is a difference between the response
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Fig. 5 (a, b) The power spectrum of the random response of the first layer. (c) Identification result
of the random excitation acting on the first layer

(Method 1) obtained by performing FFT to the time history and the response
(Method 2) calculated directly from the frequency characteristics of the system
and the excitation in the frequency domain. The result of comparing the power
spectrum of the identified excitation with the power spectrum of the excitation
generated from the random number in advance is shown in Fig. 5c. There is a slight
difference between each excitation at the first-order natural frequency because of the
difference of the response shown in Fig. 5a, b. However, the excitation is identified
with almost the same accuracy as the identification result of the single-degree-of-
freedom system in all frequency bands. Therefore, the proposal method is also valid
to the multi-degree-of-freedom system, and the excitation can be identified with
enough accuracy. More improvement of identification accuracy may be achieved by
analyzing the correct response.

5 Conclusions

In this research, we proposed a method to identify statistical characteristics of
random excitation acting on a structure by using a measured response. First, the
FRF of the structure was identified in advance, and the power spectrums of the
system were obtained. Further, the power spectrum of the response was gotten by
performing FFT to the time history of measured one; the power spectrum of the
excitation was identified by using power spectrums of both the response and the
system.

The validity of the proposal method in the single-degree-of-freedom system was
confirmed by numerical simulation. In the case of the multi-degree-of-freedom
system, the response has a difference around the natural frequencies; however, the
excitation was identified with enough accuracy as in the single-degree-of-freedom
system.

Acknowledgment This work was supported by JSPS KAKENHI Grant Number JP18K04019.



Identification of Statistical Characteristics of Random Excitation Acting. . . 95

References

1. Stevens, K.K.: Force identification problems: an overview. In Proceedings of the 1987 SEM
Spring Conference on Experimental Mechanics. Houston, TX, USA (1987)

2. Shih, C.Y., Zhang, Q., Allemang, R.J.: Force identification by using principle and modal
coordinate transformation method. ASME Publ. DE. 18(4), 303–309 (1989)

3. Karlsson, S.E.: Identification of external structural loads from measured harmonic responses. J.
Sound Vib. 196(1), 59–74 (1996)

4. Sanchez, J., Benaroya, H.: Review of force reconstruction techniques. J. Sound Vib. 333, 2999–
3018 (2014)

5. Kawamura, S., Hori, S., Minamoto, H.: Identification of external force acting on a machine or a
structure in the case of unknown force location. J. Environ. Eng. 4(2), 422–430 (2009)

6. Kawamura, S., Ise, T., Matsubara, M.: Identification of external force acting on a machine or a
structure in the case of unknown excitation points. J. Eng. Res. Appl. 8(6), 12–19 (2018)



Consideration of Traveling Waves Using
Superposition of Vibration Modes

Keisuke Yamada

1 Introduction

When a continuous body is excited by an impulsive force at one point, a wave
propagates concentrically from that point regardless of boundary conditions. This
phenomenon can be observed even if we use the modal analysis for simulations.
The modal analysis uses superposition of vibration modes [1]. In many cases, these
vibration modes are equal to the standing waves of the continuous body. However,
the modal analysis can express the wave phenomenon because the modal analysis
is just a kind of coordinate transformation. This is the base of the proposed method.
In addition, we propose a method to install arbitrary mechanical impedances at
boundaries using the substructure elimination method [2]. First, partial structures are
eliminated from the original structure, and second, arbitrary mechanical impedances
are installed at the new boundaries. In this paper, the governing equations when the
arbitrary mechanical impedances are installed at the boundaries are derived using
the substructure elimination method. In addition, the formulations to extract the
traveling waves are derived. The traveling waves of the continuous bodies that are
surrounded by nonreflective boundaries are extracted using the proposed method in
the simulations because the exact traveling waves can be theoretically derived under
this condition.
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2 Theoretical Analysis

Only the harmonic excitation and steady state are considered in this study. The
acoustic field and bending vibration of the beam and plate are described as
representatives.

2.1 Acoustic Field

Analytical models for the one-dimensional and two-dimensional acoustic fields
are shown in Fig. 1. The surrounding acoustic fields are substructures to be
eliminated in Fig. 1. Springs are installed at the new boundaries in the analytical
model for one-dimensional acoustic field, whereas elastic bodies are installed in
the analytical for two-dimensional acoustic field. These springs and elastic bodies
provide the arbitrary mechanical impedances at the new boundaries. Instead of
springs and elastic bodies, dashpots and viscous bodies can be used; however,
springs and elastic bodies are advantageous in terms of the computational load
of the eigenvalue analysis. The density and bulk modulus of the air are given as
ρA and κA, respectively, whereas the density and bulk modulus of the air in the
eliminated area are given as ρB and κB, respectively. The left-hand end of the
acoustic tube represents the origin of x coordinate system in the analytical model
for one-dimensional acoustic field. The positive direction of x-axis is the right-hand
direction.

The wave equation for the one-dimensional acoustic field is expressed as

ρ(x)
∂2ψ

∂t2
+ ρAB

(
H (x − xB)

∂2ψ

∂t2

∣∣∣
x=xB

−H (x − xC)
∂2ψ

∂t2

∣∣∣
x=xC

)

− ks
S

(
H (xB − x) ∂ψ

∂x

∣∣∣
x=xB

− H (x − xC)
∂ψ
∂x

∣∣∣
x=xB

)
= κ(x) ∂2ψ

∂x2 + κA
wp
d
Hp

(1)

ρ(x) = ρA + ρAB (H (xB − x)+H (x − xC)) , ρAB = ρB − ρA, (2, 3)
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(a) One-dimensional acoustic field (b) Two-dimensional acoustic field

Bρ
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Fig. 1 Analytical models for the one-dimensional and two-dimensional acoustic field
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κ(x) = κA + κAB (H (xB − x)+H (x − xC)) , κAB = κB − κA, (4, 5)

Hp = H (x − xpL
)−H (x − xpR

)
(6)

where ψ is the displacement potential, t is time, H is the Heaviside step function,
ks is the spring constant of the springs, S is the cross-sectional area of the acoustic
tube, wp is the displacement of the piston, d is the height of the acoustic tube, xB
and xC are the x coordinates of the two springs, respectively, and xpL and xpR are the
x coordinates of the left-hand and right-hand ends of the piston. The displacement
potential is expressed by the superposition of the vibration mode of the acoustic
field before the substructures are eliminated.

ψ (x, t) =
∞∑

h=0

Ψh(x)ξh(t), Ψh(x) = Ah cos (khx) , kh = hπ

l
(7, 8, 9)

where Ψ h(x) is the eigenfunction of the displacement potential, ξh is the modal
displacement, the subscript h denotes the mode order, kh is the wave number, Ah is
the arbitrary constant, and l is the length of the acoustic tube. From Eqs. (1) and (7),
the equation of motion with respect to the i-th vibration mode can be derived [2]. The
sound pressure in the acoustic tube can be derived by the left-hand side of Eq. (1).

The wave equation of the analytical model for the two-dimensional acoustic field
can be derived in the same manner as the one-dimensional acoustic field [2].

To make nonreflective boundaries at the new boundaries, the mechanical
impedances of the springs and elastic bodies should be equal to the characteristic
impedance of the air [3]. Therefore, the spring constant of the springs and spring
constant per unit area of the elastic bodies should be respectively given as

ks = jω
√
ρAκAS, β = jω

√
ρAκA, (10, 11)

where ω is the excitation angular frequency and j is the imaginary unit. Using
Eq. (11) and substructure elimination method, obliquely incident sound waves are
also completely absorbed because the elastic bodies function only in the normal
direction.

2.2 Bending Vibration

Analytical models for the beam and plate are shown in Fig. 2. The surrounding
areas are substructures to be eliminated in Fig. 2. Springs and elastic bodies are
installed at the new boundaries as well as the case of the acoustic field; however,
rotational springs are additionally required to make arbitrary impedances at the new
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AB
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(a) Beam (b) Plate

tk tk

rk rk

Fig. 2 Analytical models for the beam and plate

boundaries. The elastic bodies function in the direction of rotation as well as in the
translational direction in the analytical model for the plate. The equations of motion
of the models can be derived using the substructure elimination method [2].

To make nonreflective boundaries at the new boundary, the mechanical
impedances of the translational and rotational springs and elastic bodies should
be equal to the characteristic impedance of the beam and plate [4, 5]. Therefore, the
spring constants of the springs and spring constants per unit length of the elastic
bodies should be given as

kt = jω
√
ω

4
√
μ3EI, kr = jω 4

√
μ(EI)3√
ω

, βt = jω
√
ω

4
√
σ 3D, βr = jω

4√
σD3

√
ω

(12, 13, 14, 15)

where kt and kr are the spring constants of the translational and rotational springs,
respectively; β t and βr are the spring constants per unit length of the elastic body
in the translational and rotational directions, respectively; μ is the line density; E is
the Young’s modulus of the beam; I is the second moment of area of the beam; σ is
the area density of the plate; and D is the flexural rigidity of the plate. A beam is a
specific case of a plate. Therefore, Eqs. (14) and (15) can be derived using Eqs. (12)
and (13) without inconsistencies.

2.3 Extraction of Traveling Waves

When the equation of motion is given as the wave equation, the vibration of a
continuous body consists of the forward and backward traveling waves. As an
example, the displacement potential in the one-dimensional acoustic field is defined
as

ψ (x, t) =
(
CFe

−jkx + CBe
jkx
)
ejωt , k = ω

cA
, cA =

√
κA

ρA
(16, 17, 18)

where k is the wave number, cA is the speed of sound, and CF and CB are the
constants of the forward and backward traveling waves, respectively. In case of the
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modal analysis, the displacement potential is expressed by the superposition of the
vibration modes as given in Eq. (7). In addition, the gradient of the displacement
potential gives the particle displacement. Because the displacement potentials and
their gradients are respectively equal, the following equations can be derived:

CFe
−j(kx−ωt), CBe

j(kx+ωt) =
∞∑

h=0

Ah

4

[(
1 ± kh

k

)
e−jkhx +

(
1 ∓ kh

k

)
ejkhx

]
ξh

(19)

Using Eq. (19), the forward and backward traveling waves can be extracted.
Traveling waves can be derived in the same manner even in the multidimensional
cases.

In the same manner as the case of a wave equation, traveling waves and
evanescent waves can be derived using the modal analysis even in the case of
bending vibrations. As an example, the deflection of a beam can be given as

w =
(
CFe

−jkx + CBe
jkx + CLe

−kx + CRe
kx
)
ejωt =

∞∑
h=0

Whξh, k = 4

√
μ

EI

√
ω

(20, 21)

where CF and CB are the constants of the forward and backward traveling waves,
respectively; CL and CR are the constants of the left and right evanescent waves,
respectively; Wh is the eigenfunction of the deflection; and ξh is the modal
displacement. Because the deflection, slope, bending moment, and shear force are
respectively equal, four kinds of waves can be derived. As an example, in the case
where the deflection of the beam is given by the Fourier cosine series using the
modal analysis, the traveling waves and evanescent waves are respectively derived
as

CFe
−j(kx−ωt), CBe

j(kx+ωt)=
∞∑

h=0

Ah

8

(
1+k

2
h

k2

)[(
1 ± kh

k

)
e−jkhx+

(
1 ∓ kh

k

)
ejkhx

]
ξh

(22)

CLe
−kx+jωt , CBe

kx+jωt=
∞∑

h=0

Ah

8

(
1−k

2
h

k2

)[(
1 ± j

kh

k

)
e−jkhx+

(
1 ∓ j

kh

k

)
ejkhx

]
ξh

(23)

where Ah is the arbitrary constant of the eigenfunction and kh is the wave number
of the h-th vibration mode. Traveling waves and evanescent waves can be derived in
the same manner even in the case of plates.
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Fig. 3 Simulation results of the sound pressure in the one-dimensional acoustic tube

Table 1 Material properties used in the simulation of the one-dimensional acoustic field

ρA 1.2 kg/m3 ρB ρA × 10−6 kg/m3 xB 0.2 m
κA 138720 Pa κB κA × 10−6 Pa xC 1.2 m
S 0.015 m2 l 1.4 m xpL 0.699 m
d 0.1 m Wp 1 μm xpR 0.701 m

3 Simulation

In this simulation, nonreflective boundaries were installed at the new boundaries
using the substructure elimination method. The simulation results were obtained
using the equations of motion using modal coordinates [2]. Only the simulation
results of the one-dimensional acoustic field were shown in this paper as an example
because of the limitation of pages. The length of the piston was sufficiently short
compared to the wavelength as the piston can be regarded as a point sound source.

The simulation results of the sound pressure in the acoustic tube are
shown in Fig. 3. The forward and backward traveling waves at certain times ta
and ta + 0.1/cA are shown in Fig. 3. The material properties used in this simulation
are listed in Table 1. Here, Wp is the amplitude of wp. From zeroth to 500th
vibration modes were used. The excitation frequency was 1000 Hz. Because the
superposition of the vibration modes is a kind of series, the Gibbs phenomena can
be observed near the excitation point by the piston. The simulation results agree
well with the exact solutions. The installation of arbitrary boundaries using the
substructure elimination method and the extraction of the traveling waves using the
modal analysis are effective.

4 Conclusion

The method to install arbitrary mechanical impedances including the nonreflective
boundaries at the boundaries of continuous bodies using the substructure elimination
method was described. In addition, the formulations to extract the traveling waves
and evanescent waves using the superposition of vibration modes were also derived
theoretically. The effectiveness of the proposed methods was verified through the
comparison of the simulation results with the exact solutions.
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Rotordynamic Force Coefficients for
Open and Shrouded Impellers

Pascal Jolly, Olivier Bonneau, and Mihai Arghir

1 Introduction

Rocket engine turbopumps are very complex rotating machines with a very low
mass-to-power ratio. This power concentration requires designers to continuously
improve the performance and the reliability of the mechanical components compos-
ing the turbopumps, including impellers. Indeed, the principle of impeller operation
requires the use of gaps – flow paths – where leaks affect both the efficiency of
the turbopump and its stability. In the case of a LH2 turbopump, the pressure rise
provided by each compressor stage must be of several MPa, while the shaft has
to cross critical speeds to reach the operating speed. Therefore, design of LH2
turbompump requires a rigorous rotordynamic characterization in its whole [1]
by providing rotordynamic force coefficients for the rotating parts, among which
bearings, seals, and impellers. Among the available solutions to reduce the cost of
turbopumps, an open (face) impeller can be used instead of a shrouded impeller [2].
The present paper aims to compare experimental rotordynamic force coefficients
produced by both type of impellers, as well as the performance curves.

2 Tested Impellers

The measurements were carried out using the BALAFRE test rig which is dedicated
to the identification of dynamic force coefficients of thin fluid film components.
The test rig, as well as the method used to identify rotordynamic force coefficients,
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Fig. 1 Schematic view of the test section with an open impeller

has been described in a previous work [3], so only few details will be given
hereafter. The test facility is mainly composed of a test cell, an electric motor
(180 kW, 6000 rpm max), a hydraulic closed circuit with hot water (50 ◦C max)
pressurized at 0.5 MPa (with various pumps and tanks), and a programmable logic
controller associated with a DAQ device. The maximum pressure differential is
4.5 MPa. The tested component can have a nominal diameter up to 350 mm. In
many works, known orbiting motions are imposed to the impeller (whirling motion
is produced by an eccentric drive mechanism), and resulting hydrodynamic forces
are measured [4–6]. In [7], measurements are performed using a hydraulic exciter
to impose transient excitations (up to 50 Hz) to the impeller in one direction of
motion (vertical translation). In the present work, the impeller is fixed on the rotor
of a double conical hydrostatic thrust bearing (cf. Fig. 1) that transmits the dynamic
displacements applied by 8 piezoelectric shakers, mounted 4 by 4 in its forward
and rear planes. The volute casing is fixed on a rigid part which is mounted on the
frame of the test cell via three piezoelectric force transducers which constitute a
force balance.

Two types of centrifugal impellers were tested: open (unshrouded) and closed
(front shrouded). Although the impellers were designed to work with a cryogenic
fluid, water was used as working fluid. All the tests were conducted with a vaned
diffuser. The flowrate of water passing through the diffuser is measured by a Venturi
flowrate meter located at the outlet of the volute. Since the inlet flowrate is also
measured, the leakage between the back shroud and the casing is also estimated.
The open impeller has been tested first in order to set the pressure loss to install
downstream of the volute casing to reach a given flow rate at 4000 rpm (Best
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Table 1 Tested
Combinations of eye-packing
seal and front casing

Configuration name Eye packing seal Front casing

Open No seal/no shroud Smooth

AS-S Annular seal Smooth

FS-S Face seal Smooth

LS-S Labyrinth seal Smooth

AS-T Annular seal Textured

FS-T Face seal Textured

LS-T Labyrinth seal Textured

Efficiency Point – BEP).1 Then, the closed impeller has been tested with the
pressure loss obtained previously and by combining three types of eye-packing seal
and two types of front casing (smooth and textured), as listed in Table 1. For all the
tests, the flow coefficient φ is of the order of 0.15.

The volute casing is equipped with six eddy current proximity probes which
are positioned three by three, for measuring radial and axial displacements of the
impeller relatively to the casing, respectively. Before each test, a dedicated part
is used to calibrate in situ and simultaneously the response (gain and offset) of
these sensors. The tests are performed by imposing only two translation degrees of
freedom, from a centered position and without misalignment. For each rotor speed
Ω , experimental data (displacements, forces, pressures, flowrates, temperatures,
torque) are recorded for steady-state static case and dynamic excitations. The tests
conditions are:

• Rotor speed Ω: 2000, 3000, 4000 and 5000 rpm
• Excitations frequencies ω: 20, 30, 40, 50, 60, 70, 80, 90 and 110 Hz
• Water supply pressure Ps : 0.6 MPa

3 Results and Discussion

3.1 Performance Curves

Figure 2 shows the performance curves, for each combination listed in Table 1,
where the pressure rise (differential head) is defined as the difference between the
inlet pressure of the impeller and the outlet pressure of the diffuser. Pressure and
flowrate at BEP are used to normalize the corresponding data.

Experimental points for the open impeller are the closer from the computed
efficiency curve (reference), except at 5000 rpm where the measured pressure rise
is lower than predicted. The shrouded impeller configurations LS − T and AS − T

1Ariane Group has proceeded to many CFD simulations, using FINE/Turbo, in order to define the
theoretical performance curves.
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Fig. 2 Performance curves in centered position for the two types of impellers

better fit the reference curve. In the next section, only these two configurations for
the shrouded impeller will be used.

3.2 Experimentally Identified Rotordynamic Force Coefficients

According to Childs [8], and as mentioned in [9], the present experimental dynamic
force coefficients of impellers are made nondimensional as follows:

Dimensionless stiffness coefficients K∗
ij = Kij

πρb2r
2
2Ω

2

Dimensionless damping coefficients C∗
ij = Cij

πρb2r
2
2Ω

(1)

where ρ = mass density of pumped liquid, r2 = impeller outer (discharge) radius,
and b2 = impeller discharge width including impeller side plate. For various shaft
speeds, Fig. 3 shows the evolution of the four terms K∗

ij of the stiffness matrix for
the three configurations mentioned above (open impeller, shrouded impeller LS−T
and AS − T ). The open impeller produces the lower stiffness coefficients, with
negative values of K∗

xx for the three rotating speed, while they are positive for
the shrouded impeller equipped with an annular seal. For both types of impellers,
present experimental results do not provide equal values for the direct stiffness
coefficients while the assumption K∗

xy = −K∗
yx is almost verified. The amplitude

of the latter, as well asK∗
yy , decrease with increasingΩ while the amplitude ofK∗

xx

increase with increasing Ω .
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Fig. 3 Dimensionless identified stiffness coefficients K∗
ij for the open impeller and two configu-

rations of shrouded impeller

For open and closed impellers, the normalized damping coefficients (Fig. 4) are
almost constant in the range of rotating speeds, while the cross-coupled damping
coefficients are of the same order. The open impeller produces the lower direct
damping coefficients.

The shrouded impeller provides higher direct stiffness and damping coefficients
than the open impeller because of the eye packing seal (or wear ring seal) that is
mounted on its front side.

4 Conclusion

A test rig dedicated to the identification of rotordynamic force coefficients of thin
fluid film components is used for testing two types of impellers: open and shrouded.
An open impeller, which is less expensive to manufacture with respect to the front
shrouded type, would produce lower direct stiffness and direct damping coefficients
compared to the latter, which is fitted with an eye-packing seal. Stiffness and
damping cross-coupled coefficients are almost the same for both types of impellers.
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Fig. 4 Dimensionless identified damping coefficients C∗
ij for the open impeller and two configu-

rations of shrouded impeller
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Vibration Force Transmissibility
of a Rotor-Stator System with Potential
Rub-Impact

Wei Dai and Jian Yang

1 Introduction

There have been wide applications of high-speed rotating machineries such as aero-
engines and electric generators. In many practical designs, there is always a need
of reducing the clearance between the rotor and the stator, which subsequently
increases the possibility of rub-impact between these two components during the
operation. It has been previously shown that rub-impacts within rotordynamic
system may lead to unwanted vibrations, components wear, or even severe safety
problems for the system [1]. Therefore, it is necessary to investigate the rub-
impact mechanism within rotary machinery system to achieve enhanced design. It is
also important to understand vibration transmission characteristics of rotordynamic
systems with possible rub-impact for operation monitoring or fault diagnosis.
It has been shown in previous studies that stiffness and damping nonlinearities
can largely affect the vibration transmission characteristics within the subsystems
of an integrated structure [2–4]. Understanding the vibration force and power
flow transmission characteristics can contribute to dynamic designs of vibration
suppression systems to achieve enhanced performance [5–9]. The current paper
attempts to address this problem by establishing the system model firstly. Different
methods are then employed to obtain the force transmissibility and to examine the
effects of system parameters such as contact stiffness, contact friction coefficient,
and mass eccentricity, on the vibration transmission between rotor and stator.
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2 Nonlinear Rotordynamic Modeling with Rub-Impact

The rotordynamic model is shown in Fig. 1. An eccentric rotor with mass m
is mounted on a rigid shaft which is supported by two identical deep groove
ball bearings. The rotor mass center C is of a distance of e to its geometric
center O′, resulting in an out-of-balance excitation force as the vibration source.
Its displacements are denoted by x and y, along OX and OY orthogonal axes,
respectively. The radial displacement is thus represented by r = √

x2 + y2. The
motion of the rotor along the shaft (i.e., OZ-axis) is not considered. The stator is
assumed to be rigidly supported on the ground, and it is concentric with the rotor
when the system is in the static equilibrium position.

Based on the classical rub-impact model [1, 10, 11], the impact contact between
the rotor and stator is assumed to be elastic, and the interaction force is acting in
the line of OO′ shown in Fig. 1. The Coulomb-type friction force model is used to
represent the tangential rub force which is perpendicular to the line of OO′. It is
noted that the friction heat is assumed to be negligible. The rub-impact forces are
expressed as

fx = kc (r − δc) U (r − δc)
r

(x − μy) , fy = kc (r − δc) U (r − δc)
r

(y + μx) ,
(1a, 1b)

acting on the stator in the directions of OX and OY, respectively, where kc is the
rotor-stator contact stiffness, μ is the contact friction coefficient, δc is the clearance
width between rotor and stator in the static position, and

U(s) =
{

0,when s ≤ 0,
1,when s > 0.

(2)

The governing equations of the system are

Fig. 1 A schematic representation of the rotordynamic model
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mẍ + cẋ + kx + fx = meω2 cosωt, (3a)

mÿ + cẏ + ky + fy = meω2 sinωt, (3b)

where k and c are the stiffness and damping coefficients of rotor-bearing system,
respectively. To facilitate later derivations, the following non-dimensional parame-
ters are introduced:

ω1 =
√
k

m
, ζ1 = c

2mω1
, Ec = e

δc
,� = ω

ω1
, λ = kc

k
, X = x

δc
, Y = y

δc
,

R = r

δc
, τ = ω1t,

where ω1 and ζ 1 are the undamped natural frequency and the damping ratio of
the rotor system, respectively; Ec and � are the mass eccentric ratio and the
dimensionless excitation frequency, respectively; λ is the contact stiffness ratio;
X and Y are the dimensionless displacement amplitudes in the directions of OX
and OY, respectively; R is the dimensionless displacement amplitude in the radial
direction; and τ is the dimensionless time. Using these parameters and variables,
Eqs. (3a) and (3b) is transformed into

X′′ + 2ζ1X
′ +X + FX = Ec�

2 cos (�τ) , (4a)

Y ′′ + 2ζ1Y
′ + Y + FY = Ec�

2 sin (�τ) , (4b)

where the primes denote differentiation operations with respect to the nondimen-
sional time τ , FX and FY are the dimensionless rub-impact forces

FX = λ (R − 1) U (R − 1)

R
(X − μY) , FY = λ (R − 1) U (R − 1)

R
(Y + μX) ,

(5a, 5b)

acting on the stator decomposed in the directions of OX and OY, respectively.
The nondimensional nonlinear equation can be solved by first-order harmonic
balance method approximations with alternating frequency time (HB-AFT) scheme
with numerical continuation [11–13] or the fourth-order Runge-Kutta numerical
integration method to obtain the steady-state response of the system. For the
current system, the dimensionless transmitted force from the rotor to the stator has
identical amplitude with the resultant rub-impact force act on the rotor. So the force
transmissibility is

T R =
max

(∣∣∣∣
√
F 2
X + F 2

Y

∣∣∣∣
)

F0�2 . (6)
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3 Results and Discussions

Figures 2, 3, and 4 investigate the effects of system parameters including rotor-
stator contact stiffness ratio, mass eccentric ratio, and contact friction coefficient on
the steady-state response of the rotor as well as the force transmissibility from rotor
to stator. The system damping ratio is set as ζ 1 = 0.01. The first-order HB-AFT
results are represented by different lines, while the numerical integration results
are obtained by using the fourth-order Runge-Kutta (RK) method and denoted by
symbols. Figure 2 examines the influence of contact stiffness ratio by keeping the
mass eccentric ratio and contact friction coefficient to be fixed with Ec = 0.1 and
μ = 0, respectively. Three different values of contact stiffness ratio are considered
with λ = 0, 1, and 2. It is shown in Fig. 2a that the introduction of the rotor-
stator contact bends the peak of steady-state response curve to the high-frequency
range. Multiple solutions can be observed near resonance frequency of the rotor,
indicating the sensitivity of the response to the initial conditions. The peak value of
the displacement response in radial direction Rmax increases slightly as the contact
stiffness ratio increases. Figure 2b shows that the increase of contact stiffness ratio
has hardening effect on the force transmissibility curves and results in higher peak
value at higher rotational speed.

Figure 3 studies the influence of the mass eccentric ratio by keeping the contact
stiffness ratio and contact friction coefficient to be fixed with λ = 1 and μ = 0,
respectively. Three different values of mass eccentric ratio are considered with
Ec = 0.1, 0.2, and 0.3. Figure 3a shows that the increase of mass eccentric ratio
can enlarge the response amplitude in a wide range of rotational speed of the rotor.
Figure 3b shows that as the mass eccentric ratio increases, the force transmissibility
curves bend to the high frequencies. However, there is very small change in the

Fig. 2 Effects of contact stiffness ratio on the (a) steady-state maximum displacement Rmax, (b)
force transmissibility TR. The solid, dashed, and dotted lines for λ = 0, 1, and 2, respectively.
Triangles and squares: RK results for λ = 1 and 2, respectively
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Fig. 3 Effects of mass eccentric ratio on the (a) steady-state maximum displacement Rmax, (b)
force transmissibility TR. The solid, dashed, and dotted lines for Ec = 0.1, 0.2, and 0.3, respectively.
Circles, triangles, and squares: RK results for Ec = 0.1, 0.2, and 0.3, respectively

Fig. 4 Effects of contact friction coefficient on the (a) steady-state maximum displacement Rmax,
(b) force transmissibility TR. The solid, dashed, and dotted lines for μ = 0, 0.01, and 0.02,
respectively. Circles, triangles, and squares: RK results for μ = 0, 0.01, and 0.02, respectively

peak value. There may be larger force transmissibility when rotor speed locates
from � ≈ 0.875 to � ≈ 1.05 but lower value of TR from � ≈ 1.05 to � ≈ 1.40.

Figure 4 studies the effects of contact friction coefficient by using fixed values
of the contact stiffness ratio and mass eccentric ratio with λ = 1 and Ec = 0.1.
Three different values of contact friction coefficient are considered withμ= 0, 0.01,
and 0.02. It shows that with the rise of contact friction coefficient, the peak values
of the maximum displacement Rmax and the force transmissibility both increase
substantially.
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4 Conclusion

This paper investigated the force transmissibility between rotor and stator with
possible rub-impact based on a modified Jeffcott rotor model. The governing
equations of the rotor system excited by mass eccentricity were constructed and
solved by HB-AFT approximation and numerical integration method. The effects of
contact stiffness, mass eccentricity, and contact friction coefficient on the dynamic
response of the rotor and force transmissibility to the stator were investigated. It
was shown that a higher contact stiffness has hardening effect on the steady-state
response as well as force transmissibility. It may increase the peak values of the
rotor displacement response and the peak force transmissibility. It was also shown
that the increase of mass eccentricity would lead to a larger vibration response, but
the force transmissibility value may become lower at certain rotor speed. It was also
found that a higher contact friction coefficient may increase the vibration response
as well as the force transmission to the stator.
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The Vibration and Forces Control During
the Rotor Rubbing by Application
of Magnetically Sensitive Fluids
Lubricating the Rotor Bearings

Jaroslav Zapoměl and Petr Ferfecki

1 Introduction

To enable operation of rotors mounted in hydrodynamic bearings (HDB) at high
angular speed, HDBs are inserted in squeeze film bearings. A simple dynamical
analysis shows that to achieve their optimum performance, their damping effect
must be adaptable to the current operating speed [1]. This leads to a proposal and
investigation of a new design of a rotor support element that is intended for machines
working in a wide range of running velocities. The element is formed by an HDB
inserted in a semiactive controllable magnetorheological (MR) squeeze film damper.

The effect of the proposed coupling element on the rotor vibration attenuation
and the force transmission at normal operation conditions was studied in [2]. This
article deals with its influence on the rotor behavior in the case of collisions
occurring between the disc and the stationary part. The results of the computational
simulations show that adapting the damping in the rotor supports to the current
operating speed makes it possible to reduce the rubbing force acting between the
disc and the stationary part.
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Fig. 1 Drawing of the
support element

2 The Proposed Support Element

The proposed support element (Fig. 1) represents a combination of an MR squeeze
film damper and an HDB. The main parts of the damper are two concentric rings
separated by a thin film of MR oil. The rotor journal is inserted in the inner damper
ring, which is coupled with the damper housing by a cage spring and is designed as
a bushing of the HDB.

The relations for the pressure distribution in the individual oil layers can be found
in [3], and the details on solving the corresponding equations, calculation of the
hydraulic forces, and distribution of the magnetic field in the damping device are
reported in [4, 5]. Validation of the developed mathematical model of the studied
support element is reported in [2].

3 The Simulated Rotor System

The analyzed rotating machine (Fig. 2) consists of a flexible rotor, to which one rigid
disc placed in an opening of a square shape is attached. The rotor angular speed is
constant. During the operation, the rotor is loaded by its weight and is excited by the
unbalance and collisions of the disc. The cage springs are prestressed to eliminate
their stationary deflection. In the computational model, the rotor is represented by a
Jeffcott one. The friction in the contact areas is considered to be of a Coulomb type.

Lateral vibration of the rotor is governed by a set of six differential equations

mÿD + (bP + bM) ẏD − bMẏJ + kSyD − kSyJ + ϑ̇bMzD − ϑ̇bMzJ
= meT ϑ̇2 cosϑ + Fcony

(1)

mz̈D + (bP + bM) żD − bMżJ + kSzD − kSzJ − ϑ̇bMyD + ϑ̇bMyJ
= meT ϑ̇2 sinϑ −mg + Fconz

(2)
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Fig. 2 Scheme of the
simulated rotor system
(axis y is perpendicular
to axes x and z)

Table 1 Notation of the used quantities

Symbol Name Symbol Name

m The disc mass yJ, zJ The journal displacements
bP Coefficient of the disc

environment damping
yR, zR The ring displacements

bM Coefficient of the shaft
material damping

Fhdy,
Fhdz

The HDB force

kS The shaft bending stiffness Fmry,
Fmrz

The MR damping force

kR The cage spring stiffness Fpsy, Fpsz The prestress force
eT Eccentricity of the disc centre Fcony,Fconz The impact force acting on disc
g The gravity acceleration ϑ Angle of the rotor rotation
yD, zD The disc displacements (.), (..) Notation of the first and second

time derivatives

−bMẏD + bMẏJ − kSyD + kSyJ − ϑ̇bMzD + ϑ̇bMzJ = Fhdy (3)

−bMżD + bMżJ − kSzD + kSzJ + ϑ̇bMyD − ϑ̇bMyJ = Fhdz (4)

kRyR = −Fhdy + Fmry + Fpsy (5)

kRzR = −Fhdz + Fmrz + Fpsz (6)

Notation of the individual quantities used in the governing equations is summa-
rized in Table 1.

The governing Eqs. (1, 2, 3, 4, 5, and 6) are nonlinear as components of the
hydraulic and contact forces depend on displacements and velocities of the rotor
journal and of the disc.
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The impact forces acting on the disc in the horizontal and vertical directions
consist of two components. The normal component induced by elastic deformation
of the disc and the stationary part in the vicinity of the contact area is always
orientated toward the disc center, and the tangential component caused by the dry
friction is always directed against the disc rotation. The corresponding relations for
the elastic and friction forces can be found in [6].

4 Results of the Simulations

The principal technological and operation parameters of the investigated rotor
system can be found in Table 2.

The dynamical analysis, which for simplicity assumes that stiffness of the HDB
is very high, shows that the critical speed of the rotor system can be approximately
expected for two limit cases (no damping produced by the dampers, overdamped
regime of the dampers) in the interval of 115–200 rad/s. The simulations were
focused on two velocities of the rotor rotation, 100 rad/s, which is close to the lower
bound of the rotor critical speed, and 400 rad/s, which is sufficiently high above its
upper bound.

In Figs. 3, 4, and 5, the disc center trajectories, time history of the force
transmitted to the stationary part through the support element, and the force acting
on the disc during rubbing are depicted. The results are related to the velocity of
100 rad/s. Application of the current reduces the size of the orbit and changes its
character from chaotic to periodic. Increased damping reduces magnitude of the
impact force.

Table 2 The principal technological parameters of the studied rotor system

Value Name Value Name

450 kg The rotor mass 0.3 Pas The MR oil dynamic viscosity not
effected by magnetic field

20 MN/m The shaft stiffness 150 mm The damper diameter
5 MN/m The cage spring stiffness 40 mm The damper length
110 mm The HDB diameter 50 μm Eccentricity of the disc center
60 mm The HDB length 1 GN/m The contact stiffness
0.2 mm The bearing clearance 0.2 The friction coefficient
0.01 Pas The bearing oil dynamic

viscosity
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Fig. 3 Trajectory of the disc center (100 rad/s, current 0.0 A; 4.0 A)

Fig. 4 Bearing force time
history (100 rad/s)

Fig. 5 Impact force time
history (100 rad/s)
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Fig. 6 Trajectory of the disc center (400 rad/s, current 0.0 A; 4.0 A)

Fig. 7 Time history of the impact force in the z direction (400 rad/s, current 0.0 A; 4.0 A)

Figures 6 and 7 show results of the simulations related to the speed of the rotor
rotation of 400 rad/s. It is evident that the rotor behaves in a different way. The
trajectory of the disc center indicates that the rotor motion is chaotic. Application of
the current does not change the character of the vibration, increases its amplitude,
and leads to increase in the impact force acting between the disc and the stationary
part.

The results imply that suitable adaption of the damping effect in the rotor
supports makes it possible to reduce the magnitude of the impact forces acting
between the disc and the stationary part.
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5 Summary and Conclusions

The main objective of the study presented in this paper is a new semiactive coupling
element that consists of a HDB inserted in an MR squeeze film damper. The results
show that adapting the damping effect to the current operating speed makes it
possible to minimize the rubbing force in a wide interval of operating speeds.
The control of damping in the rotor supports is simple as the damping element
is semiactive and the controller can work only in the on/off regime. This is a great
technological advantage.

Acknowledgement This work was supported by the Czech Science Foundation (grant project
19-06666S) and by the National Programme of Sustainability (NPU II, project LQ1602 –
IT4Innovations excellence in science).
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2. Zapoměl, J., Ferfecki, P., Forte, P.: A new mathematical model of a short magnetorheological
squeeze film damper for rotordynamic applications based on a bilinear oil representation –
derivation of the governing equations. Appl. Math. Modell. 52, 558–575 (2017)
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Influence of Unbalance Angle
and Eccentricity on the Vibration
of a Cracked Rotor

Joseph Patrick Spagnol and Helen Wu

1 Introduction

Early detection of fatigue cracks in rotating machinery can be difficult to achieve
with minimal disruption to normal operation due to their imperceptibility. Failure to
detect and remedy cracks in rotating shafts will eventually result in catastrophic
mechanical failure [1]. Cracked shafts exhibit a nonlinear reduction in bending
stiffness that causes anomalous vibration characteristics. The nonlinearity is the
result of the shaft becoming stiffer in bending when loads periodically cause the
crack to partially or fully close. This concept is known as “crack breathing.”

The proximity between the bending load direction and the crack is essential for
describing the breathing behavior of a crack [2]. Existing cracked rotor models in the
literature, known as weight-dominant models (such as in [3]), assume the influence
of dynamic loads such as rotating imbalance is negligible when considering the
breathing of a crack. In particular, in these models the crack smoothly transitions
from a completely open to completely closed state and vice versa. However,
dynamic loads may impact the breathing behavior of a crack potentially causing
it to erratically change states or remain within one state indefinitely [2, 4].
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Fig. 1 Cracked shaft cross section showing unbalance and weight loading

2 Crack Breathing Model

2.1 Influence of Unbalance on Crack Breathing

In weight-dominant models, static loads (such as rotor weight) are the only
contributors to the bending of the shaft resulting in an unchanging bending direction.
However, rotating imbalance causes the bending direction to constantly change, and
therefore, the proximity between the bending load and the crack also changes.

As represented in Fig. 1, the authors of [5] (and similarly in [6]) show that the
angle between the bending direction P and the crack direction (called proximity
angle φ herein) is an important factor in the breathing mechanism of a shaft crack
when rotating imbalance is present. It is dependent on the unbalance angle β, shaft
rotation angle Ωt, and the ratio of the weight force Fg to rotating unbalance force
Fme known as the load ratio η and is numerically equal to mg/med�2, where m is
the mass of the rotor, g is the acceleration due to gravity, me•d is the eccentricity
amount, and Ω is the rotor speed. With this model, if η approaches infinity, then
the rotor becomes increasing weight-dominant. The proximity angle equation is
included in Fig. 1.

2.2 Stiffness Changes in Cracked Shaft

The authors of [7] showed that the reduction in area moment of inertia of the
cracked cross section can be used to model the change in stiffness of a shaft due
to a breathing crack. The time-varying area moments of inertia derived in [3] in the
vertical and horizontal centroidal directions, IX and IY , are given as

IX(t) = (I − I 1
)
f1(t)+ I 1, (1)
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IY (t) = (2I − I 1 − I 2
)
f2(t)−

(
I − I 1

)
f1(t)+ I 2 (2)

where I = πR4/4 and f1(t) and f2(t), known as breathing functions, are shape
functions that reflect the change in area moment of inertia over time and are given
as

f1(t) = 1 − 1

2p

⎡
⎣
(
p

p/2

)
+ 2

(p/2)∑
j=1

(
p

j − 1

)
cos

(
(p − 2 (j − 1))

�t

2

)⎤
⎦ ,

(3)

f2(t) = 1 −
(
θ1 + θ2

2π

)
+ 2

π (θ2 − θ1)

p∑
j=1

cos (jθ2)− cos (jθ1)

j2
cos (j�t)

(4)

Readers should consult the original source for the values of Ī1, Ī2, θ1, and θ2.
To account for the unbalance effect on the crack breathing behavior, the

proximity angle φ is substituted into Eqs. (3) and (4). In Fig. 2 the time-varying
area moment of inertia based on the unbalance angle β and crack depth μ is shown,
where μ = h/R, h is the depth of the crack and R is the shaft radius. A force ratio
of η = 0.5 is used, which means the unbalance force is two times larger than the
weight force. As β approaches 180◦, i.e., the unbalance mass is gradually placed
opposite to the crack direction, the overall area moment of inertia increases towards

Fig. 2 Change in area moment of inertia of the cracked cross section due to rotating unbalance
for R = 7.94 mm, η = 0.5 about the (a) centroidal X axis and (b) centroidal Y axis for p = 10
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the maximum value (πR4/4), therefore meaning that the crack becomes less open
and almost does not open at all.

3 Vibration of a Cracked Rotor Using the Proposed Model

3.1 Rotor Model

The eight element rotor (N = 8) seen in Fig. 3 will be used to examine the influence
of unbalance eccentricity and angle on the vibration of a cracked rotor. The rotor
features a disk at its mid-span (node 5) and a fatigue crack at element 5. Also, the
rotor is supported by bearings at its ends. The same rotor and bearing specifications
in [5] are used.

3.2 Equations of Motion

The dynamic response of the rotor was obtained using the MATLAB ode15s
function which is an adaptive step solver for stiff problems. The use of ode15s
requires the equations of motion to be written as a first-order system as in Eq. (5)

{
Q̇
} = [A] {Q} + [B] {F } , (5)

where Q is the 8(N + 1) × 1 vector of nodal displacements and velocities. The
matrices [A] and [B] are given as.

[A] =
[

[Z] [I ]
− [M]−1 [Kce] −[M]−1 [G]

]
; [B] =

[
[Z]

[M]−1

]
(6)

where [Z] is a 4(N + 1) × 4(N + 1) matrix of zeros, [I] is a 4(N + 1) × 4(N + 1)
identity matrix, [M] is the global mass matrix, [G] is the global damping/gyroscopic
matrix, and [Kce] is the global cracked element matrix. The global matrices can

Fig. 3 Cracked rotor with centrally mounted disk supported by rolling-element bearings. The fifth
element is the location of the crack, and the disk supports an unbalanced mass
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be assembled using standard finite element modeling procedures [8]. The cracked
element matrix is given in [5]; however, the IX and IY values should be calculated
via the methodology outlined in Sect. 2.2.

3.3 Dynamic Response of Cracked Rotor

Figure 4 shows the effect of increasing the unbalance angle β on the first critical
speed value and resonant peak radial amplitude as predicted by the proposed model
and weight-dominant model from [3]. It is detailed in [2] that the presence of a
fatigue crack in a shaft shifts the rotor critical speed leftward (towards zero) when
compared to an undamaged shaft and may increase the resonant amplitude. This
idea explains the plateauing of critical speed and peak amplitude for the proposed
model when the unbalance mass is placed 120–180◦ as the crack remains mostly
closed, and therefore, the shaft behaves as if it were undamaged. This plateauing
phenomenon can also be inferred from [6]. The plateauing of the critical speed and
peak amplitude is not seen in the weight-dominant model.

In Fig. 5, the frequency plot of the disk’s (node 5) vertical amplitude for the
proposed model and the weight-dominant model is presented. In Fig. 5a, β = 180◦,
� = 780 RPM, and me·d = 0.01 result in η = 0.63 for the proposed model.
Since η < 1, the unbalance force has an appreciable effect on the crack behavior,
and the two models significantly differ. As such, the proposed model shows the
disappearance of the 2× and 3× frequencies (which are typical indicators for the
presence of a crack) suggesting that the rotor is behaving as if it were undamaged.
However, in Fig. 5b, β is also 180◦, but there is still an appreciable 2× component
relative to the 1× component for both models highlighting the existence of the crack.
Since Ω = 780 RPM and me·d = 0.001, the ratio η = 6.31, so the proposed model
is quite weight-dominant; and consequently, there is a strong similarity between the

Fig. 4 Change in (a) critical speed value and (b) resonant peak amplitude of the cracked rotor
(μ = 0.3) due to a change in unbalance angle
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Fig. 5 Frequency amplitude plot of the disk in the vertical direction where β = 180◦ andΩ = 780
RPM with (a) η = 0.63 and (b) η = 6.31 for both the (i) weight-dominant model and (ii) proposed
model

two models. This means that the unbalance angle placed opposite to the crack is not
sufficient enough to cause the shaft to behave as if it were undamaged and that the
η value must be considered.

4 Conclusion

This study examined the effects of unbalance angle and eccentricity on the breathing
behavior of a fatigue crack. The proposed model shows that placement of the
unbalance mass placed between approximately 120◦ and 180◦ causes the critical
speed and peak amplitude to plateau as the crack remains fully closed or almost
fully closed; thus the rotor behaves as if it were undamaged. Frequency analysis
of the disk’s vertical amplitude using the proposed breathing model showed the
disappearance of the 2× and 3× frequency amplitudes with a low weight-to-
unbalance force ratio (η = 0.63), i.e., a poorly balanced rotor, once again suggesting
that the shaft behaves as if it were undamaged when β = 180◦. However, the
proposed model predicts an appreciable 2× amplitude when the rotor is decently
balanced (η = 6.31) despite placing the unbalance mass at 180◦, and therefore,
the presence of the crack remains comprehensible. Since the amplitude of the 2×
and 3× frequency components is typically used for the detection of cracks, the
balancing procedure of rotors should aim for an unbalance angle between 0◦ and
90◦ in addition to reducing the weight-to-unbalance ratio.
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Synchronous Blade Vibration Analysis
Using Blade Tip Timing Method

Y. Oh, H. H. Yoo, and Y. Kim

1 Introduction

Blade tip timing (BTT) method analyzes the vibration characteristics of compressor
and turbine blades using noncontact sensors. BTT sensors measure the time of
arrivals (TOA) of each blade when it passes the sensors [1]. TOAs are converted to
the blade tip displacements compared to the theoretical passing time had it not been
any vibration in the system. BTT method requires a complicated signal processing
algorithm because it generates a non-uniform undersampled signal, so the various
studies for developing the BTT data processing methods have been recently carried
out [2–5]. The vibration response that occurs in a blade-disk system is classified into
two independent forms, synchronous and asynchronous [2]. Synchronous vibration
is induced by an excitation frequency corresponding to a multiple of the rotating
speed by an integer [3, 4], while asynchronous vibration is induced by an excitation
frequency, mainly due to aerodynamic instability such as rotating stall and flutter
[5], corresponding to a multiple of the rotating speed by non-integer.

There have been some studies on the vibration analysis methods for blade tip
timing data. Dimitriadis [3] compared three analysis methods by applying and
formulating the simulation data to the tip timing problem. All of the methods they
compared satisfy the reliable accuracy with quite low noise. However, the results
were highly dependent on the noise levels. Rigosi [4] modified the existing two
parameter plot methods that extract vibration results from data obtained by at least
two sensors.
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In this study, a new algorithm which makes use of given blade tip timing data to
characterize the synchronous blade vibration is provided. First, curve fitting of data
in the target RPM section of each sensor and each blade is made by the curve defined
according to single degree of freedom (SDOF) theory. This gives the instantaneous
amplitude, the resonant frequency, the oscillation phase, and the Q factor of the
individual blades at the peak point. The engine order is then estimated using the
phase information obtained above. Theoretically, dividing the phase difference of
each sensor by the sensor angle difference determines the engine order. However, for
real signals, it is impossible to estimate the engine order in this way due to various
circumstances. Lastly, the newly proposed engine order estimation method is carried
out through this study. Even though each sensor observes the blades passing time at
different locations, while they measure different phases, they are actually the same at
the reference point. An integer value that minimizes the difference between phases
at the reference point for each sensor determines the engine order estimate.

2 Blade Vibration Analysis Method

The proposed method consists of five major stages: acquisition of raw data measured
by sensors fixed to the casing, deriving the timing data of the blades from the
pulse data, deriving the dynamic or static displacement every moment of arrival,
smoothing the displacement data, and identifying various vibration parameters
reflecting the vibration characteristics of the blade-disc system. In this study, the
identification methods of blade vibration parameters are proposed and applied.
The proposed method performs curve fitting around the point where the vibration
displacement is particularly large, that is, the point where resonance sweeping is
assumed, in the smoothed blade tip displacement versus RPM diagram. Generally,
it is desirable to select the 500RPM region around the RPM where the resonance
sweeping occurs. The vibration characteristics of the blades can be obtained by the
proposed model.

Figure 1 shows the bladetip timing measurement system. When the blades are
rotating, they pass the static sensors attached to the case. Then the TOAs of all blades
can be obtained from the sensors as shown in Fig. 2. The red lines indicate the real
measured time with vibration, while the blue dot lines indicate the theoretical time
without vibration. The theoretical TOAs can be defined by the following equation:

T̃n =

N∑
k=1
Tk +

(
n− N+1

2

)
/ω

N
(1)

where Tk is the measured TOAs, Nis the number of blades, and ω is the rotor
speed. The gap between two TOAs which determine how much the blades vibrate
is converted to the tip displacement data. Then the displacement data is smoothed
by applying the moving average and median filtering techniques. When the blade
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Fig. 1 Blade tip timing measurement system

Fig. 2 Time of arrival data obtained from the sensors

resonates, the smoothed data around peak points is represented by fitting curve. The
method follows the theory of nonlinear curve fitting. For nonlinear curve fitting,
one needs to specify the initial values of each parameter. The fitting result is very
sensitive depending on which value is specified as the initial value. The proposed
method generates one analysis result for each sensor in the start section. Assuming
that theoretically there is an infinite number of sensors, enveloping the measured
data from them will have the same result as the actual time trend. When the data
values of one sensor are connected based on the single degree of freedom (SDOF)
theory, it becomes a curved shape, which is defined as the SDOF regression curve.
The regression curve is a nonlinear regression curve with four parameters. In other
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words, it is the core of this method to obtain the four fitting parameters when
the blades resonate. Vibration amplitudes, phase angles, resonant rotor speeds, and
damping factors are the main four parameters.

3 Numerical Results and Discussions

Figure 3 shows the results of fitting between proposed method and commercial
software. The vibration data near resonance RPM measured by four eddy current
sensors shows the same resonance RPM. It is clear that the results between the
proposed method and commercial software have good agreement. The vibration
parameters such as amplitude, phase, resonance RPM, and Q-factor are tabulated
in Table 1. Only sensor #2 shows the quite low amplitude compared to the other
sensors. It is presumed that the difference is due to an error in the gap measurement
between the sensor and the blade. Differences between phase angles for sensors
are so nature that they can be applied to determine the system engine order.
Theoretically, the engine orders have the same value for each sensor, so the proposed
method determines the estimated engine order when there is an integer value that
minimizes the sum of the difference between the reference point phase values of the
sensors for an integer value. We can determine the specific engine order by selecting
the mode from the estimated values from all blades.

Fig. 3 Blade displacement and fitting curve
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Table 1 Vibration parameters obtained by the proposed method

Sensors Amplitude (μm) Phase (deg) Resonance (RPM) Q-factor

#1 80.2 319 2855 995
#2 47.7 10 2855 1022
#3 85.2 107 2855 1046
#4 83.2 164 2855 1026

4 Conclusion

In this study, the synchronous vibration analysis method was developed based on
the curve fitting theory. Nonlinear curve fitting based on single degree of freedom
vibration model was applied to the measured tip timing data of rotating blades. The
proposed method was validated by comparing the fitting graphs to those obtained
by the commercial software. Various blade parameters such as the amplitude, the
resonant frequency, the oscillation phase, and the Q factor of the individual blades
were obtained at the peak point. The engine order was then estimated using the phase
information obtained above. The proposed method can be applied to the vibration
monitoring system.
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Output Reachable Set Estimation for
Singular Seat Suspension Systems

Wenxing Li, Haiping Du, Zhiguang Feng, Donghong Ning, and Weihua Li

1 Introduction

Seat suspensions play a very important role to improve the driving comfort
for vehicle drivers [1]. Different spring stiffness and damping coefficients have
different effects on the performance of seat suspensions. Therefore, how to choose
appropriate seat suspension parameters is a worthy study topic for seat suspension
designers.

The reachable set estimation aims to derive some closed bounded set of the states
of dynamic systems from the origin by bounded input peak values [2]. During the
past decades, a lot of studies about reachable set estimation have been investigated
in different areas, such as the reachable set estimation [3] and the output reachable
set estimation [4, 5].

In this paper, the singular seat suspension system is defined where the seat
deflection, relative velocity, and the upper seat acceleration are defined as systems
states. The deflection of the seat suspension and the acceleration of the upper seat
suspension are defined as the system output because they have a close relationship
with the seat suspension performance and are easily measured in practice [6]. Then,
the singular seat suspension system is established, and the output reachable set is
estimated.
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Some simulation results are given to show the effectiveness of the proposed
output reachable set estimation method. Different system parameters (drivers’
masses, spring stiffness, and damping coefficients) have a great effect on the
results of the output reachable set estimation. According to the output reachable
set estimation and different requirements of different vehicle seat suspensions, seat
suspension designers can choose proper seat suspension parameters, which can give
them theoretical support to reduce the cost of the suspension design and test.

Notation The notation used throughout this paper is standard. Rn represents the n-
dimensional Euclidean space. P > 0 denotes that P is a real symmetric and positive
definite matrix; * represents the symmetric terms in a symmetric matrix; sym(A)
means A + AT ; R≥0 denotes the fields of natural numbers; diag{· · · } stands for a
block-diagonal matrix.

2 Singular Seat Suspension Model and the Output Reachable
Set Estimation

As shown in Fig. 1, a simplified passive seat suspension model is given. Based on
Newton’s second law, the dynamic passive seat suspension model can be written as

mz̈s + Fk + Fc = 0 (1)

where m ∈ [mmin, mmax] is the unsprung mass, which can be different values among
different drivers; Fk and Fc are the forces of the spring and the damper of the seat
suspension, respectively; zs and zv are the displacements of the upper suspension and
the external excitation, respectively. Fk and Fc are nonlinear mostly, but to simplify
the study problem, we assume the expressions of these two forces as follows:

Fk = fk (zs − zv) , Fc = fc (żs − żv) ,

where fk and fc are the assumptive spring stiffness and damping coefficient,
respectively, which may vary in some range.

Then, we define the state variables as follows:

Fig. 1 Vibration model of
the seat suspension system
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x1 = zs − zv, x2 = żs − żv, x3 = z̈s ,

where x1 is the suspension deflection; x2 is the relative seat velocity; x3 is the
acceleration of the upper suspension. Define the state vector as x = [x1 x2 x3] and
z̈v is considered as the disturbance ω which satisfies

ωT (t)ω(t) ≤ ω2 (2)

where ω is a real constant.
Then the dynamic equation of the seat suspension system can be described as

Eẋ(t) = Ax(t)+ Bω(t),

y(t) = Cx(t), (3)

where

E =
⎡
⎣

1 0 0
0 1 0
0 0 0

⎤
⎦ , A =

⎡
⎣

0 1 0
0 0 1
fk fc m

⎤
⎦ , B =

⎡
⎣

0
− 1
0

⎤
⎦ , C =

[
1 0 0
0 0 1

]
.

The state of the singular seat suspension system is x(t) ∈ R
3 and the initial

condition x0 belongs to a bounded ellipsoid

x0 ∈ X0 � E (R0) (4)

and y(t) ∈ R
2 is the output.

The output reachable set of the system (3) is defined as

Ry �
{
y(t) ∈ R

2|ω(t), x(t), y(t), x0 satify (2), (3), (4), t ∈ R≥0

}
(5)

If the disturbance is not considered, the singular seat suspension system can be
described as

Eẋ(t) = Ax(t) (6)
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Definition 1 [7]
1. The pair (E, A) is called to be regular if det (sE − A) is not identically zero.
2. The pair (E, A) is called to be impulse free if deg (det(sE − A)) = rank (E).
3. The pair (E, A) is called to be stable if all the roots of det (sE − A) have negative

real parts.
4. The singular system (6) is called to be regular, impulse free, and stable if the pair

(E, A) is regular, impulse free, and stable.
5. The singular system (6) is called to be admissible if it is regular, impulse free,

and stable.

Lemma 1 [3, 4] Define a Lyapunov function V(x) for the system (3) satisfy-
ing V(0) = 0 and V(x) > 0. If there exists a scalar α > 0, such that

V̇ + αV ẋ(t)− α

ω2ω
T (t)ω(t) ≤ 0, (7)

V (x0) ≤ xT
0 R0x0, (8)

xT (t)CTRyCx(t) ≤ V (x(t)) (9)

then we can get the output reachable set Ry � E (Ry
)
.

Theorem 1 Considering the singular seat suspension system (3) under disturbance
condition (2) and initial state condition (4) for given conditions ω > 0, α >

0, and R0, if there exist matrices P,Q > 0, U,Ry > 0, F, and G with appropriate
dimensions, such that

ET P = PT E ≥ 0 (10)

PT A+ AT P < 0 (11)

Φ =
⎡
⎢⎣
Φ1 Φ2 FT B

∗ − sym(G) GT B
∗ ∗ − α

ω2 I

⎤
⎥⎦ < 0 (12)

CTRyC < Q < R0 (13)

where Φ1 = αETQE + sym (FTA), Φ2 = (QE + E0U)T − FT + ATG, and E0 is
a full column rank matrix satisfying ETE0 = 0, then system (3) is admissible and
the output reachable set can be obtained as E (Ry

)
.
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Proof Firstly, we will prove the regularity and impulse free of the system
(3). According to Definition 1, we have det(sE − A) = − ms2 − fcs − fk,
which is not identically zero, so the system (3) is regular. Furthermore, because
of m �= 0, deg (det(sE − A)) = rank (E) = 2, so the system (3) is impulse free.

Then, to prove the stability of the system (3) and get the output reachable set, a
Lyapunov function is constructed as

V1 (x(t)) = xT (t)P T Ex(t) (14)

If the external disturbance is not considered, the derivative of V1(x(t)) can be
obtained as

V̇1 (x(t)) = xT (t)
(
PT A+ AT P

)
x(t) (15)

Based on inequalities (10) and (11), we can get V1 (x(t)) ≥ 0 and V̇1 (x(t)) < 0,
so the system (3) is admissible.

Then, to obtain the output reachable set of the system (3), a new Lyapunov
function is designed as V2(x(t)) = xT (t)ETQEx(t). The external disturbance is
considered,and we can calculate the derivative V2(x(t)) as

V̇2 (x(t)) = 2ẋT (t)ET (QE + E0U) x(t). (16)

By introducing two free weighting matrices F and G, we can get

2
[
xT (t)F T + (Eẋ(t))T GT

]
[−Eẋ(t)+ Ax(t)+ Bω(t)] ≡ 0. (17)

We define a state vector as ξ(t) = [
xT (t) (Eẋ(t))T ωT (t)

]T
. Then, combining

(16) and (17), we have

V̇2 (x(t))+ αV2 (x(t))− α

ω2
ωT (t)ω(t) = ξT (t)Φξ(t) < 0 (18)

Based on Lemma 1, inequalities (12), (13), and (18), we can get the output
reachable set of the system (3) as E (Ry

)
.

3 Simulation Results and Analysis

Some simulation results are given in this section to show the effectiveness of the
proposed method to estimate the output reachable set of the singular seat suspension
system. The values of the upper-bounded disturbance ω, scalar α, and the bounded
ellipsoid matrix R0 are set as ω = √

2, α = 0.2, and R0 = diag {50, 6, 0.1}.
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Fig. 2 (a) The output reachable set and the system output performance for a random disturbance;
(b) the different reachable sets for different unsprung masses; (c) the different output reachable
sets for different spring stiffness; (d) the different output reachable set for different damping
coefficients

Figure 2 shows the different output reachable set estimation performance for
different situations. The blue ellipsoid in (a) is the output reachable set for seat
suspension system (m = 80kg, fk = 4000N/m, fc = 500Ns/m), and inside red curve
is the simulated system output performance for a random disturbance, where we
can see that the system output is bounded in the output reachable set. Figures (b)–
(d) show the different output reachable sets when we only change one of the three
parameters (unsprung mass for (b), spring stiffness for (c), and damping coefficient
for (d)). Here, we can find that the output reachable set gets smaller when the
unsprung mass gets smaller and the spring stiffness or damping coefficients get
larger. Therefore, when engineers design seat suspensions for different vehicles, the
proposed method can help them to choose springs and dampers within a reasonable
parameter range for seat suspensions according to different designing requirements.
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4 Conclusion

In this paper, the output reachable set estimation problem for singular seat suspen-
sion systems is studied. With the help of two Lyapunov functions, the singular seat
suspension system is proved to be admissible, and the output reachable set can be
bounded by a set of bounding ellipsoids. Simulation results show the influence of
different parameters on the output reachable set estimations, which is helpful for
seat suspension designers to choose appropriate parameters according to different
requirements of different vehicle seat suspensions. Designing a method to combine
the different reachable set estimations of different parameters to meet some certain
requirements will be our future work.
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Transient Simulation of a Rotor
Supported in Partially Filled
Herringbone Grooved Journal Bearings
Using the Narrow Groove Theory:
Boundary Conditions

Steffen Nitzschke, Elmar Woschke, Christian Daniel, and Thorsten Sporbeck

1 Introduction

A HGJB is a special case of journal bearing with groove-ridge pairs in the surface,
which are arranged in a herringbone pattern. Additionally to the circumferential
fluid transport of a plain journal bearing this configuration causes a fluid transport
towards the bearings centerline.

This kind of bearing is mainly used in hard disk and optical drives (CD, DVD)
[1] and for miniature fan motors [2]. Furthermore they are applied in medical
devices, e.g., as support of the rotating anode inside an X-ray tube [3], because
the bearings are able to run without external fluid supply [4]. This is necessary,
because due to thermal reasons liquid metal serves as bearing fluid here. For rotor
dynamic research of such a rotating anode, the transient bearing forces and, thus,
the pressure distribution in the fluid film have to be known. For this sake, in case
of plain bearings, usually the Reynolds partial differential equation (R-PDE) is
solved numerically via finite difference- [5, 6], finite volume- [1], or finite element
method [7, 8]. These can here also be utilized, but this leads due to the groove-
ridge pairs necessarily to a fine mesh with a high number of unknowns and a large
computational effort.

Another approach is given by the NGT, which enables a possibility to calculate
a mean pressure over a groove-ridge pair if a sufficient number of such pairs exists
[9, 10]. Therefore, the R-PDE can be reformulated in terms of the averaged pressure,
which afterward has also to be solved numerically, but on a considerable coarser
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mesh. Subsequently, this approach can be integrated as an online method into a
transient rotordynamic simulation in order to calculate bearing forces as well as
torques [11]. If additionally cavitational effects are taken into account, e.g., via the
regularized Elrod algorithm [12, 13], the film fraction can be investigated.

2 Narrow Groove Theory and Equations of Motion

Since for rotor dynamics the bearing forces are of interest more than the local
pressure p, which is varying over a groove ridge pair, it is convenient to introduce

p0 = lim
b→0

1

b

+b/2∫

−b/2
p dζ with b = br + bg (1)

as the pressure averaged over a groove-ridge pair. Following the approach from
[10], p0 can be determined directly from a modified R-PDE taking into account the
groove geometry, which is described by the functions A,B,C and F,G depending
on the local film height hr(ϕ, s, t), cf. Fig. 1. Considering partial filling in the gap
can be handled, e.g., using the Elrod algorithm, which is demonstrated in [11].
Finally, the R-PDE reads

∂

∂ϕ

(
(ΔR)3

12ηliq

(
A

r

∂p0

∂ϕ
+ B ∂p0

∂s

)
− 1

2
ϑ ω r ΔR F

)
+

r
∂

∂s

(
(ΔR)3

12ηliq

(
B

r

∂p0

∂ϕ
+ C ∂p0

∂s

)
− 1

2
ϑ ω r ΔRG

)
= r

∂(ϑ hr)

∂t

(2)

with the complementary unknowns avg. pressure p0 and film fraction ϑ : In regions
where p0 > pcav, the gap is completely filled, which is equivalent to ϑ = 1;
otherwise p0 = pcav holds and the film fraction varies 0 < ϑ < 1.

Fig. 1 Geometry of herringbone profile: Definition of groove-ridge pair (left) and orientation
angle (right) [11]
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Equation (2) builds together with an appropriate set of boundary conditions an
initial boundary value problem with elliptical character, which has due to the partial
derivatives no closed analytical solution. Hence, a numerical method like the finite
volume method according to [14] is used to derive a system of equations for the
complementary unknowns. For this sake, the fluid film is discretized with a 2-D
mesh in circumferential and axial direction with a number of volumes n. Due to
the mixed derivatives, a nine-point stencil results from the discretization procedure.
In the pressure region, central differences are suitable, while in the cavitation
region upwinding is necessary, which leads to backward differences there. Finally,
a nonlinear system of n equations

A(u) u = r (3)

for the n complementary unknowns, gathered in vector u, results. Details concerning
the nonlinearity and how the obtain a fast and reliable solution are given in [12, 13].
Additionally the validation of the procedure (including NGT) against literature is
documented in [11].

3 Boundary Conditions

Initially the fluid film is assumed to be fully filled (film fraction is 100%), but during
operation some amount of fluid is squeezed out of the film. In order to study the
behavior of the rotor-bearing system with partially filled films, the axial boundary
conditions (AXBC) have to be revised. It is only allowed, that fluid is leaving the
bearing at ambient pressure pamb, which can only occur in pressure regions

p0

∣∣∣
s=±b/2 = pamb if qamb > 0 . (4)

Reentering of fluid in cavitation regions is not permitted, leading to

∂ϑ

∂s

∣∣∣
s=±b/2 = 0 if ϑ < 1 , (5)

where s denotes the axial direction. Since the cavitation region is not known a priori,
it has to be determined using the Elrod algorithm in an iterative process. Hence, one
of the above equations has to be chosen accordingly. During the iteration it may
occur that the Dirichlet condition Eq. (4) is applied in the cavitation region, which
would lead to a volume flow qamb entering the bearing. Then, the AXBC has locally
to be switched to Eq. (5). On the opposite, this condition applied in the pressure
region leads to boundary pressures p0 > 0, which means, that fluid is prevented
from leaving the bearing. In this case, the AXBC has to be switched back to Eq. (4).
The final solution shows a converged apportionment concerning both regions and
the appropriate AXBC.
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4 Transient Solution Process

Finally, the procedure is embedded into a time integration scheme, which solves
the rotor-bearing-system’s equation of motion (EQM) and the transient part of the
R-PDE. Without limitation to the generality, the EQM may be written as

M ẍ + hω(ẋ, x)+ hel(ẋ, x)+ f bearing
(ẋ, x) = f

ext
(t) , (6)

wherein M denotes the rotor’s mass matrix. The vectors hω and hel represent the
gyroscopic, centrifugal as well as the corriolis forces and the elastic forces of the
shaft, respectively. Starting from initial conditions (ẋ, x)

∣∣
t=0, Eq. (6) is used to

calculate the current accelerations ẍ, which are then integrated w.r.t. time by an
appropriate ODE solver.

During the time integration process, the transient part of Eq. (2)

∂(ϑ hr)

∂t
= ϑ ∂hr

∂t
+ hr ∂ϑ

∂t
= ϑ ḣr + hr ∂ϑ

∂t
(7)

has to be considered. While ḣr is directly linked to the rotor’s translational velocity,
the transient development of the film fraction needs to be discretized w.r.t. time, e.g.,
by a backward difference

hr
∂ϑ

∂t
= hr

∣∣∣
t

ϑt − ϑt−Δt
Δt

(8)

for each finite volume i. The FVM process requires the integration of Eq. (8), which
on the 2d grid with mesh size Δϕ ×Δs results in

∫∫

Ωi

hr
∂ϑ

∂t
r dϕds = hr

∣∣∣
t

r ΔϕΔs

Δt
ϑt − hr

∣∣∣
t

r ΔϕΔs

Δt
ϑt−Δt . (9)

While the last term enters in the right-hand side r of Eq. (3), the first one applies
to the diagonal of A. Since Δt is a rather small value, Eq. (9) serves as a kind of
penalty formulation between the current and the past film fraction, which avoids its
timeless change. Furthermore, this relation ensures the positive definiteness of A,
which allows a unique solution, even if no explicit fluid supply is present, which is
usually the case in HGJBs, cf (Fig. 2).

5 Application and Conclusion

The rotor described in Table 1 was investigated for different initial film fraction
values (ϑinit = 99%, 90%, 80%, 60%) under gravity and unbalance. The rotor starts
at the bearing center and after some time finds a stationary orbit, cf. Fig. 3 left.
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Fig. 2 Pressure distribution (left) and film fraction (right) in a partial filled HGJB (initial film
fraction 80%) calculated with NGT

Table 1 Parameters of rotor and bearing

Parameter Value Unit Parameter Value Unit Parameter Value Unit

B 0,026 [m] runbalance 0.0001 [m] ΔR/R 0.001 [−]
D 0,024 [m] ω 500 [rad/s] h0/ΔR 1.166 [−]
mrotor 5 [kg] gy −9,81 [m/s2] η 0,0015 [Pa s]

Fig. 3 Rotor orbit (left) and fluid volume in gap (right, solid) as well as friction power (right,
dashed) for different initial values of film fraction. Distribution of pressure and film fraction is
shown in Fig. 2 for ϑinit = 80%

Due to the rotor motion, redundant fluid is squeezed out of the bearing until the
orbit becomes stationary, cf. Fig. 3 right. As expected, the orbit size increases with
decreasing initial film fraction. Subsequently, the question how much the bearing
has initially to be filled can be investigated, if different initial conditions of film
fraction are compared concerning rotor amplitude, minimal film width, power loss,
heat transfer capacity, etc.
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Suppression of Friction-Induced
Vibration in Rotary Sliding System Using
Lateral Spin Sliding

Chiharu Tadokoro, Yuto Aso, Takuo Nagamine, and Ken Nakano

1 Introduction

Friction-induced vibration is a self-excited vibration that arises due to the instability
of system around the equilibrium point of a sliding system owing to the velocity-
weakening properties of the frictional force. In case of rotary sliding systems, such
as the brake and clutch of an automobile, the friction-induced vibration could lead
to serious issues that reduce the mechanical performances and user’s comfort.

The friction-induced vibration can be reduced by enhancing the frictional
properties of the sliding system through modification of the sliding components such
as material, surface roughness, and lubricant. Recently, Kado et al. proposed that a
“yaw angle misalignment (YAM)” between the direction of the drive and the driven
translational motions in a translational sliding system generates a positive damping
effect to stabilize the sliding system without any additional damping mechanism
[1, 2]. This was proposed on the basis of the structural design of the translational
sliding system. Tadokoro et al. demonstrated that the YAM method can be applied
to a rotary sliding system using a parallel misalignment between the drive and the
driven rotational axes [3].

This study aims to determine the effectiveness of the lateral spin sliding method
to prevent the friction-induced vibration as an alternative to application of YAM to
a rotary sliding system.

C. Tadokoro (�) · Y. Aso · T. Nagamine
Saitama University, Saitama, Japan
e-mail: Tadokoro@mail.saitama-u.ac.jp

K. Nakano
Yokohama National University, Yokohama, Japan

© Springer Nature Switzerland AG 2021
S. Oberst et al. (eds.), Vibration Engineering for a Sustainable Future,
https://doi.org/10.1007/978-3-030-46466-0_22

157

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-46466-0_22&domain=pdf
mailto:Tadokoro@mail.saitama-u.ac.jp
https://doi.org/10.1007/978-3-030-46466-0_22


158 C. Tadokoro et al.

2 Principle

Figure 1 shows the model that describes the principle for suppressing friction-
induced vibration using a lateral spin sliding in a rotary sliding system. The model
consists of a drive part (lower side in the side view) and a driven part (upper side in
the side view). In the drive part, a rigid disc is rotated at a constant angular velocity.
In the driven part, a rigid ball (mass: m) is supported by a linear spring (stiffness:
k) attached to a stationary rigid wall. The ball contacts the disc under a constant
normal load. Let x be the displacement of the ball from the origin. The direction of
x corresponds to the tangential direction of the rotation of the disc. The ball is rotated
about the x axis. The rotation of the ball is termed as the lateral spin. The sliding
velocity, V, is the relative velocity between the velocities, Vdrive and Vspin, of the disc
and the ball at the contact position. The lateral spin velocity, Vspin, generates a yaw
angle misalignment, ϕ, between the sliding velocity, V, and the ball’s translational
velocity, ẋ. The relative velocity, Vrel, between them is as follows:

Vrel = V − ẋ (1)

ϕ = tan−1 Vspin

Vdrive
(2)

where (•) is the time derivative. The equation of motion of the ball is written as

Fig. 1 Theoretical model of rotary sliding system with lateral spin sliding
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mẍ + kx = F (Vrel) cos θ (3)

Vrel =
√
V 2 − 2V ẋ cosϕ + ẋ2 (4)

cos θ = V cosϕ − ẋ
Vrel

(5)

where θ is the direction of Vrel from the x axis. Linearizing these equations around
Vrel = V, we obtain the following equation:

mẍ + (c1 + c2) ẋ + kx = F(V ) cosϕ (6)

The two coefficients, c1 and c2, in the second term on the left-hand side of
this equation are the effective damping coefficients arising from the friction force,
defined as

c1 = F ′(V )cos2ϕ (7)

c2 = F(V )sin2ϕ

V
(8)

When the slope F(V) is negative, c1 is also negative, which gives a negative
damping that causes friction-induced vibration. On the other hand, the additional
coefficient, c2, is always positive, which gives a positive damping that suppresses
friction-induced vibration. When Vspin is large, ϕ becomes large and the friction-
induced vibration can be suppressed.

3 Details of Experiment

Figure 2 depicts the experimental apparatus, which involves a point contact between
the stainless-steel roller (diameter: 50 mm, thickness: 10 mm, and radius of
curvature: 5 mm) and the phenol-resin disc (diameter: 120 mm and thickness:
20 mm). The roller and the disc were rotated independently using the stepping
motors A and B. The direction of the sliding velocity of the roller, Vspin, was
orthogonal to the direction of the sliding velocity of the disc at the point contact,
Vdrive. The roller and the stepping motor (B) were placed on a plate, which was
supported by parallel leaf springs. The deformation direction of the parallel leaf
springs corresponds to the tangential direction of the rotation of the disc. The normal
load, W, was applied using dead weight. During the experiment, when the disc was
rotated at Vdrive = 50–300 mm/s and W = 30 N, the deformation, X, of the parallel
leaf springs was measured using a displacement sensor.
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Fig. 2 Photograph of
experimental apparatus

4 Results and Discussion

Figure 3 illustrates the result of displacement measurements that depict the effect
of the lateral spin sliding on the friction-induced vibration. When the roller was not
rotating (Vspin = 0 mm/s), it lead to the generation of friction-induced vibration. The
amplitude of the vibration was 1 mm, and the frequency of the vibration was 28 Hz,
which is equivalent to the natural frequency of the roller unit, i.e., 29 Hz. It was
observed that when Vspin was increased, the amplitude of the vibration decreased.
Over Vspin = 200 mm/s, the friction-induced vibration disappeared completely.
Hence, it was found that application of lateral spin sliding to the sliding contact
suppresses friction-induced vibration.

5 Conclusion

Friction test was conducted using a homemade apparatus to demonstrate the
effectiveness of lateral spin sliding method on decreasing the friction-induced
vibration. It was observed that when the velocity of the lateral spin sliding was
sufficiently high, the friction-induced vibration was completely suppressed. The
experimental results show that the lateral spin sliding provides a positive-damping
effect in the rotary sliding system.
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Fig. 3 Temporal changes in
X (Vdrive = 200 mm/s)
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Experimental Estimation of Friction
Characteristic of Annular Plain Seal

K. Ura, T. Inoue , and S. Yabui

1 Introduction

Hir’s bulk flow analysis [1, 2] has been used to analyze the rotor dynamic (RD)
fluid force acting on the seal. Recently, Yamada et al. [3] extended the analytical
capacity of the static eccentricity. Blasius model [1, 2] is widely used for a friction
factor of shear stress in bulk flow analysis. The friction coefficients in this model
have been generally determined experimentally. Yamada’s experimentally estimated
coefficients [4] are well known and often used. Iwatsubo [5] derived different
friction coefficients experimentally. Childs [6] estimated the friction coefficient
of the stator wall experimentally using the Yamada’s friction coefficients [4]
for rotor wall. Arghir [7] estimated four friction coefficients by experiment and
analysis. San Andres [8] obtained four friction coefficients using computational fluid
dynamics (CFD). There are other important literatures on the influence of elasto-
hydrodynamic conditions. In these previous researches, the friction coefficients are
determined as constant values which are uniquely determined by the structure of
the machine, but these values were different from each other. In this paper, friction
coefficients of Blasius model in annular plain seal are estimated by experiment,
and their characteristics are investigated. Seal surfaces were assumed to be smooth.
In both steady and unsteady conditions, friction coefficients were estimated not
in a form of constant values but as values which hold functional relationship.
This functional expression representation could explain the conventionally obtained
various friction coefficients in the literature.
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Fig. 1 Experimental system. (a) Experimental apparatus. (b) Rotor and fluid flow in experiment

2 Experiment

Figure 1 shows the experimental setup used in this paper. In the experiment, shaft’s
rotational speed and inlet pressure were set as the operating condition and measured.
The used fluid was water, and the flow rate at seal inlet was measured and recorded
as the result for the condition. A total 535 cases of experiments were conducted.

For the unsteady-state case, Kanki’s experimental results [9] were used. Static
eccentricity was q̂s = 0.05454 mm, and the following 10 coefficients were used as
reference:

RDexp eriment
T =

[
M̂xx M̂yy Ĉxx Ĉyy Ĉxy Ĉyx K̂xx K̂yy K̂xy K̂yx

]
(1)

−
{
F̂x

F̂y

}
=
[
M̂xx 0

0 M̂yy

]{ ¨̂x
¨̂y
}

+
[
Ĉxx Ĉxy

Ĉyx Ĉyy

]{ ˙̂x
˙̂y
}

+
[
K̂xx K̂xy

K̂yx K̂yy

]{
x̂

ŷ

}
(2)

Experiment conditions of this paper and Kanki’s data [9] are shown in Table 1. L̂s
is seal length, D̂ is shaft diameter, Ĉr is clearance, ω̂ is rotational speed, P̂in is inlet
pressure, and q̂s is static eccentricity. Experimental result in concentric steady state
is shown in Fig. 2. Rotational speed ω̂ and inlet pressure P̂in are on the horizontal
axes, and flow rate Q̂ is on the vertical axis. Result shows that flow rate depends on
the inlet pressure strongly, but hardly depends on the rotational speed.

3 Theoretical Analysis

3.1 Governing Equations in Bulk Flow Model

Governing equation of annular plain seal is shown in Eqs. (3), (4), and (5):
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Table 1 Conditions of experiment

Steady state Unsteady state (Kanki [9])

L̂s 70 mm 200 mm
D̂ 70 mm 200 mm
Ĉr 0.2 mm 0.5 mm
ω̂ 300 rpm ~ 200 rpm (7 cases) 2000 rpm
P̂in 0.02 MPa ~ 0.2 MPa (30 cases) 0.98 MPa
q̂s 0 0.05454 mm

Fig. 2 Comparison of analytical and experimental results (steady state). (a) Flow rate vs opera-
tional condition. (b) Flow rate vs Inlet pressure

∂ĥ

∂t̂
+
∂
(
ûzĥ
)

∂ẑ
+ 1

r̂

∂
(
ûθ ĥ
)

∂θ
= 0 (3)

−ĥ ∂p̂
∂ẑ

= ρ̂ĥ
(
∂ûz

∂t̂
+ ûz ∂ûz

∂ẑ
+ ûθ

r̂

∂ûz

∂θ

)
+ τ̂sz + τ̂rz (4)

− ĥ
r̂

∂p̂

∂θ
= ρ̂ĥ

(
∂ûθ

∂t̂
+ ûz ∂ûθ

∂ẑ
+ ûθ

r̂

∂ûθ

∂θ

)
+ τ̂sθ + τ̂rθ (5)

ĥ is gap. Shear stress is defined as follows:

τ̂rz = 1
2 ρ̂fr ûzÛr , τ̂rθ = 1

2 ρ̂fr
(
ûθ − r̂ω) Ûr

τ̂sz = 1
2 ρ̂fs ûzÛs, τ̂sθ = 1

2 ρ̂fs ûθ Ûs
(6)

The subscripts of r, s indicate rotor and stator walls, and the subscripts of θ , z
indicate the circumferential and axial directions. The friction factors fr, fs in Blasius
model [1, 2] are defined as follows:
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Table 2 Analytical and experimental rotor-dynamic coefficients

Experiment [9] Analysis Error

M̂xx, M̂yy [kg] 234.42, 223.87 321.4, 321.33 0.37, 0.44
Ĉxx, Ĉyy [kNs/m] 154.50, 150.99 176.82, 176.82 0.14, 0.17
Ĉxy, Ĉyx [kNs/m] 57.4, −54.82 55.9, −56.16 0.026, 0.025
K̂xx, K̂yy [MN/m] 3.35, 3.98 5.57, 5.62 0.66, 0.41
K̂xy, K̂yx [kNs/m] 10.23, −11.35 6.55, −6.55 0.36, 0.42

f∗ = n∗
(

2ρĥÛ∗
μ

)m∗
∗ = r, s (7)

Here, Ûr , Ûs are the fluid velocities relative to the rotor and stator walls. Yamada’s
friction coefficients [4], mr = ms = − 0.25, nr = ns = 0.079, were used as
reference.

It is noted that only viscous friction is taken into account in this paper, and no
direct contact of rough surfaces is considered.

3.2 Steady-State Flow Analysis

Flow rate Q̂ = 2πr̂Ĉr ûz0 was calculated from axial flow velocity ûz0. Figure 2
shows the flow rate Q̂ for rotational speed ω̂ and inlet pressure P̂in. This result
shows that the error between analytical and experimental results increases for inlet
pressure.

3.3 Unsteady-State Flow Analysis

Table 2 shows analytical RD coefficients for the Kanki’s experiment condition [9].
For example, the error for M̂xx is Error = |(234.42 − 321.4)/234.42| = 0.37.

4 Estimation of Friction Coefficients

4.1 Concentric Steady State

In some cases, the friction coefficients on the rotor and the stator have been assumed
to be equal (mr = ms, nr = ns) [4, 5]. In this paper, the same assumption is used.
Then, the error defined in the following equation is used as evaluation function:
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Fig. 3 Error for friction
coefficients m, n

Fig. 4 Relationship of friction coefficients (steady state condition). (a) Whole ranges used for
estimation. (b) Enlarged illustration

Error =
535∑
i

∣∣∣∣∣
Q̂experiment(i)− Q̂simulation(i)

Q̂experiment(i)

∣∣∣∣∣ (8)

The error of Eq. (8) for m, n is shown in Fig. 3. As shown in Fig. 3, the minimum
error condition is not obtained as a point, but is obtained as a functional relationship
of m, n. Figure 4 shows this functional relationship of the friction coefficients.

The friction coefficients of literature [4–7] are also shown. The coefficients of
literature close to the functional relationship are obtained in this paper. Especially,
they agree well in the small value range of n as shown in Fig. 4b.

4.2 Unsteady State

The friction coefficients m, n were estimated using the sum of errors in Table 2 as the
evaluation function. Here, it is noted that the direct inertia terms are considered with
a weight of 1/10 because their measurement was difficult and may contain errors.
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Fig. 5 Relationship of friction coefficients (unsteady state). (a)Whole ranges used for estimation.
(b) Enlarged illustration

Figure 5 shows the functional relationship of the friction coefficients obtained
for the unsteady-state results. The functional relationship of steady state, shown in
Fig. 5, is also shown for the comparison. The friction coefficients of unsteady state
(dashed line) show the similar characteristics of the one for steady state (solid line)
in Fig. 5. Furthermore, both functional relationships agree well with the friction
coefficients in the literature. The estimation results for the unsteady state were closer
to the friction coefficient of the literature than the steady-state results.

4.3 Discussion

The steady-state condition was in the transition range from laminar to turbulent, and
unsteady-state condition was in the turbulent range, but the functional relationship
of friction coefficients obtained from these conditions were similar. Particularly,
when m is large and n is small, these functional relationships agree. The friction
coefficients in the literature [4–7] were different from each other; however, these
values can be supported from the result of Figs. 4 and 5. The results for steady and
unsteady states show small discrepancy, especially in the large value range of n. One
of the causes for this discrepancy is because the former is in the transition condition
from laminar to turbulent flow, while the latter is in the turbulent flow condition.

5 Conclusion

In this paper, the friction coefficients of Blasius model were estimated and
considered. Coefficients of the rotor and stator walls are assumed to be equal
(mr = ms, nr = ns). In both steady and unsteady conditions, the functional
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relationships of the friction coefficients are obtained. These functional relationships
can explain the values of friction coefficients obtained in the literature.

Further improvement of the friction coefficients estimation may be possible by
estimating all four coefficients. However, the representation and physical explana-
tion using simple functional relationships may be difficult for such case. Moreover,
the current work assumed isothermal conditions in the analysis, but thermal effects
should be taken into account in more high speed rotating situation.
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Part IV
Energy Harvesting Systems



Enhanced Vibration Energy Harvesting
Using Mechanical Stoppers
and Parametric Resonances

Y. Fan, M. H. Ghayesh , and T. Lu

1 Introduction

Vibration-based energy harvesting techniques, with the capability to convert every-
day unwanted kinetic energy into electrical energy, have attracted increasing
numbers of researchers. In recent years, in the field of remote sensing and wireless
controlling, an inevitable drawback has been raised up; the consumption of battery
impacts the functionality of these devices, even though the required energy levels
are in small scales. Alternatively, vibration-based energy harvesting techniques
(VEH) have the capability to transfer those undesirable kinetic energy sources
into electrical energy and hence reimburse the essential power needed by wireless
sensors and actuators.

In order to harvest more energy, VEH techniques are desired to operate at
resonance regime, such that an optimal level of kinetic energy can be harvested.
However, in the ambient environment, the surrounding frequency sources generally
are time-varying, random, and able to jump over a wide-frequency spectrum;
based on this, nonlinear vibration-based energy harvesting techniques, which apply
internally or externally induced nonlinearities to the harvesting devices, can form
relatively wider resonance regimes compared to linear counterpart such that the
kinetic energy sources in real environment can be amassed more effectively.

Among nonlinear VEH techniques, piecewise-linear energy harvesters utilize
externally induced nonlinearities (i.e., mechanical stoppers) to further increase the
operational bandwidth. For the sake of demonstration, consider a cantilever beam-
based energy harvester, under base excitation, due to large deflection, the beam
engages with mechanical stoppers which locate at both sides of the beam; as the
boundary condition is being suddenly changed, the system exhibits large stiffness
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which results an instantly higher resonance; a hardening frequency response can be
observed, and hence a wider resonance regime can be achieved. Soliman et al. [1]
presented the first paper of piecewise-linear energy harvester; Liu et al. [2] proposed
an energy harvester with a curve fixture; Fan et al. [3] studied a monostable energy
harvester with two-side mechanical stopper.

One of the main goals of VEH is utilizing the resonance regime of the designed
devices in order to increase the harvested energy level; in addition to applying
nonlinearities into designing, multimode and multi-degree of freedom (DOF) energy
harvesters are another broadband VEH approach. The performance of multimode
and multi-DOF energy harvesters has been carried out by researchers [4–7].
Different from conventional multimode and multi-DOF VEH techniques, consider
an imperfectly excited (when the base excitation direction is not perpendicular to the
beam length) cantilever-based energy harvester, a principle parametric resonance
can be observed at twice the fundamental resonance, which can be considered as
another mode of the core element. Abdelkefi et al. [8] investigated a parametrically
excited energy harvester theoretically.

In this paper, an energy harvester using mechanical stoppers and parametric
resonances is presented; mechanical stoppers induced a strongly hardening
frequency response to form a wider frequency bandwidth compared to its linear
counterpart; to further increase the operational bandwidth, under parametric
excitation, the primary and parametric resonances were merged together due to
the externally induced nonlinearity by mechanical stoppers, hence an increase of
388% in frequency bandwidth.

2 Device Configuration

The system shown in Fig. 1 is the proposed energy harvester with two-side
mechanical stoppers. An aluminum cantilever beam (115 mm × 9.1 mm × 0.5 mm)
with a coupled magnetic tip mass of 6 gram (3 gram per side) is under clamped-
free condition; a two-side mechanical stopper is located at 66 mm distance along
the beam length from the clamped position, while the gap distance between the
stoppers and the beam is 1.97 mm per side; a 16 turns coil structure is fixed onto
a support structure as a transducer. The orientation angle between the direction of
the base excitation and the beam length is set to be 30◦; both forward and backward
frequency sweeps with 1 KHz sampling rate are conducted to the experiment; a
constant base acceleration 0.5 g is maintained for all experiments.

3 Results and Discussion

Figure 2a shows the frequency-displacement response curve for no stopper and two-
side stopper configurations. Under base excitation, the no stopper configuration
indicated that the system had a fundamental resonance at 6.7 Hz and parametric
resonance at 13.7 Hz; a slightly softening response can be observed from the fun-
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Fig. 1 The proposed energy harvester with mechanical stopper

Fig. 2 Frequency response curve for no stopper and two-side stopper configurations: (a)
frequency-displacement curve; (b) frequency-voltage curve
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damental resonance, while the behavior of parametric resonance was approximately
linear; with two-side mechanical stopper engagement, the deflection of the beam
was limited by the obstacle; the peak deflection was decreased from 41.14 mm
to 14.1 mm; the two-side stopper configuration exhibited a strongly hardening
frequency response which merged the primary and parametric resonances together.
Figure 2b shows the frequency-voltage curve for no stopper and two-side stopper
configurations. Different from the frequency-displacement curve, two-side stopper
configuration had higher peak voltage of 0.0197 V than no stopper configuration of
0.0167 V. In addition to peak voltage, the no stopper configuration had an overall
effective bandwidth of 1.6 Hz with 0.006 V reference voltage level, while the two-
side stopper configuration had 6.6 Hz continuous bandwidth. Figures 3 and 4 show
the time trace, phase plane diagram, and fast Fourier transform (FFT) for no stopper
and two-side stopper configurations, respectively.

Figure 5a, b shows the forward and backward frequency sweeps of no stopper
and two-side stopper configurations, respectively. In Fig. 5a, it is evident that the
amplitude of parametric resonance was doubled in backward frequency sweep
while the fundamental frequency remained at same level; compared to no stopper
configuration, two-side stopper configuration exhibited a bifurcation at 8.9 Hz
during backward frequency sweep; with the mechanical stopper engagements, the
system underwent strongly hardening responses during both forward and backward
frequency sweeps, which implied the instantly effective primary resonances were
altered to higher values; however, for backward frequency sweep case, because the
experimental beam could not be activated to resonance status, the deflection of the

Fig. 3 No stopper configuration: (a) time trace; (b) phase plane diagram; (c) FFT
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Fig. 4 Two-side stopper configuration: (a) time trace; (b) phase plane diagram; (c) FFT

beam was not able to interact with the stoppers until the base excitation was 8.9 Hz;
the system behavior of the two-side stopper configuration was similar to no stopper
configuration from 16 Hz to 8.9 Hz (see Fig. 5b).

The gap distance between the stopper and the core element (i.e., a beam) decides
the changing in system’s inherent stiffness as well as the peak amplitude of the
beam deflection, where the inherent stiffness determines the level of the hardening
frequency response and the amplitude of the beam deflection decides the level of
collected voltage such that there is a certain trade-off between the peak voltage
level and the operational bandwidth. For the design parameter selections, a core
element with lower primary resonance is more accessible to merge primary and
parametric resonances together and form a continuous frequency bandwidth, while
a core element with higher primary resonance is capable to have a wider overall
frequency bandwidth.
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Fig. 5 Frequency-displacement response curve for both forward and backward frequency sweep-
ing: (a) no stopper configuration; (b) two-side stopper configuration

4 Conclusion

The main goal of this paper is to design and experimentally test a wideband
energy harvester using mechanical stoppers and parametric resonances. In order to
harvest more kinetic energy from ambient environment and encounter with random
and time-varying frequency sources, nonlinear energy harvesting techniques have
the merit of broadening the operational frequency bandwidth, such as externally
induced nonlinearity – mechanical stoppers; with two-side stopper configuration,
the proposed energy harvester exhibited a strongly hardening frequency response,
which increased by 350% compared to linear counterpart; in addition to mechanical
stoppers, combing parametric excitation with mechanical stoppers, the primary
and parametric resonances can be merged together in the presence of mechanical
stoppers; hence, a continuously effective bandwidth can be formed with a 388%
increase in the overall frequency bandwidth.
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Two Configurations of Using a Tuned
Mass Damper to Harvest Vehicle Vertical
Vibration Energy

S. P. Bai and Z. C. Hou

1 Introduction

Vehicle vertical vibration energy dissipation is an important part of vehicle energy
waste and is mainly dissipated through suspension and tire. Many scholars have
studied how to directly harvest the energy dissipated through these two parts [1–
3], while some scholars proposed an idea of using “additional systems” for energy
harvesting [4, 5]. The additional device can be seen as tuned mass damper (TMD)
and seems to have good potential in vibration energy harvesting due to its flexible
layouts and parameter selections. However, limited research has been done on the
use of TMDs in vehicle vibration energy harvesting. In this paper, the authors
try to systematically explore the applicability of using a TMD to harvest vehicle
vibration energy while focusing on questions as follows: (1) what is the impact of
the introduced TMDs to vehicle dynamic performances? (2) how much energy can
be harvested by the TMDs at most?

2 Dynamics Modeling

For a vehicle traveling on a straight road, its vertical dynamic behavior is usually
described as a quarter car model without tire damping. Considering the TMD
working principles and to harvest energy dissipated by the tire, we added tire
damping to a quarter car model, as shown in Fig. 1. This model will be used
as a basis for comparison, thus termed as the reference model. Two new models
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Fig. 1 The reference model

Fig. 2 The S-TMD model

Fig. 3 The U-TMD model

are built by introducing one TMD to the sprung mass and the unsprung mass of
the reference model. The two TMDs are named as “sprung TMD” and “unsprung
TMD,” respectively, and the corresponding models are termed for short as the S-
TMD model and the U-TMD model, as shown in Figs. 2 and 3.

In Figs. 1, 2, and 3, m1 and m2 are the unsprung mass and the sprung mass,
respectively, k10 and k21 the stiffness factors of the tire and suspension spring,
and c10 and c21 the damping coefficients of the tire and suspension damper.
Correspondingly, x1 and x2 are the displacements of the unsprung mass and the
sprung mass, while x0 is the road surface profile. In Figs. 2 and 3, m32, k32,
c32 are the mass, spring stiffness factor, and damper damping coefficient of the
sprung TMD, and m31, k31, c31 are those of the unsprung TMD, with x32, x31 the
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displacements of the sprung TMD and unsprung TMD, respectively. Here, c31 and
c32 are used to harvest vibration energy, but the mechanical damping and circuit
damping are neglected as previous researches have done with suspension damping.

Applying the Newton’s second law, the dynamic equations of the models can be
deduced.

Road input is usually built as white noise in terms of velocity in frequency
domain and is expressed as [1].

Svel (ω) = 2πGrV (1)

It is clear that Svel(ω) is only related to road roughness coefficient Gr and vehicle
speed V.

3 Performance Evaluation

To understand the benefits of using a TMD to harvest vehicle vertical vibration
energy, some indices are defined based on energy dissipation.

For a single damper cij, the energy dissipation during a unit time or the dissipated
power is

Pij = cij
(
ẋj − ẋi

)2 (2)

Here, subscripts i, j (= 0,1,2,3 and i �= j) represent the road input and degrees of
freedom (DOFs) of the unsprung mass, the sprung mass, and the TMD, respectively.
ẋj − ẋi is the relative velocity between two damper ends.

For the aforementioned road random velocity excitation, the above equation can
be deduced as

Pij = cij

2π

∫ ω2

ω1

2πGrV

∣∣∣H(ω)(ẋj−ẋi)∼ẋ0

∣∣∣2dω (3)

with H(ω)(ẋj−ẋi)∼ẋ0
the frequency response function from ẋ0 to

(
ẋj − ẋi

)
.

Based on Eqs. (2) and (3), four indices are defined as follows.
Total energy dissipation is defined as the sum of energy dissipated by all dampers

in a model and can be calculated by

P =
∑
Pij (4)

TMD energy harvesting potential, or the TMD dissipated energy, is the upper
limit of energy that could be harvested by a TMD.

Vehicle dissipated energy reduction is defined as the difference between the
reference model and a quarter car model with a TMD, in terms of energy dissipation
of the suspension and tire. The calculation can be deduced as
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 Pst =
(
P 1

21 − P k
21

)
+
(
P 1

10 − P k
10

)
(5)

Here, superscript 1 represents the reference model, and subscript k (=2, 3)
represents the S-TMD model or the U-TMD model. The right hand of Eq. (5) is
suspension and tire dissipated energy difference between the reference model and
the models with a TMD.

Tire proportion in vehicle dissipated energy reduction is defined as

 R10 = P 1
10 − P k

10

 Pst
× 100% (6)

This index is proposed to evaluate the portion tire part takes, in vehicle dissipated
energy reduction.

Three indices, namely, body acceleration ẍ2, suspension deflection fd, and tire
relative dynamic load Fd/G, are selected to evaluate vehicle dynamic performances
[6].

The TMD dynamic deflection is defined to check necessary space for a vehicle
to host a TMD.

4 TMD Parameter Selection

To a primary system of multiple DOFs, if the ratio of any two adjacent natural
frequencies is larger than 2.0 [7], a DVA can be designed separately for each mode.
Furthermore, if a dominant DOF exists in a given mode, the design of a DVA to this
mode can be simply performed on a 1-DOF system that contains only the dominant
DOF in the physical space, without having much inaccuracy [8].

For the quarter car model of a typical passenger car, the ratio of the two natural
frequencies is usually around 10, and each mode contains a dominant DOF [6]. As
a result, the design of a DVA to either mode can be accomplished by regarding the
mode as a dominant-DOF-only 1-DOF system in the physical space as shown in
Figs. 4 and 5.

For the systems shown in Figs. 4 and 5, the parameters of the matched TMDs are
selected by applying H2 optimization method for a damped primary system under
base excitation [9]. In this method, mass ratio between the TMD and the primary

Fig. 4 Equivalent 1-DOF
system for mode 1
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Fig. 5 Equivalent 1-DOF
system for mode 2

system is determined in advance, and the stiffness factor and damping coefficient of
the TMD can then be calculated.

5 Model Comparison

In this section, the two models with a TMD are simulated using as much as 1/4 of
the real full-car parameters and compared with the reference model.

In Ref. [1], a quarter car model without tire damping was employed. Based on the
parameters used in this reference and with reference to parameters in Ref. [10–12],
a tire vertical damping coefficient of 300 N·s/m is selected. The parameters of either
TMD are then calculated in accordance to Ref. [9]. D-class and E-class roads are
selected, and vehicle speed range u is set based on commonly used vehicle speeds.

Figures 6, 7, and 8 give the defined energy-related indices calculation results.
Figure 6 depicts the total energy dissipation of the three models under two

different classes of road. It is clear that the total energy dissipations of the
three models are identical when the road class is the same. In another word, the
introduction of a TMD has no impact to the overall energy dissipation. It would be
safe to predict that the harvestable energy by a TMD should come from the reduced
energy dissipation of the suspension and the tire.

Figure 7 presents the TMD energy harvesting potential. Another calculation
shows that the vehicle dissipated energy reduction of either of the two models
with a TMD is identical to TMD energy harvesting potential. This proves the
aforementioned prediction that the TMD energy harvesting potential in either of
the models with a TMD equals to the reduced energy dissipated by the suspension
and the tire.

Figure 8 shows the variation of the tire proportion in vehicle dissipated energy
reduction of the two models with a TMD. It can be found from calculation that
only 0.2% of the TMD energy harvesting potential comes from tire for the S-TMD
model. For the U-TMD model, the percentage is higher than the S-TMD model. It
is more than 16% at all speeds and even above 17% when the vehicle speed exceeds
30 km /h.
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Fig. 6 Total energy dissipation of the three models

Fig. 7 TMD energy harvesting potential of the models with a TMD

Fig. 8 Tire proportion in vehicle dissipated energy reduction of the models with a TMD
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The above analysis demonstrates that a TMD can be used to harvest vehicle
vertical vibration energy, and the U-TMD model has bigger advantage in this regard.

Further calculation shows TMD can help improve vehicle dynamic perfor-
mances, and in addition, S-TMD model is better in this respect. What’s more,
calculation results also show TMDs do not require large space.

6 Conclusions

In this paper, applicability of using a tuned mass damper to harvest vehicle vibration
energy is studied. The main conclusions are as follows:

1. Either configuration of TMDs can be used to harvest vehicle vertical vibration
energy, and the TMD matched to the unsprung mass has better performance in it
than the TMD matched to the sprung mass. The introduced TMDs do not change
the total energy dissipation, but change the energy distribution.

2. Either configuration of the TMDs will improve vehicle ride comfort, handling,
and safety at the same time in terms of body acceleration, suspension dynamic
deflection, and tire relative dynamic load. The TMD matched to the sprung mass
is better in this regard.

3. For either configuration, the TMD’s deflection is very small, not asking for much
space for installing.
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Galerkin Analyses of Cantilevered
Piezoelectric Energy Harvesting Based
on Superharmonic Resonances

G. C. Zhang, J. Y. Chen, and B. Zhang

1 Introduction

Harvesting mechanical energy in a range of low excitation frequencies is of great
interest [1, 2]. Two superharmonic resonances will be discussed as the resonant
frequency is only one third or half of the natural frequency. The considered
electromechanical system is a piezoelectric cantilever with a tip magnet at its free
end [3–5], as shown in Figs. 1 and 2. Due to the coupled electrical components, the
mathematical model is an integro-partial differential equation [6, 7]. The tip magnet
is assumed to be repelled by an external magnet, and the magnetic force serves
nonlinear boundary conditions at the right end.

The aim of this paper is to develop Galerkin method to deal with the nonlinear
boundary conditions. The conventional Galerkin method is effective to treat a
partial differential equation with linear boundary conditions. It requires choosing
an appropriate family of trial functions which satisfy all linear boundary conditions.
The solution is expressed in the form of a weighted sum of trial functions. However,
the current problem describes a cantilever beam with nonlinear boundary conditions.
Even though, in a family of trial functions, each spatial function satisfies the
nonlinear boundary condition, a combination of these trial functions will generally
not do so. The present initial-boundary value problem could be circumvented by
exchanging two original steps of Galerkin method [8].

The trick is now to choose weight functions as the first step, instead of trial
functions. Combined with the nonlinear boundary condition, a list of identities can
be obtained by weighted integrals of the governing equation. Then, the Galerkin
truncation is used to treat two superharmonic resonances. The second and third
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Fig. 1 The cantilevered
piezoelectric energy harvester

Fig. 2 The coupling electric
circuit

superharmonic resonances may occur in the electromechanical system having
quadratic and cubic nonlinearities.

2 Application of Galerkin Method into Governing Equation

The application of the Euler-Bernoulli beam theory yields the governing equation

ü+ u′′′′ + αu̇′′′′ = θv [δ′ (x − x2)− δ′ (x − x1)
]
, cv̇ + v

r
= θ

∫ x2

x1

u̇′′dx (1)

where c represents the equivalent capacitance, θ represents the electromechanical
coupling coefficient, v(t) represents the voltage across the resistive load r at the time
of t, α stands for the viscosity coefficient, u(x, t) is the transversal displacement
of the cantilever whose clamped end is the original point, the superscript prime
represents the (partial) derivative of the preceding function taken with respect to
its spatial variable x, and the overdot denotes the (partial) derivative over the time
variable t. The boundary conditions are simplified as

u (0, t) = β sin (ωt ) , u′ (0, t) = u′′ (1, t) = 0, ηü (1, t)

= u′′′ (1, t)+ αu̇′′′ (1, t)+ F (d − β sin (ωt)+ u (1, t)) (2)

where η is the ratio of the tip point mass to mass of the cantilever and d is the initial
distance between the two cylindrical magnets in Fig. 1. The magnetic force F(d) is
a fractional function of magnet spacing d [3, 4, 9].
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F(d) = c0

[
d−2 + (d + 2h)−2 − 2(d + h)−2

]
(3)

where c0 is the magnetic coefficient and h is the length of each cylindrical magnet.
The equilibrium position is

u(x) = Ae

(
1.5x2 − 0.5x3

)
(4)

where Ae satisfies

F (d + Ae) = 3Ae (|Ae| ≤ d) (5)

The standard governing equation of the relative motion is

ż+ z′′ + ż′′′′ + αż′′′′ = θv [δ′ (x − x2)− δ′ (x − x1)
]+ βω2 sin (ωt) ,

cv̇ + v

r
= θ

x2∫

x1

ż′′dx (6)

where

z (x, t) = u (x, t)− u(x)− β sin (ωt) (7)

The corresponding boundary conditions are

z (0, t) = z′ (0, t) = z′′ (1, t) = 0, z′′′ (1, t)+ αż′′′ (1, t)

= ηz̈ (1, t)− ηβω2 sin (ωt)+
+∞∑
j=1

[
cj z

j (1, t)
] (8)

where j = 1, 2, 3, 4 . . .

cj = c0 (j+1) (− 1)j+1
[
(d+Ae)

−2−j +(d+Ae +2h)−2−j − 2(d + Ae +h)−2−j ]

(9)

The modal function of the unperturbed linear system is in the form of

φk(x)

=
(
sin

√
ωk+sh

√
ωk
) [

cos
(
x
√
ωk
) −ch

(
x
√
ωk
)] + (cos

√
ωk+ch

√
ωk
) [

sh
(
x
√
ωk
)− sin

(
x
√
ωk
)]

2
(
cos

√
ωksh

√
ωk − sin

√
ωkch

√
ωk
)

(10)

where ωk satisfies
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√
ω3
k

(
1 + cos

√
ωkch

√
ωk
) =

(
c1 − ηω2

k

) (
cos

√
ωksh

√
ωk − sin

√
ωkch

√
ωk
)

(11)

Now Galerkin method is developed to treat the nonlinear boundary conditions.
We first choose many a modal function as weight functions to give a weighted
average of Eq. (6) by integrating it with respect to x over [0,1]. Performing the
integral over the closed interval [0,1] leads to

1∫

0

z̈φkdx +
1∫

0

φkz
′′′′dx + α

1∫

0

φkż
′′′′dx = βω2 sin (ωt)

1∫

0

φkdx

+ θv
1∫

0

[
δ′ (x − x2)− δ′ (x − x1)

]
φkdx

(12)

According to the nonlinear boundary conditions (8), it becomes

vθk+
1∫
0
z̈φkdx+αω2

k

1∫
0
żφkdx+ (ηω2

k − c1
)
αż (1, t) +ω2

k

1∫
0
zφkdx+

(
ηω2

k−c1
)
z (1, t)+ ηz̈ (1, t)+

+∞∑
j=1

[
cj z

j (1, t)
] = η1kβω

2 sin (ωt)
(13)

where

θk = θ [φ′
k (x2)− φ′

k (x1)
]

and ηnk = η +
1∫

0

φnk (x)dx (14)

The second step is to choose appropriate trial functions. In general, it is
convenient to expand the displacement in terms of the linear free-oscillation modes.

z (x, t) =
+∞∑
n=1

[φn(x)qn(t)] (15)

To perform calculations, N-term truncation that has a finite number of terms is
used. Then, the electrical component of Eq. (6) becomes

cv̇ + v

r
= θ

N∑
n=1

⎡
⎣q̇n

x2∫

x1

φ′′
n(x)dx

⎤
⎦ =

N∑
n=1

(θnq̇n) (16)

Meanwhile, the mechanical counterpart (13) is given as follows:
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(
q̈k + αω2

k q̇k + ω2
kqk

)
η2k − αc1

N∑
n=1

q̇n +
∞∑
j=2

cj

⎛
⎝
N∑
n=1

qn

⎞
⎠
j

+ vθk = ω2βη1k sin (ωt)

(17)

In the following, the one-term truncated system will be used to analyze the
steady-state response. Based on Eqs. (16) and (17), the governing equation is

(
q̈1 + αω2

1q̇1 + ω2
1q1

)
η21 − αc1q̇1 + vθ1

+
∞∑
n=2

cnq
n
1 = ω2βη11 sin (ωt) , cv̇ + v

r
= θ1q̇1(t)

(18)

3 Two Superharmonic Resonances

The method of two time scales can be employed to solve the second superharmonic
resonance when 2ω approaches ω1. To the first-order approximation, the steady-
state motion at the free end is given by

z (1, t) ≈ a1 sin (ωt)− a2 sin

(
2ωt − arctan

2σ2η21

αω2
1η21 − αc1

)
(19)

where

σ2 = 2ω − ω1, a1 = ω2βη11

η21
(
ω2

1 − ω2
) and a2 = |c2| a2

1

2ω1

√
4σ 2

2 η
2
21 + α2

(
ω2

1η21 − c1
)2

(20)

At the steady state, the voltage output is approximately predicted by

v(t) ≈ b1 sin

(
ωt + arctan

1

crω

)

− b2 sin

(
2ωt + arctan

αω2
1η21 − αc1 − 2crσ2ω1η21

αcrω3
1η21 − αcrc1ω1 + 2σ2η21

) (21)

where

b1 = rωθ1a1√
1 + c2r2ω2

and b2 = rω1θ1a2√
1 + c2r2ω2

1

(22)
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When 3ω approaches ω1, the third superharmonic resonance occurs due to the
cubic nonlinearity. The steady-state response can be approximately obtained by the
method of three time scales. The second-order approximation to the time history of
displacement can be expressed as

z (1, t) ≈ a1 sin (ωt)+ a3 cos (3ωt − ϕ)− c2
(
a2

1+a2
3

)
2η21 ω

2
1

+ c2a1a3
η21 (2ωω1−ω2)

sin (2ωt − ϕ)
+ c2a

2
1

2η21
(
ω2

1−4ω2
) cos (2ωt)+ c2a

2
3

6η21 ω
2
1

cos (6ωt − 2ϕ)+ c2a1a3
η21 (ω2+2ωω1)

sin (4ωt − ϕ)
(23)

The amplitude a3 satisfies

Λ2
1a

2
3 +

(
2ω1η21σ3 − Λ2 − Λ3a

2
3

)2
a2

3 = Λ2
4 (24)

where

σ3 = 3ω − ω1 (25)

and

Λ1 = αω1
(
ω2

1η21 − c1
)+ rθ2

1ω1

1+c2r2ω2
1
, Λ4 = a3

1
4η21

(
c3η21 + 2c2

2
4ω2−ω2

1

)

Λ2 = cr2θ2
1ω

2
1

1+c2r2ω2
1

+
(

3
2c3η21 + 2c2

2
ω2−4ω2

1
− c2

2
ω2

1

)
a2

1
η21
, Λ3 = 9c3η21ω

2
1−10c2

2
12η21ω

2
1

(26)

The phase ϕ satisfies

Λ1 tanϕ = 2ω1η21σ3 − Λ2 − Λ3a
2
3 (27)

The analytical response (23) is stable if and only if

Λ2
1 +

(
2ω1η21σ3 − Λ2 − 2Λ3a

2
3

)2
> Λ2

3a
4
3 (28)

The stability boundary is

Λ2
1 +

(
2ω1η21σ3 − Λ2 − 2Λ3a

2
3

)2 = Λ2
3a

4
3 (29)

At the steady state, the voltage output is

v(t) ≈ b1 sin

(
ωt + arctan

1

crω

)
+ b3 cos

(
3ωt − ϕ + arctan

1

crω1

)
(30)
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where

b3 = rω1θ1a3√
1 + c2r2ω2

1

(31)

4 Results and Discussions

The considered parameters are listed in Table 1 [3, 4]. Their dimensionless values
are x1 = 0, x2 = 1, c0 = 0.508394, d = 0.15, h = 0.004167, η= 0.02, c = 0.000001,
r = 1000 000, θ = 0.0002, and ω1 = 4.048371 [9].

When β = 0.001, Fig. 3 (or 4) illustrates the effect of viscosity coefficient on
the primary-harmonic amplitude a1 (or the second-order superharmonic amplitude
a2) with α = 0.001, 0.002, and 0.003. It is remarked that the primary-harmonic
amplitude is independent of viscosity coefficient. However, the superharmonic
amplitude decreases with increased viscosity damping.

Table 1 The considered physical parameters [3, 4, 9]

Description Values Description Values

Mass of the
cantilever

25.6 g The tip point mass 0.512 g

Length of the
cantilever

480 mm Length of the magnet 2 mm

Moment of inertia 0.36 mm4 Radius of the magnet 4 mm
Young’s modulus 3.81 × 1010Pa Residual flux density 1.1 T
Capacitance 5.9531 × 10−8F Permeability of air 1.256 × 10−6H·m−1

Resistive load 7,631,732 � Acceleration of
gravity

9.8067 m·s−2

Electromechanical
coupling coefficient

1.1906 × 10−5 N·V−1 Initial distance
between two
magnets

338.5 mm

Fig. 3 The
primary-harmonic amplitude
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Fig. 4 The second
superharmonic amplitude
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Fig. 5 The time history at
ω = 2.03
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When α = 0.001, β = 0.001, and ω = 2.03, the time history of Eq. (18) can
be computed out from the classical fourth-order Runge-Kutta method. Figure 5
illustrates the comparison between the numerical steady-state motion (dots) and the
analytical results (line) based on Eq. (19). They qualitatively coincide with each
other on the second-order superharmonic resonance.

Figure 6 shows the analytical steady-state motion (23) and those numerical
results on the third-order superharmonic resonance where α = 0.001, β = 0.1,
and ω = 1.37. It can be seen that these values are almost the same because three
time scales are used here, instead of two time scales. In addition, it is obvious
that the superharmonic and primary-harmonic amplitudes both grow with increased
excitation amplitude.

Figures 7 and 8 illustrate the effects of viscosity on a1 and a3, respectively, where
β = 0.1. The solid, dashed, and dashed-dotted lines stand for the analytical results
(24), and the dotted line is their stability boundaries. An evident resonance occurs
when 3ω approaches ω1. The third superharmonic resonance can be employed to
harvest energy at a low frequency. However, the resonant frequency is always larger
than one third of the first natural frequency attributing to the electromechanical
coupling.
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Fig. 6 The time history at
ω = 1.37
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Fig. 7 The primary
harmonic amplitude
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Fig. 8 The third
superharmonic amplitude a =0.003
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5 Conclusions

This paper provides a way to solve an integro-partial differential equation with
nonlinear boundary conditions. Galerkin method is developed to convert it into a set
of ordinary differential equations. Weight functions are chosen at first, prior to trial
functions. Then, the truncated governing equation can be computed by the numerical
Runge-Kutta method and the analytical method of multiple time scales.

The proposed methodology is used to solve a cantilevered piezoelectric energy
harvester. The second- and third-order superharmonic resonances are both ana-
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lyzed. Their primary-harmonic amplitudes are independent of damping, while the
superharmonic amplitudes both decrease with increased viscosity coefficient. In
general, a small damping along with large excitation amplitude leads to an obvious
superharmonic resonance.
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Study on Operational Energy Model
Construction

Katsuhiko Kuroda

1 Introduction

Automotive industry required for improving the fuel consumption is lighting the
weight of car. Accordingly, vibro-acoustic analysis to the high frequency is desired
by using high stiffness thin plate which is thinner than conventional one. For systems
with many resonant modes, the dynamic response is often analyzed using statistical
energy analysis (SEA) [1]. We have developed a structural design process on the
basis of experimental SEA for reducing structure-borne sound [2], the efficiency of
which has been verified by applying it to various machines. The process identifies
which internal loss factors (ILFs) or coupling loss factors (CLFs) should be changed
to reduce the noise radiating from the machinery. However, problems such as
devices are difficult to perform an excitation experiment and time-consuming
experimental test, and the input is different between the excitation experiment and
the actual operation. So, in this paper, we propose an operational energy model that
does not require excitation experiments in the stationary state of the device and
conduct basic studies by numerical analysis using FEM-based experimental SEA
with three series coupled plates and compare it with the results of the conventional
process described above. Furthermore, the effectiveness of the proposed method was
examined by applying them to an actual handheld vacuum cleaner and comparing it
with the results of the conventional method as well.
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2 Basic Theory

2.1 SEA Power Balance Equation

In SEA, a system is regarded as an assembly of subsystems, and consideration of
the power balance between them leads to a basic set of SEA eqs. [1], P = ω LE.
Here, ω is the center angular frequency of the band, E is a vector containing the
subsystem energies, and P is the external input power vector. The loss factor matrix,
L, comprises internal loss factors (ILFs), ηi,i, and coupling loss factors (CLFs), ηi,j.
Estimation of the ILFs and CLFs is referred to as the construction of the SEA model.

2.2 Structural Design Process for Reducing Structure-Borne
Sound

The structural design process for reducing structure-borne sound developed by the
authors [2] follows this procedure: (i) constructing an SEA model, (ii) identifying
the external input power during operation, (iii) specifying the loss factors which
should be changed in order to reduce the noise radiated from the machinery, and
(iv) examining the structural design in order to realize the desired SEA parameters.

3 Proposal of Operational Energy Model

3.1 Identification of Input Power and Operational Energy
Model Construction

Identification of input power and model construction on the operational energy
model proposed by the author are the same as in the conventional method described
in Sect. 2.2. After measuring the subsystem energy in the actual operation on
the each subsystem, (1) the operating input power is predicted from the basic eq.
P = ωLE with setting the value of ILF. Furthermore, (2) the CLF is predicted from
Eq. (1) by APIM [3] from the measured operating subsystem energy normalized by
predicted operating input power. (3) Predict the sensitivity and variation value due to
the fluctuation of each loss factors for reducing the target vibrational energy, which
are evaluated as in the conventional method [2], using the perturbation method.

ηi,j = Eij /Pi

ωEii/Pi × Ejj/Pj (1)

where Eij is the energy of subsystem j when subsystem i is excited and Pi is the
input power of subsystem i.
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3.2 Test Structure and Experimental Outline by Numerical
Analysis

The target structure to be compared with the conventional method is a three series
coupled plate with a plate thickness of 3 mm, which is relatively close to the shape
of the handheld vacuum cleaner shown in Fig. 3. All the edges of the plate were
free supported. Fig. 1 (a) shows the common operational test of the conventional
method and the proposed method. An excitation experiment was performed at two
locations per subsystem since it is desirable to excite several different locations in
order to excite all vibration modes in Fig. 1 from (b) to (g). The purple circle in Fig.
1 denotes the excitation location, and the magnitude of the excitation force in the
conventional method in Fig. 1 from (b) to (g) is to set to be a unit force. Rotational
frequencies of two motors are only known (the magnitude is unknown) from the
measurement results of the vacuum cleaner of the real machine, and the magnitude
of the excitation force on subsystem 2 is set to be 5 N from 440 Hz to 460 Hz and
1 N in other frequencies as an input of the main motor, and the magnitude of the
excitation force on subsystem 3 is set to be 1 N from 45 Hz to 55 Hz as an input for
the suction motor. The blue circles (five responses per subsystem) in Fig. 1 denote
the response location. The material properties of the plate are as follows: Young’s
modulus E = 3.5 G Pa, material density ρ = 1270 kg/m3, and Poisson’s ratio
ν = 0.36. The mass of subsystems 1, 2, and 3 are 0.057 kg, 0.114 kg, and 0.038 kg,
respectively. The velocity of the response is calculated for the range between 10 Hz
and 800 Hz at 1 Hz steps, and the one-third octave band frequencies from 40 Hz to
630 Hz is calculated. The size of each element in the mesh is about 20 mm × 20 mm,
which is sufficient to contain six nodes per bending wavelength up to 1.25 k Hz. The
ILF is assumed to be 1% for all modes. The first natural frequency is estimated by
FEM as 16.8 Hz except for the rigid mode.

Fig. 1 Test-plate three series subsystem structure: points marked “ ” are response points, and “ ”
are excitation points
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Fig. 2 Example of comparison results between the conventional method and the proposed method
by analytical model. (a) Operating subsystem energy. (b) Coupling loss factor 12. (c) Input power
of subsystem 1. (d) Variation value of subsystem 1 due to the fluctuation of loss factors (upper is
conventional, lower is proposed)

Comparison Results Between the Proposed Method and Conventional Method
Figure 2 shows a comparison between the conventional method and the proposed
method as to the vibration energy of subsystems in machine operation, the coupling
loss factor, the input power, and the variation value of subsystem 1 for the operating
energy due to the fluctuation of loss factors. The coefficient of variation of the loss
factor was 10%. As a result of operating subsystem energy from Fig. 2a, a large
peak is seen at 50 Hz, and it can be seen that the effect of the suction motor of
subsystem 3 appears in all subsystems. In the comparison results of CLF 12 in
Fig. 2b, the value of proposed method becomes relatively large compared to the
conventional method, a reverse trend is obtained at several frequencies, which is
left as a problem for future investigation. The comparison results of vibration input
power of subsystem 1 in Fig. 2c show that they are almost consistent quantitatively,
and the conventional method shows negative values, and there are unidentifiable
frequencies. In the comparison results of variation value of subsystem 1 in Fig. 2d,
in the conventional method, focusing on 50 Hz related to the suction motor of
subsystem 3, the results of ILF 1 and CLF 12 show minus, and assuming that the
original value of each loss factor is increased by 10%, this indicates that the result
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of the operating energy of subsystem 1 decreases, and the result is considered to
be appropriate. On the other hand, in the proposed method, the variation value of
subsystem 1 is also reduced by increasing the value of CLF12.

3.3 Actual Test Structure and Experimental Outline
by Real-World Operations

As shown in Fig. 3, the target structure is actual handheld vacuum cleaner in
which three subsystems were connected in series. The experimental SEA model is
constructed by using impulse hammers (Dytran; 5800SL) and accelerometers (PCB;
3524A, four responses per subsystem). The number of impulses (two excitations per
subsystem) for constructing.

SEA model is set to 5, and the time for actual operation is set to 20 seconds, and
the arithmetic mean of the power spectrum is calculated using a rectangular window
function. The mass of subsystems 1, 2, and 3 are 0.3 kg, 1.745 kg, and 0.555 kg,
respectively. The acceleration of the response is calculated for the range between
0 Hz and 2 k Hz at 1.25 Hz steps, and the one-third octave band frequencies from
40 Hz to 1.6 k Hz are calculated. The ILF is assumed to be 0.15% for all modes.

Comparison Results Between the Proposed Method and Conventional Method
Figure 4 shows an example results in real-world machine operation. The coefficient
of variation of the loss factor was 10%. As a result of operating subsystem energy
from Fig. 4a, a large peak is seen at 50 Hz, and it can be seen that the effect
of the suction motor of subsystem 3 appears in all subsystems. At 500 Hz, the
influence of the main motor of subsystem 2 appears not only in subsystem 2 but
also in subsystem 1. In the comparison results of CLF 12 in Fig. 4b, the value of
proposed method becomes relatively large compared to the conventional method.
The comparison results of vibration input power of subsystem 1 in Fig. 4c show
that the value of the proposed method appears relatively large to be similar to those
of CLF. In the comparison results of variation value of subsystem 1 in Fig. 4d,

Fig. 3 Test cleaner
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Fig. 4 Example of comparison results between the conventional method and the proposed method
by experimental model. (a) Operating subsystem energy. (b) Coupling loss factor 12. (c) Input
power of subsystem 1. (d) Variation value of subsystem 1 due to the fluctuation of loss factors by
conventional method. (e) Variation value of subsystem 1 due to the fluctuation of loss factors by
proposed method

the results of ILF 1 and CLF 12 are negative at 50 Hz; the results are reasonable.
The result of CLF32 is positive at 500 Hz, and decreasing the value of CLF32
indicates that the result of operating energy of subsystem 1 decreases, and the
result is considered to be appropriate. On the other hand, in the proposed method in
Fig. 4e, the same tendency as the conventional method is shown at 50 Hz.
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4 Conclusions

In this paper, we propose an operational energy model that does not require
excitation experiments in the stationary state of the device and conduct basic
studies and compare the conventional method by numerical analysis using FEM-
based experimental SEA with simple three series coupled plates. Furthermore, the
effectiveness of the proposed method was examined by applying them to an actual
handheld vacuum cleaner and comparing it with the results of the conventional
method as well. Although there is a problem in case of the device whose ILF value
is unknown, the effectiveness of the proposed method is shown.
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Vibration-Based Uniform Curvature
Piezoelectric Energy Harvester

Sinwoo Jeong and Hong Hee Yoo

1 Introduction

A vibration-based piezoelectric energy harvester (PEH) is known as one of the
promising technologies for realizing self-powered wireless sensor nodes. As shown
in Fig. 1a, the sensor node is usually installed on a surface of vibrating sources,
and the sensor node anatomy is as Fig. 1b. As can be seen in Fig. 1b, an allowed
space for the energy harvester is not sufficient. Therefore, the harvester has to be as
compact as possible, and the allowed design space is defined as a cuboid having a
size of Dwidth × Dlength × Dheight in this study (Fig. 1c).

In this study, a uniform curvature PEH (UCPEH) is proposed. The main feature
of the UCPEH is that it is deflected with a uniform curvature, whereas the
conventional cantilever-shaped PEH (CCPEH) shows a high curvature near a fixed-
end and an almost zeros curvature at a tip. Therefore, the UCPEH could have
much better durability due to its lower maximum stress than that of the CCPEH.
In other words, the UCPEH could have much higher power generation performance
when both UCPEH and CCPEH are in the same maximum stress condition. For
the purpose of numerical analyses, mathematical models for both UCPEH and
CCPEH are developed based on the Ritz method [1, 2] for beams, and performance
comparisons are conducted in this study.
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Fig. 1 (a) Outdoor unit of air conditioner as a vibration source and wireless sensor node, (b)
wireless sensor node anatomy, and (c) allowed design space for energy harvester

Fig. 2 Configurations of (a) UCPEH and (b) CCPEH

2 Mathematical Modeling

The structures are mathematically modeled with the 2D Euler beam elements, and
a piezoelectric effect is mathematically modeled based on the process given in the
previous paper [3–6]. It is assumed that the ground undergoes transverse vibration
as a sinusoidal function having a magnitude of 2 m/s2 and frequency of ω. Here, a
range of ω is usually under 200 Hz in a real life.

The configurations of the UCPEH and CCPEH are shown in Fig. 2. In the figure,
the yellow, gray, and red parts are piezoelectric material, substrate, and tip mass.
The numbers in black squares and blue circles denote node and element numbers,
respectively. Here, we have seven design variables: LP, LS1, LPseudo, LS2, HTipmass,
hS, and R which are a load resistance connected to the piezoelectric plates. Other
properties including LTipmass, material, and piezoelectric properties have constant
values that correspond to the values of lead (for tip mass), polylactic acid (for
substrate), and PZT-5H (for piezoelectric material).

One thing that should be noted in this model is that the elements 2 and 5 are
pseudo parts such that they only rigidly connect the two side nodes of the elements,
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and it is assumed that the elements have almost zero density and infinite Young’s
modulus. Additionally, for the purpose of modeling the tip mass, mass and mass
moment of inertia properties are assign to node 6 when deriving the equations of
motion.

3 Numerical Examples

In this study, it is assumed that the allowed design space, mass, volume of the
piezoelectric material, and maximum stress at piezoelectric material are 10×40×40
mm3, 10 g, 100 mm3, and 28 MPa. Each UCPEH and CCPEH were designed
using the optimization algorithm under the given constraints. As a result, frequency
response functions for the power and maximum stress are given in Fig. 3a, b,
respectively.

As expected in the start of this paper, the UCPEH shows much higher power
response in the entire frequency region (Fig. 3a). In the stress results (Fig. 3b), it
should be noted that the stress constraint is not active in both results. It could mean
that both systems have room for accepting more loads, i.e., higher magnitude of the
input acceleration or heavier tip mass. However, the former is not a design variable,
and the latter would be not desirable in some cases.

4 Conclusions

In this study, a new configuration of vibration-based piezoelectric energy harvester,
so called UCPEH, is developed in this study. Due to the special feature of proposed
configuration, the higher curvature is allowed in the UCPEH without exceeding
the upper limit of the maximum stress value. As a result, the power generation

Fig. 3 Frequency response functions for (a) power and (b) maximum stress
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performance of the proposed UCPEH is about 107% higher than that of the CCPEH
under the same conditions.
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Effect on Rocking Vibration Due
to Characteristics Uncertainty
of Three-Dimensional Seismic Isolation
System

Cocoro Seo, Satoshi Fujita, and Shigeki Okamura

1 Introduction

Many earthquakes have occurred in Japan. The seismic design is one of the
important matters to be considered in the safety design of the structures. High
safety is necessary for the important structures such as nuclear facilities and so
on. The seismic isolation system in the horizontal direction has been investigated,
because the seismic loading on the structures can be reduced by seismic isolation
systems. However, seismic conditions in Japan are changing, and the vertical
seismic conditions have become more severe. As a result, the vertical seismic
loading on the structures has been increased. For example, fast reactor, next-
generation reactor, has internal device that is sensitive to the vertical vibration.

For that reason, in order to secure earthquake resistance in the next-generation
nuclear power plants, the adoption of the three-dimensional seismic isolation system
is being considered [1, 2]. The adoption of the three-dimensional seismic isolation
system is effective to decrease the seismic force not only horizontally but also
vertically. When the vertical frequency with the three-dimensional isolation system
is low, the rocking vibration occurs [3]. In the case of about 3 Hz in vertical
frequency, the response in vertical direction is reduced, and rocking vibration is
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negligible [4]. However, rocking vibration also occurs due to the deviation of the
center of gravity and the center of stiffness, which is the central point of the
vertical stiffness. The vertical stiffness of the three-dimensional seismic isolation
system varies due to manufacturing tolerances and so on. For that reason, the
rocking vibration probably occurs due to uncertainty of characteristics of the vertical
stiffness of the three-dimensional seismic isolation system. This paper describes the
effect on rocking vibration due to uncertainty of vertical characteristics of three-
dimensional seismic isolation system.

2 Analytical Method

In this section, the analysis model and the analysis method will be explained. In
this study, the effect on rocking vibration and isolation performance of structure
is investigated in terms of probabilistic by Monte Carlo simulation. The analysis
model assumes a nuclear power plant. Because a nuclear power plant is bilateral
symmetrical, the center of gravity is the center of figure. The vertical stiffness is
varied to confirm the effect on rocking vibration. Thus, the vertical stiffness is
probabilistically varied. The rocking vibration and seismic isolation performance
are investigated by repeating the analysis.

2.1 Analytical Model

The analysis model is a one mass point model as shown in Fig. 1. The model has
three degree of freedom: horizontal X, vertical Z, and rotation θ. Table 1 shows
analysis model parameters. The parameters were set with reference to the research
on nuclear power plants [5]. The number of seismic isolation devices is 25. The
seismic isolation devices are arranged at uniform intervals within the left end to
the right end in the horizontal direction (X). Equations (1)–(3) show the equation
of motion. Here, M is mass, Kh is horizontal stiffness, Kv is vertical stiffness, Ch

is horizontal damping, Cv is vertical damping, ln is the distance from the center of
gravity position to the seismic isolation device, and h1 is the height of the center of
gravity position.

Mẍ+
n∑
i=1

Chi
(
ẋ+h1θ̇

)+
n∑
i=1

Khi (x+h1θ)=−MZ̈H (1)

Mz̈+
n∑
i=1

Cvi
(
ż+ li θ̇

)+
n∑
i=1

Kvi (z+ liθ) = −MZ̈V (2)
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Fig. 1 Analytical model

Table 1 Analytical model
parameters

Natural period horizontal [s] 3.4
Natural frequency of vertical [Hz] 3
Mass: M [kg] 5.11 × 108

Structure height: H [m] 100
Structure width: L [m] 100
Height of center of gravity: h1 [m] 50

I θ̈+
n∑
i=1

Chiẋh1+
n∑
i=1

Khixh1+
n∑
i=1

Cvi żli+
n∑
i=1

Kvizli

+
(
n∑
i=1

Chih
2
1+

n∑
i=1

Cvil
2
i

)
θ̇+
(
n∑
i=1

Khih
2
1+

n∑
i=1

Kvil
2
i

)
θ=0 (3)

2.2 Input Seismic Wave

A Kobe NS/UD wave shown in Fig. 2 is used as input seismic wave [6]. In this
seismic wave, the maximum velocity in the horizontal direction was normalized
to 1.0 m/s, and the maximum velocity in the vertical direction was normalized to
0.5 m/s. This seismic wave assumes a large seismic wave.
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Fig. 2 Input seismic wave

Fig. 3 Convergence of mean
and standard deviation max.
Response of rotation angle

2.3 Parametric Condition

Vertical Stiffness of the Seismic Isolation System As the uncertainty of the
characteristics of the seismic isolation system, the variation is added to the vertical
stiffness of each seismic isolation system. The variation of the vertical stiffness
of the rubber bearing is about 20% from the reference value, and the variation is
normal distribution [7]. For that reason, in this paper, it is assumed that the variation
of vertical stiffness is normally distributed. The vertical stiffness is determined by
coefficient of variation from 0.1 to 0.4 in 0.1 steps. In addition, the total value of
vertical stiffness is set constant.

Determination of Number of Analysis In this study, the vertical stiffness is
optionally set based on coefficient of variation. For that reason, we investigate
the number of analyses, for which the average and the standard deviation of
the maximum rotation angle of structure converges. Figure 3 shows the state of
convergence of the maximum rotation angle when the coefficient of variation is 0.4.
The horizontal axis shows the number of analysis, and the vertical axis shows the
average and standard deviation of the maximum rotation angle. In Fig. 3, the mean
and the standard deviation of the analysis result are both converge at more than 60
iterations. For that reason, in this paper, the number of analysis is set to 60 iterations.
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3 Analysis Result

3.1 Maximum Rotation Angle

Figure 4 shows the maximum rotation angle and its average when the coefficient
of variation of the vertical stiffness of the seismic isolation device is 0.1–0.4.
In addition, the range of 1σ to 3σ of the maximum rotation angle is shown.
Furthermore, the result of nominal condition that does not change the stiffness of
the seismic isolation system is shown. In Fig. 4, as the coefficient of variation of
the vertical stiffness of the seismic isolation system increases, the dispersion of the
rocking vibration increases. However, the effect on the structure is considered to be
small, because the order of the maximum rotation angle is about 10−4.

3.2 Maximum Response Acceleration

Figure 5 shows the horizontal and the vertical maximum response acceleration and
its average when the coefficient of variation of the vertical stiffness of the seismic
isolation device is 0.1–0.4. In addition, the range of 1σ to 3σ of the maximum
rotation angle is shown. Furthermore, the result of nominal condition that does
not change the stiffness of the seismic isolation system is shown. In the horizontal
results shown in Fig. 5, as the coefficient of variation of the vertical stiffness of the
seismic isolation system increases, the dispersion of horizontal maximum response
acceleration increases. The variation of the response is less than 2%, when compared
to the result of 3σ with the result of nominal condition. For the reason, the effect
on the horizontal acceleration due to the rocking vibration is small. In the vertical
results shown in Fig. 5, as the coefficient of variation of the vertical stiffness of
the seismic isolation system increases, the dispersion of vertical maximum response
acceleration increases. The variation of the response is less than 1%, when compared
to the result of 3σ with the result of nominal condition. For the reason, the effect on
the vertical acceleration due to the rocking vibration is small.

Fig. 4 Max. response of
rotation angle due to
uncertainty of vertical
stiffness
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Fig. 5 Max. response of acceleration due to uncertainty of vertical stiffness

4 Conclusion

In this paper, we investigated the effect on rocking vibration due to uncertainty of
vertical stiffness of three-dimensional seismic isolation system. As the result, as the
uncertainty of the vertical stiffness increases, the response of the structure increases.
However, even with the uncertainty of vertical stiffness, the effect on the response of
the structure is small. Therefore, the effect of the uncertainty of the vertical stiffness
on the structure is negligible.
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A Study on Coupled Vibration Between
Flexible Body and Rigid Body
in Tethered System

Daiki Ishihsra, Yoshiaki Terumichi, and Shoichiro Takehara

1 Introduction

A tethered system that connects multiple apparatus by a flexible body, such as a
cable, has high utility for exploration activity and work in extreme environments
out of the normal reach of people, such as the deep ocean and space. In these
environments, where the cost of conveying equipment is high, it is possible to
reduce costs with miniaturization and weight reduction. However, experiments need
to be conducted over a long period of time with sufficient verification to ensure that
the dynamics analysis by computers is effective in terms of predictive control and
design development. In a tethered system, because the rigid bodies and the flexible
body with large deformation interact with each other through joints between them,
the whole system shows complicated behavior. Therefore, to elucidate motion in a
coupled system, it is necessary to understand the movement of the whole system,
including coupled movement between flexible and rigid bodies. Because of this, it
is modeled as a problem of flexible multibody dynamics with large deformation.

Toward the elucidation of the motion mechanism of a coupled multibody system
with both flexible and rigid bodies, the purpose of this study was to model and
formulate a tethered system as a coupled system and to consider coupling vibration
between flexible and rigid bodies according to the numerical results.
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2 Modeling and Formulation

In this paper, the analytical model for the tethered system is a flexible body
connecting two rigid bodies. The flexible body is modeled by an absolute nodal
coordinate formulation (ANCF) [1, 2], which is a nonlinear finite element method.
Moreover, the motion of the tethered system was evaluated using numerical
simulation and fast Fourier transform analysis.

2.1 Absolute Nodal Coordinate Formulation (ANCF)

In this section, we describe the formulation of planar motion of the flexible body
with large deformation by using ANCF. This approach can express motion of the
flexible body with high precision in an absolute coordinate system by using global
slopes that are obtained as the derivatives of the absolute displacements.

The global displacement of an arbitrary element i on the flexible body is written
as

ri =
[
r i

1 r
i
2

]T = Siqi (1)

where ri is the global position vector for an arbitrary point on the flexible element, Si

is the element shape function, and qi is the vector of the absolute nodal coordinates
and slopes of the element.

The kinetic energy of the element is defined as

T = 1

2

∫
V
ρṙTṙdV (2)

where ρ is the mass density and V is the volume of the element. The kinetic energy
of the element is written as

T = 1

2
˙

qiTMiq̇i (3)

where Mi is the constant mass matrix of the element. The elastic energy of the
element is defined as

U = 1

2

∫ l

0

{
EA

(
∂ul

∂x

)2

+ EI

(
∂2ut

∂x2

)2}
dx (4)

where ul and ut are the horizontal and vertical deformation of the arbitrary point in
the object coordinate system, respectively. The elastic force on the element Qi

k is
written as
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Qi
k =

(
∂U

∂qi

)T

(5)

The above relations can be used to write the motion equation for all elements of
the flexible body as

Mtq̈t = Qt (6)

where Mt is the mass matrix, qt is the vector for nodal coordinate, and Qt is the
vector for the elastic force, including the elastic force.

2.2 Modeling and Formulation of the Coupled System

The tethered system is assumed to be as follows:

• Two rigid bodies are coupled by a tether.
• The boundary condition at both ends of the fixed beam is given between the tether

and the rigid bodies.
• The rigid bodies have rotary springs around their centers of gravity.

To take the constraint force into consideration, the motion equation is written as

Mq̈ + CT
qλ = Q (7)

The governing equation, including boundary conditions of the whole system, is
written as follows by using an augmented formulation [3] that is the basic solution
of the multibody system:

[
M CT

q
Cq 0

][
q̈
λ

]
=
[
Q
γ

]
(8)

where M is the mass matrix, q is the vector of nodal coordinate, C is the boundary
condition, λ is the Lagrange multiplier, Q is the vector of the elastic force and
external force of the whole system, and γ is defined as

γ ≡ Cqq̈ = −(Cqq
)
qq − 2Cqtq − Ctt (9)
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Fig. 1 Analytical model of the coupled system

Table 1 Numerical conditions for simulation

Component Property Case 1 Case 2

Tether Material Rubber Polyethylene
Young’s modules [N/m2] 5.0 × 106 1.3 × 109

Density [kg/m3] 960
Mass Mt [kg] 0.08
Length [m] 1
Diameter [m] 0.01

Rigid body Mass Mr [kg] 0.1
Height [m] 0.2
Width [m] 0.2
Rotary spring constant [Nm/rad] 10
Moment of inertia [kg · m2] 5.0 × 10−4

3 Numerical Simulation and Discussion

In this section, the characteristics of the coupled system are discussed by solving the
governing equation. At first, we will show two cases in which the states of coupled
motion become significantly different when different tether stiffnesses are assumed.

Table 1 shows the analysis conditions for the two cases. Figures 2 and 3 show the
frequency spectrum for rigid body rotation (red curve) and tether deflection (blue
curve) for cases 1 and 2, respectively. The curves formed with short dashes are the
natural frequency of the beam fixed at both ends. The vertical line shows the natural
frequency of the rigid body and rotary spring model. In case 1, the frequencies of the
tether deflection and rigid body rotation in the coupling model are almost equal to
each of the natural frequencies. In contrast, in case 2, the frequencies in the coupling
model are different from each of the natural frequencies. When the tether has high
stiffness, the coupling effect between each element is strengthened; consequently,
the frequencies in the tethered system should be considered as peculiar to the
coupled system.

For the following discussion, to consider the coupling effect, the numerical
results use the following conditions:

• The stiffness of the tether is low (stiffness of rubber is assumed).
• Initial velocity v0 is small; in other words, the tether deflection is infinitesimal.
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θ

Fig. 2 Frequency spectrum for case 1

θ

Fig. 3 Frequency spectrum for case 2

The parameter μ is defined as the mass ratio between the tether and rigid body.
Other than the mass of the rigid bodies, the analysis conditions are the same as in
case 1.

Figure 4 shows the frequency spectra of the rigid body rotation (solid curves)
and tether deflection (short dashed curves) in each case. The vertical dashed lines
show the natural frequencies of the rigid body-rotary spring model where the mass
of the rigid bodies is the same. Examination of the rigid body rotation in the
coupled system reveals vibration components with large amplitudes close to the
natural frequencies of the rigid body and rotary spring model. In other words, there
is a feature that significantly enhances the vibration mode of the tether having a
frequency close to the natural frequency of the rigid body and rotary spring model.

Figure 5 shows the frequency spectra for rigid body rotation. The vertical axis
indicates the amplitude of the vibration, and the horizontal axis indicates fn − fr,
which is the frequency range centered about the natural frequencies of the rigid
body-rotary spring model. At the rigid body rotation, the vibration components
having frequencies close to fr are excited.
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4 Conclusion

This study numerically evaluated the coupled vibration between a flexible and rigid
bodies. The strength of coupling between a flexible tether and rigid bodies depends
on the elasticity of the tether. In the case where the tether has low stiffness, the
frequencies of the flexible body and rigid bodies in the coupled system correspond
approximately to each of the natural frequencies. In addition, rigid body rotation
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has a feature that significantly enhances the vibration mode of the tether having a
frequency close to the natural frequency of the rigid body-rotary spring model.
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Vibration Model for an Infant-Carriage
System

Shinichiro Ota and Ryo Ota

Notation

z, θ : Linear vertical and rotational coordinates of the carriage
x1, z1, θ1 : Linear horizontal and vertical, and rotational coordinates of the

infant’s head
z2 : Linear vertical coordinate of the infant’s torso
m, I, θ : Mass, moment of inertia, and pitch angle of the carriage
kf , kr , cf , cr : Spring constants and damping coefficients of the front and rear

wheels
ks, cs : Spring constants and damping coefficients between the seat cushion

and the infant
lf , lr : Distance from the front and rear wheels to the centroid of the

carriage
l1 : Distance between the neck joint and the centroid of the head
l2 : Distance between the torso and the centroid of the baby carriage
m1, I1,m2 : Mass and moment of inertia of the head and torso
kθ , cθ : Spring constants and damping coefficients for the neck tilt
wf ,wr : Vertical displacements from the front- and rear-wheel contact points

to the road
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1 Introduction

An infant-carrying vehicle transmits mechanical vibrations from the road surface to
the infant. Excessive vibrations have been observed on an infant dummy placed on
a vehicle seat [1, 2]. Infants are particularly sensitive to mechanical motions owing
to their large head-to-body mass ratio compared to adults [3], and because their
joints are relatively underdeveloped. Excessive vibrations can therefore be a major
safety concern. Reducing vibrations becomes an important issue [4], which depends
significantly on the properties of the seat cushion. There are effective ways to study
the seat characteristics relevant for infants. Theoretical parameters describing a
seat cushion can be investigated by isolating the vibration characteristics associated
with the infant passenger and constructing a theoretical model that reproduces the
vibration phenomenon.

The purpose of this study is to develop a model describing the vibrations
experienced by an infant seated in a carriage. We performed measurements in which
a carriage carrying an infant passed over a bump and over a random surface. We also
designed a vibration model and simulated the infant-carriage system. The model and
simulation calculations were validated by comparisons with the experiments.

2 Measurement

Figure 1 shows the location of the measurement equipment on the carriage. The
equipment consists of acceleration sensors, an analog-to-digital (AD) converter, a
power supply for the AD converter, and a mobile computer. The acceleration sensors
were placed on the axels of the front and rear wheels and on the seat, the head, and
the torso. The subject was a 5-year-old boy weighing 16 kg and measuring 102 cm.

Fig. 1 The measurement
system comprising
acceleration sensors

z axis

x axis

y axis Triaxial sensor

Side view

Single-axis
sensor

Front view
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Fig. 2 Vibration model of the infant-carriage system, with its four degrees of freedom. (a)
Mechanical properties. (b) Coordinate system

2.1 Vibration Analysis

We developed a customized model to investigate the vibrations experienced by an
infant seated in the carriage system. Figure 2a and b depict the mechanical vibration
model and its associated coordinate system and dimensions, respectively.

2.1.1 Infant-Carriage System

The infant-carriage system consists of front and rear wheels and the main frame
structure. The wheels are modeled as springs coupled with a damper. The vehicle
frame was also considered as a rigid body with its mass and moment of inertia
located at its centroid. The equation of motion of the carriage system is

mz̈ = Ff + Fr − Fs
I θ̈ = Ff lf − Frlr − Fsl2 (1)

Ff = kf {wf − (x − lf θ)} + cf {ẇf − (ẋ − lf θ̇ )}
Fr = kf {wr − (x + lr θ)} + cr{ẇr − (ẋ + lr θ̇ )}
Fs = ks{(x + l2θ)− x2} + cs{(ẋ1 + l2θ̇ )− ẋ2}

(2)
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Table 1 Mechanical
properties, dimensions, and
initial angles describing the
infant’s body

Mass Dimension Spring constant

m = 3.2 kg lf = 0.34 m kf = 22.7 kN/m

m1 = 13.7 kg lr = 0.26 m kr = 22.7 kN/m

m2 = 1.9 kg l1 = 0.06 m kθ = 3.88 N·m/rad

l2 = 0.096 m

Inertia moment Initial angle Viscosity coefficient

I = 0.288 kg·m2 θ = 0.0◦ cf = 52.3 N·s/m

I1 = 0.00684 kg· m2 θ1 = 80.0◦ cr = 52.3 N·s/m

cθ = 0.0129 Nm·s/rad

2.1.2 Infant System

The parameters describing the body of the 5-year-old infant are the segment mass,
the segment centroid, and the segment moment of inertia, as specified in Table 1.

Tilting about the neck region was modeled using a spring and a damping system.
The equations of motion of the infant system are thus given by

θ̈1 = A1/A3

z̈2 = A2/A3

A1 = −m1l1 cos θ
(−kf (z2 − (z+ θl2))− cf

(
ż2 − (ż+ θ̇ l2)

))
A2 = m1l1 cos θ1

(−kθ (θ1 − θ1,0)− cθ θ̇1
)

A3 = m1m2l1
2 +m1

2l1
2 sin2 θ1

⎫⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎭

(3)

2.2 Analytical Condition

The four simultaneous second-order ordinary differential equations describing the
infant-carriage system as a whole were solved using the Runge-Kutta-Gill method.

2.2.1 Transient Response

A single sinusoidal wave (amplitude 12 mm, wavelength 60 mm) was applied to the
front and rear wheels as input. A numerical analysis was performed to determine
the response to the input. The governing equations were solved 20,000 times with a
step size of 0.001 s for an assumed carriage velocity of 0.8 m/s.

2.2.2 Frequency Response

The characteristics of the frequency response were examined by applying sinusoidal
waveforms in the frequency range of 1 to 20 Hz. The total amplitude and the discrete
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points of the frequency were 0.005 m and 50, respectively. The calculation was
repeated 10,000 times with a step size of 0.001 s. The root mean square (RMS)
values were calculated by the acceleration at each time step and used to represent
the values of each frequency.

2.3 Results and Discussion

Figure 3 illustrates the vibrations experienced by the infant and by the carriage seat.
The measurement in Fig. 3a shows a peak in the seat acceleration occurring around
0.01 s, after which the acceleration of the infant increases. This pattern corresponds
to the front wheels passing over the bump at 0 s. There is a delay in the transmission
of the vibration from the front wheels to the seat and from the seat to the infant. The
body vibrates again at 0.8 s, after the initial vibrations in the infant, resulting from
the rear wheels going over the bump.

The numerical analysis results in Fig. 3b show the peak in the seat acceleration
occurring at approximately 0.01 and 0.8 s. The simulated behavior agrees with
the measurements in showing the delayed vibration in the infant. However, the
minimum simulated value for the acceleration is less than the measured value
because the contact between the tire and the road surface was modeled as a spring-
damper system, whereas this contact is in fact very intermittent in the real system.
The simulated transient response shows consistency with the measurements.

Figure 4 displays the experimental and analytical results for the frequency
response. The horizontal and vertical axes represent the frequency and the vertical
acceleration ratio, respectively. The acceleration ratio of the infant equals the
acceleration of the infant divided by that of the seat. Figure 4a shows some
resonances in the infant measurement, with peaks at 2.3 and 7.6 Hz in the trace
representing the horizontal head vibration. The horizontal vibration of the torso

(a) (b)

Fig. 3 Waveforms of the vehicle body and of the infant in the transient response. (a) Measurement.
(b) Numerical analysis
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(a) (b)

Fig. 4 Acceleration ratios in the frequency response of the infant’s motion. (a) Measurement.
(b) Numerical analysis

displays a local peak at 2.9 Hz. This peak presumably represents the same vibration
mode in the head and the torso, given the agreement between the first peak of the
head trace and the local peak of the torso trace. The peaks at 3.9 and 5.9 Hz indicate
a resonance in the vertical vibrations in the head and torso traces.

On the other hand, the analysis results of Fig. 4b do not reproduce the second
resonance in the longitudinal direction for the head motion, despite showing
agreement with regard to the first resonance. This may be due to the horizontal
motion of the torso not being fully considered. The amplitude magnification at
the resonance in the torso was also found to differ from the measured value.
As this factor, the torso vibrates vertically and horizontally by the vertical vibration
transmitted from the vehicle body in measurement, but it is considered that a model
considering only the vertical direction is used.

The above results suggest that, although the theoretical model reproduces the first
resonance, it is less successful in reproducing the second resonance. In future work,
we plan to develop the theoretical model to take into account the horizontal motion
of the torso.

3 Conclusions

Resonances were observed between 1.5 and 8.0 Hz in the head and torso motions
of the 5-year-old infant. The resonance frequencies are consistently displayed in
the measurements and simulations. The numerical analysis therefore agreed with
the measurements in terms of the transient response and the frequency response,
thereby validating the vibration model.



Vibration Model for an Infant-Carriage System 233

References

1. Ota, S., Nishiyama, S., Shinohara T.: Vibration analysis system for a bicycle with a rider and
two infant seats. In: ASME 2014 IMECE, IMECE2014-36224, Montreal, 14–20 Nov 2014

2. Ota, S., Nishiyama, S., Shinohara T.: Effect of a structure on occupants in a bicycle with a
rider and two infant seats. In: International Congress of Sound and Vibration 22th, T11.RS02,
Florence, 12–16 July 2015

3. Stratz, C.H.: Der Körper des Kindes und seine Pflege für Eltern, Erzieher, Ärzte und Künstler.
Ferdinand Enke, Stuttgart (1909)

4. Griffin, M.J.: Handbook of Human Vibration. Academic, San Diego (1994)



Dynamic Simulation of Baby Carriage
Under Running Condition: Analyzing
Force Given to Driver’s Arm

Chihiro Kamio, Tatsuhito Aihara, and Gaku Minorikawa

1 Introduction

A lot of parents use baby carriages to transport babies because it is easier than
carrying babies. The development of baby carriages has improved significantly by
modern implementation of technology [1]. Furthermore, the safety of baby carriage
is investigated in various fields [2, 3]. The factors related to the safety and comfort of
a baby carriage include the vibration and the impact force generated by a rough road
surface or obstacle. These cause stress for the baby and negatively affect operability
for the operator [4]. Previous research has clarified that 80% of its operators mostly
feel stress when passing over a level difference [5]. One of the methods to make
operation of a baby carriage comfortable is the reduction of the force given to the
driver’s arm.

In this study, to reduce the impact force generated by passing the carriage over
a level difference, experiments with a human pushing carriages were conducted
to clarify the received force in an actual environment. Additionally, a simulation
model was developed to perform design and performance evaluation efficiently.
The accuracy of the developed simulation model was verified by comparison of
simulation results and experimental ones. Moreover, this study analyzed the case
of adding damping elements to frames of a baby carriage based on the developed
simulation model.
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2 Measurement of Force Given to Driver’s Arm

2.1 Experimental Environment

Figure 1 shows the baby carriage, the level difference, and measurement points used
in experiments. A standard baby carriage was used, and a ferrous plate was placed
on the ground as a level difference. The mass was put on the carriage seat to replicate
the weight of a baby. The driving speed was controlled to be 1000 mm/s by limiting
the step size of the operator and controlling step timing using a metronome. The
received force of driver’s arm was measured attaching load cell on the carriage
handle. The load cell was placed at the center of the hands pushing the carriage
(Fig. 2). To subject the force to one point, the load cell was covered with plates.
Additionally, the vibration transferred directly from the road surface was measured
attaching accelerometer on the front leg as a reference.

Fig. 1 Baby carriage, level difference, and measurement points used in experiments

Fig. 2 Load cell and covering plates used to measure the received force of driver’s arm
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Fig. 3 Experimental result of the impact force and accelerations of two directions at measurement
points (in Fig. 1) when the carriage front legs pass over the level difference. The weight of mass is
10 kg, and the height of level difference is 15 mm

2.2 Experimental Results

This study focused the impact force and the vibration (acceleration) when the
carriage front legs pass over the level difference. One of experimental results
are shown in Fig. 3 when the weight of mass is 10 kg, and the height of level
difference is 15 mm. There are two large vibration peaks (at approximately 0.06
and 0.12 s). They can be assumed that the first large peak was generated by contact
with the level difference, and the second peak was generated when climbing the level
difference. By contrast, there is only one peak in the impact force. It is clarified that
the force given to driver’s arm is the largest when the carriage climbs on a level
difference after contact with a level difference (i.e., the operator needs the largest
force of pushing the carriage at this time).
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3 CAE Analysis

3.1 Simulation Model

This study developed a simulation model to perform design and performance
evaluation efficiently considering the environment under operating conditions. It is
necessary to consider the combination of multiple conditions in a system with many
parts, such as a baby carriage. Therefore, multibody dynamics that can analyze how
the mechanism systems move under the influence of forces was used [6, 7].

Figure 4 shows the comprehensive view of the developed simulation model
containing a baby carriage and road. The baby carriage was simply modeled
referring the actual structure. This model includes some elastic elements. Trans-
lational springs are attached between wheels and legs as suspensions. To model
some clearance between parts that introduce additional vibration, joints around legs
are connected by rotational springs. Furthermore, this study simulated the elastic
deformation of front legs by connecting multiple rigid bodies using springs to
reduce analysis time. Front legs were divided into fifths, which were connected by
translational and rotational springs. Driver’s arms holding and pushing the carriage
handle were modeled using translational spring because the spring can model the
elastic movement of elbow joints when a baby carriage impact a level difference.
The force given to this spring corresponds to the impact force given to driver’s arm.
The massless object was placed at the tips of the spring and applied translational
motion equivalent to 1000 mm/s of driving speed the same as experiments. The
weight of mass and the height of level difference can change to any value.

3.2 Validity Verification of Simulation Model

To verify the validity of the developed simulation model, results of simulations and
experiments were compared. Figure 5 shows influences on the maximum value of
impact force in the weight of mass and the height of level difference. The simulation

Fig. 4 The comprehensive
view of the simulation model
and the structure of baby
carriage model

Transla�onal mo�on (1000 mm/s) 

Transla�onal
spring

Suspension

Mass

Leg

Level difference

Rota�onal
Spring

Transla�onal
Spring
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Fig. 5 Influences on the maximum value of impact force in the weight of mass and the height of
level difference

model was able to provide the trend similar to experiments in both cases. Therefore,
this simulation model is appropriate to analyze the impact force of a baby carriage
passing over a level difference.

4 Shock Absorption Mechanism

For the purpose of development of shock absorption mechanism, this study analyzed
the case of adding damping elements to frames of a baby carriage. Figure 6 shows
the structure of the shock absorption mechanism proposed in this study. It can
suppose that springs or air suspensions are used as damping elements. In this study,
to model damping elements easily, springs were added into front legs. Figure 7
shows simulation results of maximum value of impact force when the baby carriage
model containing the shock absorption mechanism proposed in this study passes
over the level difference. One can see that the impact force given to the driver’s
arm was reduced due to adding these parts. It is assumed that the shock absorption
mechanism proposed in this study can alleviate both the vertical and horizontal
impact forces because damping elements (springs) are attached obliquely to the road
surface.

5 Conclusion

The aim of this study is to reduce the impact force given to the driver’s arm
generated by passing the carriage over a level difference. For that purpose, this study
conducted experiments with a human pushing carriages to clarify the received force.
Furthermore, the simulation model is developed to perform design and performance
evaluation efficiently. The key points of this study can be summarized as follows:
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Fig. 7 Simulation results of maximum value of impact force when the baby carriage model
containing the shock absorption mechanism proposed in this study pass over the level difference

1. The impact force given to the driver’s arm and the vibration of the carriage
front leg were measured in experiments. The impact force is the largest when
the carriage climbs on the level difference after contact with the level difference.

2. The simulation model including the driver’s arm modeled by translational spring
was developed. Its validity was verified to compare with experimental results
when changing the weight of mass and the height of level difference.

3. The case of adding damping elements into front legs of a baby carriage is based
on the developed simulation model. In simulation results, it is clarified that the
impact force given to the driver’s arm can be reduced by this mechanism.
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Part VI
Dynamics of Transport Systems



Non-destructive Technologies for
Stress-Free Temperature Measurement
of Continuous Welded Rails

Ralph (Wei) Zhang, Helen Wu, and Chunhui Yang

1 Introduction

Continuous welded rails (CWRs) significantly strengthen railway track, and they
provide the foundation for high-speed and heavy haul railway revenue. However, by
eliminating rail joints and gaps between rail sections, as the ambient temperature
changes during a year from extremely cold winter to hot summer, high thermal
stress may exist and change within welded rails. In some circumstances, if the
CWR structure is combined with poor track maintenance, it may cause catastrophic
disasters such as track buckling, broken rails, and/or derailment [1, 3]. To ensure
the CWR track is in stable, longitudinal stress (neutral temperature of CWR)
measurement via measuring and monitoring stress-free temperature (SFT) is the
“Holy Grail” of the CWR track maintenance [1, 3, 4]. Using the non-destructive
method to measure and monitor the longitudinal thermal stress in CWR tracks is
one of key efforts for railway track engineers and researchers for decades. In recent
years, several relatively “matured” technologies have been applied in the field of
non-destructive measurement of the neutral temperature of CWR. In the last decade
in Australia, three types of non-destructive technologies were approved by the rail-
way infrastructure authorities for neutral temperature in-field measurement. These
include the magnetic Barkhausen noise (TRACKSAFE RELEASE or RailScan),
mechanical method (VERSE

®
and A-Frame), and vibration method (D’Stresen)

[1–7].
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2 Magnetic Barkhausen Noise Method

The magnetic Barkhausen noise technology [1] is equipped within a smartly
designed machine – TRACKSAFE RELEASE system – to carry out the mea-
surement of longitudinal stress distribution in the CWR track. Based on the
micro-magnetic theory, every part of ferromagnetic materials contributes to the
uniform magnetization. The TRACKSAFE RELEASE system is designed based
on magneto-elastic principle to measure the stress distribution and the neutral
temperature of continuously welded rails (CWRs) [1, 2]. The device operates by
means of noncontact gauging and allows fast measurement and documentation
of the actual neutral temperature of rails. The longitudinal stress and the neutral
temperature are determined by measurement of characteristic magnetic values [2].
The TRACKSAFE RELEASE system consists of a manually operated railcar, a
central unit, and a pair of probe as shown in Fig. 1.

The central unit contains the computer-operated measuring electronics. A sep-
arate battery provides the power supply for the equipment. The probe consists of
two yokes that are pressed around the railhead. The rail temperature is measured
by integral infrared thermometer. The rail is magnetized by the application of
an alternating magnetic field. Interaction of the magnetic field with the magnetic
microstructure is orientation dependent and can be measured with an appropriate
probe. The measured signal contains the pulses generated in the rail and has a noise-
like spectrum. The amplitude of this termed magnetic Barkhausen noise (MBN)
depends significantly on the longitudinal stress in the rail. Tension increases the

Fig. 1 The TRACKSAFE
RELEASE unit
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amplitude of the MBN, while compression leads to its decrease. The higher the
longitudinal stress, the higher the signal amplitude for the MBN.

After completing the measurement, the raw data are downloaded to a laptop
for further evaluation. The final results are obtained by evaluating and plotting the
measured values of the magnetic parameter and rail temperature vs. the longitudinal
coordinate and measuring point number and further by depicting the load stress
determined by means of the averaged magnetic parameters and calibration curve.

3 Mechanical Method: VERSE
®

The mechanical method with its device – VERSE
®

– is a technology patented
by Vortok International. This technology is commercialized for CWR neutral
temperature measurement by using the equipment of VERSE

®
. It is based on the

beam-column bending theory, in which the axial load affects the vertical force
required to lift a rail [3]. The principle is to assume that the rail can be schematized
as a simply supported beam – Euler-Bernoulli beam – under concentrated loading
to estimate the longitudinal stress in the track (Fig. 2).

VERSE
®

claimed that it can measure the CWR neutral temperature with an
accuracy of 0.2 ◦C and a standard deviation of 1.3 ◦C. The method can be adapted
to different kinds of rails and get instant result of CWR neutral temperature. As the
method can be applied to tracks in tension, the ambient temperature must be lower
than the true CWR neutral temperature.

Fig. 2 VERSE
®

equipment used on CWR track
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4 D’Stresen Vibration Method

D’Stresen system has the potential of estimating the neutral temperature condition
quickly and non-destructively. System components include a variable speed shaker,
a tune bar (TB) with an accelerometer, a magnetic rail temperature probe, and a
data acquisition system. Figure 3 shows the D’Stresen motorized shaker and the
tune bar (TB). The shaker contains an eccentric weight which operates over a speed
range of 65–80 hertz (Hz) (3900–4800 rpm). The shaker is clamped to a railhead via
mechanical cams. The tune bar which is a cantilever beam and the accelerometer,
vibrates sympathetically, due to the shaker’s rotation when clamped to the railhead
nearby. After installation, a computer controls the motor through a narrow sweep
encompassing the cantilever’s first bending resonance and then records the largest
resulting peak-to-peak velocity signal.

According to the manufacturer, this velocity can be related to the existence
of longitudinal load in the rail. Roughly stated, the velocity is largest for a rail
without longitudinal stress and is reduced in a predictable fashion as either tensile
or compressive thermal stress exists.

4.1 Magnetic Barkhausen Noise Method

The magnetic Barkhausen noise method [1, 5] has a significant limitation of
applicability when it is used on Australian mainline track. This is because there are
significant asset management differences between the continental European railway
(including the Chinese, Japanese, and Russian Railways) and the English-speaking
countries’ railways. That is, the non-English speaking countries usually have a
fixed interval of rail changing policy; this can be based either on the years after

Fig. 3 D’Stresen system mounted on CWR track
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installation or million gross tons of traffic passed. However, the English-speaking
countries usually utilize the “condition-based rail changing policy,” and as a result,
defected rails that are found by the inspection will be replaced. Hence, after many
years of traffic revenue, within one CWR module, it may be consisted of many
rails made in different years, by using different manufacture methods, with different
head-hardened way, etc., although their profiles are the same or very similar. For
example, in Melbourne Metro, for the rails in one CWR module over the main line,
it can consist of up to five types of AS 53 kg/m profile rails. These rails can be mixed
in one CWR module, and their calibration curves are significantly different.

To understand the amount of the curvature-bending moment effect to the
longitudinal thermal stress, a finite element model was created to carry out a
numerical study. In brief, a finite element model was created for a 10-m length
rail (the length is the same as the 10 m chord for versine measurement), and applied
the side pressure on the rail, making the displacement in the middle of the 10 m
rail equal to the versine (10 m chord) of a specified rail radius. Hence, the bending
stress in the longitudinal direction that is caused by the curvature of curved track
can be obtained from the model, as shown in Fig. 4. Comparing the results from
TRACKSAFE RELEASE’s in-field measurement and numerical study, it is found
that the difference is minimal (≤3%).

A significant advantage of the MBN method is that its measurement results are
only based on the stress condition of the rails. It has the capability/potential to be
used to measure the neutral temperature of CWR on sharp curves, non-ballast girder
bridge, and turnout area (stock rails and closure rails).

Fig. 4 Z-component stress distribution and its deformation shape of the convex rail’s FE model
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4.2 Mechanical Method: VERSE
®

Because of simple physical background and easy of operation, VERSE
®

was
acknowledged as the most reliable device and can provide accuracy results. It
has been approved by all the major railway authorities in Australia and has
been included into the technical standards of CWR stability management. Major
shortcomings for this device include:

• Low productivity: VERSE
®

testing needs to unclip and re-clip the fasteners for
at least 20–30 m track in length. At least three labors are required, including
an operator, P.O., and labors for unclip and re-clip fasteners. The measurement
process needs about 40 minutes.

• Limitation of locations: VERSE
®

cannot be used on curved tracks, which have a
radius of equal or less than 700 m, non-ballast bridges, and locations close to fix
points.

• Ambient limitation: VERSE
®

is the device that only can be used to measure the
neutral temperature of CWR when it is in the tension, e.g., VERSE

®
cannot be

used when rail temperature is reached to the designed neutral temperature (in
Australia 38 ◦C or higher, e.g., ambient temperature is 33 ◦C).

• High cost: About $ 6000–7000 per working day.

4.3 D’Stresen Vibration Method

The D’Stresen method provides some good results at some verification trial and
in-field measurement services. However, it still does not have a quick in-field
calibration/verification process to ensure its reliability and the accuracy of their
results. Before further improvement can be achieved, it cannot be used as a stable
technology to carry out day-to-day CWR measurements. Based on its physical
theory, it has the capability to be used to measure the neutral temperature of CWR
on sharp curves, but no evidences showed that it has the potential to be used on
non-ballast girder bridge and turnout area.

5 Conclusion

A large number of neutral temperature results of CWR track measured by the
magnetic Barkhausen noise, mechanical method, and vibration method have shown
that all of these three methods have the capability to carry out the CWR neutral
temperature measurement. However, some further improvements are required for
TRACKSAFE RELEASE and D’Stresen methods to ensure that they are suitable for
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Australian track conditions, i.e., TRACKSAFE RELEASE to automatically shift the
calibration curves when it measures different type of rails within one CWR module,
and a more reliable calibration method is required for the D’Stresen method.

References

1. Zhang, R., Wu, H.: Using magnetic barkhausen noise technology and finite element method to
study the condition of continuous welded rails on the Darwin-Alice springs line. J. Civ. Eng.
Archit. 5(7), 596–605 (2011)

2. Chikazumi, S.: Physics of Magnetism. Wiley, New York (1964)
3. Kerr, A.: Fundamentals of Railway Track Engineering. Simmons-Boardman Books Inc., Omaha

(2003)
4. Kish, A.: Guidelines to Best Practices for Heavy Haul Railway Operations – Infrastructure

Construction and Maintenance Issues. International Heavy Haul Associations, Virginia Beach
(2009)

5. Moller, R. Radmann, P. Zhang, R.: Using magnetic Barkhausen noise technology and numerical
method to study the condition of continuous welded rails on Australian heavy axle track. In: 9th
International Heavy Haul Conference, Shanghai (2009)

6. Wegner, A.: Non-destructive Determination of the Stress Free Temperature in CWR Tracks.
International Rail Forum, Madrid (2004)

7. Wegner, A.: Prevention of track buckling and rail fracture by non-destructive testing of the
neutral temperature in cw-rails. In: 8th International Heavy Haul Conference on “High Tech in
Heavy Haul”, Kiruna (2007)



Study on Rail Corrugation Development
Mechanisms

Kyohei Katada and Yoshiaki Terumichi

1 Introduction

On railway tracks, the corrugation that frequently occurs on the inner rails of
sharp curves often results in noise and vibration, and it is even possible that such
corrugation could lead to severe accidents [1]. Therefore, it is necessary to clarify
the mechanisms of rail corrugation development. However, there are currently no
widely accepted theories on the evolution of such corrugation, nor countermeasures
to prevent it, so numerous railway transportation companies must continue to extend
significant amounts of time and money on the maintenance and replacement of
corrugated rails [2]. In this study, a numerical analysis is conducted to reveal some of
the mechanisms of rail corrugation. In particular, focusing on a two-axle bogie that
runs on a rail with elasticity, this paper aims to numerically clarify the mechanisms
of rail corrugation development in terms of the phase relationships between rail
corrugation, contact pressure, and slip rate.

2 Modeling and Formulation

2.1 Bogie-Track Model

A 1/10 scale bogie-track model that consists of a two-axle bogie is used to simulate
an actual subway, as shown in Fig. 1. This model expresses 2D motion. The wheels
and bogie are supported in the vertical and horizontal directions by a spring-damper
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Fig. 1 Bogie-track model

system. The track model consists of rails, sleepers, and a foundation. The rails and
sleepers and the sleepers and foundation are supported vertically by a spring-damper
system. In this analysis, the absolute nodal coordinate formulation is applied to a
formulation for the rail model as a flexible beam with elasticity.

2.2 Wear Development Model

To express rail wear, a finite number of monitoring points are set on the rail model,
and wear depth is calculated at each point. The wear development model is shown
in Fig. 2. The monitoring points are set at equal intervals and do not move in the X
direction, as shown in Fig. 2i. When the contact point between the wheel and the rail
passes over the monitoring points, the wear depth is calculated based on the wear
rule of Archard, as shown in Fig. 2ii [3], using:

Z = c |ζ |p, (1)

where Z is the wear depth, c is the wear coefficient that is unique to the material, ζ
is the slip rate, and p is the contact pressure between the wheels and the rail. To
express the continuous shape of the rail, the monitoring points are connected with a
spline function, as shown in Fig. 2iii [4, 5]. The process is carried out every time the
front and rear wheels ran on the rail. Furthermore, since the bogie repeatedly runs
over the same track, the front wheel runs on a rail that possesses wear caused by the
rear wheel in the previous lap, and the rear wheel runs on a rail that possesses wear
caused by the front wheel just moment before.
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Fig. 2 Wear calculation
process Monitoring points
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2.3 Formulation

In this model, the equation of motion for the bogie is given as:

MBq̈B = QB
F + QB

g , (2)

where MB is the mass matrix for the bogie, q̈B are generalized coordinates, QB
F is

the force vector between the bogie and the wheels, and QB
g is the gravity vector on

the bogie. The equation of motion for the front wheel is:

MWFq̈WF = QWFN + QWFT + QWFM + QWFg + QWFF , (3)

in which MWF is the mass matrix for the front wheel, q̈WF are generalized
coordinates, and QWFN , QWFT , QWFM , QWFg , and QWFF are the elastic force vector due
to elastic contact between the front wheel and the rail, the tangential force vector on
the front wheel, the moment vector due to the tangential force, the gravity vector
on the front wheel, and the force vector between the bogie and the front wheel,
respectively. The equation of motion for the rear wheel is obtained similarly. The
equation of motion for the rail is:

MRq̈R = QRN + QRT + QRe + QRg + Qk, (4)

where MR is the mass matrix for the rail, q̈R are the generalized coordinates, and
QRN , QRT , QRe , QRg , and Qk are the elastic force vector on the rail, the tangential force
vector on the rail, the external force vector from the sleepers, the gravity vector on
the rail, and the elastic force vector due to the deformation of the rail, respectively.
The equation of motion for the sleepers is:

msq̈
sk =

{
kR

(
ek2 − qsk

)
+ cR

(
ėk2 − q̇sk

)}
+
(
−ksqsk − csqsk

)
−msg, (5)
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in which kR and cR are the rigidity and attenuation of the supporting rail, respec-
tively, and ks and cs are the rigidity and the attenuation of the supporting sleeper,
respectively.

3 Numerical Results and Discussion

3.1 Rail Corrugation Development

In this section, the development of rail corrugation is discussed. Figure 3 shows
that rail corrugation with a wavelength of 1.0 mm is generated after ten laps and
subsequently grows. The frequency of this corrugation is calculated using Eq. (6):

v = f λ (6)

where v = 4 km/h, which is the bogie speed, and λ = 1.0 mm, which is the above
wavelength. As a result, f = 1111 Hz is obtained. An eigenvalue analysis was
conducted to reveal this frequency. The result is shown in Fig. 4 and compared with
the frequency calculated in Eq. (6). Since the modes near 1111 Hz are determined
by the elastic force between the rail and the wheels, it is assumed that these factors
are relevant to the rail corrugation phase.

Furthermore, Eq. (1) shows that the wear depth depends on the contact pressure
and slip rate. The wear depth, contact pressure, and the slip rate after running
20 laps are shown in Fig. 5. Here, it can be seen that the wear depth and the
slip rate have opposite phases. This indicates that the phase relationship between
the rail corrugation and the slip rate is the primary mechanism for rail corrugation
development.

Fig. 3 Rail surface
(5–20 laps)

]
m[ eca frus lia

R

Position of rail [m]
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Fig. 4 Eigenvalue analysis

]z
H[ ycneuqerF

Position of rail [m]

Fig. 5 Wear depth, contact
pressure, and slip rate

3.2 Effect of Distance Between Axles on Rail Corrugation
Development

In this section, the effect of the axle distance on rail corrugation development is
discussed in terms of bogies with different natural frequencies running on a rail
with corrugation. To alter the natural frequencies, the distance between axles was
changed. Initially, a two-axle bogie with a constant axial distance of 0.19 m ran on
the track for 24 laps, after which the axial distance was changed from 9/10 to 11/10.
The rail surface after 40 laps and the results of an eigenvalue analysis are shown in
Figs. 6 and 7, respectively.

From Fig. 6, it can be seen that difference in the distance between the axles
and the rail position results in the different wear depth. It is assumed that the rail
corrugation that develops under the phase conditions for the first 24 laps would be
similar to the slip rate phase that occurs from 25 laps onward. The phase of the slip
rate depends on the natural frequency, which is shown in Fig. 7.
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Fig. 6 Rail surface
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Fig. 7 Eigenvalue analysis: (a) distance between axles ×0.9 and (b) ×1.1

4 Conclusion

In this study, the mechanisms governing rail corrugation development were clarified
in terms of the phase relationships between the rail corrugation, contact pressure,
and the slip rate. When a two-axle bogie runs under constant conditions, rail corru-
gation is generated, the frequency of which corresponds to the natural frequency
of the mode determined by the elastic force between the rail and the wheels.
Therefore, we conclude that the phase relationships between the rail corrugation and
the contact pressure and/or slip rate are the main factors governing rail corrugation
development.

To discuss the effect of natural frequencies on rail corrugation development,
bogies with different natural frequencies were operated on a rail with corrugation.
Since we found that rail corrugation develops when the phase relationships between
the rail corrugation and the slip rate are similar, it can be concluded that the primary
mechanism governing rail corrugation development has been clarified.
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Simulation of Cooperative Objects’
Transportation System Controlled
by the Network of Swarm

Ryota Ishidu and Shin Morishita

1 Introduction

Insects such as ants, bees, or termites are said to have some sociality and tend to
form a flock living in colonies. While each insect in a colony seems to act with
their own intentions, the insect colony looks highly organized. It is understood that
these insects can achieve difficult tasks that cannot manage solely by swarming.
This system has been called “swarm intelligence” [1]. The swarm intelligence
may be characterized by the robustness, the fault tolerance, and the scalability:
the robustness means the ability to maintain its function regardless of changing
environmental conditions, and the fault tolerance is the ability of continuation
of function even when individual elements fail. Further, the scalability means
the ability to handle the growing number of agents. In such insect colonies, the
acquisition of new activities and the adaptation to their surroundings may be
performed in the closed systems. On the contrary, the artificial swarm robot systems
controlled by artificial intelligence such as artificial neural networks still depend on
some controllers placed outside of the swarm to get control of rules for each robot.
This makes impossible for these systems to adapt to environmental changes without
some outside control systems. Thus, the artificial swarm should have the ability that
may correct and acquire its behavior by itself. It is also well known that an artificial
neural network, which is one of the information processing methods, has learning
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ability. The learning ability, which is the ability to adapt to changes in the external
environment, is realized by adjusting the parameters in networks.

In this paper, the Boids model [2], which is an early work of artificial life
research, was used to reproduce the flocking behavior. The learning algorithm in
artificial neural networks was applied to the swarm of Boid network, and the task
of transporting objects of different sizes to the proper goals according to the size of
the objects was simulated. It was shown that the swarm acquired how to decide
on appropriate goals for given objects through many transportation trials. After
learning, the Boid units could sense the size of objects and transport to proper goals
the given objects.

2 Cooperative Transportation Task

The cooperative transportation is performed in various natural systems and has been
a prescribed task for studying the degree of cooperation in multirobots [3]. In this
study, the extended version of this task was given to a swarm. As shown in Fig. 1,
the transportation goals are located at three points, and circular-shaped object is
set at the center position. Each goal has a range of acceptable size of objects to be
transported; the acceptable ranges for goal 1, 2, and 3 are from 200 mm to 400 mm in
radius, 400 mm to 600 mm, and 600 mm to 800 mm, respectively. If an object having
the size within the acceptable range is transported to a goal, this transportation is
defined as “successful,” and otherwise it is defined as “failed.”

Fig. 1 Transportation task
Goal 1 Goal 2

Goal 3

Object

Boid units
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3 Proposed Transportation System

3.1 Boids Model

There may be numerous kinds of modeling technique to simulate and understand
the natural systems. Cellular automata (CA) is one of the discrete modeling methods
proposed by von Neumann and Ulam in the 1940s. CA was originally proposed from
the attempt to create a self-replicating machine [4] and attracted much interest of
many scientists and researchers in the field of artificial life from the 1970s to 1990s.
They tried to simulate the natural life by attempting to abstract the fundamental
dynamical principles underlying phenomena and recreating these dynamics in
computers and other physical media [5]. As one of these researches, Reynolds
succeeded in simulating flocking behavior of birds [2], which was called “Boids.”
In the Boids model, the flocking behavior was reproduced from simple interactions
among the Boid units.

3.2 Goal Decision and Learning Method

As shown in Fig. 2, the swarm of Boid units surrounds the target object at nearly
equal intervals, and each Boid unit measures the distance to the nearest unit and the
angle between the direction to the nearest units and the direction to the object.

Taking the distance d and angle θ as input, each Boid unit calculates state
values s = (s1, s2, s3), which are used to determine its own destination, by following
equation:

s = woς (w1d + w2θ + b) (1)

Fig. 2 Snapshot of Boid
units surrounding an object.
White triangles and a green
circle denote Boid units and
the object, respectively
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Fig. 3 Example of teaching signals to three different goals corresponding to the size of object

where, w1, w2, b, and wO are parameters possessed by each Boid unit which
correspond to the weights and thresholds of artificial neural networks. Also, ς(x)
denotes the sigmoid function generally used as a mapping function of artificial
neural networks. Each Boid unit calculates the weight vector of goals g= (g1, g2, g3)
and the transport destination from its state values s and the position of goals p1,
p2, p3:

g = ς (s) (2)

pdest = g1p1 + g2p2 + g3p3 (3)

During the transporting procedure, each Boid unit communicates the state values
with its nearby units and updates its state values to the average values with its
neighbors. After this communication, the state values converge to a certain value,
and the destinations of all Boid units are unified. This procedure corresponds to
constructing a three-layered neural network, where its middle layer is composed of
Boid units.

In this paper, a judge was introduced outside of the swarm in the teaching
procedure and decided the output from the network whether the object was
transported to the appropriate goal or not. As shown in Fig. 3, the teaching signals
given to the Boid network by the judge were composed of the mapping from the
input to output, the radius of object as input and numerical digit from 0 to 1 as
output. Regarding the swarm of Boid units as a three-layered neural network, the
parameters included in the network were updated by the conventional learning
algorithm of back propagation method [6]. As the parameters in the Boid network
were updated by the teaching signals, the correct goals will become more likely to
be chosen.
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4 Numerical Simulations

4.1 Simulation Conditions

The simulation was performed with 8 Boid units and one object at each time. The
radius of objects is chosen in the interval [200, 800] in mm. The transportation of
various-sized objects by the swarm of Boid units was performed repeatedly, and
the Boid network learned to convey the object to the proper destination; learning
coefficient was 0.5, initial values of weights and thresholds are random from −0.001
to 0.001, and transportation was repeated up to 1,000,000 times. The accuracy
rate of transportation was estimated from the past 1000 transports. Moreover, in
every 5000 transports, the weight vector of goals, g, was measured to evaluate
its classification performance. The radii of object were prepared 50 patterns from
200 mm to 800 mm for evaluation, and trials of each object’s size pattern were
performed ten times. During this evaluation, the parameters in the Boid network
were not updated.

4.2 Results and Discussion

Figure 4 shows the snapshots that were taken after 1,000,000 times of learning.
From Fig. 4a, b, it is confirmed that the Boid units have the ability to transport the
different size of objects toward the appropriate goals.

The transition of the accuracy rate is shown in Fig. 5. As shown in Fig. 5, the
accuracy rate increased along the learning process and approached about 90% after
learning. Figure 6 shows the converged weight vector of goals in the Boid network at

Fig. 4 Snapshots of object transportation. Triangles and circle indicate Boid unit and the object,
respectively. The colors of objects denote their appropriate goals, and the colors of units denote
their transportation destinations
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Fig. 5 Learning process curve. Each accuracy rate was measured from the past 1000 times trials
of transportation

(a) (b)

Fig. 6 Size of objects vs. converged outputs form the Boid network. (a) Learning time: 5000. (b)
Learning time: 1,000,000

5000 and 1,000,000 times of learning. In reference to the teaching signals shown in
Fig. 3, it is confirmed that the weight vector of goals after 1,000,000 learning steps
was closer to the teaching signals than that after 5000 steps. From the viewpoint
of statistics, the variance of the weight vector of goals after 1,000,000 steps was
far smaller than that after 5000 steps, except in the case of object radius of around
400 mm and 600 mm, which were quite near to the boundary values of radius ranges
to each goal. By repeating the transportation trials, the swarm of Boid units might
learn to estimate the size of objects from the geometrical information of neighbor
units and determine the appropriate transportation destinations based on the size of
objects.
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5 Conclusions

In this paper, the learning ability of a swarm composed of the Boid units was studied
through the cooperative transportation task. The learning ability of the swarm was
created by introducing weight parameters in transmission of information between
Boid units referring to artificial neural networks. As a result, it is shown that a swarm
of Boid units could learn to transport objects to appropriate goals, which are varied
to the size of the objects, from the positional relationship with their neighboring
units.

Although the swarm intelligence is originally generated in a closed swarm, it is
inevitable at present that a certain judge should be placed outside the swarm. In
this sense, the teaching signals are necessary for learning. In the future, in order to
reduce the contribution of judgment placed outside the swarm, some improvements
may be required such that the skilled workers may teach new workers what they
have learned.
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Effect of a Carrier Block Shape
on the Speed Fluctuation in a Cable
Transport System

K. S. Kim and E. S. Shin

1 Introduction

Power cables of moving equipment are transported by a carrier system that can
support the weight of the cables and convert from straight to curved depending on
the location of the equipment [1]. Polygon blocks connected by pin joints can meet
the requirements of the carrier system by providing lateral stiffness as well as limited
rotation. One of the problems in the system is the speed fluctuation due to switching
from straight to curved, which might lead to instability and cable wear. Although
many studies [2, 3] have been conducted on the behavior of chain drive systems, few
are found on the block drive systems. In this work, a simplified model is proposed
for the kinematic analysis of the block drive system, and the effect of the block
length on the speed fluctuation is investigated.

2 Simplified Kinematic Modeling of a Cable Transport
System

2.1 Two-Phase Motion of a Carrier System

As shown in Fig. 1, the carrier system consists of two straight sections, a curved
section, and two switching blocks between them. Each block has two revolute joints
and multiple contact surfaces, but no rotation occurs between the blocks in the

K. S. Kim · E. S. Shin (�)
Chungbuk National University, Chungbuk, South Korea
e-mail: esshin@cbnu.ac.kr

© Springer Nature Switzerland AG 2021
S. Oberst et al. (eds.), Vibration Engineering for a Sustainable Future,
https://doi.org/10.1007/978-3-030-46466-0_36

269

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-46466-0_36&domain=pdf
mailto:esshin@cbnu.ac.kr
https://doi.org/10.1007/978-3-030-46466-0_36


270 K. S. Kim and E. S. Shin

Fig. 1 Schematic of a cable carrier system

Fig. 2 Block configuration and its rotation

straight and curved sections. Only the switching blocks rotate around their pin joints,
which leads to the transition from the straight to the curved or vice versa.

The lower switching block always pivots around the rear joint PR in Fig. 2, but
the upper experiences two phases of rotation. It starts the rotation around the front
joint PF until it reaches the pivot limit φ, and this is defined as phase 1. Given the
block length L and the radius of curvature ρ,φ can be determined as:

φ = cos−1

[
1 − 1

2

(
L

ρ

)2
]

(1)

Next, the upper switching block starts to rotate about PR which is called phase 2.
The transition characteristics are significantly changed from phase 1 to phase 2.

2.2 Derivation of a Loop Equation

Figure 3 shows a simplified kinematic modeling of the carrier system. A single
vector is used for each of the two straight and curved sections, respectively, and two
vectors are introduced for the two switching blocks. Thus, a loop equation of the
system can be written as:
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Fig. 3 Kinematic modeling
for deriving a loop equation

Table 1 Variables of the
loop equation

Vector Phase 1 Phase 2

2 θ2 (variable) θ2 (variable)
3 θ2 + Cn+1

2 φ θ2 + Cn+1
2 φ

4 θ2 + (Cn + 1) φ θ4 (variable)
5 θ5 (variable) θ4

−→
R1 + −→

R2 + −→
R3 + −→

R4 + −→
R5 = −→

Rp (2)

Once the pivot range φ is given, the number of blocks in the curved section, Cn, can
be determined, and the magnitude of the corresponding vector can also be obtained:

R3 = √2 {1 − cos (Cnφ)} (3)

Before solving Eq. (2), the two-phase of motion should be considered to identify
variables that need to be determined. Table 1 shows a summary.

Once Eq. (2) is solved, the motion characteristics at P in Fig. 3 are summarized.
Point P is the location on the upper switching block or the straight section, passing
through the center of the circle that includes the curved section.

3 Results and Discussions

3.1 Axial and Lateral Behavior of the Carrier Versus
Block Length

A parameter study was performed by varying the block length, and the motion
characteristics around the upper switching block were obtained as illustrated in
Fig. 4. The motion characteristics change significantly when switching occurs from
phase 1 to phase 2. The axial motion changes its direction at the time of switching,
and the lateral motion varies linearly in phase 1 and sinusoidally in phase 2. Some
sudden changes not related to the phase shift occur when P in Fig. 3 moves to the
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Fig. 4 Position variation at transition: (a) L = 21.4 mm and (b) L = 22.4 mm

Fig. 5 Angular motion of the switching blocks: (a) L = 21.4 mm and (b) L = 22.4 mm

switching block from the straight section. Figure 5 shows the relationship between
the two-phase motion and the orientation of the upper switching block.

Figure 6 shows the speed fluctuation in the axial and lateral directions with
respect to the variation of the block length. It is found that periodic patterns appear
in both the axial and lateral directions and a big difference exists between the
maximum and minimum fluctuations.

In the axial direction, the speed variation is minimized when the interval of
phase 2 is near zero. In the lateral direction, however, it becomes minimum when
the interval is approximately 40% of the period. Furthermore, the block length
corresponding to a minimum fluctuation in the axial direction is almost the same as
that corresponding to a maximum fluctuation in the lateral direction as summarized
in Table 2.
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Fig. 6 Speed fluctuation vs. block length: (a) axial and (b) lateral

Table 2 Axial and lateral
fluctuations vs. the block
length

Axial (mm) Lateral (mm)
Cn max min max min

12 16.1 15.6 15.7 15.1
11 17.4 16.8 16.9 16.3
10 18.8 18.2 18.3 17.5
9 20.6 19.9 20.0 19.1
8 22.7 21.8 22.0 20.9
7 25.3 24.3 24.3 23.0
6 28.6 27.2 27.2 25.7

3.2 Comparison of Results with the Multibody Dynamics

A multibody dynamics analysis using ADAMS is performed to consider the inertia
and gravity of the carrier block as shown in Fig. 7, and its results are compared
with those from the simplified kinematic analysis in Fig. 8. Firstly, the periodicity is
observed in the kinematic analysis, but two blocks are added to the straight section at
the end of the simulation in the multibody dynamic analysis, and thus the periodicity
is broken by the inertia and gravity. Secondly, the lateral position from ADAMS is
shifted downward due to the gravity, and the phase 2 motion starts faster than that
of the kinematic analysis. This is also caused by the deflection of the block due to
the gravity and enlarge the difference between the two approaches.

Similarly, the axial position from ADAMS is shifted to the positive direction,
which means that the carrier with inertia effects moves more slowly to the left than
in the kinematic approach.

In addition, big differences observed in Fig. 8a, b are caused by normalizing
the results for better understanding of its characteristics. If the differences are
nondimensionalized by a single period of the traveling distance, 2 L, a maximum
error in the axial direction is only 0.23%, and an error in the lateral is 1.92%.
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Fig. 7 Multibody dynamics
modeling of a cable carrier
(ADAMS)

Fig. 8 Comparison between the kinematics and multibody dynamics: (a) axial, (b) lateral, and (c)
differences

4 Conclusions

This study investigated the effect of a block length of the carrier system on its speed
fluctuation. The kinematic analysis using a simplified modeling was performed,
and the motion characteristics of the switching block are obtained. It is found that
the speed fluctuation has a repetitive pattern as the block length changes and its
magnitude decreases as the length is reduced. It is also observed that the block length
corresponding to a minimum fluctuation in the axial direction is almost the same as
that corresponding to a maximum fluctuation in the lateral direction. Consequently,
an optimal block length can be determined through further consideration of the
carrier system in future research.
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Hydraulic Control Design for Digging
Trajectory Tracking of Scale Model
Excavator

T. Hirano, Atsuhiro Ito, N. Tsujiuchi, Akihito Ito, T. Yoshida, F. Kuratani,
and H. Andou

1 Introduction

In our previous study, we developed automatic digging algorithms that reproduce the
high-efficiency digging work of a skilled operator by combining two digging modes:
raking and lift-up [1]. We built a dynamic model of an excavator and a soil model
for the computer simulation. These simulations evaluated the payload and consumed
energy generated in the digging work designed by our algorithms. However, we have
not conducted verification experiments using a real excavator because of the high
cost, low safety, and lack of locations. Therefore, to flexibly conduct verification, we
retrofitted a scale model radio-controlled hydraulic excavator, the “1/14 Scale RTR
Earth Digger 360L,” shown in Fig. 1a. It has a hydraulic circuit, shown in Fig. 1b,
consisting of hydraulic cylinders, a pump, and servo valves. It also has the same
hydraulic problems, such as oil leakage and response delay, as a real excavator. In
this hydraulic system, it is comparatively easy to control the actuation of only one
cylinder. When simultaneously actuating multiple cylinders, the valves should be
controlled so that hydraulic oil is adequately distributed to each cylinder. This is
because the pump output is constant and, when simply controlling valves according
to the target actuation velocity of each cylinder, oil flows from a high-pressure zone
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Fig. 1 Scale model and hydraulic circuit. (a) 1/4-scale model experimental excavator.
(b) Hydraulic circuit of scale model

to a low-pressure zone. Thus, it is necessary to compensate each valve opening
rate while considering each cylinder velocity in order to simultaneously actuate all
cylinders. Because of this, the hydraulic circuit is a strong nonlinearity system, and
hydraulic control is more difficult than electrical one.

In this study, we design hydraulic circuit controllers for the scale model so
that the tracking accuracy is improved by controlling the valves to distribute an
appropriate oil flow to each cylinder.

2 Generate the Target Digging Trajectory [1]

The bucket tip position at time point t is defined by Eqs. (1) and (2) [1]. The target
digging trajectory is determined with the initial bucket angle, the rotation velocity of
the bucket, and other parameters, which are defined in Fig. 2. The required variations
of each cylinder length are calculated from the target bucket tip positions [2–4],
and the target velocities of each cylinder actuation are calculated by the inverse
kinematics. The target trajectory and target velocity in this study are shown in Fig. 3.

xE =
∫ t

0
|v| cos {(1 − dψ/dϕ) ϕi − ψ0 + ϕ̇ (1 − dψ/dϕ) t − π} dt (1)

yE =
∫ t

0
|v| sin {(1 − dψ/dϕ) ϕi − ψ0 + ϕ̇ (1 − dψ/dϕ) t − π} dt (2)
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Fig. 2 Definitions of parameters of the digging trajectory

Fig. 3 Target trajectory and target velocity of each cylinder

3 Control Method for the Scale Model

Each cylinder actuation creates bucket motion. To control the cylinder actuation,
we need to control the oil flow rate with servo valves. Expanding the valve opening
area increases the cylinder actuation velocity. In this study, we designed controllers
that control the bucket tip position and bucket angle by controlling each cylinder’s
actuation velocity. Servo motor rotation changes the valve opening rate, and the
servo motors are controlled by the pulse width modulation (PWM). Stroke sensors
are attached to each cylinder to measure the actuation length and velocity.

We designed these controllers based on PID control method. The target value
input to the PID controller is the target cylinder velocity. The PID controller
calculates the control output according to the error between the target velocity
and the actual velocity and determines the duty cycle, which determines the
rotation angle of the servo motor in PWM. The parameters of the PID method
were experimentally decided for each cylinder according to these actual responses
because the mathematical model of this scale excavator had not been developed yet
and the parametric study had not been conducted.
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In this study, PID parameters are used as fixed values in order to evaluate effects
of compensation methods that adjust the valve opening rate and control the oil flow
distribution for each cylinder. The controller simply consisted of only PID feedback
loop is called Ver. 1. Three improvement points explained in the following section
were added to the controller Ver. 1.

4 Controller Improvement and Evaluations
of Tracking Results

4.1 Evaluation Method of Measurement Trajectories

The measurement trajectory is kinematically calculated from the measurement
cylinder displacement. To quantitatively evaluate the measurement trajectories,
average deviations were calculated for each controller by Eq. (3), which uses the
mean distance between the target bucket tip position and the actual bucket tip
position with respect to each bucket angle. Thus, the average deviation can evaluate
the control accuracy of both the bucket tip position and the bucket angle. N is the
number of time steps on the trajectory:

D = 1

N

N∑
n=1

√(
Xactual,n −Xt arg et,n

)2 + (Yactual,n − Yt arg et,n
)2 (3)

We designed five controllers, Ver. 1 through Ver. 5. The average deviations for each
controller are shown in Fig. 4a, and the result of Ver. 1 is shown in Fig. 4b.

Fig. 4 Average deviations and result of Ver. 1. (a) Average deviations. (b) Target and measurement
trajectory
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Fig. 5 Velocity of boom cylinder (Ver. 1) and improvement point for Ver. 2. (a) Velocity of boom
cylinder. (b) Holding target initial velocity

4.2 Improvement Point 1: Holding the Target Initial Velocity

The result of Ver. 1 is shallower than the target because the boom cylinder does not
retract. As shown in Fig. 5a, the actual velocity of the boom cylinder during the first
5 seconds was zero, and the retraction was insufficient at about 3 mm, which is the
integration of the error between the target and the actual velocity during the first
approximately 2 seconds (pink area). As a result, the actual bucket tip position is at
most 30 mm higher than the target. During digging, a shallower digging trajectory
cannot achieve the expected digging payload, so Ver. 1 should be modified.

In the boom-down operation, the opening area of the boom cylinder’s valve is
squeezed in order to avoid excessively fast boom-down due to the self-weight of
the front parts (boom, stick, and bucket). Additionally, Ver.1 was designed without
a consideration of the hydraulic response delay. Therefore, the boom-down didn’t
work insufficiently. In Ver. 2, as seen in Fig. 5b, the target initial velocity value
is held until the actual velocity of any one cylinder falls within the tolerance of
±2 mm/s. Then, subsequent target values begin to be calculated from the target
trajectory and input to the controller.

4.3 Improvement Point 2: Preferential Oil Distribution for
Boom Cylinders

The result of Ver. 2 was shallower than that of Ver. 1 because the extension of bucket
cylinder began at the earliest timing. The bucket’s inertia is the smallest of the
front parts so the bucket cylinder is more easily actuated. In other words, in case
of Ver. 2, the bucket cylinder velocity satisfied the tolerance and became the trigger
to start inputting the subsequent target velocity values of each cylinder. However,
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Fig. 6 Results for Ver. 3 and Ver. 5. (a) Result of Ver. 3. (b) Result of Ver. 5

the average deviation of Ver. 2 was 27.9 mm, and the tracking accuracy was lower
than Ver. 1 because the velocity and accuracy to reach the target differ depending on
the cylinder load.

In case of Ver. 3, considering that the inertia of the boom cylinder is the largest,
the bucket cylinder and the stick cylinder are controlled so as not to actuate; the oil
is distributed for only boom cylinders until the boom cylinder velocity satisfies the
tolerance, as stated above. The result of Ver. 3 in Fig. 6a was deeper than the target
trajectory, but the average deviation was worst at 30.5 mm because the beginning of
the stick folding and the bucket rotation were delayed.

4.4 Improvement Point 3: Compensation of Valve Opening
Rates

For Ver. 4, to improve the responses of the bucket cylinder and the stick cylinder,
these valves are opened only 10% until the velocity of the boom cylinder satisfies
the tolerance as shown in Fig. 7a. The average of Ver. 4 was smaller than Ver. 3 and
demonstrates improved tracking accuracy.

However, with Ver. 4, the oil flow to boom cylinders decreased slightly because
the bucket cylinder’s and the stick cylinder’s valves were opened. Therefore, in
Ver. 5, the valve of the boom cylinder is opened with an additional 50% of the
valve opening rate commanded from the PID controller so that the oil flow to boom
cylinders is preferred over the other cylinders, as shown in Fig. 7b. The result for Ver.
5 is shown in Fig. 6b, and the average deviation is the smallest of our controllers, so
the tracking accuracy was improved through the controller improvement.
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Fig. 7 Valve control method of Ver. 4 and Ver. 5. (a) Value control method of Ver. 4. (b) Value
control method of Ver. 5

5 Conclusion

In this study, compensation methods of the hydraulic control for the digging trajec-
tory tracking were examined. In conclusion, the tracking accuracy was improved by
compensating the control output of PID method and adjusting the valve opening rate
according to the inertia of each cylinder. The tracking accuracy is further improved
by the combination of these compensation methods and the cascade PID control
method.
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Dynamic Tension Analysis for Governor
Rope in Elevator System

Mitsuhiro Yamazumi, Seiji Watanabe, and Nobuyuki Kokawa

1 Introduction

An elevator is a necessary vertical transportation system for building users. Due to
vertical movement against the gravity, it requires highly reliable safety mechanisms
which activate under abnormal conditions, such as an excess speed or a free fall
motion caused by a suspension rope break.

One of the key safety devices that can limit the car speed mechanically is a
governor rope system, which consists of a governor pulley, a tension sheave, and
a governor rope as shown in Fig. 1. The governor pulley and the tension sheave are
installed at the top and the bottom of the elevator shaft, respectively. The governor
rope is wrapped around two pulleys as a loop system, and the rope is connected
to the elevator car. Hence, the safety system can keep monitoring the car’s speed
mechanically by the governor pulley’s rotational speed.

The tension sheave applies an appropriate tension to the governor rope, so that the
governor rope system can achieve a smooth motion in variable car speed conditions.
To keep a constant tension in the governor rope, the tension sheave is only suspended
by the rope, so that it can move vertically. Due to the unconstrained condition of
the sheave, it shows quite complicated dynamic motions while the car is running.
In addition to the sheave motion, the inertia force of the governor rope can’t be
ignored in high-rise buildings [1]. The above inertia force induces other complicated
dynamic motions against the governor rope system.
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Fig. 1 Governor rope system
for elevator
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Therefore, several dynamic simulation models of the governor rope system have
been studied. Previous researches proposed a rope model as a multibody model
[2, 3], or a FEM model [4]. However, it requires a large amount of calculation
resources, time, and cost to simulate the dynamic motions against a high-rise
building. Therefore a simple model has been required for evaluating the dynamic
behavior. For this reason, Fukui focused on the tension sheave vibration and revealed
the sheave motion by a simple 1-DOF vibration model [1].

This paper proposes an analytical method for transient motions of the governor
rope tension with a 3-DOF model. Firstly, an equivalent rope tension caused by the
car acceleration is introduced. Secondly, a distributed rope tension of the governor
rope is calculated by a continuous elastic model. The derived model reveals that
the dynamics of the governor rope system can be expressed as a function of the
car acceleration and position. The proposed model is validated by experiments in an
actual elevator system. Finally, dynamic tension behavior while the traction machine
is braking is also evaluated by the proposed tension model.

2 Vibration Model

2.1 3-DOF Vibration Model

Figure 2 shows a vibration model of the governor rope system which consists of
four elements: a governor rope, a governor pulley, a tension sheave, and a car which
is connected to the rope (model variables listed in Table 1).
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Fig. 2 Vibration model of
governor rope system
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Table 1 Model variables and parameters

x1 Governor’s rotation M1 Governor’s mass of inertia
x2 Tension sheave’s rotation M2 Tension sheave’s mass of inertia
x3 Tension sheave’s translation M3 Tension sheave’s mass
y Car’s translation L Length of rope C
α Normalized car position by L ρ Linear density

(0 < α < 1) A Cross-section area
E Young’s modulus

The governor rope is represented by three parts of a looped rope. The lower
part and the upper part of the car side rope are defined as rope A and rope B. The
opposite side is defined as rope C. In this model, each rope is defined as a linear
spring. The variables x1 and x2 are the rotations of the governor pulley and the
tension sheave. The variable x3 is the vertical displacement of the tension sheave.
The car displacement y is the system input parameters. In the figure, the positive
direction is downward. The parameters M1 and M2 are the inertia of the governor
pulley and the tension sheave. The parameter M3 is the mass of tension sheave. Each
stiffness of rope A, B, and C is given as ka, kb, and kc in Eq. (1), respectively. Due
to its large inertia, the state variable of the car can be neglected from the equation of
motion.

A 3-DOF vibration model is newly derived as Eq. (3) by the Euler-Lagrange’s
equation, and the equation is a function of the relative motion u against the car. In
Eq. (3), the damping term is ignored for the sake of simplicity. The state variable
vector u, the mass matrix M, the stiffness matrix K, and the generalized force vector
f are given by Eq. (4) to Eq. (7). In high-rise buildings, the rope mass can’t be
ignored. Therefore, the mass matrix M and the force vector f contain the rope inertia
and its gravity effect, as shown in Eqs. (5) and (7).
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ka = EA

La
, kb = EA

Lb
, kc = EA

Lc
(1)

La = Lα,Lb = L (1 − α) , Lc = L (2)

Mü + Ku = f (3)

u = {u1 u2 u3}T = { x1 − y x2 − y x3
}T

(4)

M =
⎡
⎣
M1 0 0
0 M2 0
0 0 M3

⎤
⎦+ ρL

6

⎡
⎣

2 (2 − α) 1 −1
1 2 (1 + α) −2 (1 − α)

− 1 −2 (1 − α) 2 (1 + α)

⎤
⎦ (5)

K =
⎡
⎣
kb + kc −kc kc

− kc ka + kc ka − kc
kc ka − kc ka + kc

⎤
⎦ (6)

f = −
⎧⎨
⎩
M1 + ρL (2 − α) /2
M2 + ρL (1 + α) /2

− ρL (1 − α) /2

⎫⎬
⎭ ÿ +

⎧⎨
⎩

−ρLα/2
− ρL (1 − α) /2

M3 + ρL (1 + α) /2

⎫⎬
⎭ g (7)

2.2 Equivalent Rope Tension Model

The equivalent rope tension induced by the rope stretch is given by Eq. (8). In
the case of constant car acceleration conditions, the stable value of u given by Eq.
(9) is derived by setting the second derivative of u in Eq. (3) at zero. The vertical
displacement of tension sheave is simply identified by Eq. (10), which is the function
of the normalized car position α (=y/L) and the car acceleration ÿ. Substituting Eq.
(9) into Eq. (8), the equivalent rope tension t1 in constant car acceleration conditions
is given by Eq. (11). Equation (11) is also the function of α and ÿ:

t1 = { ta tb tc
}T =

⎡
⎣

0 ka ka

− kb 0 0
kc −kc kc

⎤
⎦ u (8)

u = K−1f (9)
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x3 = (M1 +M2 + 2ρL) / (2kb) · ÿ + (M3 + ρL) g/2kc (10)

t1 =
⎡
⎣

0 ka ka

− kb 0 0
kc −kc kc

⎤
⎦u =

⎡
⎣

0 ka ka

− kb 0 0
kc −kc kc

⎤
⎦K−1f (11)

2.3 Tension Distribution Model for Each Governor Rope

In high-rise buildings, the rope tension is different from the top to the bottom due
to the effect of its rope mass. Therefore tension distribution should be evaluated in
each rope. As the rope is a continuous elastic body, the equation of motion for a
small part of the rope is given by Eq. (12), where the variable s is the normalized
position from top to bottom of each rope, of which the length is l. The variable σ (s)
is the tension at the position s. We assume that the acceleration of the position s
is interpolated by each end acceleration of ẍu and ẍl , as shown in Eq. (13). The
distributed tension can be derived by the integration of Eq. (12), as shown in Eq.
(14). Equation (14) is the function of the car position α and the car acceleration ÿ:

ρlds · ẍr (s) = σ (s + ds)− σ(s)+ ρlds · g = dσ + ρlds · g (12)

ẍr (s) = sẍl + (1 − s) ẍu (13)

t2 (s, ÿ, α) =
∫ s

0
dσ =

∫ s

0
ρl · {ẍr (s)− g} ds (14)

2.4 Approximate Tension Model

To assume that car’s braking deceleration is constant (ÿ = β), the tensile force at an
arbitrary point in the governor rope can be expressed by the equivalent rope tension

t1 and the distributed tension t2 (s) = {
t2 (sa) t2 (sb) t2 (sc)

}T
, where sa, sb, and

sc are the normalized position of rope A, B, and C. The rope tension in Eq. (15) is a
function of the car position α and the car acceleration β:

t ( s, β, α ) = { tA tB tC
}T = t1 (β, α)+ t2 (s, β, α ) (15)
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3 Comparison with Experimental Results

To verify our 3-DOF vibration model, we do several experiments in an actual
elevator system. In experiments, we stop the traction machine by the brake while
the car is descending, and the governor rope system receives a large step input from
the car deceleration.

Figure 3 shows the car acceleration at the middle floor (α = 0.35), where the
vertical axis is normalized by the deceleration value. Figures 4 and 5 show the
rope tension at the connection points between the governor rope and the car. The
vertical axis in each figure is normalized by the steady state tension. In each figure,
the simulation (the dotted line) matches the experimental result (the real line).
Each simulation includes the proportional stiffness damping that is identified by
the tension sheave’s vibration. The horizontal line in each figure corresponds to Eq.
(15), and it matches the experiment. Therefore, our proposed method can simulate
the complicated dynamic motion in the governor rope system.

4 Parameter Influence Against Rope Tension

As Eq. (15) is the function of the car position, car acceleration, and the distributed
rope position, we can evaluate each parameter’s influence against the rope tension
behavior. Table 2 shows the tension behavior against each parameter’s value change.
For example, the second column shows that the tension of rope A while the car is
descending (β2) is smaller than that while the car is running constantly. Conversely,
it shows that the tension of rope B while the car is descending is larger than that
while the car is running constantly. As the relation of each parameter against the rope
tension has been clearly established by Eq. (15), we can make an optimal design
against the governor rope system.

Fig. 3 Car’s acceleration at
braking
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Fig. 4 Tensile force from
rope A
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Fig. 5 Tensile force from
rope B
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Table 2 Influence against rope tension

Car position: α Car acceleration: β Rope position: s
α1 > α2 β1 > 0 > β2 s1 > s2

Rope A tA (α1) > tA (α2) tA (β1) > tA(0) > tA (β2) tA (s1) < tA (s2)

Rope B tB (α1) < tB (α2) tB (β1) < tB(0) < tB (β2) tB (s1) < tB (s2)

Rope C tC (α1) = tC (α2) tC (β1) < tC(0) < tC (β2) tC (s1) < tC (s2)

5 Conclusion

This paper proposed a 3-DOF vibration model for the dynamic tension analysis, and
we derived a simple but accurate formula which corresponds to the experimental
results. Our proposed methods would help to design a more optimal and reliable
governor rope system.
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Applicability of Automated Digging
Algorithm on Sloping Ground for
Hydraulic Excavators

T. Hirano, T. Yoshida, N. Tsujiuchi, A. Ito, F. Kuratani, and H. Andou

1 Introduction

In the digging operation of hydraulic excavators, the operator engages two levers
simultaneously to control three hydraulic cylinders (boom cylinder, arm cylin-
der, and bucket cylinder). High-efficiency operation requires high-level skills, so
inexperienced operators have lower operational efficiency and consume more time
and fuel than skilled experienced operators. One solution for improving efficiency
and supporting novice operators is to develop automated excavators. However,
excavators have not been completely automated because of the complexity of
modeling ground conditions and digging. Excavators need to cope with various
operations and operating conditions.

Trajectory tracking control has been proposed as a control strategy, and control
systems providing good accuracy have been established [1]. Researchers have
derived a trajectory that improves the efficiency of automated digging. Even if effi-
cient trajectories are prepared for different conditions, the desired productivity is not
always achieved because of changes in ground conditions: soil properties, variations
in ground surface, etc. Therefore, we proposed an automated digging algorithm
that robustly determines the digging trajectory by using several parameters [2]. Our
algorithm operates by switching between two digging modes: the raking mode for
excavating soil and the lift-up mode for reducing cylinder force [3]. The lift-up mode
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reproduces bucket lifting to avoid cylinder stalls by skilled operators. Avoiding
cylinder stall is an important factor in realizing efficient, automated digging.

Previous studies performed [2, 3] a parametric analysis to investigate the
influence of parameters on the digging performance by digging simulation. A
digging simulation model composed of a soil model and the dynamic model of an
excavator was used to evaluate the effectiveness of the proposed algorithm. In these
studies, a digging simulation was performed on flat ground. On the other hand, the
terrain is not always flat in actual digging, so we focus here on digging on a slope.
Although our digging algorithm does not need to determine the optimal trajectory,
its effectiveness on slopes has not been verified. In this study, the automated digging
algorithm for flat ground is applied to a slope, and we verify its effectiveness for the
slope and the influence of the parameters.

2 Automated Digging Algorithm [3]

The proposed digging algorithm is shown in Fig. 1. This algorithm restricts the
digging reaction force such that it does not increase as high as the cylinder stall
pressure while excavating and the cylinder force does not significantly exceed the
threshold even at low engine power. A threshold is set in advance for the cylinder
force, and the excavator excavates while switching between the two modes in
accordance with the value of the cylinder force.

After the digging operation starts, the motion is controlled in accordance with
the raking mode algorithm. This mode digs up the soil while the bucket is rotated

Moving direction
ψRaking angle

Over

Raking mode

Lift-up angle

Moving direction

Lift-up mode

Kept for
at least 0.15 seconds.

Under

Digging operation

Monitoring 
cylinder force
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Termination condition
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End of rotation
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Termination action
Rotation

Lift up

End of rotation

Operation start

Operation end

Cylinder force threshold

Certain level

Fig. 1 Automated digging algorithm
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at constant velocity. In this mode, the movement of the bucket tip is kept within a
specific angle relative to the bottom of the bucket. When the digging reaction force
increases and the cylinder force exceeds the preset threshold, the lift-up mode is
activated, and the bucket is raised in accordance with the lift-up angle. Activating
lift-up results in shallower bucket depths, reducing the digging reaction force. The
lift-up mode is held for a period of only 0.15 s after being activated. After cylinder
force drops below the threshold, the lift-up mode switches to raking mode.

Digging continues until it reaches one of the two termination conditions while
switching between these digging modes. After reaching both termination conditions,
the bucket is lifted to the desired level, and the digging is stopped.

3 Simulation Model [4]

The simulation model used in this study does not consider the swing operations of
the hydraulic excavator; therefore, it is two-dimensional. The digging simulation
model is composed of a soil model and the dynamic model of an excavator.

The soil model is based on the distinct element method (DEM), which calculates
the behavior and reaction force of the soil. The DEM allows us to calculate contact
forces between particles based on the Voigt model. For all particles, it is possible to
calculate the behavior of the soil by numerically integrating the following equation
of motion:

mi
d2wi
dt2

= mg +
∑

Fnj +
∑

Fsj (1)

In this equation, m is the mass of the particle, wi is the position vector of particle i,
g is the gravity vector, Fnj is the normal force, and Fsj is the shear force. The bucket
is formed out of particle elements. This method enables us to analyze the reaction
force on the bucket. In the dynamic model, the reaction force is treated as an external
force.

The dynamic model of an excavator is based on kinematics. The driving cylinder
force for excavation work is calculated from the equations of motion, by applying
the displacement, velocity, and acceleration of the bucket during excavation.

4 Evaluation of Digging Performance

A digging performance is evaluated by payload and energy consumed per digging.
In our study, evaluation index is used as an index of the performance and is defined
as dividing payload by its consumed energy per one digging as follows:
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Evaluation index = Payload

Consumed Energy

[
kg/kJ

]
(2)

The larger the evaluation index, the lower the load and the higher the performance
of the digging operation, that is, efficient digging. Considering the energy required
for swing motion and soil removal, the payload should preferably be as large as
possible. Therefore, to emphasize the payload, the evaluation targets are only those
that indicate the payload above the piled bucket capacity. In this study, the excavator
model is 20 ton class, and its piled bucket capacity is 0.8 m3.

5 Simulation Results

5.1 Simulation Conditions

The parameters of the soil model are shown below. Particle radius is 25 mm.
Particle density is 1600 kg/m3. Young’s modulus is 6.5 MPa. Poisson’s ratio is 0.23.
Dumping ratio is 1.0. Friction coefficient is 0.9.

The parameters of the bucket driving parameters are shown below. In the raking
mode, the translational velocity and rotational velocity are defined as 0.9 m/s
and −20◦/s, respectively. When the operation switches to the lift-up mode, the
translational velocity is decelerated to 0.54 m/s, and the rotational velocity is
decelerated to −4.5◦/s for a lift-up angle of 60◦.

A bucket angle φE and a raking angle ψ are defined in Fig. 2. Figure 2 also
shows the trajectory of each parameter in raking mode only. In the raking mode,
the digging trajectory is determined by an initial bucket angle, a raking parameter
dψ /dφE, and velocity parameters. The increase in the initial bucket angle makes the
digging trajectory longer and deeper. The increase in the raking parameter dψ /dφE

makes the digging distance extend.

 

dψ/dϕE

Initial bucket angle = 60

Bucket angle ϕE

Raking angle ψMoving direction

Initial bucket angle

dψ/dϕE = -0.1

0

2

4

0

2

4

Fig. 2 Trajectory of each parameter in raking mode only
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5.2 Automated Digging on Slopes

In the case of automated digging on slopes, we do not design an automated digging
algorithm for slopes, but we perform automatic digging by applying the algorithm
to flat ground. Therefore, we have devised three patterns of automated digging
algorithms that are slightly modified from the algorithm for flat ground. The slopes
are excavated by each algorithm, and the evaluation indices are compared. Note that
the parameters not displayed in graphs have a mechanically impossible posture, do
not satisfy termination conditions, or have a payload lower than the piled bucket
capacity. The slope angle is 45◦. The bucket tip initial position is 1.5 m below the
ground where the excavator is located and 7 m away from the swing center of the
excavator.

Pattern A: Using the same parameters as the flat ground Lifting the bucket by
the lift-up mode of the automated digging algorithm enables digging with the same
parameters. The simulation results are shown in Fig. 3.

Since the trajectories are similar regardless of the value of raking parameter
dψ /dφE, there is no difference in evaluation index for each raking parameter
dψ /dφE. In addition, since the soil was moved by an amount more than the piled
bucket capacity at all parameter, the soil was moved too much as the initial bucket
angle was larger. As a result, the energy loss increased and the evaluation index
decreased.

Pattern B: Using the digging trajectory tilted by the slope angle The bucket
angle is the same as the flat ground. The simulation results are shown in Fig. 4.

At pattern B, when raking parameter dψ /dφE is −0.4, the termination conditions
are not satisfied, and the payload is lower than the piled bucket capacity at all
parameters except initial bucket angle is 70◦ and dψ /dφE is 0. The results are shown
in Fig. 4 for reference. In the early phase of digging, the bucket angle is not the angle
to rake the soil, so the digging is like scraping the slope. Therefore, the payload
decreases, and the evaluation index is low at all parameters.

Fig. 3 Simulation result of pattern A (using the same parameters as the flat ground)
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Fig. 4 Simulation result of pattern B (using the digging trajectory tilted by the slope angle)

Fig. 5 Simulation results of pattern C (using the initial bucket angle tilted by the slope angle)

Pattern C: Using the initial bucket angle tilted by the slope angle When the
bucket is viewed from a slope, it is the same initial angle as the flat ground. The
simulation results are shown in Fig. 5.

The energy loss is reduced because the soil is not moved more than necessary.
In addition, the number of lift-up mode switches is small. That is, the reaction force
is low, and the slope is excavated with low energy. Therefore, the evaluation index
is the best among the three patterns devised. The optimum value of the parameters
is found to be around 70◦ at the initial bucket angle and around −0.1 at the raking
parameter dψ /dφE.

6 Conclusion

The proposed automated digging algorithm can excavate efficiently on slopes by
using the initial bucket angle tilted by the slope angle. In this case, the evaluation
index is maximized when the initial bucket angle is around 70◦ to the slope and
raking parameter dψ /dφE is around −0.1.



Applicability of Automated Digging Algorithm on Sloping Ground for. . . 297

References

1. Chang, P.H., Lee, S.J.: A straight-line motion tracking control of hydraulic excavator system.
Mechatronics. 12(1), 119–138 (2002)

2. Hirano, T., Yoshida, T., Tsujiuchi, N., Ito, A., Kuratani, F., Tateishi, M., Andou, H.: Evaluation
of automated digging performance for hydraulic excavators. In: The 17th Asian Pacific Vibration
Conference, #140, China (2017)

3. Yoshida, T., Tsujiuchi, N., Ito, A., Kuratani, F., Hirano, M., Andou, H.: Simulation-based
evaluation of influence on digging performance by control parameters. J. Jpn. Soc. Des. Eng.
51(11), 821–836 (2016)

4. Yoshida, T., Koizumi, T., Tsujiuchi, N., Jiang, Z., Nakamoto, Y.: Dynamic analysis of an
excavator during digging operation. SAE Int. J. Commer. Veh. 6(2), 419–428 (2013)



Part VII
Dynamics and Control of Networked

Systems



Control of Optimal Motion Form
of a Bipedal Space Robot Used in the
Moon Base by Neural Oscillators

Tadashi Komatsu, Jyun Satou, and Yoshiteru Takahashi

1 Introduction

Recently, some manned moon base projects have been considered in Japan and other
countries as the next mission of the International Space Station. And space robots,
including humanoid robots, are expected to play an important role in cooperating
with astronauts for future lunar exploration [1]. Humanoid robot features have many
advantages, such as for interacting with astronauts and the ability to perform human
tasks. Particularly, a humanoid robot used in a room of the moon base mainly will do
physical work with astronauts in the environment with air and a flat floor as opposed
to the Rover. This research investigates the influence of low gravity (1.62 m/s2)
on the motion of the bipedal robot used in a room of the base with low speed for
safe movement, for example, walking, running, and jumping, from the viewpoint of
energy consumption using dynamic simulations to obtain some data of the control
design. On the other hand, the control method of the bipedal robot with high speed
has already been studied [1]. By considering the amplitude of joint torque during
robot motions, the optimal motion form of a robot was shown. The amplitude of
joint torque in running on the moon was almost the same as that in walking on
the earth. It means that running is adaptive for a human being on the moon because
precise torque control of the legs is difficult. Alternatively, a robot can easily do such
precise control with about one-tenth value of the walking torque on the earth. So
walking is an optimal motion because of it having small torque and energy saving,
unlike astronauts on the moon.
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2 Dynamic Modelling

2.1 Simulation Model

A simulation model was obtained by considering our experimental setup. We
applied the Newton-Euler dynamic equation derived by Taga et al. [2]. The system
consists of an interconnected chain of rigid links, as shown in Fig. 1. The leg has the
joint at the hip and the knee but does not have the joint at the ankle. The model has
limited movement in the sagittal plane. Xi and Yi are inertial coordinates of the center
of gravity for each link, θ i denotes a joint angle, Fgi denotes a reflecting force from
the floor in the horizontal and vertical directions, mi is the mass of each mass point,
and li is the length of a link. Nonlinear friction forces are assumed in the hip and
knee joints, and elastic forces are assumed in the knee. Here, the floor was modeled
as a two-dimensional spring and damper. We also considered a slipping of the foot
during locomotion. Each time the ankle touches the ground, the rest position of the
spring is reset to the point at which the ankle first touches. The reflecting force Fgi
is generated by this floor model in both directions.

The general form of dynamics is obtained as follows [2]:

Ẍ = P (X) [C (X)P (X)]−1 [D (X, Ẋ )− C (X)Q
(
X, Ẋ,Tr,Fg

(
X, Ẋ

))]

+Q
(
X, Ẋ ,Tr,Fg

(
X, Ẋ

))
(1)

where X is a (14 × 1) vector of inertia positions and inertial angles of links.

X = (X1, Y1, X2, Y2, θ1, X4, Y4, θ2, X3, Y3, θ3, X5, Y5, θ4)
T (2)

P is a (14 × 8) matrix including mass parameters. C is a (8 × 14) matrix and D is a
(8 × 1) vector. For example, the following equation is the kinematic constraints:

Fig. 1 Simulation model of
bipedal space robot
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X1 = X2 − (l1/2) cos θ1 (3)

and we can obtain the following equation by differentiating the above equation
twice.

Ẍ1 − Ẍ2 − (l1/2) sin θ1θ̈1 = (l1/2) cos θ1θ̇
2
1 (4)

By using the following, other constraints:

Y1 = Y2 − (l1/2) sin θ1 (5)

X1 = X4 − (l1/2) cos θ2 (6)

Y1 = Y4 − (l1/2) sin θ2 (7)

X2 + (l1/2) cos θ1 = X3 − (l2/2) cos θ3 (8)

Y2 + (l1/2) sin θ1 = Y3 − (l2/2) sin θ3 (9)

X4 + (l3/2) cos θ2 = X5 − (l4/2) cos θ4 (10)

Y4 + (l3/2) sin θ2 = Y5 − (l4/2) sin θ4 (11)

Equations can be written in the compact form as shown in the text:

C (X) Ẍ = D
(
X, Ẋ

)
(12)

Q is a (14 × 1) vector including a constrained force at the knee joint. Tr is a (4 × 1)
vector of joint torques, and Fg is a (4 × 1) vector of forces on the ankle which
depend on the state of the floor.

2.2 H-CPG Control

Hybrid central pattern generator (H-CPG), used in this study, consists of a rhythm
generator, a force controller, and an attitude controller. A rhythm generator gener-
ates the rhythmical motion of a bipedal robot using CPG. A force controller works
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to create a different motion phase, for example, a walking phase and a stepping
phase, by controlling forces acting from the leg to the floor. An attitude controller is
used for controlling the absolute attitude of the two thighs to be vertical.

2.3 Rhythm Generator

A rhythm generator moves a bipedal robot. We improved the basic model proposed
by Matsuoka and applied these improvements to a bipedal robot by Taga et al. [2].

The neural rhythm generator has four unit oscillators as shown in Fig. 2. One
unit oscillator consists of two neural oscillators. These unit oscillators consist of
inhibitory connections. The two neurons alternately make inputs in the directions
of the contraction of the flexor and extensor muscles. Each neural oscillator is
interconnected with the others by the inhibitory connections. The connections
between hip unit oscillators realize alternate excitations to generate the alternation
between the motion of the right and left legs. By using the appropriate connection
of relative phases in ipsilateral joints, the extensor neuron of the knee unit oscillator
is excited when that of the hip unit oscillator is excited and the foot is leaving the
floor. On the other hand, the flexor neuron is excited when the foot is touching the
floor. The rhythm generator is obtained by the following differential equations:

τi u̇i = −ui −
8∑
j=1

wijyi − βvi + u0i + Feedi (i = 1, 8) (13)

Feedi = ai (θ1 + π/2) (−1)i (i = 1, 2) (14)

Feedi = ai (θ2 + π/2) (−1)i (i = 3, 4) (15)

Fig. 2 Neural rhythm
generator
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τ ′
i v̇i = −vi + yi (i = 1, 8) (16)

yi = max (0, ui) (i = 1, 8) (17)

where ui is the inner state of the ith neuron, yi is the output of the ith neuron, νi is a
variable representing the degree of the adaptation or self-inhibition effect on the ith
neuron, u0i is an external input, and wij is a connecting weight, respectively. Feedi is
a feedback signal from robot sensors, but Feed5, Feed6, Feed7 , and Feed8 are zero.
Equations of Feedi were newly proposed here. τ i and τ ′

i denote time constants of
the inner state and the adaptation effect.

Then, for example, an output T*
CPGi from this model is obtained by:

T ∗
CPG3 = Pfh y1 − P ehy2 (hip/right) (18)

where Ph
f and Ph

e are control gains.

2.4 Modulation Mechanism

A modulation mechanism realizes precise velocity control of a bipedal robot system.
The output TF of this mechanism is given by the following equation:

T F = J T (FC + FV ) (19)

where JT is a transposed Jacobian matrix, which is obtained by kinematic relations
between the foot position from the hip and each joint angle. FC denotes the acting
force from the leg to the floor in a support phase. FV is the virtual force acting to
the tip of the leg in a swing phase. To control the walking speed, the driving force
of a robot is modulated by FC through the support phase. Also, the stride length is
changed by FV appropriately.

2.5 Attitude Controller

By using the conventional PD feedback method of a joint angle, a bias input to
control the absolute attitudes of the two thighs to be vertical is calculated as follows:

TAi = g1i (π/4 − θi−2)− g2i θ̇i−2 (i = 3, 6) (20)

where g1i and g2i are control gains.
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Fig. 3 Walking on the earth.
(a) The stick figure traced
every 0.5 s. (b) Velocity
versus time
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3 Numerical Simulations

The effectiveness of the gravity is demonstrated by numerical simulations.
The dynamics for neural oscillators and the motion of a bipedal robot were
implemented in C language using the fourth-order Runge-Kutta method for
integration with the calculation interval of 2.0 × 10−4 s. Numerical data used
in the simulations are summarized as follows: link length l1, l3 = 0.4 m,
l2, l4 = 0.45 m, pinpoint mass m1 = 27 kg, m2, m4 = 0.2 kg, m3,
m5 = 0.4 kg, both spring coefficients of floor kf = 1.0 × 105 N/m, both
damper coefficients of floor df = 2.24 × 103 Ns/m, weight coefficients
of CPG w12,w21,w34,w43,w56,w65,w78,w87 = −2.0, w13,w24,w31,w42,w61,w83,
w52,w74 = −1.0, others 0, time constant τi = 0.350 s, τ ′

i = 0.250 s (i = 1,2,3,4),
τi = 0.175 s and τ ′

i = 0.125 s (i = 5,6,7,8). Simulation results showed that the
stable motion was realized (see Fig. 3) and the torque amplitude of running on
the moon was almost the same order as that of walking on the ground (see Figs.
4 and 5). Running is a general form for an astronaut, as having been seen in the
Apollo Project. It is thought that an astronaut can prevent the decline of an exercise
function by using the leg power of the size same as walking on the ground. The
torque amplitude of walking on the moon was almost one-tenth of that on the earth
at the same speed (see Fig. 6). A robot can easily do precise control of about 10% of
the walking torque on the earth. Energy consumptions in the case of Figs. 4, 5, and 6
were 6.8 kJ, 7.0 kJ, and 1.2 kJ. So, by making much of energy saving, walking is an
optimal motion for a humanoid robot. The speed should be also reduced compared
to walking on the earth with the zero moment point [3].
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Fig. 4 Knee joint torque of
walking on the earth (the
solid line denotes the right
leg; the dotted line denotes
the left leg)
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Fig. 5 Knee joint torque of
running on the moon (the
solid line denotes the right
leg; the dotted line denotes
the left leg)
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Fig. 6 Knee joint torque of
walking on the moon (the
solid line denotes the right
leg; the dotted line denotes
the left leg)
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4 Conclusions

In this paper, we investigated the effect of low gravity on bipedal robot motion on the
moon, for example, walking, running, and jumping, from the viewpoint of energy
consumption using dynamic simulations. By making much of energy saving by
suppressing the joint torque, walking is an optimal motion for a humanoid robot. We
are now preparing for an experimental setup of a bipedal robot in a lunar simulator.
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Energetic Consideration
on the Occurrence Condition
of Self-Synchronization in Two
Unbalanced Rotors

M. Sueda , T. Kondou, and H. Mori

1 Introduction

When self-synchronization occurs in a system in which multiple nonlinear self-
excited oscillators with different natural frequencies are coupled, all of the oscil-
lators vibrate at one specific frequency due to their interaction. Although several
researchers have examined the characteristics of this phenomenon in, e.g., motors
[1–4], pendulums [5, 6], and organ pipes [7], the mechanism has not yet been
completely clarified.

In order to obtain new insights into the occurrence mechanism, this paper treats a
system comprising two counter-rotating unbalanced rotors. The energy integration
of the equations of motion yields two equations that describe the conditions on
the energy dissipation and the energy transfer required for synchronization. These
conditions can be used for analytical prediction of the range of synchronous
frequency and the applied voltages at which synchronization occurs. Furthermore,
the synchronous frequency and the phase difference can be obtained for given
parameters by numerically solving these equations. The validity of the analysis is
verified by comparing the results obtained from the two energetic conditions and the
shooting method.
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2 Analytical Model and Equations of Motion

Figure 1 shows the analytical model considered in this paper. The system comprises
two counter-rotating rotors, each of which has unbalanced mass m at distance r from
the axis of rotation. The rotors are driven by DC motors that are installed in a rigid
body of mass M with their axes of rotation being horizontal and parallel. In the
following description, the left- and right-hand motors are denoted as Motor 1 and
Motor 2, respectively. The rigid body is supported by springs with spring constants
kx and ky and dashpots with damping coefficients cx and cy and is constrained to
move translationally in the vertical plane perpendicular to the motor axes. The
horizontal and vertical displacements of the rigid body are denoted by x and y,
and the angular displacements of Motor 1 and Motor 2 are denoted by φ1 and φ2,
respectively. The positive directions of these variables are defined as shown in Fig.
1. The effect of gravity is ignored.

By using these variables, the equations of motion are derived as follows:

M̂ẍ + cxẋ + kxx = mr (φ̈1 cosφ1 − φ̇2
1 sinφ1

)−mr (φ̈2 cosφ2 − φ̇2
2 sinφ2

)
M̂ÿ + cyẏ + kyy = −mr (φ̈1 sinφ1 + φ̇2

1 cosφ1
)−mr (φ̈2 sinφ2 + φ̇2

2 cosφ2
)

J φ̈1 + Bφ̇1 = Ae1 +mr (ẍ cosφ1 − ÿ sinφ1)

J φ̈2 + Bφ̇2 = Ae2 −mr (ẍ cosφ2 + ÿ sinφ2)

⎫⎪⎪⎬
⎪⎪⎭
(1)

where

M̂ = M + 2m, J = mr2 + Jr , A = Kt

ra
, B = KtKE

ra
(2)

in which Jr is the moment of inertia of rotating bodies to which the unbalanced
masses are attached, Kt is the torque constant, KE is the voltage constant, ra is the
armature resistance, e1 and e2 are the voltages supplied to Motor 1 and Motor 2, and
the overdot symbol indicates differentiation with respect to time. The parameters of
the motors are identical, except for voltages e1 and e2.

Fig. 1 Analytical model
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3 Theoretical Analysis

3.1 Energetic Conditions for Synchronization

In order to derive the conditions for synchronization, the energy integration of Eq.
(1) is performed by integrating each equation over one synchronization period after
multiplying the equation by the corresponding velocity, ẋ, ẏ, φ̇1, or φ̇2. Although,
for a clear understanding, it is desirable to obtain analytical results rather than
numerical results, an exact analysis of Eq. (1) is impossible due to its complexity.
Therefore, based on the fact that the time averages of the angular frequencies φ̇1
and φ̇2 are entrained into the same value in a synchronized state, it is assumed that
the two rotors rotate at the same constant synchronous angular frequency ω with
constant phase difference θ . This yields the following analytical solutions for φ1
and φ2:

φ1 = ωt, φ2 = ωt + θ (3)

where ω and θ are unknown constants to be determined. Using Eq. (3), the right-
hand sides of the first and second equations in Eq. (1) become harmonic functions,
and therefore analytical solutions for x and y can also be derived.

By using the analytical solutions for φ1, φ2, x, and y, the energy integration of
the third and fourth equations in Eq. (1) over one period 2π /ω from initial time t0
yields the following:

2πBω + 1

2
Ecx + 1

2
Ecy = 2πAe1 − Es, 2πBω + 1

2
Ecx + 1

2
Ecy = 2πAe2 + Es

(4)

where

Ecx �mμπr2ω4 4ζxωxω

(ω2
x−ω2)

2+(2ζxωxω)2
(− cos θ + 1)

Ecy �mμπr2ω4 4ζyωyω(
ω2
y−ω2

)2+(2ζyωyω)2
(cos θ + 1)

Es � −mμπr2ω4

[
− ω2

x−ω2

(ω2
x−ω2)

2+(2ζxωxω)2
+ ω2

y−ω2

(
ω2
y−ω2

)2+(2ζyωyω)2

]
sin θ

⎫⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎭

(5)

μ = m

M̂
, ωx =

√
kx

M̂
, ωy =

√
ky

M̂
, ζx = cx

2
√
M̂kx

, ζy = cy

2
√
M̂ky

(6)

In Eq. (4), the terms 2πAe1 and 2πAe2 represent the excitation energies supplied
by the applied voltages e1 and e2, and the term 2πBω represents the energy
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Table 1 System parameters M [kg] 0.57 r [m] 0.013
m [kg] 0.02 ra [�] 8.82
cx [N·s/m] 1.0 Kt [N·m/A] 13.9 × 10−3

cy [N·s/m] 2.0 KE [V·s/rad] 13.9 × 10−3

kx [N/m] 7.28 × 102 Jr [kg·m2] 2.343 × 10−6

ky [N/m] 1.541 × 103

dissipated by the internal damping of the motor. The remaining terms represent the
energy transferred from the rotors to the rigid body. While Ecx and Ecy in Eq. (4)
are parts of such transferred energy, the same expressions are also obtained from
energy integration of the damping terms in the first and second equations in Eq. (1)
as follows:

Ecx =
∫ t0+ 2π

ω

t0

cxẋ
2dt, Ecy =

∫ t0+ 2π
ω

t0

cyẏ
2dt (7)

This means that Ecx and Ecy are, respectively, dissipated by damping coefficients
cx and cy after transfer to the rigid body. Therefore, Es is the energy exchanged
between the rotors and is hereinafter referred to as the self-synchronized energy.

The two equations in Eq. (4) can be rearranged as follows:

4πBω + Ecx + Ecy = 2πA (e1 + e2) , 2Es = 2πA (e1 − e2) (8)

The first equation indicates that the total excitation energy is consumed as the
dissipated energy by damping elements, while the second equation indicates that the
self-synchronized energy is exchanged in order to compensate for the gap between
the energies supplied by each motor.

The first equation in Eq. (8) contains ω and cosθ and therefore determines a
certain range of ω (note that −1 ≤ cos θ ≤ 1). This gives the range of the
synchronous angular frequency ω for which the condition concerning the dissipated
energy can be satisfied. On the other hand, the second equation in Eq. (8) contains ω
and sinθ and similarly gives the range of ω for which the condition concerning the
self-synchronized energy can be satisfied. Self-synchronization occurs only when ω
is included in both of these ranges.

3.2 Analytical Results

In order to examine the effectiveness of the proposed energy-based analysis, the
range of the synchronous frequency fsyn(=ω/2π ) was examined using Eq. (8) for
the case in which the supplied voltage of Motor 1 was varied, while that of Motor 2
was fixed at e2 = 2.0 V. The parameter values used are shown in Table 1.



Energetic Consideration on the Occurrence Condition of Self-Synchronization. . . 313

7.5

8

8.5

0 1 2 3 4
−180

−90

0

90

180

e1 [V]

f s
yn

[H
z]

Á
2–
Á

1
[d

eg
]

fy

Stable
Unstable
SN
HP

Fig. 2 Calculated results (e2 = 2.0 V)

The results of the proposed analysis suggest that the system in Fig. 1 has three
types of synchronized states, one of which is presented in Fig. 2 together with
the accurate solution branch obtained by the shooting method. The abscissa is the
applied voltage e1 of Motor 1, and the ordinates are the synchronous frequency fsyn
and the phase difference φ2 − φ1 between the rotors.

The areas where fsyn can satisfy the conditions regarding the dissipated energy
and the self-synchronized energy (given by the first and second equations in Eq. (8))
for suitable θ are indicated in beige and gray, and the area where fsyn can satisfy both
conditions is indicated in orange. The solid and broken lines represent the stable and
unstable solutions obtained from the shooting method. The symbols © and Δ on
the solution branch denote the saddle-node bifurcation points and Hopf bifurcation
points, respectively. The green horizontal line represents the natural frequency

fy

(
=
√
ky/M̂

)
obtained from the analytical model with fixed unbalanced masses.

As shown in Fig. 2, the solution branch exists near fy and is almost included in
the orange area, demonstrating that self-synchronization occurs in the area where the
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Fig. 3 Results obtained by the proposed method and the shooting method. (a) Proposed method.
(b) Shooting method

two energetic conditions are satisfied. The slight misalignment between the solution
branch and the orange area is due to the use of the approximation.

Furthermore, the behavior of the system in a synchronized state is examined by
numerically solving Eq. (8) with respect to ω and θ . The result for e1 = 2.5 V and
e2 = 2.0 V is shown in Fig. 3 along with the accurate solution obtained by the
shooting method. The result of the proposed method is in fairly good agreement
with the accurate solution, indicating the validity of the energy-based analysis.

4 Conclusion

The energetic occurrence conditions for self-synchronization have been investigated
using a system comprising two counter-rotating unbalanced rotors. The analysis
derived two conditions. One condition is that the total energy supplied by the motors
must match the dissipated energy consumed by the damping elements, and the other
condition is that the gap between the energies supplied by each motor must be
within the range in which the energy can be exchanged by the interaction between
the rotors through the motion of the rigid body. The derived conditions have been
demonstrated to be able to predict the range of synchronous frequency and the
applied voltages at which self-synchronization occurs. The behavior of the system in
a synchronized state has also been examined by the proposed analysis and exhibits
good agreement with the accurate solution.
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Synchronized Behavior of Networked
Harmonic Oscillators with Sampled
Position States and Input Delays

Hua Zhang, Xiaohui Wu, and Qing Yan

1 Introduction

Coupled harmonic oscillator system is usually regarded as a basic model in describ-
ing complex networks and complex systems that involve repetitive movements,
i.e., an array of identical LC oscillators in the electrical networks, damper- and
spring-coupled pendulums [6], sampling and surveillance [1], and so on. During
the past decade, the synchronization of coupled harmonic oscillators has attracted
great attentions worldwide, and many important results have been obtained in dif-
ferent views of points; see [1, 6–8] and the references therein for more information.

Recently, we have examined the synchronized cooperative behavior of coupled
harmonic oscillators without velocity measurements by using the impulsive control
strategy [8], where only the sampled relative position states are used to generate
control inputs such that the system achieves synchronization. It is worthy to note that
time delays play an important role in many fields such as engineering, physics, or
biology [5]. Therefore, it is of great significant importance to study the synchronized
behavior of the coupled harmonic oscillators with control input time delays. It is
shown that when the largest eigenvalue of the Laplacian matrix of the network
topology is equal to or greater than 2, the sampling period should be greater than a
threshold [8]. However, the sampling period can be less than the threshold in some
cases if a proper time delay is introduced. Moreover, we have found that for some

H. Zhang (�)
School of Science, Chongqing University of Technology, Chongqing, P. R. China

Tongren University, Tongren, P. R. China
e-mail: zhanghwua@163.com

X. Wu · Q. Yan
School of Science, Chongqing University of Technology, Chongqing, P. R. China
e-mail: 2889719431@qq.com; yantsing@cqut.edu.cn

© Springer Nature Switzerland AG 2021
S. Oberst et al. (eds.), Vibration Engineering for a Sustainable Future,
https://doi.org/10.1007/978-3-030-46466-0_42

317

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-46466-0_42&domain=pdf
mailto:zhanghwua@163.com
mailto:2889719431@qq.com
mailto:yantsing@cqut.edu.cn
https://doi.org/10.1007/978-3-030-46466-0_42


318 H. Zhang et al.

particular time delays, the coupled harmonic oscillators can always synchronize
their motions with all real sampling periods except for those whose products with
the frequency are less than 2π and just equal to integer multiples of π .

The rest of this paper is organized as follows. In Sect. 2, some notations, graph
theory, and problem formulations are presented. Section 3 gives the main results of
this paper. Finally, conclusions are drawn in Sect. 4.

2 Notations and Graph Theory

The following fairly standard notations are used throughout this paper. Let R, N =
{1, 2, 3, . . .}, and R

n×n be the set of real numbers, the set of positive integers, and
the set of n × n real matrices, respectively. 0n ∈ R

n is the vector with all zeros,
and On ∈ R

n×n is a zero matrix. The entries of vector 1n ∈ R
n are all ones, and

In is an identity matrix of order n× n. The diagonal matrix diag(d1, d2, . . . , dn)

has entries as di , i = 1, 2, . . . , n. For a column vector p, p� denotes its transpose.
For matrix A ∈ R

n×n, λ(A) and ρ(A) denote its spectrum and spectral radius,
respectively. The symbol ⊗ denotes the Kronecker product of two matrices.

Let G = (V, E, A) denote a weighted undirected graph of order n (n ≥ 2) with
a set of nodes V = {1, 2, . . . , n}, a set of edges E ⊆ V × V, and a weighted
adjacency matrix A = [aij ] ∈ Rn×n, which is defined as aij �= 0 if (j, i) ∈ E,
otherwise aij = 0 for all i �= j , and aii = 0 for all i = 1, 2, · · · , n. An edge
of G is represented by eij = (i, j), and an undirected path is a sequence of edges.
The graph Laplacian with the undirected graph G is defined as L = [lij ] ∈ Rn×n,
where lii = ∑n

j=1,j �=i aij and lij = −aij , i �= j . The undirected graph is called
connected if there exists an undirected path between any pair of distinct nodes. If
G is connected, then the Laplacian L is a symmetric semi-definite positive matrix
with 0 being the unique eigenvalue and u1 = 1n the corresponding eigenvector.
There exists a nonsingular matrix U = [u1, u2, . . . , un], such that U−1LU =
diag(0, λ2, λ3, . . . , λn) � J and Lui = λiui, i = 1, 2, . . . , n and the first row
vector of U−1 is 1Tn /n [8].

3 Main Results

Consider a network consisting of n coupled harmonic oscillators described by

ṙi (t) = vi(t), v̇i (t) = −ω2 ri(t)+ ui(t), i = 1, 2, . . . , n, (1)

where ri(t), vi(t) ∈ R represent the position and velocity states of the i-th harmonic
oscillator at time t , ui(t) is the corresponding control input for the i-th oscillator,
and ω > 0 denotes the frequency or the position gain of the uncoupled harmonic
oscillators.
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We have considered the case that the relative velocity states among the oscillators
are no longer available, but each oscillator can only obtain its position states relative
to its neighbors at a series of sampling instants [8]. In this paper, we consider
the following input control protocol for system (1) with input time delays based
on the protocol (2) in [8]:

ui(t) = −
∞∑
k=1

⎛
⎝

n∑
j=1

aij
rij (t − τ)− rij (t − T − τ)

T

⎞
⎠ δ(t − tk), (2)

where rij (t − τ) := ri(t − τ) − rj (t − τ) represents the delayed sampled position
state of oscillator i relative to its neighboring oscillator j at time t , the constant
T > 0 denotes the sampling period, and 0 < τ < T represents the input time delay.

Without loss of generality, we assume that the velocity states of the harmonic
oscillators are left continuous at t = tk , that is, vi(tk) = vi(t

−
k ) = limt→tk− vi(t)

and vi(t
+
k ) =limt→tk+ vi(t). Then, by the impulsive integral characteristic of δ(t),

integrating Eq. (2) at t = tk yields vi(t
+
k ) = vi(tk) −∑n

j=1 aij
rij (tk−τ)−rij (tk−1−τ)

T
,

which can be regarded as the state updated rule for the velocity states at the discrete
instants.

Denote r(t) = [r1(t), r2(t), . . . , rn(t)]� and v(t) = [v1(t), v2(t), . . . , vn(t)]�,
and notice that the position states of the oscillators are continuous at each time
instants, i.e., r(t+k ) = r(tk), the system (1) with protocol (2) can be rewritten as the
following impulsive differential equations

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

[
ṙ(t)

v̇(t)

]
=
[
On In

−ω2In On

] [
r(t)

v(t)

]
, t ∈ (tk−1, tk],

[
r(t+k )
v(t+k )

]
=
[
r(tk)

v(tk)

]
−
[
On On
1
T
L On

] [
r(tk − τ)− r(tk−1 − τ)
v(tk − τ)− v(tk−1 − τ)

]
,

(3)

with the initial states as r(t0) = [r1(t0), r2(t0), . . . , rn(t0)]� and v(t0) = [v1(t0),
v2(t0), . . ., vn(t0)]�. By the transformation

x(t) = U−1r(t), y(t) = U−1v(t), (4)

the impulsive differential equation Eq. (3) can be rewritten as

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

[
ẋ(t)

ẏ(t)

]
=
[
On In

−ω2In On

] [
x(t)

y(t)

]
, t ∈ (tk−1, tk],

[
x(t+k )
y(t+k )

]
=
[
x(tk)

y(tk)

]
−
[
On On
1
T
J On

] [
x(tk − τ)− x(tk−1 − τ)
y(tk − τ)− y(tk−1 − τ)

]
.

(5)

Note that J is in fact a diagonal matrix with the first diagonal entry being 0, and
then Eq. (5) can be decomposed into the following n− 1 subsystems,
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[
ẋ1(t)

ẏ1(t)

]
=
[

0 1
−ω2 0

] [
x1(t)

y1(t)

]
, (6)

and

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

[
ẋγ (t)

ẏγ (t)

]
=
[

0 1
−ω2 0

] [
xγ (t)

yγ (t)

]
, t ∈ (tk−1, tk],

[
xγ (t

+
k )

yγ (t
+
k )

]
=
[
xγ (tk)

yγ (tk)

]
−
[

0 0
1
T
λγ 0

] [
xγ (tk−τ)−xγ (tk−1−τ)
yγ (tk−τ)−yγ (tk−1−τ)

]
, γ=2, 3, . . . , n,

(7)

where x1(t) = 1�
n r(t)/n ∈ R, y1(t) = 1�

n v(t)/n ∈ R.
Equation (6) is a system of second-order ordinary differential equations, whose

analytical solutions can be easily obtained as

[
x1(t)

y1(t)

]
= Φ(t)

[
u�

1 r(t0)

u�
1 v(t0)

]
=
[
1�
n r(t0) cosωt + ω−11�

n v(t0) sinωt
−ω1�

n r(t0) sinωt + 1�
n v(t0) cosωt

]
, (8)

where the matrix Φ(t) =
[

cosωt ω−1 sinωt
−ω sinωt cosωt

]
is the Cauchy matrix of the

differential ordinary equation of an uncoupled harmonic oscillator, i.e., Eq. (6). The
solution of Eq. (7) can be obtained analytically as

[
xγ
(
t+k
)

yγ
(
t+k
)
]

=
[
xγ (tk)

yγ (tk)

]
−
[

0 0
λγ
T

0

][
xγ (tk − τ)− xγ (tk−1 − τ)
yγ (tk − τ)− yγ (tk−1 − τ)

]
,

= Φ(T )
[
xγ
(
t+k−1

)

yγ
(
t+k−1

)
]

−
[

0 0
λγ
T

0

]
Φ(T − τ)

[
xγ
(
t+k−1

)

yγ
(
t+k−1

)
]

+
[

0 0
λ
T

0

]

Φ(T − τ)
[
xγ
(
t+k−2

)

yγ
(
t+k−2

)
]

=
[

cosωT sinωT
ω

−ω sinωT − λγ cosω(T−τ)
T

cosωT − λγ sinω(T−τ)
ωT

][
xγ
(
t+k−1

)

yγ
(
t+k−1

)
]

+
[

0 0
λγ cosω(T−τ)

T

λγ sinω(T−τ)
ωT

][
xγ
(
t+k−2

)

yγ
(
t+k−2

)
]

� Aγ

[
xγ
(
t+k−1

)

yγ
(
t+k−1

)
]

+ Bγ
[
xγ
(
t+k−2

)

yγ
(
t+k−2

)
]
, γ = 2, 3, . . . , n. (9)
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with the first two initial conditions of the recursion (8) and (9) are, respectively,

[
x (t0)

y (t0)

]
=
[
x0

y0

]
and

⎡
⎣x
(
t+1
)

y
(
t+1
)
⎤
⎦ =

(
Φ(T )⊗ In −

[
On On
1
T
L On

](
Φ(T − τ)⊗ In − In

))[x0

y0

]
.

(10)

The states of Eq. (9) at time t = t+k with the above two initial conditions are
given as

[
xγ
(
t+k
)

yγ
(
t+k
)
]

= Ψ (k)γ
[
xγ
(
t+1
)

yγ
(
t+1
)
]

+Λ(k)γ
[
xγ (t0)

yγ (t0)

]
, (11)

where k ≥ 2 and the two lead coefficient matrices Ψ (k)γ and Λ(k)γ satisfy Ψ (k)γ =
AγΨ

(k−1)
γ + BγΨ

(k−2)
γ , Λ(k)γ = Ψ

(k−1)
γ Bγ with Ψ (0)γ = O2, Ψ

(1)
γ = I2, which

implies that limk→∞Λ(k)γ = O if and only if limk→∞ Ψ (k)γ = O for all γ =
2, 3, . . . , n.

It is easy to see that both xγ (t) and yγ (t) converge to zero as Ψ (k)γ and Λ(k)γ
converge to zero given arbitrary initial conditions. Note that the first column of U
are all ones and, by Eq. (4), all the states ri(t) and vi(t) (i = 1, 2, . . . , n) in Eq. (3)
asymptotically converge to x1(t) and y1(t), respectively. Next, we will establish
some conditions on which all the states in Eq. (11) converge to zero as k approaches
to infinity.

By denoting a matrix Ψ̂ (k)γ =
[
Ψ
(k)
γ

Ψ
(k−1)
γ

]
∈ R4×2, Eq. (9) can be stacked into the

following iterative form

Ψ̂ (k)γ = Θγ Ψ̂ (k−1)
γ , with Θγ =

[
Aγ Bγ

I2 O2

]
, γ = 2, 3, . . . , n, k = 2, 3, . . . ,

(12)
which shows that limk→∞ Ψ (k)γ = 0 if and only if the spectrum radius of
all the leading matrices Θγ is less than 1, that is, maxγ ρ(Θγ ) < 1 , and
hence limk→∞[x�

γ (tk) , y
�
γ (tk)] = 0 for all γ = 2, 3, . . . , n. The characteristic

polynomials of the matrices Θγ are given by Pγ (λ) = det
(
λI4 − Θγ

)
= λφγ (λ),

where φγ (λ) = λ3 + λ2
(

− 2 cosωT + λγ
sinω(T−τ)

ωT

)
+ λ

(
1 + λγ

sinωτ
ωT

−
λγ

sinω(T−τ)
ωT

)
− λγ sinωτ

ωT
.

It suffices to show that all the roots of polynomials φγ (λ) are located in the unit
circle, or equivalently, the polynomials φγ (λ) are Schur stable [3]. Applying the
bilinear transformation s = z+1

z−1 to φγ (λ) yields φγ
(
z+1
z−1

)
= 2(1−cosωT )

(z−1)3
ϕγ (z), where

ϕγ (z) = z3 +
(

1+ λγ sinω(T−τ)
2ωT sin2(ωT/2)

+ λγ sinωτ

2ωT sin2(ωT/2)

)
z2 +

(
cot2 ωT2 − λγ sinωτ

ωT sin2(ωT/2)

)
z+
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cot2 ωT2 − λγ sinω(T−τ)
2ωT sin2(ωT/2)

+ λγ sinωτ

2ωT sin2(ωT/2)
. Then, φγ (λ) is Schur stable if and only if

ϕγ (z) is Hurwitz stable [4].
Denote ϕγ (iσ) = ϕγ 1(σ ) + iϕγ 2(σ ), where the real and image polynomials

are, respectively, ϕγ 1(σ ) = −
(

1 + λγ sinω(T−τ)
2ωT sin2(ωT/2)

+ λγ sinωτ

2ωT sin2(ωT/2)

)
σ 2 + cot2 ωT2 −

λγ sinω(T−τ)
2ωT sin2(ωT/2)

+ λγ sinωτ

2ωT sin2(ωT/2)
and ϕγ 2(σ ) = −σ 3 +

(
cot2 ωT2 − λγ sinωτ

ωT sin2(ωT/2)

)
σ .

By Theorem 1 in [2], the polynomial ϕγ (z) is Hurwitz stable if and only if
ϕγ 1(0)ϕ̇γ 2(0) − ϕ̇γ 1(0)ϕγ 2(0) > 0 and ϕγ 1(σ ) and ϕγ 2(σ ) are interlaced,
that is, c′1 : ωT cos2 ωT

2 − λγ cos ωT2 sin
(
ωT
2 − ωτ) > 0, ωT sin2 ωT

2 +
λγ sin ωT2 sin

(
ωT
2 − ωτ) > 0 and c′2 : ωT cos2 ωT

2 −λγ cos ωT2 sin
(
ωT
2 −ωτ

)

ωT sin2 ωT
2 +λγ sin ωT2 sin

(
ωT
2 −ωτ

) < cot2 ωT2

− λn sinωτ
ωT sin2(ωT/2)

for all γ = 2, 3, . . . , n, which can be equivalently reduced to

c1 : λn cos ωT2 sin
(
ωT
2 −ωτ) < ωT cos2 ωT

2 , −λn sin ωT2 cos
(
ωT
2 −ωτ) < ωT sin2 ωT

2 ,

c2 : λn sin ωT2 cos
(
ωT
2 − ωτ) sinωτ < ωT sin ωT2 cos

(
ωT
2 + ωτ) . (13)

The inequalities in Eq. (13) give the necessary and sufficient condition by which
Eq. (3) synchronizes their motions.

Let’s revisit Example 2 in [8], where ω = 3 and the largest eigenvalue of the
corresponding Laplacian matrix is λ5 = 5.2968 > 2. When the time delay τ = 0,
the conditions c1 and c2 can be reduced to the same condition as that in Theorem
1 in [8]. Since λ5 > 2, the sampling period cannot be sufficiently small but be
greater than 2π/ω in absence of time delay [8]. However, if we set the time delay as
ωτ = 3π/2, then maxγ ρ(Θγ ) are always less than 1 for all sampling periods except
those ωT = 2kπ, 1 ≥ k ∈ N, and thus the system can achieve synchronization.
Figure 1a visualizes the values of maxγ ρ(Θγ ) with respect to different sampling
periods and fixed time delay τ = π/2, where ω = 3. In addition, if we set τ =
1.05 and choose the sampling period as T = 1.71 < 2π/ω, the system can still

Fig. 1 Maximum spectral radii maxγ ρ(Θγ ) with respect to T and time delay. (a) 2π/3 ≤ T ≤
3π . (b) 1.1 ≤ T ≤ π
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achieve synchronization since maxγ ρ(Θγ ) = 0.2243 < 1; see Fig. 1b. This also
implies that the sampling period is sometimes not necessarily greater than 2π/ω
with an appropriate time delay. As a consequence, time delay is sometimes helpful
for achieving synchronization, but not all always.

4 Conclusions

In this paper, we have examined synchronized behavior of coupled harmonic oscil-
lators over an undirected network topology with delayed sampled position states.
It is shown that the input time delay sometimes benefits for the synchronization
of the coupled harmonic oscillators when the system cannot get synchronized in
absence of input delays. For further study, we focus on finding out all the feasible
time delays and sampling periods given a fixed network topology and the frequency
of the uncoupled harmonic oscillators.
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Bifurcation Analysis and Energy
Landscapes of a Synthetic Gene
Regulatory Network

Qinghua Zhu and Jianwei Shen

1 Introduction

In recent years, there has been growing interest in gene regulatory networks due to
its fundamental role in living organisms [3]. Hence, uncovering the global dynamics
of the gene regulatory networks becomes necessary to understand the cellular
process. With the development of experimental techniques, it is possible to study
cellular functions by designing synthetic gene networks [4]. Gene switches [1] and
genetic oscillators [2] have been extensively studied via the design of synthetic gene
networks. Here, we will probe the global dynamic characteristics of a synthetic gene
regulatory network through bifurcation analysis and energy landscape.

2 Model and Method

In this section, we consider a synthetic biological model proposed by Guantes and
Poyatos (2006). Please refer to [2] for detailed information about this model. The
corresponding mathematical description is given by:
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⎧⎪⎨
⎪⎩

dx1
dt

= a(m 1+kx2
1

1+x2
1+rx2

2
− x1)

dx2
dt

= amφ 1+kx2
1

1+x2
1

− x2

(1)

Here, we utilize the energy landscape proposed by Wang et al. [5] and the bifurcation
analysis to investigate the global dynamics of the system. Then, the stability of the
stable limit cycles was further investigated through barrier height calculation.

3 Results

In this section, we present the simulation results of the system’s dynamics with
the help of software Matcont, Xppaut, and Vcell. From Fig. 1, one can see that the
system can exhibit rich dynamic properties such as monostability, bistability, and
oscillations when taking a set of appropriate system parameters. To have a clear
insight into the two-parameter bifurcation in Fig. 1, we plot the corresponding one-
parameter bifurcation diagrams with the help of the software Xppaut. Figure 2a
shows that there are two Hopf bifurcation points that appear when a = 10.383491
and a = 16.773544, respectively. And the corresponding first Lyapunov coefficient
a0 is a0 = 2.979859 > 0 and a0 = −7.960991 < 0. Hence, the unstable limit cycle
arises from the sub-point when a = 10.383491 and disappear when it meets the
hc point. With the increases of a, the stable limit cycle is developing until it meets
the sup point when a = 16.773544. Figure 2c shows that the Z-shape bistable
state curve appears when φ is relatively large (φ = 0.5). The corresponding phase
diagrams of Fig. 2 are plotted in Fig. 3.

Fig. 1 The two-parameter bifurcation diagrams of the system. (a) m = 1.58, r = 1.0, φ = 0.05.
(b) m = 1.58, r = 1.0, φ = 0.5. The label GH is the generalized Hopf bifurcation, BT is the
Bogdanov-Takens bifurcation, and CP is the cusp bifurcation
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(a) (b)

(c)

Fig. 2 The one-parameter bifurcation diagrams of x1 with respect to parameter a. (a) (b) m =
1.58, r = 1.0, φ = 0.05, k = 5.0. ((b) is the enlarged representation of the dashed square in (a)).
(c) m = 1.58, r = 1.0, φ = 0.5, k = 3.0. The red line represents stable equilibrium, and the
black-dashed line is the unstable equilibrium. Full green circles represent the maxima and minima
of the stable limit cycles, and blue open circles are the maxima and minima of the unstable limit
cycles. The solid black circles are the bifurcation points. The labels suph and subh represent the
supercritical Hopf bifurcation points and the subcritical Hopf bifurcation point, respectively. fi
represents the fold bifurcation point, and hc represents the homoclinic bifurcation point

From Fig. 3, one can see that there is a single stable steady state when a = 10.0
(Fig. 3a). When increasing a to a = 10.38, a stable limit cycle appears, which is
separated from the stable equilibrium point by an unstable limit cycle (Fig. 3b).
Further increasing a to a = 10.40, the unstable equilibrium point and the stable
equilibrium point collide and then eventually disappear (Fig. 3c). And there are two
stable equilibrium points that appear when φ increases to φ = 0.5 (Fig. 3d).

In Fig. 4, we plot the energy landscapes which correspond to Fig. 3 to verify
these dynamics. From Fig. 4a, the landscape shows that there is a deep funnel with
minimum energies, which represents the monostability of the model. In Fig. 4b,
the landscape exhibits not only a distinct closed ring valley but also a deep funnel
with minimum energies, which indicate that the bistable state (the coexistence of
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(a) (b)

(c) (d)

Fig. 3 Phase diagrams of the typical states in one-parameter bifurcation diagrams. Full red circles
are stable equilibria, the open black circles are unstable equilibria, the blue line represents stable
limit cycle, and the black-dashed line represents unstable limit cycle. (a) a = 10.0,m = 1.58, r =
1.0, φ = 0.05, k = 5.0. (b) a = 10.38,m = 1.58, r = 1.0, φ = 0.05, k = 5.0., (c) a =
10.40,m = 1.58, r = 1.0, φ = 0.05, k = 5.0. (d) a = 0.9,m = 1.58, r = 1.0, φ = 0.5, k = 3.0

a stable state and stable oscillations) emerges. Figure 4c shows that there is only a
closed ring valley in the energy landscape, indicating the stable oscillations appear.
In Fig. 4c, when increasing φ to φ = 0.5, the energy landscape has two deep funnels
that correspond to the bistable state(the coexistence of two stable states).

To further investigate the stableness of the stable limit cycles, we introduce the
concept of barrier height (barrier = Umax − Umin) that is defined in [5]. The
simulation results are illustrated in Fig. 5. From Fig. 5, one can see that the barrier
heights decrease with the increase of diffusion coefficient. This indicates that the
oscillation is more stable under smaller noise.
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Fig. 4 The energy landscapes corresponding to Fig. 3. The parameters are the same as Fig. 3, and the diffusion
coefficient D = 1.0 × 10−8

Fig. 5 The barrier heights
versus diffusion coefficient D.
(a = 10.40,m = 1.58, r =
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4 Conclusion

In the present paper, we explore the global dynamic properties of a synthetic gene
regulatory network by using bifurcation analysis and energy landscape. As the
parameters change, the system performed rich dynamics such as monostable state,
oscillations, and bistable state (the coexistence of two stable states or the coexistence
of a stable state and stable oscillations). And then, these dynamics are demonstrated
by energy landscapes. Besides, we provide a method to measure the stability of the
stable oscillations and found that smaller noises lead to more stable oscillations. Our
method is quite universal and provides a pathway to explore the global dynamics of
the complicated gene regulatory systems.
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Output Analysis of Neural Oscillator
Networks Having Lateral Inhibition
Structures

S. Taji, D. Iba, J. Hongu, and I. Moriwaki

1 Introduction

Active mass dampers (AMDs) have been used as anti-vibration devices for high-rise
buildings to ensure safety and comfort during small earthquakes or strong winds.
However, the control system for the AMDs deactivates the vibration control function
when large earthquakes occur. Because the auxiliary mass of the AMDs is limited
in the space depending on the installed location, performance degradation happens
against parameter variation under the seismic load caused by the major earthquakes.

To solve these problems, we focused on the walking behavior of living things.
Recent studies have shown that neural oscillator networks in living things generate
walking rhythms and adapt the rhythms to its external environment change. These
studies inspired us. We have been developing a new control system for AMDs
consisting of the neural oscillators and a position controller [1–3]. This system
uses the output of the neural oscillator network synchronizing with the acceleration
response of a structure excited by earthquakes. The output of the network provides
a rhythmic command to switch the motion direction and stroke amount of the
auxiliary mass of the AMDs. Also, to drive the auxiliary mass to the desired value, a
PD controller is used as the position controller. In our previous research, it has been
confirmed by numerical simulation that the desired displacement for the auxiliary
mass was able to be restricted within the stroke limit of the AMD and the oscillator
network was able to detect parameter change of the structure. However, the proposed
system had one serious disadvantage when used. The proposed system required a
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large number of neural oscillators to construct the network. Therefore, to implement
the new control system into computers, it is necessary to configure a network with
fewer neural oscillators than ever before.

In this paper, we propose a new neural oscillation network with lateral inhibition
structures. The lateral inhibition is originally found in a vision system. This structure
can amplify contrast signals at the edges. Our previous research showed that the
swarm of neural oscillators synchronized with external input had similar behavior
and the visualized output of the swarm could provide the estimated center frequency
of the structural vibration. As a result of the amplification of this property by the
lateral inhibition structure, the reduction of the number of neural oscillators can be
expected.

2 Control System for AMD

2.1 Target Model

The target model is a one-degree-of-freedom structure with an AMD. The structure
mass ms is supported by the spring ks and the damper cs. The mass mA of the AMD
is driven by an actuator which generates the control force u. Where the relative
displacement of the structure mass from a reference point on the ground is given
as xs, the relative displacement of the auxiliary mass is given as xA, and the ground
displacement is given as z, the equation of motion of the target model is obtained as
Eq. (1):

{
msẍs + cs ẋs + ksxs = −u−msz̈
mAẍA +mAẍs = u−mAz̈ (1)

2.2 Neural System

In this study, we use Matsuoka’s neural oscillator as the neural oscillator [4]. When
the absolute acceleration response of the structure “ÿs = ẍs + z̈” is given to the
neural oscillator as the input, the mathematical model of the oscillator is obtained
as Eq. (2):

⎧⎪⎨
⎪⎩

τ ẋ(e,f ) + x(e,f ) = −amax
(
0, x(f,e)

)+ s′ − bx′
(e,f ) + τεÿs

T ẋ′
(e,f ) + x′

(e,f ) = max
(
0, x(f,e)

)
s′ = s/ {1 + exp (− (t − 5))}

(2)

This mathematical model contains two neural cell models that have two first-
order lag systems to capture excitation and inhibition properties of the cell and
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can establish sustained oscillation with no periodic external force. Generally, these
five parameters s, τ , T, b, and a are determined by identification of a neuron, but
the specified animate being is not considered in this study. Instead of the usual
parameter s, the product of s and a sigmoid function are used to suppress the initial
unstable output of the network. The parameters are chosen by a design method to
generate the oscillation with a natural frequency and amplitude desired. Here, ε
means input gain to the neural oscillator.

3 Neural Oscillator Network

Our previous study showed that the input amplitude to a neural oscillator could be
identified by analyzing the energy of the neural oscillator during synchronization
with the external input. According to the estimated amplitude of the structure vibra-
tion, which is the input to the oscillator, we can generate the desired displacement
of the auxiliary mass of the active mass damper and drive it to the aimed place by
a position controller such as PD controller. On the other hand, the single neural
oscillator can synchronize with the cyclic input in a frequency range, but the range
is limited. The oscillator system should cover a broader frequency range than the
synchronization band of the single neural oscillator to follow parameter changes
due to structural damage by large earthquakes. Therefore, we proposed a network
of 36,000 of neural oscillators which had 120 different natural frequencies and 300
different input gains. Extracting the neural oscillators synchronized with the external
input from the swarm enables us to realize a robust control system for the AMDs.
However, the number of neural oscillators is too much for implementation into a
computer. Therefore, it is necessary to reduce its number as much as possible.

In this paper, we propose a new method to reduce the number of the swarm and
extract the neural oscillators synchronized with the external input by constructing a
new network using lateral inhibition structures.

The lateral inhibition network generates a small output when receiving similar
inputs. This network has a three-layer structure, named as an input layer, a first
relay station, and a second relay station. The input layer consists of the swarm of
the neural oscillators, which have different natural frequencies. The expression of
the input layer is shown below:

{
ẋi (t) = fi (xi(t))+ εp (ωt)
yi(t) = gi (xi(t)) (3)

Here, xi (i = 1, 2, . . . , n) means the state variable of the oscillator, which has four
variables of Eq. 2. The subscript i describes i-th neural oscillator. fi and gi mean
nonlinear function of Matsuoka’s neural oscillator. ε and p are the input gain and
periodic external force. yi is the output of Matsuoka’s neural oscillator.

In the first relay station, the adjacent outputs of the input layer are combined.
Since synchronized neural oscillators have similar outputs, the output of the node in
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Fig. 1 Neural oscillator network

the station decreases due to the natural property of the lateral inhibition network
when the neural oscillators and neighborhoods are synchronized. The combined
output in this layer is obtained as follows:

vi(t) = xi(t)− 0.5 (xi−1(t)+ xi+1(t)) (4)

Here, vi means the output value to the next layer.
In the second relay station, we apply the same process to the output of the

first relay station to emphasize the difference between the synchronized and non-
synchronized oscillators:

wi(t) = vi(t)− 0.5 (vi−1(t)+ vi+1(t)) (5)

Then, by referring to the output of the second relay station, we determine the neural
oscillators synchronized to the external input:

zi(t) =
{
xi(t) if wi < α

0 else
(6)

Here, α is the threshold value. Finally, the average value of zi is used as the output
of the neural oscillator network. Figure 1 shows the diagram of the proposed neural
oscillator network.

4 Numerical Simulation

In this section, the outputs of the neural network are compared with that of
the previous research. Table 1 shows various parameters used in the numerical
simulation. The parameters of the neural oscillator are that of the representative
oscillator whose natural frequency is 1 Hz, and the amplitude is 1. According to
the design method of neural oscillators [2], we defined the time constants τ and
T to obtain the desired different natural frequencies. In this simulation, the neural
network in the first layer consists of 25 neural oscillators whose natural frequencies
are from 0.7 Hz to 1.1 Hz. The step of the frequency is 0.016 Hz. On the other
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Table 1 Parameters of target
model and neural oscillator

Target model Neural oscillator
Parameters Value Parameters Value

ms 10 kg s 1.634
ks 395 N/m τ 0.0337
cs 1.244 Ns/m T 0.405
mA 0.5 kg b 2.52
Natural frequency 1.0 Hz a 2.52

Fig. 2 Comparison of neural oscillator networks with sine wave input

Fig. 3 Comparison of neural oscillator networks with structure’s response input

hand, the previous network we proposed had 36,000 neural oscillators whose natural
frequency arranged in 0.01 Hz steps from 0.4 Hz to 1.6 Hz, input gain was set from
0.01 to 3.0, and the step size was 0.01. The number of neural oscillators in the
proposed network is dramatically reduced.

First, we show the result of numerical simulation whose input is a sine wave. To
evaluate the synchronization characteristics to the external input, the frequency of
the sine wave used for the input changed from 1.0 Hz to 0.7 Hz at 10 seconds. The
amplitude of the input sine wave was 1. Figure 2 shows the input and corresponding
network outputs. As can be seen in Fig. 2, the output of the network can follow the
input frequency change.

We also evaluated the output of the network, which had earthquake-induced
acceleration responses of the structure as the input. The same parameters in Table
1 were used in the numerical simulation. EL_NS wave was used as the input
earthquake. The maximum value of the seismic response spectrum was set to the
natural frequency of the structure by expanding the time axis. In this simulation, the
natural frequency of the structure was changed from 1.0 Hz to 0.7 Hz at 15 seconds.
Figure 3 shows the input and corresponding outputs of the network. Figure 4 shows
the response frequency measured once every half period each simulation.
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Fig. 4 Transition of frequency of input and output waveform when the sine wave is the input and
structure’s response is the output

Figures 3 and 4 show that the output of the network also follows the change of
the acceleration response of the structure. As can be seen in these figures, when the
phase of the acceleration response of the structure was shifted due to the influence of
the earthquake wave of 25 seconds to 30 seconds, there was a part where the phase
difference between input and output appears. However, after a few seconds, the
phase shift was disappeared because of re-synchronization.

5 Conclusion

We introduced a new structure, called a lateral inhibition, into the network of neural
oscillators, which were used for controller of active mass dampers for structures.
Some numerical simulation results showed that the proposed system was beneficial
for the reduction of the number of neural oscillators. Also, we found that the
proposed network can identify the frequency of the input waveform in real time,
even if the natural frequency of the structure is changed. In the near future, we
will develop the control system of the active mass dampers consisting of the neural
system and a position controller.
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Flow-Induced Dynamics of Bifurcated
Coronary Arteries

H. J. Carpenter , A. Gholipour , M. H. Ghayesh , A. Zander ,
and P. J. Psaltis

1 Introduction

As the largest cause of death globally [1] resulting in 18,000 deaths in Australia
alone in 2017 [2] and one of the largest global economic burdens [3], cardiovascular
diseases pose a significant challenge to global health. Developing an understanding
of their initiation and progression is hence critical. While current medical imaging
technology is improving rapidly, it is unable to assess the complex interactions and
relationships seen in the cardiovascular setting; hence, biomechanical analysis of
coronary arteries is crucial for developing a better understanding of cardiovascular
diseases.

Of patients who present to emergency with myocardial infraction, artery occlu-
sion caused by atherosclerotic plaque disruption or rupture is often the primary
cause [1]; bifurcation regions of the coronary vasculature are the most at-risk
areas [4]. A number of investigations were undertaken into the biomechanics
of bifurcations [5–8] focusing on developing an understanding of the effects of
bifurcation angle, artery diameter [7], and artery curvature [8] on flow patterns.
Further investigations assessed three-dimensional reconstruction techniques on
shear stresses, an important factor in atherosclerosis initiation and progression, and
the relationship between coronary side-branch “steal” and stenosis location. These
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investigations made valuable contributions to the field, however, they have not yet
considered all the necessary factors, including heart motion.

Heart motion was highlighted as potentially important in atherogenesis [9], and
its effect on right coronary artery hemodynamics was previously investigated [10];
however, these investigations were limited by focusing only on computational fluid
dynamics (CFD) methods. The development of fluid-structure interaction (FSI) has
enabled more accurate biomechanical modelling of coronary arteries; however the
effect of varied heart motion on flow-induced dynamics has yet to be investigated.

This paper investigates the impact of including three-dimensional heart motion
on the flow-induced artery dynamics in a nonlinear, biomechanical, fluid-structure
interaction model. The nonlinear model includes three 45% stenosis, one in each
artery branch, as well as all three artery layers, artery taper, hyperelastic and
viscoelastic effects, non-Newtonian blood, pulsatile flow, active contraction of the
media layer, and lipid pools inside the plaque. It is hoped that these results will
contribute to developing accurate and reliable biomechanical models of coronary
arteries capable of developing our understanding of atherosclerosis progression and
one day predicting its initiation.

2 Investigation Method

A two-way fluid-structure interaction model of the left main bifurcation was
assessed using the finite element method. The nonlinear model was adapted from
Ref. [11] and included plaque located in each artery section with 45% stenosis,
the most at risk of rupture. The intima, media, and adventitia layers were included
for a full three-layered artery structure [12] with hyperelastic [13] and viscoelastic
effects [14] using the five-parameter Mooney-Rivlin and ANSYS relaxation models,
respectively. Artery taper, media layer contraction, and the plaque lipid pool were
also considered. Model parameters were implemented from in vitro data assessed
from literature.

Due to the importance of wall shear stresses in disease initiation and progression
[15], blood flow was modelled as non-Newtonian, turbulent, and incompressible
with pulsatile velocity profile included [16]. Reynolds number was assessed as 352,
and the three-dimensional heart motion has been included as follows:

Assumed 3D heart motion at inlet:

x = 0.08 sin (2πt/0.8) mm,
y = 0.08 sin (2πt/0.8) mm,
z = 0.20 sin (2πt/0.8) mm,

(1)

Assumed 3D heart motion at outlets:

x = 0.15 sin (2πt/0.8) mm,
y = 0.15 sin (2πt/0.8) mm,
z = 0.40 sin (2πt/0.8) mm,

(2)
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3 Results and Discussion

Both structural and shear stresses are important in artery biomechanics, disease
progression, and plaque/artery failure. Figure 1 illustrates the von Mises stress
contour (sub-figure (a)) and wall shear stress contour (sub-figure (b)) at 0.42 s
through a single heartbeat which had a full cycle of 0.8 s (75 bpm), the time of
maximum inlet velocity. The von Mises stress was highest at the artery bifurcation
point and at plaque shoulders, consistent with literature. Wall shear stress was
highest across plaques with low wall shear stress regions on the downstream side
of plaque buildup, important in plaque growth.

Three-dimensional motion applied at the inlet and outlet (see Eqs. (1) and (2))
resulted in a 150% increase in von Mises stress, as seen in Fig. 2(a), suggesting that
artery motion could play an important role in artery or plaque rupture mechanisms.

Fig. 1 (a) von Mises stress at t = 0.42 s and (b) wall shear stress at t = 0.42 s
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Fig. 2 Comparing simulation of bifurcated coronary artery with and without 3D motion over one
heartbeat (0.8 s). (a) von Mises, (b) shear stress, and (c) pressure change
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Wall shear stress and pressure magnitude (sub-figure (b) and (c) respectively) were
comparable to that without artery motion and followed the pulsatile velocity profile
closely (see Ref. [11]).

4 Conclusions

The impact of including the three-dimensional motion of the heart on flow-induced
dynamics of the left main coronary artery bifurcation was investigated through
fluid-structure interaction. Bifurcations are known atheroprone regions, hence a
key location for assessment. The nonlinear biomechanical model included 45%
stenosis of each branch, the most at risk of rupture, as well as artery taper, all
three artery layers, both hyperelastic and viscoelastic effects, active media layer
contraction, pulsatile and non-Newtonian flow, and plaque lipid pools. Three-
dimensional motion was applied to the inlet and outlets and assessed using the finite
element method. Key conclusions included as follows: (1) Maximum von-Mises
stress was increased by 150% with the inclusion of three-dimensional heart motion.
(2) Wall shear stress and pressure both showed similar magnitude and distribution
with and without motion. (3) Inclusion of three-dimensional heart motion could
play a key role in rupture mechanisms. These results are important for developing
an accurate and reliable biomechanical model of coronary arteries; eventually this
could assist in the prediction of atherosclerosis initiation and progression to combat
the increasing number of deaths and economic burden globally.
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Effect of Blood Flow Models
on the Flow-Induced Vibrations
of Coronary Arteries

A. Gholipour , H. J. Carpenter , M. H. Ghayesh , A. Zander ,
and P. J. Psaltis

1 Introduction

Cardiovascular diseases are the largest cause of death globally [1], resulting in
18,000 deaths in Australia alone in 2017 and over 15 million globally [2]. Of
patients presenting with myocardial infarction (heart attack), artery occlusion
caused by atherosclerotic plaque disruption is often the primary cause [1]. Wall
shear stresses induced by blood flow have been noted as a critical factor in
atherosclerosis formation through both experimental and clinical investigations,
and hence, a clearer and more consistent approach to modelling the rheological
properties of blood flow is needed. Human coronary blood flow has been charac-
terised by many various blood models in literature, resulting in discrepancies and
contradictions on the effect of flow-induced vibrations and shear-thinning effects on
disease initiation and progression.

One of the major simplifications in fluid-based coronary artery models was
the simplification of the blood to a Newtonian fluid [3]; this is despite its shear-
thinning nature caused by the suspension and complex microlevel interactions of
molecules such as blood cells [4], leucocytes and LDLs [5]. Reasoning used for the
simplification was that wall shear effects were only present at low shear rates; as the
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rigid artery conditions used in computational fluid dynamics (CFD) produced shear
stresses above the relevant threshold for a non-Newtonian model, fluid was assumed
Newtonian.

In physiological conditions, low wall shear stress was correlated to inflammation
and particulate build-up leading to atherosclerosis; hence it should not be neglected.
Maximum wall shear stress was shown to decrease at the stenosis throat under non-
Newtonian flow [6],with increased macromolecule concentration near the stenosis
leading to further plaque growth and disease progression compared to Newtonian
fluid; further investigations corroborated the importance of using non-Newtonian
blood models through direct comparisons [7, 8]. The primary shear-thinning models
used to date were the power law [9] and Carreau model [10]; in coronary arteries,
wall shear stresses were associated with artery thickening and were shown to impact
endothelial cell regulation in atheroprone regions [11], leading to disease initiation.
This further highlighted the importance of considering the interaction between the
fluid and structure, something not yet investigated when comparing non-Newtonian
fluid models in coronary arteries.

This paper investigates, for the first time, the flow-induced effects of differing
blood flow models through fluid-structure interaction analysis of coronary arteries.
The finite element method was used to model a stenosis of 45%, outlined as the
most at risk of rupture [12]; the FSI model of the left main coronary artery includes
all three artery layers, artery taper, media layer contraction, harmonic heart motion,
pulsatile blood flow, plaque lipid pool as well as hyperelastic and viscoelastic effects
and was analysed through ANSYS. This has implications for the prediction of
the initiation and progression of disease from biomechanical analysis and could
contribute to reducing the impact and number of deaths from cardiovascular disease.

2 Investigation Method

Three blood models [7] were assessed through the finite element method [13]
using a nonlinear, three-dimensional, two-way fluid-structure interaction model of
the left main coronary artery with a 45% stenosis adapted from Ref. [12]. The
multilayered artery structure (with intima, media and adventitia) included both
nonlinear hyperelastic [14] and viscoelastic effects [15] through the five-parameter
Mooney-Rivlin and ANSYS relaxation models, respectively, with in vitro data
assessed from literature to define model parameters. Artery taper, media layer
contraction, harmonic heart motion and the plaque lipid pool were also considered.

A Newtonian model and the Carreau and power law non-Newtonian models
were compared with the power law and Carreau models adapted from Ref. [7] and
outlined by Eqs. (1) and (2), respectively:

μ = μ0(γ̇ )
n−1 (1)
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Fig. 1 Blood viscosity versus strain rate for three different blood models: power law model,
Carreau model and Newtonian model

μ = μ∞ + (μ0 − μ∞)
[
1 + (λγ̇ )2

](n−1)/2
(2)

where μ is viscosity; μ0 and μ∞ are viscosity at zero and infinite shear, respec-
tively; γ̇ is the shear rate; and constants λ,n. The Newtonian model held constant
viscosity over all strain rates; blood viscosity vs. strain rate for all three models
is outlined in Fig. 1. Flow was also considered incompressible and turbulent and
included the physiological pulsation of the blood based on the profile from Ref.
[16] with the inlet position fixed to the heart motion and outlet assumed to be free.
The flow-induced effects of the variation between blood models were assessed at
the stenosis throat.

3 Results and Discussion

Both structural and shear stresses are important in artery biomechanics, disease
progression and plaque/artery failure; hence, von Mises and wall shear stresses
are assessed at the stenosis throat known as the most vulnerable region. Figure
2 illustrates the velocity streamline (sub-figure(a)) and pressure contour (sub-
figure(b)) at 0.42 s through a single heartbeat which had a full cycle of 0.8 s
(75 bpm). This time correlated to the peak von Mises stress, wall shear stress and
pressure for the power law model outlined in Fig. 3.

The von Mises stress is useful for assessing the failure of the artery/plaque
material. The power law model resulted in a peak von Mises stress of approximately
78 kPa, 4.8% higher than the peak stress for the Carreau and Newtonian models and
5.4% higher than at the same time (0.42 s). Sub-figure(a) outlined the von Mises
stress profile; the variation showed similarities although the variations were more
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Fig. 2 (a) Velocity at t = 0.42 s and (b) pressure at t = 0.42 s

prominent through the power law model with similarities to the case for the wall
shear stress (sub-figure(b)). Wall shear stress magnitude increased by over 450%, to
250 Pa using the power law model; this is a significant result due to the role of wall
shear stress in atherosclerosis initiation and progression, and considerably larger
than earlier investigations which only considered the fluid in their investigation [17].
Pressure (sub-figure(c)) followed a similar trend to wall shear stress albeit with less
variation in magnitude (approximately 7% increase).

The Carreau model was further investigated at varied inlet pressure, outlined
in Fig. 4. Von Mises stress (sub-figure(a)) and pressure (sub-figure(c)) increased
proportionally to the inlet pressure. Wall shear stress showed similarities in distri-
bution; increasing or decreasing pressure from 100 mmHg showed hysteresis from
the 100 mmHg distribution and velocity profile as highlighted in sub-figure(b). This
shows the importance of considering accurate inlet pressure for stress distribution
and blood model for structural and shear stresses as well as artery pressure.
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Fig. 3 Stress and pressure field versus time for different blood models (Newtonian, power law and
Carreau): (a) von Mises, (b) shear stress and (c) pressure

Fig. 4 Stress and pressure field versus time for different blood pressures using the Carreau model:
(a) von Mises, (b) pressure and (c) shear stress
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4 Conclusions

The impact of different blood flow models in the biomechanical analysis of human
coronary arteries was assessed through the development of a FEM, FSI model in
ANSYS. The most at-risk stenosis of 45% was analysed including all three artery
layers, artery taper, media layer contraction, heart motion, pulsatile blood flow
(using Newtonian, Carreau and power law models) and plaque lipid pool as well
as hyperelastic and viscoelastic material properties. The following key conclusions
resulted and are important in developing our understanding of the flow-induced
effects on coronary arteries and plaques which could assist in reducing the global
impact of cardiovascular diseases: (1) Blood model greatly affected maximum stress
and internal pressure. (2) Maximum von Mises stress increased by 4.8–5.4% in the
power law model; the distribution showed similarities but variations were magnified.
(3) Wall shear stress magnitude variations of up to 450% were possible when
using the power law model. (4) Variations in inlet pressure amplified shear stress
hysteresis under the Carreau model.
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Development of Physical Condition
Fluctuation Prediction Model Using
Trunk Biosignals

Yoshika Nobuhiro, Etsunori Fujita, Ryuichi Uchikawa, Shinichiro Maeda,
Shigeyuki Kojima, Yumi Ogura, Tsutomu Kamei, Kohji Murata,
Masao Yoshizumi, and Shigehiko Kaneko

1 Introduction

In Japan, drivers of trucks, buses, and taxis tend to keep irregular hours and are
therefore more prone to lifestyle diseases such as diabetes and hypertension due
to their work practices. Consequently, periodic health checks have shown that the
prevalence of such disorders in drivers of business vehicles is higher than in other
industries [1] and around 70% of drivers who died were found to have a disease
in the brain or cardiovascular system [2]. We are developing systems that can
monitor a driver’s physical condition, capturing signs of fatigue and entering a sleep
phase from biosignals [3, 4]. In this paper, we report on the results of our findings
regarding the ability to detect and predict fluctuations in a person’s physical state
using trunk biosignals.
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Fig. 1 The 4SR (sound
sensing system using
stochastic resonance) system

2 Methods

Figure 1 shows the newly developed sound sensing system using stochastic reso-
nance (which we have named 4SR). 4SR is a sensing system comprising of three
microphones (L, M, and R) and amplifies the weak acoustic pulse wave (APW)
generated in the 5–200 Hz range from the trunk [5]. The L and R microphones are
placed 6 cm to the left and right of the chest midline and correspond to the fifth rib,
while the M microphone is positioned in the third to fourth lumbar vertebrae area.
We extract a pressure waveform (the chest biosignal) derived from the apical beat
and the ejection wave to the chest from the L microphone and a pressure waveform
(the abdominal biosignal) generated by the abdominal aorta from the M microphone.
The APW can thus be captured continuously by bringing the 4SR device into contact
with a person’s back. In addition, we compared the APW with information obtained
from electrocardiogram (ECG) and blood pressure tests.

In order to evaluate significant changes in cardiovascular function, exercise stress
tests using a treadmill were performed to collect the necessary data. The subjects
were six males ranging in age from their 20s to 40s (average age 33.7, ±7.7 years).
We recorded the APW, ECG readings, continuous blood pressure via a fingertip cuff,
and upper arm blood pressure. Each subject sat on an automotive seat installed in a
room for 20 minutes, ran on a treadmill for about 10 minutes, and then returned to
a sitting position again for 60 minutes. While running, we used the Gerkin Protocol
Test installed on the treadmill.

In addition, in order to better understand the state of those with impaired
cardiovascular function, we performed a resting position experiment for elderly
people. The subjects were four older people in their 80s to 90s (a male and three
females, average age 88.3, ±2.1 years). We recorded the APW and ECG readings
for 6 minutes in the supine position. This measurement was taken in consideration
of the subject’s condition in the presence of a doctor.

Both experiments were conducted only after approval from the Research Ethics
Review Board within Delta Kogyo Co., Ltd., in compliance with the Declaration of
Helsinki. Naturally, we explained the purpose and details of the experiments to the
subjects before obtaining their agreement to take part.
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3 Results and Discussion

Figure 2 shows the results of the time series analysis following the exercise and
resting position experiments. Figure 2a shows the results of Subject A, who was in
good health, having endurance, and was 26 years old; Fig. 2b shows the results of
Subject B, who was a 91 year old patient with chronic atrial fibrillation. Variations
in heart rate, LF/HF, and HF [6], which are autonomic nervous activity indicators,
were calculated from the ECG readings. Systolic blood pressure (SBP) and diastolic
blood pressure (DBP) fluctuations were calculated from the continuous blood
pressure waveform. Pressure fluctuations in the chest and abdomen were captured
from the peak points of each pressure waveform calculated from the chest and
abdominal biosignals. Figure 3 shows Lorenz plots of SBP, the peak points of
the thoracic pressure waveform, and the peak points of the abdominal pressure
waveform of Subject A. We compared the Lorenz plots every 180 seconds at rest,
after the exercise load, and before the end of the measurement. Figure 4 shows
the results comparing ECG readings with the thoracic and abdominal pressure
waveforms for 5 seconds. Figure 4a shows the waveforms of Subject A at rest; Fig.
4b shows the waveforms of Subject B in the normal state, while Fig. 4c, d show the
waveforms displayed at the moment where arrhythmia occurred in Subject B.

As shown in Fig. 2a, the heart rate of Subject A was about 48 bpm at rest
and increased to 173 bpm immediately after the exercise load. The heart rate
1980 seconds after the exercise session ended dropped to about 65 bpm, with the
heart rate decreasing steadily thereafter. SBP tended to increase rapidly with the start
of exercise and decrease again once the exercise load came to an end. By contrast,
DBP did not change significantly before or after the exercise load. HF levels were
enhanced at rest before the exercise load due to excessive sleepiness. However, both
HF and LF/HF were on the same level immediately after the exercise session until to
the end of the measurement, and the autonomic nervous activities were in a balanced
state. This is supported by the comment made by Subject A following the exercise
experiment, who noted that he felt refreshed after the exercise segment and was
able to relax that much easier as a result. Pressure waveforms from the chest and
abdomen displayed very similar fluctuations. In addition, their waveforms showed a
large amount of fluctuation immediately after the end of the exercise load and were
similar to the heart rate and SBP variations. The heart rate, SBP, and thoracic and
abdominal pressure waveforms showed distinctly different fluctuations before and
after the exercise load. We can surmise that the cardiovascular function in Subject
A was able to respond to rapid changes in the body due to exercise loads in order
to maintain homeostasis and the autonomic nervous system of Subject A was thus
functioning properly. These results suggest that the thoracic and abdominal pressure
waveforms can capture the change point and degree of change in cardiovascular
dynamics, such as heart rate and blood pressure, under load.

As shown in Fig. 3, the Lorenz plots of SBP and the peak points of the thoracic
and abdominal pressure waveforms showed the same positional relationship at
rest, immediately after the exercise load, and before the end of measurement. In
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(a) Results of Subject A: heart rate variability, blood pressure variability, autonomic nervous activity, 
thoracic pressure fluctuation, and abdominal pressure fluctuation are shown.

(b) Results of Subject B: heart rate variability, autonomic nervous activity, thoracic pressure fluctuation, 
and abdominal pressure fluctuation are shown.

RestRest
Exercise

load

Fig. 2 Results of time series analysis. (a) Results of Subject A: heart rate variability, blood
pressure variability, autonomic nervous activity, thoracic pressure fluctuation, and abdominal
pressure fluctuation are shown. (b) Results of Subject B: heart rate variability, autonomic nervous
activity, thoracic pressure fluctuation, and abdominal pressure fluctuation are shown
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Fig. 3 Lorenz plots of SBP, the peak points of the thoracic pressure waveform, and the peak points
of the abdominal pressure waveform of Subject A

particular, the clustering of SBP and chest pressure waveform plots suggests that
SBP fluctuation can be estimated from the pressure fluctuations in the chest and
abdomen.

Figure 2b shows that the heart rate of Subject B was over 100 bpm on several
occasions, indicating that tachycardia occurred. The autonomic nervous activity
exhibited a trend that sympathicotonia was caused where tachycardia occurred, with
parasympathicotonia following as a result of stroke volume. The pressure variations
in the chest and abdomen tended to fluctuate significantly around where tachycardia
occurred. Figure 4a, b show that the thoracic and abdominal pressure waveforms of
Subject B are to be in tune with the heart rate when in the normal state, as with the
waveform of Subject A at rest. However, Fig. 4c shows that both pressure waveforms
were disturbed when tachycardia and fluctuations in the ST segment on the ECG
occurred. Even though the heart rate was stable between 170 and 250 seconds,
sympathetic nerve activity was enhanced rapidly at the 188–196 second mark, and
the pressure fluctuations in the chest and abdomen fluctuated significantly at around
210 seconds. As shown in Fig. 4d, disturbances, or arrhythmia, occurred in the ECG
waveform between R waves at around 199 seconds. Hence, these results suggest
that arrhythmia situations, such as tachycardia, can be deduced and detected from
the thoracic and abdominal pressure waveforms.

4 Conclusions

• The degree of change in cardiovascular dynamics, such as heart rate and blood
pressure, could be captured via the thoracic and abdominal pressure waveforms.

• Systolic blood pressure fluctuation could be estimated from pressure fluctuations
in the chest and abdomen.

• Arrhythmia could be deduced from the thoracic and abdominal pressure wave-
forms.
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(a)  (b)  

(c) (d)

Fig. 4 Comparison of an ECG (upper) and the thoracic and abdominal pressure waveforms
(lower), with the thoracic pressure waveform shown in black and the abdominal pressure waveform
in gray. (a) Rest (Subject A). (b) Normal state (Subject B). (c) Tachycardia (Subject B). (d)
Arrhythmia (Subject B)
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Contribution of F-actin to Sensing
Mechanism of Vibration in Mouse
Fibroblastoid Cell

Takumi Nambara and Shin Morishita

1 Introduction

The living body is known to have the functional adaptability to mechanical stimuli
from the environment. While the bone density is increased and skeletal muscle fiber
tends to be strong by putting stress on the body in exercise or training [1], the
calcium in the bone matrix gets out of the body, and muscle fiber may become weak
without any stress in the body [2]. The bone architecture may adapt to its mechanical
surroundings, which is known as Wolff’s law [3]. In the medical field, doctors apply
the low-intensity pulsed ultrasound (LIPUS) to the broken bone for the purpose
of accelerating its healing [4]. Rehabilitation to patients may be a powerful tool for
recovering the wounded body. Though such various effects of mechanical stimuli are
closely related to the adaptation mechanism of a living body, the precise procedure
has not been clearly revealed yet.

Because a living body consists of various kinds of cells, this adaptation is
assumed to be caused by the reaction of each cell. Therefore, it is important to focus
on the response of the cell to mechanical stimuli to understand the mechanism of
adaptation of a living body. From a viewpoint of mechanical engineering, cells are
considered to have autonomous system – sensing the input of mechanical stimuli,
controlling its appropriate behavior, and actuating determined behavior. Clarifying
the mechanism on how these functions work leads to understanding the response of
the cell to mechanical stimuli. If the sensing mechanism of mechanical stimuli in
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cells is clarified, it will be useful to develop some microscale sensors for industrial
use. Medical utilization of mechanical stimuli will also become more adequate one
by understanding its mechanism.

Lots of experiments regarding mechanosensing have been shown in the literature
so far. One of the authors found that the cell density was increased by applying
comparatively low-frequency vibration. The cells cultured under some mechanical
vibration increased about more than 30% in cell number compared with those
without any vibration [5]. After these findings, several studies have focused on the
linker of the nucleus and cytoskeleton called LINC complexes [6] and the linker of
the cell and extracellular matrix, namely, cell-matrix adhesion by integrin α5β1 and
fibronectin. They showed that these structures were essential factors of sensing the
applied vibration.

In this study, we hypothesize that cells may sense the applied vibration through
the nucleus, F-actin, integrin, and nucleus connectivity. Special interest is focused
on the F-actin which binds the nucleus to integrin for sensing vibration. To assess
the contribution of F-actin to sensing vibration, one of the metabolites named
cytochalasin D (CD) which inhibits actin polymerization is introduced in the
medium of cells. Four groups, that is, with CD under static or vibration and without
CD under static or vibration, are prepared. The cell number is compared between
these groups after confluent concentration state.

2 Materials and Methods

2.1 Cell Culture

There are various kinds of cells in our body, and fibroblasts are known as the major
cells responsible for the production of extracellular matrix like collagen, elastin, and
fibronectin in connective tissue. Fibroblast cells are easy to handle and often used
in experiments in the field of cell biology. In this study, we used fibroblast-like cell
line, β1GD25, provided by Dr. Takao Sakai (University of Liverpool, UK). The cell
line GD25 was originally produced as a β1integrin-deficient cell line to investigate
the role of β1 subunit in cell adhesion, and β1GD25 was transformed by introducing
β1 integrin subunit to GD25 [7]. We used this cell line because the connectivity from
the nucleus to integrin through actin filament might play some important role for a
cell in sensing mechanism of vibration.

Passage number of β1GD25 was 7 to 9 in all experiments. β1GD25 was seeded
in 96 multi-well plate (Thermo Fisher Scientific, USA) at 1.0 × 105 cells/well
with Dulbecco’s Modified Eagle Medium (DMEM, High Glucose-GlutaMAX™-
Pyruvate, Gibco, USA) suspended with 10% fetal bovine serum (FBS, Equitech-Bio
Inc., USA) and 1% penicillin-streptomycin solution (PS, FUJIFILM Wako Pure
Chemical Corporation, JPN). The culture medium of cells was changed once every
day. The cells were cultured in the incubator at 37◦ in the air of 100% humidity and
5% CO2.
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2.2 Addition of Cytochalasin D

The purpose of this research is to find the contribution of actin filament, connected
from the nucleus placed deep in the cell to the integrin on the cell membrane, on
sensing mechanical vibration. For that reason, the response to mechanical vibration
was compared in counting the cell number between the F-actin-inhibited cells and
the original cells. It is well known that the actin monomer expressing globular form
(G-actin) assembles into polarized filament, which is called as the filamentous actin
(F-actin). F-actin is known to support the cellular structure as cytoskeleton.

In the cell biology, it is possible to inhibit the formation of actin filament by
adding cytochalasin D (CD), a kind of fungal toxin. CD may bind to the barbed
end of actin filament and inhibit the association of subunits. Therefore, a cell cannot
organize F-actin when CD is dissolved in the medium at a certain concentration. In
this experiment, CD (Cayman Chemical Company, USA) was added to the medium
from 1 day before mechanical vibration gave effects on the cultivated cell number.

Too high concentration of CD will inhibit various cell activities and lead cells
to die out because F-actin is needed for the cell to survive. In this study, the effect
of mechanical vibration on cells was evaluated by comparing the number of cells
cultivated in a certain period in incubator. Therefore, the concentration of CD had
to set low enough not to affect the cultivated cell number and high enough to
inhibit the formation of F-actin partially. Such an appropriate CD concentration was
determined as 0.2 μM experimentally.

2.3 Application of Mechanical Vibration

The experimental setup to apply mechanical vibration to cells is shown in Fig. 1.
Sinusoidal wave signals produced by a function generator (WF1945A, NF Corpora-
tion, JPN) were amplified by power amplifier (Type 2718, Brüel & Kjær, DNK) and
input to the electromagnetic exciter (Type 4809, Brüel & Kjær, DNK). Aluminum
plate which has enough stiffness not to resonate at vibration frequency of this
experiment was fixed on the exciter. Culture plate was attached on this aluminum
plate to apply vibration uniformly and vertically to cells.

The exciter was put in the incubator. A sponge was put under the exciter as an
isolator not to transfer vibration to incubator. The acceleration amplitude and the
frequency of the vibration were set to 0.5 G and 12.5 Hz, which is shown as the most
effective one for the increase of cell number according to the previous study [5].
After cells were cultured under static condition for 1 day to have them adhered on
the well plate, the vibration was applied to cells all day long during the experiment.

Various physical or chemical phenomena might be induced when the cells are
cultured under mechanical vibration. One of them is the sloshing effect of culture
medium. The magnitude of sloshing depends on the diameter of culture medium,
the height of culture medium in each well, and the viscosity of medium. It was
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Static: vib(-)

Vibration: vib(+)
Function generator

Power amplifier

Incubator

Isolator (Sponge)
Exciter

Fig. 1 Experimental setup

reported that the sloshing effect was shown to increase in cell number under some
vibration conditions [8]. Then, if the sloshing effect estimated to be not small, it has
to be suppressed to investigate the real vibration effect on cells. In the case of this
study using 96 multiwell plate, the suppression measures of sloshing were not done
because it is confirmed that the sloshing is too small to give effect on cell number.

2.4 Cell Number Count

The effect of vibration on the cultivated cells was indicated by the cell number, at
first. The number of living cells was counted by hemocytometer and phase-contrast
microscope. The trypan blue solution which dyed only dead cells in blue was used
to exclude the dead cells from counting cell number.

2.5 Immunofluorescence

β1GD25 was seeded in 35-mm glass bottom dish (Matsunami Glass Ind., Ltd., JPN)
to observe the structure of cells by immunofluorescence. Nucleus antibody, TO-
PRO-3 (Molecular Probes, USA), and actin antibody, Alexa Fluor 488 phalloidin
(Invitrogen, USA), were used to visualize the structure. After staining, the cell
morphology was observed by the inverted-type fluorescence microscope.

2.6 Statistical Analysis

All data was shown in the form of mean ± S.D. The statistical comparisons were
performed by Student’s t-test. A value of p < 0.05 was considered significant in all
analysis.
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3 Result and Discussion

3.1 Result Under Mechanical Vibration with CD

Cell culture experiment under mechanical vibration with CD-included medium was
performed at the frequency of 12.5 Hz and the amplitude of 0.5 G. One of the
results of cell growth is shown in Fig. 2. The legend vib(+) means the results
under vibration and vib(−) under static without vibration. The cells cultured under
mechanical vibration without CD increased about 30% in cell number on day 7
and day 8 compared with those under static, as shown in Fig. 2. On the other
hand, this increase of cell number was not observed when CD was included in
medium. The cells cultivated in the medium included by CD could not sense the
applied mechanical vibration under inhibition of F-actin. This result suggested that
the organized F-actin was an essential factor of sensing vibration.

3.2 Discussion

F-actin is one of the cytoskeletons and a kind of protein structured inside of living
cells. It is known to play important roles in supporting not only cellular structure
but also other various functions such as migration or adhesion of cells. This is
considered to come from F-actin contractility [9]. F-actin contractility changes the
conformation of proteins bound to F-actin. The conformation of proteins is very
important in cellular biological signaling because the interaction with other proteins
depends on it.
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Fig. 2 Cell growth under mechanical vibration with/without CD. Twenty-four hours and 48 h in
horizontal axis indicate elapsed time after CD addition. Each mark (* and †) shows significant
difference in cell number between static and vibration, cultured at the same CD concentration
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The failure of sensing vibration under inhibition of F-actin in this study
might suggest that sensing process of vibration also needs F-actin contractility.
As described above, the mechanical coupling between the nucleus and F-actin
and between integrin α5β1 and fibronectin is needed for sensing vibration. F-
actin may connect between these coupling sites and contract each other by its
contractility. Focal adhesion is known to consist of many proteins which changed
their conformation by tensile force [10]. It is considered that F-actin contractility
varies the conformation of proteins in focal adhesion, then mechanical signals are
converted to biological signals such as phosphorylation cascades, and finally cells
sense mechanical vibration.

4 Conclusions

In this study, we hypothesized that cells might sense the applied vibration through
the nucleus, F-actin, integrin, and nucleus connectivity. Special interest was focused
on the F-actin which binds the nucleus to integrin for sensing vibration. To assess
the contribution of F-actin to sensing vibration, cytochalasin D was introduced in
the medium of cells. It was shown experimentally that F-actin is an essential factor
of sensing the applied vibration. The sensing process of vibration may need F-actin
contractility, but to understand how it contributes to sensing vibration, it may need
more experimental investigations.
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Vibration Characteristics of Seated
Human Body Under Exposure to Vertical
Whole-Body Vibration
in Wide-Frequency Range

Gen Tamaoki, Koki Sugimoto, Takuya Yoshimura, Yoichiro Kitahara,
and Koki Yamashita

1 Introduction

Vibration characteristics of a seated human body exposed to whole-body vibration
are important factors in ride comfort of automobiles. There are main resonance
frequencies of the human body in a frequency range below approximately 20 Hz.
Therefore the vibration characteristics in this frequency range have been discussed
in many previous studies [1, 2]. Low-frequency vibration has been known to affect
the ride comfort, for example, frequency weighting factors defined in ISO2631-
1 [3] and equivalent comfort contours [4]. The equivalent comfort contours show
that high-frequency vibration requires larger magnitude in order to feel the same
magnitude as low-frequency vibration. It means that human perception of high-
frequency vibration is less sensitive than that of low-frequency vibration. This is
another reason that the low frequency has been considered an important factor in
assessing the ride comfort. As a result of the research on low-frequency vibration
and the development of reduction technology of low-frequency vibration, the ride
comfort issue seemed to have been achieved. However, the vibration reduction
technology of automobiles has made occupants perceive high-frequency vibration.
The same thing has happened in electric vehicles that generate less low-frequency
vibration. Engineers involved in the development have come to think that high-
frequency vibration may have an adverse effect on ride comfort in low vibration
or electric cars. Therefore it is necessary to focus on high-frequency vibration for
the ride comfort. However the vibration characteristics of a seated human body in
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high-frequency range cannot be said as obvious as that in low-frequency range.
The purpose of this study is to examine the vibration characteristics of the seated
human body in a wide-frequency range, which means up to 50 Hz beyond 20 Hz
that has been previously studied. For the purpose, vibration experiments for the
human body with a shaking table and modal analyses of the experimental results are
conducted. The goal of this study is to estimate modal characteristics of the human
body expressed as the head-spine system in the wide-frequency range. A frequency
range below 20 Hz is called the low-frequency range, and a frequency range from
20 Hz to 50 Hz is called the high-frequency range in this study.

2 Human Vibration Experiment

An experiment’s schematic diagram is shown in Fig. 1. The coordinate system
defined by ISO2631-1 [3] is used in this study (X, fore-and-aft; Y, lateral; and
Z, vertical). Subjects sat on a rigid seat fixed on the shaking table (SHINKEN,
G-6150-3HT-040) without a backrest and with a footrest that was not attached to
the seat and didn’t vibrate. The subjects were exposed to vertical vibration only
from the seat surface with their back stretched and their feet placed on the footrest.
Seat-to-measurement-point acceleration transmissibility was obtained by dividing
acceleration of each measurement point of the human body in each direction by
acceleration on the seat surface in the excitation direction. The measurement points
on the human body were the head; the seventh cervical vertebra; the third and
seventh thoracic vertebrae; the first, third, and fifth lumbar vertebrae; and the
sacrum. Acceleration in vertical and fore-and-aft directions at each measurement
point on the human body except the head was measured with a small lightweight

Fig. 1 Experiment schematic diagram and positions of measurement
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triaxial accelerometer (1.0 gram, PCB, Type 356A03), which was stuck on a thick
paper with double-sided tape and was attached to the skin above each vertebra.
The thick paper (10 mm * 10 mm) was used to fix the sensor on the skin
tightly. Acceleration in three translational directions of the head was measured with
three small lightweight triaxial accelerometers, which were attached to a T-shaped
bar bitten by the subject to fix the position of the accelerometers. Seat-to-head
transmissibility of six degrees of freedom (three translational and three rotational
degrees of freedom) was obtained by calculating nine translational transmissibility
measured by these accelerometers, assuming that the head was a rigid body.
Acceleration on the seat surface was measured with an accelerometer (PCB, Type
356A32) fixed on the rigid seat. The posture of each subject was measured by
using a motion capture system (OptiTrack, Flex13, and Motive Tracker) that the
infrared reflective markers were placed at the same positions as the accelerometers.
The three-dimensional position coordinates at each position were obtained. The
excitation wave was random of a frequency range of under 50 Hz and a magnitude of
0.3 m/s2 r.m.s. The subjects were five healthy adult males. Their average height was
173 cm (170–178 cm), and average weight was 62 kg (55–75 kg). We conducted the
measurements three times for each subject under the same conditions and calculated
arithmetic average of three transmissibility.

3 Results and Discussions

Figure 2 shows the transmissibility of each measurement point in z direction for
five subjects. The thin lines show the transmissibility of the subjects, and the thick
line shows an arithmetic average of the subjects. There were some resonant peaks
in the transmissibility of each measurement point. In the low-frequency range, the
shape of the peaks was (relatively) steep. There were two peaks at each measurement
point above the third lumbar vertebra and three peaks at the fifth lumbar vertebra
and the sacrum. The resonant frequencies were almost the same regardless of the
subjects, and the average also showed this feature. On the other hand, in the high-
frequency range, peaks could not be observed at the head and seventh cervical
vertebra though gradual peaks could be observed at other measurement points. The
resonant frequencies varied depending on the subjects, and the average didn’t show
clear peak.

The modal characteristics were estimated from the measured data of the transmis-
sibility by using multi-reference iterative curve fitting technique. Estimated natural
frequencies and modal damping ratios are summarized in Table 1. Five modes were
estimated in the wide-frequency range. The first, second, and third modes were in
the low-frequency range. The fourth and fifth modes were in the high-frequency
range. Although variation in the natural frequencies among the subjects was small
in the low-order mode, it was greater as the order of the mode was higher. Not only
the value but also the variation among the subjects of the modal damping ratio in the
high-frequency range seemed to be larger than those in the low-frequency range.
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Fig. 2 Transmissibility of each measurement point in z direction for five subjects

Table 1 Identified modal characteristics

Natural frequency [Hz] Modal damping ration [%]
1st 2nd 3rd 4th 5th 1st 2nd 3rd 4th 5th

Sub.1 6.8 11.5 15.4 24.1 33.0 Sub.1 12.9 14.3 28.3 32.6 31.4
Sub.2 7.5 10.2 14.1 28.6 39.5 Sub.2 15.5 16.3 25.8 20.4 49.5
Sub.3 7.9 10.6 17.5 29.0 35.6 Sub.3 15.4 18.2 23.8 35.3 31.7
Sub.4 8.1 11.9 18.0 24.5 42.1 Sub.4 11.9 15.8 23.3 27.6 46.6
Sub.5 7.4 10.8 15.5 29.1 34.7 Sub.5 16.6 16.3 34.4 29.8 71.1
SD 0.5 0.6 1.6 2.5 3.7 SD 2.0 1.4 4.5 5.7 16.3
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Fig. 3 Mode shape of subject 3

The vibration mode shapes of a typical subject are shown in Fig. 3, since features
of the vibration mode shapes of five subjects almost coincide in the low-frequency
range. The solid lines show deflections of the mode shape with the phase shifted
by 180 degrees, and the broken line shows the neutral position. The first mode was
rotation in pitch direction and vertical vibration of the head and bending vibration of
the spine. The second mode was pitch rotation of the head and vertical vibration of
the buttocks. The third mode was mainly vertical vibration of the cervical vertebra
and slightly vertical vibration of the buttocks. The characteristics of the mode
shape of these three modes in the low-frequency rage were the same as the results
estimated in the previous study for the low-frequency range conducted by Nakai
et al. [2]. Therefore, the estimations of this study were thought to be suitable. As
to the high-order modes, high-order modes had the following common features,
though differences of the features among subjects became large as the order of the
mode went high. The mode shapes of some other subjects in the high-frequency
range are shown in Fig. 4. The forth mode was vibration of the cervical vertebra
and/or the buttocks. The fifth mode was vibration of each part of the spine, and the
part mainly vibrated was different depending on the subjects. And in the fourth and
fifth modes, depending on the part, some parts may simultaneously vibrate in fore-
and-aft direction. From the above, the modal characteristics in the high-frequency
range varied depending on the subjects, though the subjects showed similar modal
characteristics in the low-frequency range.

4 Conclusions

The vibration experiments for the seated human body were conducted for a wide-
frequency range, which is below 50 Hz, and the transmissibility of the human body
was obtained. The five natural modes were estimated by using the curve fitting
technique. Three modes were in the low-frequency range, and two modes were in the
high-frequency range. The vibration mode shapes were obtained as the head-spine
system.
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Fig. 4 Examples of fourth and fifth mode shapes of other subjects

The high-frequency vibration could affect the ride comfort because there were
two modes in the high-frequency range. Since individual difference in the high
frequency may be greater, we will increase the number of the subjects and confirm
the validity of the result obtained in this study, and then the relationship between
the magnitude of vibration in each points of the body and perception of vibration
will be clarified based on the vibration characteristics of seated human body in each
frequency range.

Ethical approval: All procedures performed in studies involving human par-
ticipants were in accordance with the ethical standards of Tokyo Metropolitan
University (the ethics committee at Tokyo Metropolitan University, No.H30-102)
and with the 1964 Helsinki Declaration and its later amendments or comparable
ethical standards.

Informed consent: Informed consent was obtained from all individual partici-
pants included in the study.

References

1. Rakheja, S., Dong, R.G.: Biodynamics of the human body under whole-body vibration:
synthesis of the reported data. Int. J. Ind. Ergon. 40(6), 710–732 (2010)

2. Nakai, K., Yoshimura, T., Tamaoki, G.: Experimental modal analysis of human body with the
spinal column. J. Environ. Eng. 2(4), 720–729 (2007)

3. International Organization for Standardization, Mechanical vibration and shock - Evaluation of
human exposure to whole-body vibration -. International Standard, ISO 2631-1 (1997)

4. Griffin, M.J.: Handbook of Human Vibration. Academic Press, London (1996)



Changes in Peripheral Circulation
and Autonomic Nervous Activity in the
Elderly Exposed to Acute Whole-Body
Vibration

M. H. Mahbub , Ryosuke Hase, Keiichi Hiroshige, Natsu Yamaguchi,
A. N. M. Nurul Haque Bhuiyan, Noriaki Harada, and Tsuyoshi Tanabe

1 Introduction

The method of increasing peripheral circulation by applying vibration seems to
be useful for the elderly who are susceptible to aging-related macrovascular and
microvascular impairments of the extremities with delayed wound healing or
impaired healing of chronic ulcers. However, the published results on WBV-induced
changes in peripheral circulation are conflicting [1]. Moreover, those studies usually
exposed subjects to high vibration magnitudes frequently exceeding the exposure
limit specified in the International Standard ISO 2631–1 [2] and EU Directive
2002/44/EU [3].

A number of the previous studies showed that exposure to WBV, especially at
higher frequencies, can have significant effects on the autonomic nervous activity
(ANA) and can lead to enhanced vasoconstriction and vibration-induced decrease
in peripheral circulation [4, 5]. An intervention modality with exposure to WBV is
desirable that would be able to improve peripheral circulation without affecting the
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autonomic nervous system. But till now, no study has investigated the concomitant
changes in peripheral circulation and ANA from controlled exposure to WBV with
consideration of the exposure limit specified in the relevant standards.

Therefore, the purpose of the current study was to examine the changes in periph-
eral skin blood flow (SBF) and skin temperature (ST) and also the concomitant
responses in ANA induced by acute exposure to WBV, among the elderly, with
magnitudes defined according to the International Standard ISO 2631-1 (1997).

2 Subjects and Measurements

Fifteen male (age, median, 73.0 years; interquartile range (IQR), 10.0 years. BMI,
median, 25.7 kg/m2; IQR, 3.2 kg/m2) and 15 female (age, median, 71.0 years; IQR,
6.0 years. BMI, median, 22.6 kg/m2; IQR, 5.0 kg/m2) relatively healthy elderly
subjects participated in this study approved by the institutional Human Research
Ethics Committee. After entering the experiment room, the subjects acclimatized
to the room temperature (25.0 ± 0.5◦C; 15 min) and seated barefoot on a height
adjustable chair. This was followed by various measurements included in the
experimental protocol (Fig. 1).

While standing barefoot on the side-alternating vibration device, all subjects
underwent an intervention (Fig. 1) consisting of any of the following four random-
ized exposure conditions performed on different days: (1) WBV at 15 Hz, (2) WBV
at 20 Hz, (3) WBV at 25 Hz, and (4) control condition (0 Hz). The unweighted
and frequency-weighted peak accelerations were 17.75 m/s2 and 9.64 m/s2 r.m.s.,
31.56 m/s2 and 14.19 m/s2 r.m.s., and 49.30 m/s2 and 17.89 m/s2 r.m.s. at 15 Hz,
20 Hz, and 25 Hz, respectively; the corresponding A(8) values were 0.76 m/s2 r.m.s.,
1.12 m/s2 r.m.s., and 1.41 m/s2 r.m.s., respectively. The peak-to-peak displacement
of the vibrating platform was 4 mm. During three bouts (1 min each) of exposure,
the participants stood with bent knees at an angle of about 30◦ (considering a full
knee extension of 0◦) and lightly grasped the rails of the platform with their hands.
Just after the cessation of each bout of exposure, the subjects were asked to stand
up quickly but smoothly.

Before  Intervention After 
Rest  HRV  VPT Rest  SBF Bout 11 Rest Bout 21 Rest Bout 31 Rest SBF

15 min 5 min ≥3 min (twice) 1 min 1 min 1 min 1 min  1 min 1 min

HRV 

ST 
Seated Standing 

Fig. 1 Schematic illustration of the experimental protocol. HRV, heart rate variability; SBF, skin
blood flow; ST, skin temperature; VPT, vibrotactile perception threshold. 1SBF was measured
immediately after the cessation of each bout of exposure



Changes in Peripheral Circulation and Autonomic Nervous Activity in the. . . 377

2.1 Equipment

WBV was produced using a side-alternating vibration device (Galileo 900, Novotec
Medical GmbH, Pforzheim, Germany). Left dorsal foot ST and room temperature
were measured by digital thermistors (SZL-64, Technol seven, Japan). Right dorsal
foot SBF was recorded from an area (260 pixels) proximal to metatarsophalangeal
joints, by the noncontact laser speckle flowgraphy system (LSFG-ANW, Softcare
Co., LTD., Fukuoka, Japan). Heart rate variability (HRV) data were recorded using a
portable battery-operated two-channel heart rate device (CheckMyHeart, DailyCare
BioMedical, Inc., Taiwan) connected via electrode cables with disposable Ag/AgCl
circular surface electrodes (Bioload SDC-H, GE Healthcare, Japan) placed on
ventral forearms. The sampling frequency of HRV was 250 Hz.

2.2 Data Processing and Statistical Analyses

The HRV data were extracted for the real exposure period (total 3 min during three
bouts of exposure) and visually inspected for noise or ectopic beats. Then using the
fast Fourier transform (FFT) analysis, the following components (in milliseconds
squared) were calculated for the detrended values of regular R-R interval data: (1)
high-frequency power (HF, 0.15 and 0.40 Hz), (2) low-frequency power (LF, 0.04
to 0.15 Hz), and (3) LF/HF (the ratio of low- to high-frequency power). The values
of HF and LF were normalized (expressed in normalized unit or nu) as follows:
(1) normalized HF = HF ÷ (total power − VLF) and (2) normalized LF = LF
÷ (total power − VLF), where VLF indicates very low-frequency power (between
0.003 and 0.04 Hz) of HRV. The data were analyzed using Wilcoxon signed-rank
test for two-related samples and Friedman test for k-related samples. For multiple
comparisons, the adjustments were made by Bonferroni corrections as necessary.
Statistical analysis was performed with statistical software package SPSS version 22
for Windows (SPSS Inc., Chicago, IL, USA). Statistical significance was considered
at a two-sided P-value of <0.05.

3 Results

The baseline values of SBF under vibration exposure conditions of 15, 20, and 25 Hz
did not differ significantly from the values measured under control (0 Hz) condition
as shown in Fig. 2. In contrast, during intervention, relative to the control condition,
the SBF increased significantly under all three vibration exposure conditions at all
three time points (P < 0.001). When the comparison was made with the 15 Hz
condition, the SBF was significantly greater at all three time points under both
20 Hz and 25 Hz exposure conditions (P < 0.01 to 0.001). Also, those increases
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Fig. 2 Boxplots displaying median values of skin blood flow (SBF) (mean blur rate/MBR) with
corresponding 25th and 75th percentiles obtained at baseline (before), during (bouts 1, 2, and 3),
and after exposure for intervention under four different exposure conditions. Levels of significant
differences from the corresponding values by Wilcoxon signed-rank test with adjustments for
multiple comparisons by Bonferroni corrections: ‡P < 0.001; %%%%P < 0.001, %%%P < 0.005,
%%P < 0.01, and %P < 0.05 versus 15 Hz; ††P < 0.005 and †P < 0.05 versus 20 Hz

differ significantly between the latter two exposure conditions at those time points
(P < 0.05 to 0.005). When the analysis was performed with the data after cessation
of intervention, compared to the control and 15 Hz conditions, the corresponding
SBF remained significantly elevated under 20 Hz (P < 0.05 to 0.001) and 25 Hz
(P < 0.005 to 0.001) exposure conditions; but such increases in SBF did not differ
significantly between these two latter conditions.

On the other hand, no significant difference in ST was observed when the values
under WBV exposure conditions were compared with the corresponding control
values before, during, and after intervention (results not shown).

Compared to the corresponding control condition, the baseline values of LF, HF,
or LF/HF for HRV did not show any significant difference under 15 Hz, 20 Hz, and
25 Hz exposure conditions. Also, intervention under three different frequencies with
different magnitudes of WBV did not induce any statistically significant change in
any of those measured parameters of HRV (Fig. 3).

4 Discussion

For intervention with exposure to WBV, safe and effective vibration parameters like
frequency, amplitude, acceleration, etc. have not yet been established. As suggested
in ISO 2631-1 [2], subjects should not be exposed to high levels of vibration during
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Fig. 3 Boxplots displaying median and 25th and 75th percentiles for the components of HRV
under different exposure conditions at baseline (upper panel) and during (lower panel) intervention.
Number of subjects included in the analysis: control, n = 26; 15 Hz, n = 25; 20 Hz, n = 24; and
25 Hz, n = 25. HF high frequency, LF low frequency, nu normalized unit

experiments involving human exposure to vibration and shock. According to the EU
Directive 2002/44/EU [3], people regularly exposed to WBV in their occupations
should not be exposed to a vibration exceeding an A(8) value of 1.15 m/s2 r.m.s.
In line with these, we exposed subjects to WBV to relatively lower frequencies
and magnitudes of vibration. However, the same feet posture on the vibration
platform and same amplitude of vibration led to the generation of a level of vibration
magnitude at 25 Hz that exceeded the recommended A(8) value. But we believe that
subjects’ posture on the platform with flexed knees caused partial reduction of the
mechanical energy of WBV transmitted to the body through the feet [6].

In our study, WBV generated at 20 and 25 Hz caused an increase in SBF both
during and after the exposure, and the responses under these two conditions were
significantly greater than that observed under the 15 Hz exposure condition. How-
ever, the peak vibration magnitude exceeded the recommended safe exposure limit
at 25 Hz. Therefore, the findings provide evidence for the practical applicability
and also the efficacy of exposure to WBV at 20 Hz as a simple, safe, and feasible
noninvasive modality for increasing SBF of the lower extremity in the elderly.

Our observation of no significant vibration-induced change in ST is in line with
the current literature [1]. This may be due to the fact that we measured ST at the
dorsal skin which is thermally more stable as it lacks arteriovenous anastomoses
and less responsive to external stimuli than the glabrous skin.

Aging is associated with changes in ANA with reduced HRV, and the latter is
associated with the development of adverse health outcomes [7]. Therefore, WBV
intervention should not cause any adverse effects on the ANA. As we observed in
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our study, applied WBV did not cause any significant change in the HRV indicating
that no cardiovascular stress was caused by the WBV intervention used in this study.

5 Conclusion

Acute exposure to WBV within the ISO-recommended limit appears to be able to
induce improvements in peripheral SBF without exerting any negative effects on the
ANA in the elderly. For this purpose, exposure with a vibration frequency of 20 Hz
and peak-to-peak displacement of 4 mm producing an A(8) value of 1.12 m/s2 r.m.s.
was found to be effective.
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Effects of Vibration on Seated Human
Drowsiness/Alertness

K. Zou, M. Fard, J. L. Davy, and S. R. Robinson

1 Introduction

The Australian National Highway Traffic Safety Administration estimated that in
2013 alone, drowsy driving was responsible for 72,000 crashes, 44,000 injuries, and
800 deaths, and these numbers are trending upwards. Drowsy driving has cost the
economy at least $3 billion every year since 2000 [15]. Driver’s drowsiness has
become a challenging problem for modern transport safety [1, 14].

Alertness is a state of consciousness in which drivers have a clear mental
condition and can make the judgment quickly and accurately. On the other hand,
when drivers are drowsy, their response time becomes longer, and the accuracy
of their judgments deteriorates. Alertness is influenced by the degree of activation
of two parts of the autonomic nervous system. The sympathetic nervous system
(SNS) is more active during periods of stress or arousal, while the parasympathetic
nervous system (PNS) is more active when we are feeling calm, relaxed, and sleepy.
These two systems exist in a dynamic equilibrium [2]. For example, as people feel
increasingly relaxed while they drive, the PNS becomes more dominant, but then as
they fight to stay alert, the SNS is activated in short bursts, in an attempt to arouse
from drowsiness. The relative amount of activation of the SNS and PNS at a given
time can be estimated by examining the heartbeat. It turns out that when we are
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stressed, the heartbeat is more rapid and regular, whereas when we are relaxed, the
heartbeat is slower and less regular [3, 5, 7].

Variation in sympathetic and parasympathetic activity can be estimated by
analyzing the heart rate variability (HRV). There are two principal components to
the variable duration between heartbeats [4]. Beat-to-beat variability is called “high-
frequency” (HF) variability (0.15–0.4 Hz) and is primarily due to the activity of the
PNS, while periodic variations in the heart rate over periods of 10 seconds or more
(0.04–0.15 Hz) are called low-frequency” (LF) variability and are more strongly
influenced by the SNS (but not exclusively, see [6]). Thus, the LF/HF ratio can
be used to identify periods of relaxation and decreased alertness: as we become
drowsy, the PNS starts to dominate, and the LF/HF ratio decreases. However, if the
person becoming drowsy is driving at the time, they will struggle to stay awake, and
in these situations, the LF/HF ratio fluctuates erratically, as the stress involved in
staying alert results in strong but brief activations of the SNS.

Another way to assess driver drowsiness is to ask them to rate their subjective
sleepiness on the Karolinska sleepiness scale (KSS) [9]. The KSS describes an
individual’s current state of alertness on a scale of 1 to 10. Level 1 means that
the participant feels extremely alert, and level 10 means that the participants are
extremely sleepy or cannot keep awake. The ratings obtained on the KSS can be
used to validate conclusions reached from measures of HRV. Both of these measures
were employed in the present study.

2 Methodology

2.1 Participants

Ten normal male subjects aged 20–25 volunteered for this study. The ages, weights,
heights, and daily routine of all subjects were recorded. Any subjects with a history
of neurological disease or sleep disturbances were excluded from this study. The
study was approved by the RMIT University Human Ethics Committee. All subjects
were asked to go to bed before 10 pm on the day before testing and to have at least
7 hours sleep.

2.2 Experimental Procedure

Due to the requirements of experimental repeatability and driver safety, all exper-
iments were conducted in a laboratory-based driving simulator. This simulator
was designed and built at RMIT University. The simulator system includes a
2.5 m*2.5 m*3 m semi-open cabin, a 32-inch monitor in the front of this cabin, a
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Fig. 1 Schematic view of the experimental setup [8, 12]

metal vibration platform in the center of the room, a mid-size sedan car seat mounted
on the platform, and a steering wheel fixed between the monitor and the seat (Fig. 1).
The experimental laboratory has a stable temperature at 24 ◦C, and lighting is
dimmed to simulate evening driving conditions. Driving simulation software (York
Driving Simulator: York Computer Technologies Inc., Kingston, ON, Canada) was
used to simulate the highway driving conditions. In the experiment, the participants
were asked to sit in a comfortable posture in the driver’s seat, which is located about
1.5 m from the video monitor. The driving simulator software displayed a scenic
two-way straight highway road view with two lanes in each direction to simulate
the monotonous highway driving condition. The participants were instructed to do
their best to drive safely and to keep the vehicle in the center of the left lane by using
the steering wheel.

Each run of the experiment lasted 60 minutes. Every participant needed to
complete two simulated driving tasks (two test runs): one involved no vibration,
and the other involved exposure to whole-body vibration. The order in which these
conditions were presented was randomized between participants. The vibration
of the platform was powered by a computer-controlled hydraulic actuator. This
actuator can apply a virtually multiaxial (x-, y-, z-axis) input vibration to the seat
to provide a real-world driving perception of the vibration. The vibration input was
adjusted to provide a 0.2 m/s2 r.m.s total multiaxial vibration to the driver’s body
over a range of 4–7 Hz in Gaussian random input. This range corresponds to the
frequency band of theta brainwaves that are associated with the onset of drowsiness
[10].
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Table 1 Average KSS score for both the control and vibration conditions

Control condition Vibration condition

KSS before the test run (mean ± SEM) 5.3 ± 0.33 5.0 ± 0.33
KSS after the test run (mean ± SEM) 6.2 ± 0.36 7.7 ± 0.42

2.3 Data Processing

The participants were asked to rate their subjective sleepiness scale via KSS at the
beginning and end of each test run for both the control condition and vibration
condition. Two-tailed paired t-test was used to assess the statistical significance
(p < 0.05). Standard error of the mean (SEM) is displayed in Table 1.

A Polar H7 heart rate monitor was used to collect HRV data. The RR intervals
data (the temporal differences between successive R-wave occurrence times) were
collected by the heart rate monitor and saved by the smartphone application “Elite
HRV” as .txt files. The time resolution for each RR interval is 1 ms (precisely
1/1024s). The HRV was processed by “Kubios HRV Premium 3.1.0.” In this
software, the artifact correction, data window, and trend components can be set up
for data processing. The time window is 180 s, so the 60 minutes of HRV data were
divided into 20 parts.

The following frequency-domain features of the HRV data were calculated from
the power spectral density (PSD) [11, 13]:

LF = The power in low-frequency range (0.04–0.15 Hz) in the PSD reflects SNS
activity combined with some PNS activity.

HF = The power in high-frequency range (0.15–0.4 Hz) in the PSD reflects mainly
PSN activity.

LF/HF = Indicated the approximate balance between SNS and PNS activity.

To aid comparison between subjects and runs, the average values of the LF/HF
ratio at the 6 minutes is calculated as the benchmark point. All the raw data will be
shifted to the same point at 6 minutes for each run, and it is recalibrated to 1.5.

3 Results

3.1 Subjective Sleepiness Scale

The average of KSS values of all the volunteers before and after the test run
are shown in Table 1. The table shows that the subjective sleepiness scale of the
volunteers before and after the test run changed significantly (p < 0.05), especially
under the vibration condition (p < 0.0001). The comparison of the averaged KSS
values between the vibration and control condition after test the run suggests that
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the exposure to vibration has a significant influence on the onset of drowsiness
(p < 0.05). This result means that volunteers became more tired after the vibration
has been applied to driver’s body.

3.2 The LF/HF Ratio

The LF/HF ratio is the objective index of the participant sleepiness level. Compared
with the LF/HF ratio in the control condition, the trend lines in the vibration
condition display significantly more variability.

The standard deviations for both the control condition and the vibration condition
are calculated and shown in Table 2. The two-tailed paired t-test result shows that
the difference between these two conditions is significant (p < 0.05). This means that
the SNS and PNS have a stronger antagonism effect under the vibration condition.

The averaged LF/HF ratio trend lines for all ten participants are shown in
Fig. 2. The mean standard deviation value for the vibration condition is 0.65,
and the mean for the control condition is 0.44. Previous research [12] shows that
higher SD values are interrelated to higher drowsiness level. It is believed that
the subjects feel drowsier due to the low-frequency vibration. The data in both
conditions trends upwards over time, indicating that both sets of conditions activated
the SNS, presumably in an attempt to combat drowsiness. However, the lines for
the vibration condition exhibited larger fluctuations than the lines for the control
condition, consistent with the greater effort required to fight drowsiness in the
vibration condition.

Table 2 Standard deviation
of the LF/HF ratio

Standard deviation of LF/HF ratio
Vibration condition Control condition

Subject #1 0.83 0.57
Subject #2 1.69 1.09
Subject #3 2.40 1.55
Subject #4 0.71 0.22
Subject #5 0.99 0.88
Subject #6 3.09 0.58
Subject #7 0.81 0.50
Subject #8 1.16 0.98
Subject #9 2.40 1.54
Subject #10 0.89 0.40
Average 1.50 0.83
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Fig. 2 The averaged data of all participants for control condition and vibration condition

4 Discussion

This study investigated the relationship between whole-body vibration and driver
drowsiness. Currently, relatively little is known about the relationship between
physical vibration and the human response. The present results have shown that
under controlled conditions, vibration transmitted through the driver’s seat for a
period of 60 minutes increases the subjective sense of drowsiness when compared
to a no-vibration condition. An objective measure of drowsiness, the LF/HF ratio,
indicated that over the 60 minutes period, all drivers experienced an increase in
mean SNS activation, which was of similar magnitude in both conditions. However,
the vibration condition was associated with significantly greater variability in the
LF/HF ratio, which is consistent with these drivers having to exert a greater amount
of mental effort to remain alert throughout the driving task.

It is evident from Table 2 that there was a wide range of variability in individual
responses to the vibration condition, with some subjects exhibiting large standard
deviations in the LF/HF ratio (indicative of bursts of SNS activity) and others
exhibiting relatively small standard deviations. This heterogeneity might reflect
individual differences in susceptibility to drowsiness while driving. It is notable,
however, that every one of the ten participants exhibited a larger standard deviation
while in the vibration condition than when in the control condition, indicating that
all participants were affected to some degree by the vibration.

While these results were obtained within the controlled environment of a driving
simulator, the range and magnitude of vibrations experienced by the participants
were consistent with that experienced by drivers on normal Australian highways,
and therefore the results should have relevance to real-world driving conditions.
The previous research of Zhang et al. [12] demonstrated that whole body vibration
significantly enhances the perception and experience of drowsiness during a simu-
lated highway driving task. These findings raise the interesting possibility that by
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suppressing drowsiness-inducing vibrational frequencies in motor vehicles, it may
be possible to reduce the incidence of motor vehicle accidents.

References

1. Chen, L.L., Zhao, Y., Zhang, J., Zou, J.: Automatic detection of alertness/drowsiness from
physiological signals using wavelet-based nonlinear features and machine learning. Expert
Syst. Appl. 42, 7344–7355 (2015)

2. Eckberg, D.L.: Sympathovagal balance: a critical appraisal. Circulation. 96, 3224–3232 (1997)
3. Lombardi, F.: Clinical implications of present physiological understanding of HRV compo-

nents. Card. Electrophysiol. Rev. 6, 245–249 (2002)
4. Michail, E., Kokonozo, A.,Chouvarda.: EEG and HRV markers of sleepiness and loss of control

during car driving, 30th Annual international IEEE EMBS conference, 2008
5. Vicente, J., Laguna, P., Bartra, A., Bailon, R.: Detection of Driver’s drowsiness by means of

HRV analysis. Comput. Cardiol. 38, 98–92 (2011)
6. Shaffer, F., Ginsberg, J.P.: An overview of heart rate variability metrics and norms. Front.

Public Health. 5, Article 258 (2017)
7. Shinar, Z., Akselrod, S., Dagan, Y., Baharav, A.: Autonomic changes during wake-sleep

transition: a heart rate variability based approach. Auton. Neurosci. Basic Clin. 130, 17–27
(2006)

8. Kawamura, R., Bhuiyan, M.S., Kawanaka, H., Oguri, K.: Simultaneous stimuli of vibration
and audio for in-vehicle driver activation (2011)

9. Karolinska Sleepiness Scale (KSS): In: Shahid, A., et al. (eds.) STOP, THAT and One
Hundred Other Sleep Scales. © Springer Science+Business Media, LLC (2012). https://
doi.org/10.1007/978-1-4419-9893-4_47

10. Dustman, R.E., Boswell, R.S., Porter, P.B.: Beta brain waves as an index of alertness. Science.
137(3529), 533–534 (1962)

11. Rosenberg, W., Chanwimalueang, T., Adgei, T., Jaffer, U., Goverdovsky, V., Mandic, D.P.:
Resolving Ambiguities in the LF/HF Ratio: LF-HF scatter plots for the categorization of mental
and physical stress from HRV, viewed on 20th March 2018. (2017) https://www.frontiersin.org/
articles/10.3389/fphys.2017.00360/full

12. Zhang, N., Fard, M., Bhuiyan, M.H.U., Verhagen, D., Azari, M.F., Robinson, S.R.: The effects
of physical vibration on the heart rate variability as a measure of drowsiness. Ergonomics.
61(9), 1259–1272 (2018)

13. Jiao, K., Li, Z., Chen, M.: Effect of different vibration frequencies on heart rate variability and
driving fatigue in healthy drivers. Int. Arch. Occup. Environ. Health. 77, 205–212 (2004)

14. Ahn, I., Bae, M.J.: A study on warning sound for drowsiness driving prevention system. Int. J.
Appl. Eng. Res.. ISSN 0973-4562. 12(24), 14088–14094 (2017)

15. Fatigue Statistic.: Transport Accident Commission Victoria, viewed on 3rd January (2019).
http://www.tac.vic.gov.au/road-safety/statistics/summaries/fatigue-statistics

http://dx.doi.org/10.1007/978-1-4419-9893-4_47
https://www.frontiersin.org/articles/10.3389/fphys.2017.00360/full
http://www.tac.vic.gov.au/road-safety/statistics/summaries/fatigue-statistics


Author Index

A
Aihara, Tatsuhito, 235
Andou, Hiroaki, 275, 291
Arghir, Mihai, 107
Aso, Yuto, 157

B
Bai, Shipeng, 181
Bhuiyan, A.N.M. Nurul Haque, 375
Bonneau, Olivier, 107

C
Carpenter, Harry J., 339, 345
Chen, Jiaying, 189
Cho, Yo-Han, 45

D
Dai, Wei, 115
Daniel, Christian, 3, 151
Davy, John, 381
Du, Haiping, 143

F
Fan, Yimin, 173
Fard, Mohammad, 381
Feng, Zhiguang, 143
Ferfecki, Petr, 121
Fujita, Etsunori, 353
Fujita, Satoshi, 211
Furuya, Kohei, 17

G
Ghayesh, Mergen H., 173, 339
Gholipour, Alireza, 339, 345

H
Harada, Noriaki, 375
Hase, Ryosuke, 375
Henmi, Takuo, 89
Hirano, Takashi, 275, 291
Hiroshige, Keiichi, 375
Hisano, Shotaro, 9
Hoffmann, Norbert, 51
Hong, Chinsuk, 45
Hongu, Junichi, 331
Hou, Zhichao, 181

I
Iba, Daisuke, 331
Inoue, Tsuyoshi, 163
Ishidu, Ryota, 261
Ishihsra, Daiki, 219
Ishikawa, Satoshi, 9
Ito, Akihito, 275
Ito, Atsuhiro, 275
Iwamoto, Hiroyuki, 9

J
Je, Yub, 45
Jeong, Sinwoo, 207
Jeong, Weui-Bong, 45
Jolly, Pascal, 107

© Springer Nature Switzerland AG 2021
S. Oberst et al. (eds.), Vibration Engineering for a Sustainable Future,
https://doi.org/10.1007/978-3-030-46466-0

389

https://doi.org/10.1007/978-3-030-46466-0


390 Author Index

K
Kamei, Tsutomu, 353
Kamio, Chihiro, 235
Kaneko, Shigehiko, 353
Kanno, Kohei, 73
Katada, Kyohei, 253
Kawamura, Shozo, 67, 81, 89
Kijimoto, Shinya, 9
Kikuchi, Go, 81
Kim, Kee-Sung, 269
Kim, Yeonhwan, 137
Kitahara, Yoichiro, 369
Kojima, Shigeyuki, 353
Kokawa, Nobuyuki, 283
Komatsu, Tadashi, 301
Kondou, Takahiro, 309
Kudo, Kenko, 59
Kuratani, Fumiyasu, 37, 275, 291
Kuroda, Katsuhiko, 199

L
Li, Weihua, 143
Li, Wenxing, 143
Lu, Tien-Fu, 173

M
Maeda, Shinichiro, 353
Mahbub, Hossain, 375
Matsubara, Masami, 67, 81, 89
Minorikawa, Gaku, 235
Mori, Hiroki, 309
Morishita, Shin, 261, 361
Moriwaki, Ichiro, 331
Murata, Kohji, 353

N
Nagamine, Takuo, 157
Nakamura, Shogo, 37
Nakano, Ken, 157
Nambara, Takumi, 361
Nerse, Can, 25
Ning, Donghong, 143
Nitzschke, Steffen, 151
Nobuhiro, Yoshika, 353

O
Oberst, Sebastian, 51
Ogura, Yumi, 353
Oh, Yutaek, 137

Okamura, Shigeki, 211
Ota, Ryo, 227
Ota, Shinichiro, 227

P
Psaltis, Peter J., 339, 345

R
Robinson, Stephen, 381
Rudorf, Martin, 51

S
Satou, Jyun, 301
Seo, Cocoro, 211
Shen, Jianwei, 325
Shiga, Hironori, 31
Shin, Eung-Soo, 269
Sim, Min Jung, 45
Spagnol, Joseph, 129
Spannan, Lars, 3
Sporbeck, Thorsten, 151
Stender, Merten, 51
Sueda, Miwa, 309
Sugimoto, Koki, 369

T
Tadokoro, Chiharu, 157
Taji, Shoichi, 331
Tajiri, Daiki, 67
Takada, Shunsuke, 17
Takahashi, Yoshiteru, 301
Takehara, Shinsuke, 67
Takehara, Shoichiro, 219
Tamaoki, Gen, 369
Tanabe, Tsuyoshi, 375
Terumichi, Yoshiaki, 59, 219, 253
Tsuchida, Takahiro, 73
Tsujiuchi, Nobutaka, 275, 291

U
Uchikawa, Ryuichi, 353
Ura, Kentaro, 163

W
Wang, Semyung, 25
Watanabe, Seiji, 283
Woschke, Elmar, 3, 151



Author Index 391

Wu, Helen, 129, 245
Wu, Xiaohui, 317

Y
Yabui, Shota, 167
Yamada, Keisuke, 97
Yamaguchi, Natsu, 375
Yamashita, Koki, 369
Yamazumi, Mitsuhiro, 291
Yan, Qing, 325
Yang, Chunhui, 245
Yang, Jian, 115
Yoo, Hong Hee, 141, 207

Yoshida, Tatsuya, 39, 275, 299
Yoshimura, Takuya, 17, 31, 369
Yoshizumi, Masao, 361

Z
Zander, Anthony, 347, 353
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