
 123

LN
BI

P 
38

4

6th International Conference on Decision 
Support System Technology, ICDSST 2020
Zaragoza, Spain, May 27–29, 2020, Proceedings

Decision Support Systems X
Cognitive Decision Support Systems 
and Technologies

José María Moreno-Jiménez
Isabelle Linden
Fatima Dargam
Uchitha Jayawickrama (Eds.)



Lecture Notes
in Business Information Processing 384

Series Editors

Wil van der Aalst
RWTH Aachen University, Aachen, Germany

John Mylopoulos
University of Trento, Trento, Italy

Michael Rosemann
Queensland University of Technology, Brisbane, QLD, Australia

Michael J. Shaw
University of Illinois, Urbana-Champaign, IL, USA

Clemens Szyperski
Microsoft Research, Redmond, WA, USA

https://orcid.org/0000-0002-0955-6940
https://orcid.org/0000-0002-8698-3292
https://orcid.org/0000-0003-3303-2896


More information about this series at http://www.springer.com/series/7911

http://www.springer.com/series/7911


José María Moreno-Jiménez •

Isabelle Linden • Fatima Dargam •

Uchitha Jayawickrama (Eds.)

Decision Support Systems X
Cognitive Decision Support Systems
and Technologies

6th International Conference on Decision
Support System Technology, ICDSST 2020
Zaragoza, Spain, May 27–29, 2020
Proceedings

123



Editors
José María Moreno-Jiménez
University of Zaragoza
Zaragoza, Spain

Isabelle Linden
University of Namur
Namur, Belgium

Fatima Dargam
SimTech Simulation Technology
Graz, Austria

Uchitha Jayawickrama
Loughborough University
Loughborough, UK

ISSN 1865-1348 ISSN 1865-1356 (electronic)
Lecture Notes in Business Information Processing
ISBN 978-3-030-46223-9 ISBN 978-3-030-46224-6 (eBook)
https://doi.org/10.1007/978-3-030-46224-6

© Springer Nature Switzerland AG 2020
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of the
material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation,
broadcasting, reproduction on microfilms or in any other physical way, and transmission or information
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology now
known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this book are
believed to be true and accurate at the date of publication. Neither the publisher nor the authors or the editors
give a warranty, expressed or implied, with respect to the material contained herein or for any errors or
omissions that may have been made. The publisher remains neutral with regard to jurisdictional claims in
published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Switzerland AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland

https://orcid.org/0000-0002-5037-6976
https://orcid.org/0000-0001-8034-1857
https://orcid.org/0000-0003-2255-6184
https://orcid.org/0000-0002-7159-6759
https://doi.org/10.1007/978-3-030-46224-6


EURO Working Group on Decision Support Systems

The EWG-DSS is a Euro Working Group on Decision Support Systems within EURO,
the Association of the European Operational Research Societies. The main purpose
of the EWG-DSS is to establish a platform for encouraging state-of-the-art high-quality
research and collaboration work within the DSS community. Other aims of the
EWG- DSS are to:

• Encourage the exchange of information among practitioners, end-users, and
researchers in the area of decision systems

• Enforce the networking among the DSS communities available and facilitate
activities that are essential for the start up of international cooperation research and
projects

• Facilitate the creation of professional, academic, and industrial opportunities for its
members

• Favor the development of innovative models, methods, and tools in the field of
decision support and related areas

• Actively promote the interest on decision systems in the scientific community by
organizing dedicated workshops, seminars, mini-conferences, and conference, as
well as editing special and contributed issues in relevant scientific journals

The EWG-DSS was founded with 24 members, during the EURO Summer Institute
on DSS that took place at Madeira, Portugal, in May 1989, organized by two well-
known academics of the OR community: Jean-Pierre Brans and José Paixão. The
EWG-DSS group has substantially grown along the years. Currently, we have over 300
registered members from around the world.

Through the years, much collaboration among the group members has generated
valuable contributions to the DSS field, which resulted in many journal publications.
Since its creation, the EWG-DSS has held annual meetings in various European
countries, and has taken active part in the EURO Conferences on
decision-making-related subjects. Starting from 2015, the EWG-DSS established its
own annual conferences, namely, the International Conference on Decision Support
System Technology (ICDSST).

The current EWG-DSS Coordination Board comprises eight experienced scholars
and practitioners in DSS field: Pascale Zaraté (France), Fátima Dargam (Austria),
Shaofeng Liu (UK), Boris Delibašic  (Serbia), Isabelle Linden (Belgium), Jason
Papathanasiou (Greece), Pavlos Delias (Greece) and Ana Paula Cabral Seixas Costa
(Brasil).



Preface

This 10th edition of the EWG-DSS Decision Support Systems published in the
Springer LNBIP series presents the full papers from the 6th International Conference
on Decision Support System Technology (ICDSST 2020) held in Zaragoza, Spain,
during May 27–29, 2020, with the main topic “Cognitive Decision Support Systems &
Technologies.” This event was organized by the Euro Working Group on Decision
Support Systems (EWG-DSS) in collaboration with the University of Zaragoza.
Exceptionally, following the coronavirus crisis, the 2020 edition of the conference was
held in an online mode.

This conference series was starting with ICDSST 2015 in Belgrade, where it was
planned to consolidate the tradition of annual events organized by the EWG-DSS in
offering a platform for European and international DSS communities, comprising the
academic and industrial sectors, to present state-of-the-art DSS research and devel-
opments, to discuss current challenges that surround decision-making processes, to
exchange ideas about realistic and innovative solutions, and to co-develop potential
business opportunities.

The scientific topical areas of ICDSST 2020 include:

– Decision Support Systems: Advances and Future Trends
– Multi-Attribute and Multi-Criteria Decision Making
– Knowledge Acquisition, Management, Extraction, Visualization, and Decision

Making
– Multi-Actor Decision Making: Group and Negotiated Decision Making
– Collaborative Decision Making and Decision Tools
– Discursive and Collaborative Decision Support Systems
– Mobile and Cloud Decision Support Systems
– Applied Decision Support Systems
– GIS and Spatial Decision Support Systems
– Data Science, Data Mining, Text Mining, and Sentimental Analysis
– Big Data Analytics
– Imaging Science (Image Processing, Computer Vision, and Pattern Recognition)
– Human-Computer Interaction
– Internet of Things
– Social Network Analysis for Decision Making
– Simulation Models and Systems, Regional Planning, and Logistics and Traceability
– Smart City Mobility
– Business Intelligence and Quantum Economy
– Machine Learning, Natural Language Processing, and Artificial Intelligence
– Virtual and Augmented Reality
– New Methods and Technologies for Cognitive Decision Making
– Cognitive DSS and Cognitive Technologies
– Affective DSS and Affective Technologies



– Cognitive Computing
– Cognitive Applications (Cognitive Democracy and Participation, Cognitive Risk

Management, etc.)
– General DSS Case Studies (Business Intelligence, Education, E-Government,

Energy, Entrepreneurship, Environment, Health Care, Industrial Diversification and
Sustainability, Innovation, Logistics, Natural Resources etc.)

This wide and rich variety of themes allowed us, in the first place, to present a
summary about some solutions regarding the implementation of decision-making
process in a high variety of domains and, in the second place, to highlight their main
trends and research evolution. Moreover, this EWG-DSS LNBIP Springer edition has
considered contributions selected from a triple-blind paper evaluation method, main-
taining this way its traditional high-quality profile. Each selected paper was reviewed
by at least three internationally known experts from the ICDSST 2020 Program
Committee and invited external reviewers. Therefore, through its rigorous two-stage
based triple-round review, 13 out of 51 submissions, which corresponds to a 25.5%
acceptance rate, were selected in order to be considered for inclusion this 10th
EWG-DSS Springer LNBIP Edition.

In this context, the selected papers are representative of the current and relevant DSS
research and application advances. The papers are organized in three sections:

(1) Methodological Contributions. Five papers are presented in this section: “Two
Sides of Collective Decision Making - Votes from Crowd and Knowledge from
Experts” by Zorica A. Dodevska, Ana Kovacevic, Milan Vukicevic, and Boris
Delibašić. “Using Multi-level DEA to go beyond the three dimensions of
sustainability” by Georgios Tsaples and Jason Papathanasiou. “Analysis of
Graphical Visualizations for Multi-Criteria Decision Making in FITradeoff Method
Using a Decision Neuroscience Experiment” by Lucia Reis Peixoto Roselli and
Adiel Teixeira de Almeida. “The Multi-Actor Multi-Criteria Analysis (MAMCA):
New Software and New Visualizations” by He Huang, Philippe Lebeau, and Cathy
Macharis. And lastly, “Complexity Clustering of BPMN Models: Initial
Experiments with the K-means Algorithm” by Chrysa Fotoglou, George
Tsakalidis, Kostas Vergidis, and Alexander Chatzigeorgiou.

(2) Case Studies. This section opens with a case study application in Private Digital
Security: “To Click or Not to Click? Deciding to Trust or Distrust Phishing
Emails” by Pierre-Emmanuel Arduin. Then, three case studies from the Public
Sector are presented: “Management Information System for Police Facility
Location” by Ana Paula Henriques de Gusmão, Bruno Ferreira da Costa Borba,
and Thárcylla Rebecca Negreiros Clemente; “An Automated Corpus Annotation
Experiment in Brazilian Portuguese for Sentiment Analysis in Public Security” by
Victor Diogho Heuer de Carvalho, Thyago Celso Cavalcante Nepomuceno, and
Ana Paula Cabral Seixas Costa; and “An E-government Procurement Decision
Support System Model for Public Private Partnership Projects in Egypt” by Karim
Soliman and Nada El-Barkouky. Finally, there are three cases studies from the
Private Sector: “Determinants of recommendation in the airline industry: An
application of online review analysis” by Praowpan Tansitpong; “Artificial
Intelligence Based Decision Making for Venture Capital Platform” by Ankit

viii Preface



Tewari, Joaquim Gabarro, Josep Sole, Brice Lapouble, and Lluis Montull; and
“Supporting Operational Decisions on Desalination Plants from Process Modelling
and Simulation to Monitoring and Automated Control with Machine Learning” by
Fatima Dargam, Erhard Perz, Stefan Bergmann, Ekaterina Rodionova, Pedro
Sousa, Francisco Alexandre A. Souza, Tiago Matias, Juan Manuel Ortiz, Abraham
Esteve-Nuñez, Pau Rodenas, and Patricia Zamora Bonachela.

(3) The last section involves a state-of-the-art overview paper: “DSS, BI, and Data
Analytics Research: Current State and Emerging Trends (2015–2019)”

We would like to thank many people, who greatly helped to achieve the success of
this LNBIP book. First of all, we would like to thank Springer for giving us the
opportunity to guest edit the DSS book, and we especially wish to express our sincere
gratitude to Alfred Hofmann and Anna Kramer, who have provided us with timely
professional guidance and advice during the volume editing process. Secondly, we
need to thank all the authors for submitting their state-of-the-art work to be considered
for the LNBIP volume. All selected papers are of extremely high quality. It was a hard
decision for the guest editors to select the best 13. Thirdly, we wish to express our
gratitude to the reviewers, who volunteered to help with the selection and improvement
of the papers.

Finally, we believe that this EWG-DSS Springer LNBIP volume has made a
high-quality contribution of well-balanced and interesting research papers addressing
the conference’s main theme. We hope the readers will enjoy the publication!

May 2020 José María Moreno-Jiménez
Isabelle Linden
Fatima Dargam

Uchitha Jayawickrama
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Two Sides of Collective Decision Making - Votes
from Crowd and Knowledge from Experts

Zorica A. Dodevska(B) , Ana Kovacevic, Milan Vukicevic , and Boris Delibašić

Faculty of Organizational Sciences, University of Belgrade,
154 Jove Ilića, 11000 Belgrade, Serbia

{zd20185004,ak20195017}@student.fon.bg.ac.rs,

{milan.vukicevic,boris.delibasic}@fon.bg.ac.rs

Abstract. This paper deals with the role of experts and crowds in solving impor-
tant societal issues. The authors argue that both experts and crowds are important
stakeholders in collective decision making which should jointly participate in the
decision-making process to improve it. Usually studied in different research areas,
there have been a few models that integrate crowds and experts in a joint model.
The authors give an overview of the advantages and disadvantages of crowd and
expert decision making and highlight possibilities to connect these two worlds.
They position the research in the area of Computational Social Choice (COM-
SOC) and crowd voting, emerging fields that bring great potential for collective
decision making. COMSOC focuses on improving social welfare and the quality
of products and services through the inclusion of community or clients into the
decision-making process. Despite these altruistic goals, there are several short-
comings that call for the engagement of experts in voting procedures. The authors
propose a simple participatory model for weighting and selection of voters and
votes through the integration of expert rankings into crowd voting systems.

Keywords: Crowd · Experts · Collective decision making · Voting ·
Computational Social Choice (COMSOC) · Participatory models

1 Introduction

Voting is an important instrument for collective decisionmaking, besides argumentation,
fair allocation, and judgment aggregation [1]. Although often used to address important
societal issues, various aspects of its imperfection are described in the literature and still
need to be overcome – how to satisfy desirable properties of voting rules (listed in [2]),
how to prevent strategic voting, manipulation, and bribery [3–5], how to design efficient
algorithms for computationally NP-hard problems [6], or how to address preferential
dependencies [7], are just some of questions. In order to understand contemporary trends
of making collective decisions, the aim of this paper is to summarize two sides of
contributions to the topic – votes that come from the general population or crowd, and
knowledge from experts.

Participatory models of democracy, the huge impact of the Internet on society and
technology (e.g., existence of online platforms, social media, Web 2.0, Big data), the

© Springer Nature Switzerland AG 2020
J. M. Moreno-Jiménez et al. (Eds.): ICDSST 2020, LNBIP 384, pp. 3–14, 2020.
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present trend of globalization (accompanied by decentralization, global collaboration,
crowdsourcing) enable voting from the crowd – “crowd” in the sense of a large number
of individuals who participate in order to make collective decisions. Hence, the role of
“ordinary” voters is becoming increasingly prominent. Although experts traditionally
have an important role in decision making, there is suspicion whether their role is getting
increasingly marginalized or it becomes obvious that experts are even more necessary.

The paper has two directions/goals:

• The first goal is to summarize the literature about:

– Different roles of experts and the crowd for making collective decisions;
– The importance of a promising research field known as Computational Social
Choice (COMSOC) for collective decision making;

– Importance of public opinion and shortcomings of crowd voting;
– The need for involving experts in voting procedures.

• The second goal is to propose a model for future research, based on the studied
literature framework on the given topic, that integrates the advantages of expert and
crowd voters.

2 Different Roles of Experts and the Crowd for Making Collective
Decisions

Collective decision making refers to the process of making joint decisions, such that as
many people as possible be satisfied with the reached outcome. It is most often achieved
by collecting votes that represent voters’ preferences regarding the offered alternatives
(candidates, proposals, ideas, solutions, etc.) and by aggregating them.

In prominent voting rules (according to [8]): Borda count – counting the number of
times a candidate ranked lower, Condorcet method – counting pairwise victories; voters
give preference order to given alternatives, whereby the following conditions need to be
satisfied [9]: total order of the alternatives, antisymmetric property, transitive property.
Collective decisions are also often achieved through dialogue and consensus, where
actors or agents take an active part in decision making.

Comparing crowd voting and expert ranking, Chen et al. [10] conclude that there are
big differences regarding “who” gives votes – in the first case they are numerous voters
that may have a very different educational background, while experts are small groups
with specialized knowledge. The same authors point out that one may be a voter/selector
and a candidate/contestant from the same crowdsourcing community, while experts are
often recruited outside of it. Finally, the authors notice that there are differences in
the way how the voting process is conducted: while experts are invited to follow an
established process and given evaluation criteria, crowd voting is an open and dynamic
process (in the sense that voters’ criteria and the number of voters change over time).

Experts are individuals with developed intuition and reasoning for complex problem
solving [11]. The crowd exchange opinions, experiences, and knowledge on the web
and can contribute to collective decisions by synergy effects of a digital collaboration
known in the literature as collective intelligence and “wisdom of the crowd” [12].
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Expert voting is traditionally entrusted for solving complex problems in decision
making or problemswhen professional knowledge from a particular field (e.g., technical,
ethical, etc.) is required. Well-known decision-making methods, for example, multi-
criteria decision-making (MCDM) methods require experts for the weighting of criteria
and ranking of alternatives. MCDMmethods can have complex procedures in situations
when a multitude of criteria and sub-criteria with mutual interconnections are involved
[13]. Crowd voting is rather applicable to common topics known to the wider population,
on which every voter can have its own opinion expressed as a preference, which is a
central topic in Artificial Intelligence (AI) [14].

There are challenges from both sides: experts may have difficulties to reach con-
sensus, especially in the case of multidisciplinary decision making where availability
of expertise is not a guarantee of its use [15]; while crowd voting can suffer from an
inability to satisfy all desirable voting properties [16, 17].

Table 1. Experts vs. crowd – different aspects of collective decision making

Different aspects Experts Crowd

Voting properties
[10]:

Selector qualification Small groups of
qualified judges

Many voters with
unknown
qualifications

“Selector-selectee”
relationship

Experts as an
independent body

Voters and candidates
can be from the same
crowdsourcing
community

Selection process A systematic voting
process with justified
evaluation criteria

An uncertain voting
process in which
participants have their
own evaluation
criteria

Decision making relies on… …intuition and
reasoning at the same
time [11]

…collective
intelligence and
“wisdom of the
crowd” [12]

Application Complex
decision-making
problems (e.g.,
MCDM methods with
mutual
interdependencies of
criteria [13])

Social choice topics
with respect to
individual preferences
as a central topic of
AI [14]

Challenges Possible difficulties in
multidisciplinary
decision making [15]

Impossibility
theorems in Social
Choice Theory (e.g.,
Arrow’s theorem [16],
the Condorcet
paradox [17])
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Different aspects of collective decision making between experts and the crowd are
summarized in Table 1.

3 The Importance of COMSOC for Collective Decision Making

Because collective decisionmaking “takes place in the dual socio-technical environment,
where humans and algorithms parallelly make decisions substantial for society” [18],
both expert role and crowd role hinge together in COMSOC. As an interdisciplinary
field extending from Social Choice Theory to Computer Science [19], and therefore,
specific research area, COMSOC connects several fields that can be organized into the
following heterogeneous layers:

1. Social Choice Theory and related social disciplines – Economics, Political Science,
Philosophy, Psychology. These studies are focused on preferential listening and
interested in achieving justice and social welfare.

2. Computer Science and related disciplines – AI withMachine learning, Mathematics,
Data Science, Operations research. Some of the major aspects in this research direc-
tion are associated with the aggregation of preferences with the help of advanced
algorithms, optimization and learning from data.

Similarly, as we can make an analogy between humans and intelligent agents, the
first layer, i.e. Social Choice Theory, is a foundation of studying autonomous agents
in multi-agent systems [20], and therefore it has found rich applications in the second
layer of COMSOC. Assumed double-dealing of agents on the relation of its own and
collective well-being are possible topics that the multi-agent system approach brings.

COMSOC manifesto from Conte et al. [21] emphasizes the role of COMSOC in
addressing important issues in society. Some of them that they list are demographic
growth, global crises, health threats, unethical behavior, misuse of information and
privacy, which are the subject of collective decision making. In addition, COMSOC
offers a new perspective on social choice problem solving, it stimulates the development
of new computational methods based on traditional social choice concepts [22] (e.g.,
cutting-edge ensemble-based algorithms in Machine learning).

4 Importance of Public Opinion and Shortcomings of Crowd
Voting

4.1 About the Importance of Public Opinion and Crowd Voting

Gaining insight into public opinion is motivated by the improvement of public satisfac-
tion on common issues and achieving social welfare. The collection of votes from the
general population can be encouraged by the following main reasons:

• Democratic participating in political elections and policymaking (e.g., law regulation
[23]);
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• Solving issues from common interest (e.g., budget allocation – Knapsack voting and
participatory budgeting [24], or resolving a different kind of issues in the field of
education, health, ecology, human rights, urban planning, etc.).

On the other side, companies see a great opportunity in crowd voting to increase the
quality of products and services (and thus customer satisfaction) and reduce costs simul-
taneously. This is achieved by collecting and aggregating customer opinions, ideas and
comments and including them into product/service development. Even more, nowadays
companies often transfer part of the job to their users. For example, software companies
publish their software very early in the testing phase and make updates based on user
logs and comments (saving money and time for their testers and developers). In general,
there is a number of cases where companies are interested in customer vote (opinion)
collection and aggregation. Some of the interesting ones are the follows:

• Choosing innovative ideas or innovative solution that should be adopted, public
supporting of innovative activities (open innovation and co-creation [25]);

• Giving feedback on creative works. Chen et al. [10] list some crowdsourcing plat-
forms that use crowd voting in the field of design: Zooppa platform for marketing
creatives (https://www.zooppa.com/en/), Lego Ideas website intended to commer-
cialize the best users’ ideas (https://ideas.lego.com/), Jovoto co-creation platform for
brand innovation (https://www.jovoto.com/);

• Making recommendations based on users’ critical rating (e.g., Amazon.com for
e-commerce recommendation [26]);

• Selecting winners in competitions (e.g., TV music competitions such as Eurovision
Song Contest, American Idol, etc.).

Therefore, it seems that crowd voting, as an alternative in crowdsourcing [27], when
the crowd is asked to give subjective opinions about given alternatives in order to aggre-
gate their votes, is an important instrument on the way for creating public opinion and
a sound basis for making collective decisions.

4.2 Shortcomings of Crowd Voting

Despite a lot of advantages of crowd voting, that in many cases can successfully meet
the needs of public opinion, there are still a lot of challenges that need to be surpassed.

The basic challenge for the successful exploitation of crowd voting is efficient col-
lecting of votes. Cost assessment needs to be done. It is necessary to estimate the costs
of usage and development of the COMSOC system, as well as the benefits (social or
financial) that can be achieved. The good news is that there is a lot of free platforms that
can be exploited, but also platforms that can collect votes at reasonable prices.

One noticeable problem is an unknown level of competence of ordinary voters.
Unlike expert voters who have profound knowledge about the subject of voting, public
voters may have insufficient information or knowledge regarding a given subject. The
level of competence of ordinary voters is usually not verified, which is related to the
problem of the quality of the voting outcome.

https://www.zooppa.com/en/
https://ideas.lego.com/
https://www.jovoto.com/


8 Z. A. Dodevska et al.

Another problem that is characteristic of crowdsourcing, in general, is the “digital
divide” [28]. This means that only those who have access to the Internet can participate
in online voting. In that sense, online crowd voting could not be considered as a fully
representative process of democracy.

Even without the digital divide considered, crowed voting can suffer from a collec-
tion of a non-representative sample of votes, which may be the result of the following
problems:

• There are strategies for single-agentmanipulation andgroupmanipulation in judgment
aggregation [29].

• Bribery is recognized as an important problem in COMSOC [30] where financial
incentives bring corrupt votes.

• Favoritism and bias regarding the choice of preferences are the consequence of
subjective judgment, prejudice (toward individuals) and human tendencies to build
stereotypes (toward groups of people).

• It is necessary to find people who want to participate. Potential voters do not want to
participate, or they are not informed about voting. Additionally, voting turnout may
be induced by complicated voting procedures (e.g., registration), multi-stage voting
processes or lack of motivation to participate.

Quality Assessment and Control in Crowd Voting (An Analogy with Crowdsourc-
ing). The quality of crowd voters (crowdsourced data and solutions in general) is highly
susceptible to many factors and thus it is utterly important to address this problem
adequately. Quality estimation and control of crowdsourcing based solutions is a very
challenging task and many potential solutions are recently proposed [31–34]. Extensive
survey [35] provides a comprehensive categorization of quality assessment techniques:

• Individual. In this approach, individuals are involved in the evaluation of co-workers
and/or their results for specific tasks. In this case, individuals that are involved
in assessment may be workers themselves, experts or requesters. Individual qual-
ity assessments may be created through [35]: ratings [33], qualification tests [34],
self-correction [36], personality tests [37, 38], referrals [39, 40], expert reviews [41].

• Group.Group assessmentmethodsmay be equalizedwith voting as a basis for assess-
ment. This means that groups may asses the quality of voters or other crowdsources
(e.g., workers on labeling tasks.).

• Computation-based. This approach is trying to provide methods that will automate
the quality of crowdsourced data through computation andmachine learningmethods.
These methods will be addressed in this paper through the proposal of automated
weighing and validation of votes in crowd voting.

Even though computation-based methods are classified as a separate category, it is
important to note that both individual and group-based quality assessment techniques
are in most cases powered by computational methods. For example, any group-based
technique requires aggregation of group assessments and thus computational methods.
This is especially important since evaluation assessments may drastically increase the
cost of crowdsourcing (e.g., if a large group of workers or inclusion of expert opinions
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is integrated into the evaluation process). In many cases, this cost increase may reduce
the basic advantages of COMSOC [32].

5 The Need for Involving Experts in Crowd Voting Procedures

In an ideal case, all crowd voters could be experts in the wanted area and they would be
unbiased and motivated for voting. This means that voters would just express their pure
preferences and the problem of COMSOC would be reduced only to vote aggregation.

One of the major problems of involving experts is their cost. On the other side,
involving experts in voting procedures would largely benefit the quality of collective
decision making.

Engaging participants for generating ideas from the crowd is a common problem,
but it is shown that if experts provide a few alternative ideas then participants are more
involved and generate rational ideas [42]. Also, the hybrid crowd (led by experts) shows
advantages compared to the pure crowd [43].

Context respect when choosing a voting rule is an important question. Experts should
analyze both the nature of social choice problematic and the computational pros and cons
of a given voting rule.

Designing algorithms for aggregating votes is a technically demanding task due to
complexity and therefore requires expert engagement. Multi-winner voting (an election
of a set of winners), as one of the highlighted research areas in COMSOC [44], is a kind
of complex voting. Many committee scoring rules used in this research direction are NP-
hard in the sense of their computation [45]. On the other hand, computational complexity
can be useful for finding NP-hard voting rule which works against manipulation, as an
obstacle for cheating [46].

Besides the necessity of experts in crowd voting, this process clearly benefits if
experts could weigh or exclude voters that are inconsistent or provide rankings that
would lead to non-productive solutions. Of course, the involvement of experts in this
process for all voters is not realistic since crowd voting assumes many voters. But, using
limited expert input in synergy with computational methods could potentially increase
the quality of crowdsourced data (in this case votes) as well as their aggregation.

Real-world applications that address both preferences fromcrowd and experts assem-
bled in participatory models have a different domain of applications, and some examples
include the election of software configuration (see [47]), e-cognocracy for new elec-
tronic democracy (see [48]), choosing winner in Eurovision Song musician contest (see
[49]), deciding which art project to fund (see [50]), computational urban planning (see
[51]), MicroTalk argumentation with ‘true/false’ answers (similar as approval voting)
for improving accuracy of crowd workers (see [52]).

6 A Proposal for Future Research

The authors propose a simple participatory model for the integration of expert knowl-
edge and ranking problems in crowd voting (see Fig. 1). The idea is to use the best
from two different worlds. On the one hand, there are experts who give their ranks in
choosing alternatives. On the other hand, there is a crowd that wants to participate in



10 Z. A. Dodevska et al.

decision making. In the proposed model, the first step is filtering of crowd participants
based on their ranking consistency (upper part of Fig. 1). Participatory voters should
provide direct rankings as well as pairwise preferences for available alternatives. Con-
sistency of voting may be assessed by rank comparison metrics (e.g., Spearman’s rank
correlation coefficient). Inconsistent participants are then filtered out from the voting
process. Consistent crowd votes and expert rankings can be aggregated in the following
way (middle part of Fig. 1): preference graphs are built from experts and crowd rankings.
Nodes of the graph represent alternatives, while edges represent preference weights that
are derived from rankings (e.g., the average number of voters) or explicit weights (that
could be provided from experts). Experts’ constraints may be incorporated by assigning
infinite value to some edges (e.g., experts demand that alternative A is better ranked
than alternative B). After the definition of expert and knowledge graphs, these graphs
are fused in a common graph (e.g., by multiplication of expert and crowd edge weights).
In this phase, experts are able to inspect fused graphs and reconsider their rankings
(reweight expert graph) if the crowd is consistent with some rankings that differ from
their initial opinions. In this way, experts can enable the creation of a solution that is

Fig. 1. Asimple participatorymodel for the integration of expert knowledge and ranking problems
in crowd voting
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acceptable to them, while satisfying a high percentage of crowd participants. Finally,
based on the fused graph final rankings are derived. Derivation of final rankings from the
graph may be done by calculation of eigenvalues of graph incidence matrix similar to
the PageRank algorithm or by conditional preference (CP) aggregation methods (such
as CP-nets). Some applications of the PageRank algorithm are used for collaborative
ranking frameworks suggested in [53, 54]. The proposed model in this paper includes
such adjustment that tends to satisfy most voters’ preferences while at the same time
relies on experientially learned complex preferential dependencies validated by experts.

7 Conclusion and Future Work

Having in mind the different roles of experts-based and crowd-based decision making,
this paper summarizes literature about making collective decisions from the perspec-
tives of COMSOC and crowd voting. Even though crowd voting enables a number
of benefits (both financial and social), it still suffers from many vulnerabilities like
the engagement of participants, quality and consistency of votes (including the digital
divide, bias, bribery, etc.). Identification and resolution of such problems is a very hard
task and, in many cases, impossible with computational methods and COMSOC. On the
other side, including expert knowledge, at the level that is achievable considering costs,
could potentially improve enhance computational methods and quality of COMSOC and
crowd-voting solutions.

In this paper, the authors proposed an idea of exploiting expert knowledge forweight-
ing and selection of votes and voters as well for the estimation of voters’ consistency.
In future work, the authors plan to elaborate on this idea and provide an experimental
evaluation of the system. They plan to validate the model in COMSOC problems of
optimal team composition and participatory budgeting. The approach could be used for
solving various real-life problems, one being improving the curriculum of an academic
course (the idea is to use both students’ preferences about a wide range of topics from
the course area and academics’ knowledge and experience, for example, about past stu-
dents’ acceptance of specific topics, compliance of program, or prerequisite knowledge
on a specific level of studies).

Acknowledgements. This paper is a result of the project ONR - N62909-19-1-2008 supported
by the Office for Naval Research, the United States: Aggregating computational algorithms and
human decision-making preferences in multi-agent settings.
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Abstract. Sustainable development and sustainability are twonotions that despite
their importance for policy-making, have neither unified definitions nor a com-
mon methodological framework to measure them. The purpose of this paper is
to propose a measure of sustainability that goes beyond the traditional, three-
dimensional structure and accounts also for different definitions and perceptions.
To do so, a new, multi-level DEA variation is used, and the method is tested to
measure the sustainability of EU countries under three combinations of inputs and
outputs (representing perceptions of what sustainability is). The results illustrate
that there are countries with variations in the results for the different combinations
of inputs and outputs. Thus, no safe conclusions can be drawn for these countries,
since the different perceptions alter the measurement level of sustainability.

Keywords: Sustainability · Data Envelopment Analysis · Multi-dimensional
structure · Composite indicator

1 Introduction

The term of sustainable developmentmade its appearance in themanagement and policy-
making field in the 1980s with the Brundtland report. It resulted from the recognition
that human activities were a constant source of unbalance to natural ecosystems posing
severe threats to the security of human societies [1].

Consequently, the report defined sustainable development as the ability and obli-
gation to address the needs of the present without compromising the ability of future
generations to do the same [2]. The report and subsequent literature argued that sustain-
able development could only be achieved if environmental deterioration was deemed
equally important as the one of human development and poverty, while suggesting that
both issues had to be addressed in a mutual way.

Furthermore, Kates et al. [3, p. 641] indicated that: “the concept of sustainable
development does imply limits - not absolute limits, but limitations imposed by the
present state of technology and social organization on environmental resources and by
the ability of the biosphere to absorb the effects of human activities”. Finally, sustainable
development should always attempt to exploit technology [4] without however removing
it from the cultural context and value system in which it is applied [5].
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The above characterizations of sustainable development indicate that its achievement
is an enormous, complex effort; nonetheless the first step should always be how to
measure it properly [6].

The notion that has been used for that purpose is the one of sustainability. It originates
from the field of ecology and in its most basic form it signals the ability of a natural
system to retain its essential, intrinsic properties and naturally replenish its population.
Hence, sustainability is a measure of endurance of natural systems [7].

Despite their importance and extensive use in policy-making, both sustainable devel-
opment and sustainability are characterized by many definitions, sometimes comple-
mentary and sometimes contradictory [4]. In general, all the definitions fall under two
categories: in the first, sustainability is seen as a three-dimensional construct, integrating
economic, social and environmental dimensions. The second category emphasizes the
relationship between humans and nature and underlines the importance of technology
as the means that could lead to sustainable development [8].

The lack of a unified definition notwithstanding, the importance of sustainability was
immediately understood. However, no methodological guidance or unified framework
on how to measure it in practice was offered [9]. One method that has been suggested
in the literature and is being continuously used for that purpose is Data Envelopment
Analysis (DEA). Still, its use does not comewithout debate; themain points of contrition
are which combinations of inputs and outputs should be used to better capture the notion
of sustainability and which variation of DEA is the most appropriate.

Consequently, the objective of the current paper is twofold:

– To propose a measure of sustainability that attempts to integrate both categories of
definitions

– To do so by employing a new variation of DEA that mitigates the methodological
shortcomings of the method.

The rest of the paper is organized as follows: Sect. 2 is focused on themethodological
aspects of the proposed approach. In Sect. 3, results are presented, while in Sect. 4
conclusions and future research directions are discussed.

2 Methodology

The section is divided into three parts. The first offers a glimpse at the literature regarding
DEA and sustainability, the second presents the DEA variation, while the third is focused
on the data that will be used.

2.1 Sustainability and Data Envelopment Analysis

Zhou et al. [7] performed an extensive literature review on how DEA has been used
in relation to sustainability for the years until 2016. Important findings of that effort
include the realization thatDEAhas been increasingly used in sustainability studies espe-
cially for the years after 2010. Furthermore, the majority of the papers adopt the three-
dimensional structure of sustainability and moreover rely primarily on the economic and
environmental dimensions with few studies incorporating the social aspect.
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A further research was performed in bibliographic databases for the years after 2016.
Table 1 above summarizes the new findings.

The first aspect that can be noticed is that in the last few years, researchers have
attempted to introduce greater diversification to the combination of inputs and outputs
with the aim to include sub-indicators that represent the social dimension. Moreover, as
wasmentioned before, theDEA literature, for now, addresses sustainability as the typical
three-dimensional structure and only in the work of [30] is there an effort to include
sub-indicators that focus on technology as a mean to achieve sustainable development.
Finally, regarding the variation of DEA, it can be observed that classic DEA variations
are preferred compared to others. Two-stage DEA, despite its advantages, has been used
only in [15, 28] and [30].

The present paper will build on the works presented in Table 1 and incorporate the
social dimension as an equal pillar to the economic and environmental ones and an effort
will be made to incorporate more than one perception of what sustainability is.

2.2 Model Formulation

The proposed DEA variation is based on and an extension of the work of [30] and the
general framework is presented in Fig. 1 below.

Fig. 1. General Framework of the proposed DEA variation

The main assumption originates from the characteristic of DEA that for any analysis
to be meaningful, the number of Decision Making Units under study must be no less
than three times of the total number of inputs and outputs [31]. Hence, increasing the
number of intermediate stages increases the discriminatory power of the DEAmodel and
the analysis. This assumption applies both for the first stage, where each sub-indicator
is calculated separately and in the final indicator of sustainability.

In detail, each dimension of sustainability will be calculated using a two-stage DEA
variation. Consequently, the three sub-indicators will be used as an input for a Benefit-of-
the-Doubt model, which will result in a geometric, composite indicator of sustainability.
The following equations illustrate the proposed model.
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Each (overall) sub-indicator of the first stage is calculated from the efficiencies of
each step as:

E0 = ξ1 ∗
∑D

d=1 wd zd0 + uA
∑m

i=1 ui xi0
+ ξ2 ∗

∑s
r=1 ur yr0 + uB

∑D
d=1 wd zd0

(1)

ξ1, ξ2 indicate theweight f or each stage
xi j indicates the input i o f DMU j of stage 1
zd j indicates the output d of DMU j of stage 1 or the input o f stage 2
yr j indicates the output r o f DMU j of stage 2
ui , wd , ur are theweights f or each input and output o f each stage

The additive two-stage model is calculated under Variable Returns to Scale as
follows:

max
∑D

d=1
μd zd0 +

∑s

r=1
γr yr0 + u1 + u2 (2)

s.t.
∑m

i=1
ωi xi0 +

∑D

d=1
μd zd0 = 1 (3)

∑D

d=1
μd zd j −

∑m

i=1
ωi xi j + u1 ≤ 0, j = 1, 2, . . . n (4)

∑s

r=1
γr yr j −

∑D

d=1
μd zd j + u2 ≤ 0, j = 1, 2, . . . n (5)

γr , μd , ωi ≥ 0, the optimal multi pliers (6)

i = 1 . . .m, j = 1 . . . n, r = 1 . . . s, d = 1 . . . D, u1, u2 f ree (7)

After calculating each sub-indicator in the first stage, a Benefit-of-the-Doubt model
is used to calculate the optimal weights for the final composite, sustainability indicator.
The mathematical formulation of the model is:

max
∑s

r=1
wri yri (8)

s.t.
∑s

r=1
wri yr j ≤ 1(N constraints, one f or each DMU j = 1 . . . N ) (9)

wr j ≥ 0, (sconstraints one f or each sub − indicator) (10)

Finally, after calculating the optimal weights for each sub-indicator. the composite
indicator of sustainability is calculated by:

C I j =
∏s

r=1

(
yr j
yrb

)ω∗
r

(11)

Where yr B are considered base values on which the numerators are compared, thus
keeping the composite indicator unit invariant. Furthermore, the values of ω∗

r indicate
how much the rth sub-indicator contributes to the final sustainability index. The process
is repeated as many times as the different perceptions of sustainability that are wished
to be calculated.
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2.3 Data and Sub-indicators

As it was mentioned before, the majority of the studies relies on the three-dimensional
structure of sustainability. However, even within this approach, different combinations
of inputs and outputs are used for the DEA models. This is to be expected, since aspects
such as the social dimension or what is themost important elements of the environmental
dimensions, could have different meanings for different people.

Nonetheless, by using one combination of inputs and outputs, other perceptions
(where perception means a specific set of inputs and outputs) are excluded from the
analysis. To address the specific issue, in the current paper, three indices of sustainability
will be calculated, representing different perceptions. The sub-indicators thatwill be used
are:

• Economic-Environmental

– Inputs: Gross Fixed Capital in Purchasing Power Standards (PPS), Total Labor
Force

– Outputs/Second stage input: GDP per capita in PPS
– Outputs: Share of renewable energy in gross final energy consumption, Greenhouse
gas emissions (in CO2 equivalent)

• Economic-Social

– Inputs: Gross Fixed Capital in PPS, Total Labor Force
– Outputs/Second stage input: GDP per capita in PPS
– Outputs: Overall life satisfaction, Satisfactionwith living environment, Satisfaction
with financial situation

• Economic-Research and Development

– Inputs: Inputs: Gross Fixed Capital in PPS, Total Labor Force
– Outputs/Second stage input: GDP per capita in PPS
– Outputs: Intramural R&D expenditure for all sectors of the economy

• Economic

– Inputs: Gross Fixed Capital in PPS, Total Labor Force
– Outputs/Second stage input: GDP per capita in PPS
– Outputs:Mean equivalized net income, ability to face unexpectedfinancial expenses
as percentage of the population

Table 2 summarizes the three indices of sustainability that will be calculated. In
the second column, the sub-indicators that will be combined are displayed for each
sustainability index and finally each sub-indicator will result from the combination of
inputs and outputs mentioned above.
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Table 2. The three indices of sustainability and their sub-indicators

Sustainability index Sub-indicators

Sustainability index 1 Economic-environmental, economic-social, economic-research and
development

Sustainability index 2 Economic, economic-environmental, economic-social

Sustainability index 3 Economic, economic-environmental, economic-social,
economic-research and development

The data were taken by Eurostat [32] and the area of application will be for the EU
countries. The inputs and outputs for each sub-indicator were sampled by the works
presented in Table 1 and they are being used merely as an illustration for the proposed
method.

3 Results

The first part of the analysis is focused on the calculation of the sub-indicators based
on the raw data. The following Table 3 illustrates the results from the first part of the
analysis.

Table 3. Results for the sub-indicators for the EU countries

Country Econ-Environmental Econ-Social Economic-
R&D

Economic

Belgium 0.211 0.381 0.387 0.474

Bulgaria 0.545 0.545 0.545 0.545

Czech
Republic

0.291 0.367 0.370 0.4

Denmark 0.250 0.542 0.501 0.54

Germany 0.213 0.335 0.419 0.45

Estonia 0.487 0.487 0.522 0.58

Ireland 0.226 0.419 0.343 0.47

Greece 0.352 0.386 0.388 0.44

Spain 0.262 0.303 0.335 0.45

France 0.215 0.327 0.386 0.48

Croatia 0.512 0.105 0.467 0.52

Italy 0.238 0.271 0.324 0.443

Cyprus 0.588 0.617 0.608 0.8

Latvia 0.608 0.538 0.493 0.56

(continued)
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Table 3. (continued)

Country Econ-Environmental Econ-Social Economic-
R&D

Economic

Lithuania 0.579 0.579 0.421 0.46

Luxemburg 0.588 0.674 0.7 1

Hungary 0.365 0.401 0.407 0.4

Malta 0.770 0.817 0.803 1

Netherlands 0.186 0.443 0.331 0.42

Austria 0.244 0.523 0.423 0.48

Poland 0.349 0.506 0.371 0.41

Portugal 0.363 0.356 0.387 0.43

Romania 0.511 0.511 0.436 0.43

Slovenia 0.394 0.522 0.512 0.55

Slovakia 0.335 0.384 0.361 0.41

Finland 0.309 0.537 0.524 0.52

Sweden 0.520 0.472 0.520 0.52

United
Kingdom

0.216 0.384 0.340 0.46

The above sub-indicators are combined in the ways that were described on Table 2
to produce the three (geometric) composite indices of sustainability. Figure 2 below
presents the results.

Fig. 2. Sustainability indices under different perceptions for EU countries



Using Multi-level DEA to Go Beyond the Three Dimensions of Sustainability 27

The first result to be observed is that Malta and Luxemburg have the highest values
of sustainability. Second, there are countries that show very little variation in the value
of the sustainability index under the different perceptions. For example, Malta, Belgium
and the Czech Republic. On the other hand, there are countries with observable variation
in the results for the three sustainability indices. Examples include Luxemburg, Poland,
and Romania. Finally, Croatia is the country with the largest variation in the results.
Consequently, no safe conclusions can be drawn for the specific country since depending
on the perception (meaning the set of inputs and outputs used) Croatia could have the
lowest level of sustainability or one of the highest.

In conclusion, the results illustrate that altering theperceptionofwhat sustainability is
could alter the results of itsmeasurement. This factmay be self-evident, but it could serve
as a crucial point for policy makers since it can highlight why the different perceptions
result in differentmeasurements, thus indicating potential policies that could increase the
overall sustainability, without acting in the expense of areas that are in a good direction.

4 Conclusions

The purpose of the current paper was to propose a newmeasure of sustainability by inte-
grating the various definitions of sustainability. To do so, amulti-level Data Envelopment
Analysis method was used.

A review in the literature indicated that studies that employ DEA to measure sustain-
ability use the three-dimensional approach in their majority. However, in that way other
perceptions are eliminated. Furthermore, classic variations of DEA are used despite the
fact that a network approach could increase the discriminatory power of the analysis and
mitigate some of the limitations of the classic DEA methods.

The proposed method was used to measure the sustainability of EU countries under
three different perceptions (combinations of inputs and outputs) that represent different
definitions of sustainability. The results indicated that there are countries that have con-
sistent levels of sustainability (regardless of the combination of inputs and outputs) and
others that present variations, making difficult the extraction of robust conclusions.

Future research directions of the research include the incorporation of evenmore and
diverse perceptions of sustainability along with different equations to calculate the index
of sustainability. Furthermore, the research was limited in the field of DEA and did not
consider attempts from different areas of research such as the work by Hay et al. [33].
Finally, all these results (and different approaches) could be analyzed with the help of
Artificial Intelligence algorithms that could also automate the generation of the results.
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Abstract. The use of bar graphics and tables to represent a Multi-Criteria Deci-
sion Making/Aiding (MCDM/A) problems are investigated in this study since
these visualizations present a holist vision forMCDM/A situations. In this context,
these visualizations bring flexibility to the decision-making process conducted in
the Decision Support System (DSS) developed for the FITradeoff method, being
an important advantage in this method. In order to support this study, the Neu-
roscience approach is aggregated to MCDM/A and a neuroscience experiment is
constructed to investigate how decision-makers (DMs) evaluate bar graphs and
tables in order to identify some patterns of behavior. The main task required in
this experiment was to evaluate MCDM/A situations and select the alternative
which performed best. Based on descriptive and statistical analyses of the results,
some suggestions could be made about DMs behavior´s when the visualizations
were evaluated. Therefore, for this study, two main purposes were raised: pro-
vide insights for the analyst about the use of graphical and tabular visualization
in MCDM/A situations and to improve the FITradeoff Decision Support System.
Regarding to the first purpose, a advising rule has been built to support the analyst
in the advising process performed with the DMs. Regarding to the second purpose
was suggested that tables should be included in the FITradeoff DSS. In total, 51
Management Engineering students took part in the experiment.

Keywords: Multi-Criteria Decision Making/Aiding (MCDM/A) · Graphical
visualization · FITradeoff method · Decision Support System

1 Introduction

Multi-Criteria Decision Making/Aiding (MCDM/A) deals with different types of prob-
lems which are characterized by a group of alternatives based on some criteria of interest
[1–4]. An important task presented in the MCDM/A approach is preference modeling,
which is used to identify and elicit Decision Makers (DMs) preferences for the problem.

However preference modeling is not a simple task with tradeoffs often involved.
This poses the question if it is better to have simple mathematical models which present
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distortions in the calculations but are relatively easy for the DMs to understand and
which take account of their preferences or to have robust mathematical models which
have a robust structure but which are difficult for the DMs to understand and which take
note of their preferences. For these two cases, the solutions generated cannot represent
the DM’s real preferences, as result from distortions during the preference modeling
process.

An example is presented in the Traditional Tradeoff elicitation procedure [1] which
presents a robust axiomatic structure. However, the DM need to indicate indifference
relations for each pair of criteria in order to find the exact value of scaling constants
which is considered complex and can lead to 67% of inconsistencies in the solutions [5].

On the other hand, the FITradeoff method [6], uses the same axiomatic structure
of the Tradeoff elicitation procedure, although with partial information to elicit scaling
constant. Compared to the Tradeoff, in FITradeoff, the DMs present only their strict
preferences, thus the weight space is found based on intervals of values for each scaling
constant.

Therefore, in order to investigate an important feature presented in the FITradeoff
Decision Support System (DSS), the holist evaluations process, which is performed
using graphical visualization in FITradeoff DSS, this study has been developed.

The Graphical Visualization has been the focus of this study because this tool pro-
vides a holist evaluation of Potential Optimal Alternatives (POA) in the MCDM/A
problem, bringing flexibility to the decision-making process. The aim of this study is to
investigate how the DM evaluates MCDM/A situations represented by bar graphics and
tables in order to identify some patterns of behavior to improve the holistic evaluation
phase presented in FITradeoff DSS and to provide insights to the analyst during the
advising process performed with DMs.

In this context, in order to support the behavior investigation the Neuroscience
approach was used, being an important supplement to investigate the decision-making
process [7].

The use of Neuroscience approach to investigate the decision-making process is
discussed in the literature in many contexts, such as: in economics – Neuroeconomics
[8, 9], in marketing – Consumer Neuroscience and Neuromarketing [10, 11], and in
information systems – NeuroIS [12, 13].

According to [14], regarding to the combination of Neuroscience with MCDM/A
studies on decision-making in the context of MCDM/A is not very integrated with
the Neuroscience approach. For this theme, there are a small number of studies in the
literature at the moment [14–17].

Therefore, in order to explore this theme a neuroscience experiment was applied
using an Eye-Tracker and Electroencephalogram (EEG) to capture DMphysiologic vari-
ables and investigate howDMevaluates bar graphs and tableswhich representMCDM/A
situations.

This paper is organized as follows. Section 2 describes the FITradeoffmethod, Sect. 3
presents the Neuroscience Sect. 4 presents the Results found in the analyses and Sect. 5
the discussion of these results. Finally Sect. 6 draws some Conclusions and suggests
lines for future studies.
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2 FITradeoff Method

The Flexible and Interactive Tradeoff (FITradeoff) Method [6] was developed to elicit
scaling constants for MCDM/A context. This method is in the context of Multi-Attribute
Value Theory – MAVT [1, 2] and presents the same axiomatic structure as the Tradeoff
Method [1].

In order to explain the FITradeoff method, a hypothetical supplier selection problem
with five alternatives evaluated in four criteria is solved, which the consequences pre-
sented in Table 1. A Decision Support System was developed to conduct the FITradeoff
process and it is available by request at www.fitradeoff.org.

Table 1. Supplier selection decision matrix

Alternative vs criteria Price Capacity Reliability Location

Criterion description In dollars ($) In units Where 3 is good, 2 is
regular and 1 is bad

Where 3 is good, 2 is
regular and 1 is bad

Supplier 1 60 40 3 3

Supplier 2 50 80 2 2

Supplier 3 40 60 1 3

Supplier 4 30 55 1 1

Supplier 5 50 65 2 2

Regarding how to apply the FITradeoff method to solve this selection problem, in
the first step of the FITradeoff method the DMs have to rank the criteria scaling constant
or weights considering their preferences about the consequences presented for each
criterion.

Therefore, for this situation, considering the DM preferences, the ranking of criteria
weights is defined as Price Weight> Capacity Weight> Reliability Weight> Location
Weight. Based on this order, the first inequality is created, being inserted in the Linear
Programing Problem (LPP) in order to seek for a solution.

In this context, after the updating of the LPP model, some alternatives were dom-
inated from other, being the number of alternatives reduced from five to three, i.e. the
alternatives Supplier 1 and Supplier 5 were eliminated of this hypothetical supplier
selection decision-making process exemplified in this study to demonstrate how the
FITradeoff method works.

In Step 2 the elicitation process is performed in order to reduce the weights space.
In this step some questions are presented to the DMs, who have to express only their
strict preferences about the evaluation of some alternatives in some criterion, i.e. the
consequences. Figure 1 illustrates one elicitation questionwhich asks theDM to compare
the consequence of having 50($) in price or the best performance (80 units) in Capacity.
The other criteria are at worse values because in this method the criteria are compared
in pairs. For this elicitation question the DM prefers Consequence A, i.e. having a
supplier with 50 in price. In this method the DMs are present throughout the whole
decision-making process presenting their preferences.

http://www.fitradeoff.org
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Fig. 1. Elicitation question

The FITradeoff method provides, in parallel with the elicitation process (step 2), the
graphical visualization phase. Thus, some graphics are presented in the DSS to support
the DMs in the understanding of the problem. Thus, if they wish a final alternative can
be selected in the group of Potentially Optimal Alternatives (POA), before the final
alternative is defined by the LPP model. The FITradeoff DSS presents three types of
graphics in the graphical visualization phase: a bar graph, a bubble graph and a spider
graph to support the DM to solve MCDM/A situations.

For this illustrative supplier selection example, after the DM answered 4 elicitation
questions, the number of alternatives was reduced from three to two (the alternative
Supplier 3 was eliminated). Therefore. for this supplier selection situation exemplified
in this paper, when the number of alternatives was reduced to two, the DM considered
comfortable to evaluate these two POAs using the graphical visualization form.

Hence, based on the bar graph presented in Fig. 2, the DM observes that alternative
Supplier 4 (highlighted in yellow) presented the best value in price (with the lowest price
in the problem).However, regarding theother criteria, the alternativeSupplier 4 presented
unfavorable evaluations (consequences) than the alternative Supplier 2 (highlighted in
blue), with a difference below 50% in performance in the criterion Reliability and the
criterion Localization. Also, based in the evaluation of the difference in performance for
the criterion Price, in which the Supplier 2 presented 60% of performance in Price and
the best performance in the other three criteria, the alternative Supplier 2 is considered
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favorable than the alternative Supplier 4 for this DMand is selected as the best alternative
for this illustrative problem.

Fig. 2. Bar graphic (Color figure online)

Therefore, the presence of graphical visualization in the FITradeoff DSS is an advan-
tage since it offers flexibility to the DM during the decision-making process. Finally,
if the DM had continued answering the elicitation process, another 2 questions would
have been presented before the alternative Supplier 2 would have been indicated as the
best alternative for this problem. It is worth pointing out that this number of questions
is not fixed; it depends on the preferences expressed by the DM.

3 Neuroscience Experiment to Investigate Graphical Visualization
in DSS

Theneuroscience experimentwas performed to use neuroscience tools as a supplement to
investigate DM behavior when graphical visualization was used to represent MCDM/A
problems.

For this study, bar graphics and tables were compared based on the suggestion
presented in the previous study which concluded that tables performed positively to
represent MCDM/A situations in the FITradeoff context [18–20].

To construct the experiment ten MCDM/A situations were built using the random
function in Excel. These problems were constructed presenting consequences between 0
and 1, being normalized by the maximum value presented for each criterion. Also, these
problems were constructed using values between 0 and 1 in order to present the same
normalization procedure as used in the Tradeoff method [1]. Moreover, these problems
were constructed out of a particular context to allow the generalization of the behavioral
results. Thus they presented alternatives named A, B and C and criteria named 1, 2, 3.

For these tenMCDM/A situations, which were constructed using three, four and five
alternatives evaluated in three, four and five criteria, 10 bar graphs and 10 tables were
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generated. Thus, pairs of bar graphs and tables were constructed using the same decision
matrix, to allow comparisons.

Moreover, five of these problems used the samevalues for the criteriaweights andfive
of themused different values for criteriaweights. For problems that had differentweights,
the first criterion presented the highest value of theweight and the last criterion presented
the lowest value. The weights were calculated following an arithmetic progression and
a tendency line was designed in these bar graphs to highlight the difference in weights.
Figure 3 presents a graphic named 4A3C BD, i.e. a Bar graphic (B) with Different
weights (D), four Alternatives (4A) and three Criteria (3C). Also, considering the table
generated from this MCDM/A configuration (four Alternatives and three Criteria with
Different weights) the acronym used is 4A3C TD. In situations with same values to the
criteria weights the acronyms is BS or TS.

Fig. 3. Bar graphic with different weights 4A3C

To design this experiment the 20 visualizations constructed were displayed in a
random sequence, based on a previous study which concluded that the random sequence
was the best sequence for displaying the visualizations [18, 19].

Thus, the only task required during the experiment is to evaluate each visualization
and select the best alternative, following MAVT concepts [1, 2]. Therefore, after each
participant evaluates a table or a bar graph, the question was asked: Which is the best
alternative in the visualization?

The experiments took place in the same room in the laboratory of NeuroScience for
Information and Decision (NSID) in the Federal University of Pernambuco (Universi-
dade Federal de Pernambuco - UFPE), in Recife – Brazil. Two volunteers participated in
each experiment. At the start of the experiment, the volunteers explained the experiment
and presented two documents, the first of which gave instructions about the task required
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while the second was a term of consent. This experiment was approved by the University
Ethics Committee.

In total, 51Management Engineering students fromUFPEparticipated in this experi-
ment. In this sample, therewere 25women and 26men, ofwhom28were undergraduates
and 23were post-graduate students. For this sample, 37 participants were below 26 years
old and 14 were above 26 years old. This experiment was part of students’ activities in
their course on Decision-Making.

In this experiment two neuroscience tools were used: an X120 Eye-Tracker by Tobbi
Studio and the 14 channels EEG by Emotiv. The eye-tracker was used to design the
experiment using its software tools. In addition, the answers provided by each participant
for eachquestionnairewere collected by this software andused to performsomeanalyses.
The EEG was used to collect the Alpha and Theta activities in some channels in order
to investigate the participant’s behavior during the experiment.

4 Results

TheHit Rate (HR) is a variable developed in previous experiments and is used to compare
the visualizations [18, 19]. Thus, the HR is the ratio of the number of correct answers
by the total number of answers evaluated. The HR values for each visualization are
presented in Table 2.

Table 2. Hit Rate values

Visualizations BS BD TS TD

3A4C 97% 47% 90% 43%

4A3C 33% 53% 33% 63%

4A4C 63% 20% 50% 30%

4A5C 83% 43% 83% 50%

5A4C 77% 10% 67% 17%

In order to investigate the HR values some comparisons can bemade using a descrip-
tive analysis. The first group is used to compare same weights and different weights (BS
versus BD and TS versus TD). The second group was to compare the bar graphic and
table (BS versus TS and BD versus TD).

Based on the first comparison, same weights versus different weights, the HR values
suggested that visualizations with the same weights presented a higher HR than visual-
izations with different weights, either for bar graphics or tables. For the second group,
comparison of bar graphics versus tables, the results suggested that bar graphics and
tables with same weights presented similar HR values, two of which (4A3C and 4A5C)
had the same HR. For bar graphics and tables with different weights, the results indicate
that tables were better than bar graphics in four out of five comparisons. In order to
continue the investigation of HR values, Theta and Alpha analyses were also performed.
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According to [21–24] higher value of Theta Band (4–8 Hz) in frontal channels and
the suppression of values in Alpha Band (8–12Hz) in posterior cortex region can suggest
mental activity and engagement. Therefore, in order to identify the difficulty in evaluating
some visualization these values are evaluated.

To perform the Theta and Alpha analyses the Wilcoxon Signed Rank Test was per-
formed with α = 5% [25]. In this context, the visualizations pairs analyzed when com-
paring HRs, were evaluated again using the statistical analysis of Theta Band in channels
F3, F4, F7, F8 andAlpha Band in channels P7, P8, O1, O2. These channels were selected
because they are in the frontal and posterior brain area.

In this context, based on the Wilcoxon Signed Rank Test results, it was observed
that for Theta activity analysis the hypothesis H0 was rejected for some cases (4A3C,
4A4C and 4A5C), which suggests that for these visualizations the Theta Band values
are different, i.e. the hypothesis H0 is that values of in the visualization pair are similar.
Therefore, based on the subtraction of these values for these cases the results indicate
that the power of Theta Band was higher for BD than BS and for TD than TS.

Moreover, an interesting suggestion of this result is that, for the comparison of bar
graphic and tables, the hypothesis H0 was not rejected in all cases, suggesting that, for
bar graphics and tables, the complexity in evaluation was similar for the pairs. This result
is also coherent with the result for the HR values.

For Alpha activity analysis the hypothesis H0was rejected for some cases, indicating
that similar values in alpha power for some visualization pairs were not observed. Again
based on the subtraction of these values, it could be seen that BS presented a higher
value in the Alpha Band than TS did. It is worth to mentioning that to perform these
analyses the power values are not referenced by an initial activity.

5 Discussion of Results

Based on the analyses developed, the descriptive analysis with HR values and statistical
analyses with Theta and Alpha values, the results found were coherent.

For HRwas observed that it was more difficult for the participants to evaluate visual-
izations with different weights than visualizations with the same weights. This result is
consistent with the result found based on Theta values, which indicates that the power of
Theta Band was higher for BD than BS and for TD than TS, reinforcing the suggestion
that different weights is a complex case since these present lower HR values and higher
values of potency in the Theta Band than same weights do.

Moreover, for the comparison of tables and bar graphics, based on HR values and
Theta analysis, the complexity in evaluationwas similar for the pairs, especially for same
weights. However, based on Alpha analysis was observed a higher engagement in TS
when this form of visualization was compared to BS. This result is important because
reinforce the conclusion, presented in the previous study [18, 19], that tables should be
included in FITradeoff DSS. For BD and TD, more evaluation need to be done since
based on Alpha analysis these visualizations presented similar engagement, but based
on HR values tables were better than bar graphics in four out of five comparisons.

Also, the HR values is an important insights generated from the neuroscience exper-
iments because these values are a direct recommendation from the analyst to the DM



38 L. Reis Peixoto Roselli and A. T. de Almeida

about the use or not use of the visualization to define an preference relation, i.e. if an
alternative is preferable than other [18, 19]. The HR values are assumed to be distributed
according to a Bernoulli distribution [25], being HR the percentage of success when
only one test was performed, i.e. for each visualization the participants had only one
chance to select the best alternative. Therefore, based on this distribution, the variance
and the standard deviation could be calculated.

For a general case, presenting a range of 0% to 100% of HR values (or the probability
of success 0 to 1), the standard deviation has been computed in order to construct an
advising rule to be followed by the analyst when interacting with the DM. The three
regions advising rule is constructed in this study as illustrated in Fig. 4, in which the
horizontal axis shows the probability of success and the vertical axis shows the standard
deviation.

Fig. 4. Three regions advising rule

It can be seen that for extremes probabilities of success, the standard deviation have
lesser values. On the other hand, for central probabilities of success, around 0,5 the
standard deviation is greater. Therefore, these metrics can support the analysts in the
recommendations, since for higher or lower probabilities of success, the analyst can
strength advice the DM respectively to accept or reject some visualization based on the
small variability of these values. In the other hand, for probabilities of success between
0,4 and 0,6 the analyst can advise the DM to be more cautions and possibility do not
use the information given by the visualization, because the variability of the result is
comparatively higher.

Moreover, related to Theta and Alpha analyses, an additional analysis can be devel-
opedmerging Theta andAlpha values. As a result, a quadrant diagram can be constructed
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fromAlpha and Theta sign combination. This diagram is constructed based on themean-
ing of Alpha and Theta activities in frontal and posterior cortex regions [21–24]. Based
on this diagram, five patterns of behavior can be observed, the four patterns illustrated
in Fig. 5, and a disperse pattern.

Fig. 5. Alpha vs Theta diagram

These patterns have been observed in the experiment and show that different par-
ticipants had these five different behaviors. Based on initial investigations was possible
to observe that most participants were in a particular quadrant for the majority of the
visualizations presented in the experiments. For instance, some participants follow the
‘diligent’ pattern, meaning that they are engaged with cognitive effort most of time,
while others may follow a relax pattern, with neither engaged nor cognitive effort, most
of time. On the other hand some participants do not follow one of the four patterns of
the quadrant, meaning that they are disperse in their behavior, following one of the four
patterns of the quadrant at a time.

6 Conclusion

This study is developed to investigate how the decision-maker evaluated MCDM/A
situations represented using bar graphics and tables. The holistic evaluation phase, per-
formed in the FITradeoff method using graphics, is the focus of this study because it is an
important feature of the FITradeoff method, which makes the decision-making process
more flexible.

Even, being constructed considering the FITradeoff method, the results generated
in this study, about the use of bar graphics and tables to represent MCDM/A situations,
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can be used to support the analyst in the advising process constructed in a decision-
making process with other MCDM/A methods, in MAVT context [1] with additive
model. This study is not exclusive for the FITradeoff method, being the bar graphics
and tables designed with the MCDM/A consequence matrix information (i.e. using the
performance of the alternatives evaluated in criteria) which allow that these results can
be applied to other studies.

Based on this experiment the results confirmed the suggestion generated in the pre-
vious experiment, that tables should be included in the FITradeoff DSS, since tables
that used different weights presented a higher number hits than bar graphics, and for
the same weight, using tables led to a higher engagement than bar graphics did. This
confirmation is an important improvement for the FITradeoff DSS which does not yet
present tables in the graphical visualization section.

As to generating insights for the analyst, this study suggested the Three Regions
Advising Rule based on the HR values for the analyst. In other words, the analyst can
recommend for DM to evaluate holistically the POA by using graphical visualization
and skip the elicitation process based on the confidence of success for selecting the best
alternative indicated by the HR analysis.

Beyond the analyses discussed, as future research, other visualization can be included
in the experiment, as visualizations with only 2 alternatives. This configuration is essen-
tial in FITradeoff DSS for rank problems [26], being important to evaluate its confidence
level.

Also, based on the analysis of Alpha-Theta Diagram is possible to correlate the
pattern found with participant personal information’s, physiological variables collected
by neuroscience equipment and the performance of results, which are analyses that are
been achieved by the authors to be presented in future research.

Finally, related to the physiological variables generated by the Eye-Tracking, an
important variable is the pupil diameter. Regarding to the investigation of the participants
pupil diameter, the slope generated by the values of a participant pupil diameter during
some time, i.e. the time spent during the evaluation of some graph or table, is also
investigated in order to identify patterns of behavior.
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Abstract. The Multi-Actor Multi-Criteria Analysis has been a suc-
cessful methodology to integrate multiple stakeholders in the decision-
making process. Because MAMCA evaluates different alternatives based
on the objectives of the stakeholders, decision-makers can increase the
support for the alternative they will choose. Still, the application of the
methodology can be complex to popularize this approach. The MAMCA
software was therefore published in order to facilitate the use of the
methodology. The development of that tool offers also new opportuni-
ties. Currently, the goal is to extend the MAMCA software as a mass
participation tool, hence maximizing participation involvement.

In order to facilitate the application of the methodology, the new
MAMCA software was published. This contribution highlights how the
MAMCA methodology was integrated into the software and how the data
is being visualized. We focus on enhancing the concept of “Participation”
in the development. A new data structure has been developed and an
easier user interface makes the tool more accessible. An easy-understand
evaluation method is integrated into the software. The interaction expe-
rience between participants is improved. Overall, the new MAMCA soft-
ware is aimed to have a better performance in workshop settings.

Keywords: MAMCA · MCDM · Data visualization ·
Human-computer interaction

1 Introduction

Several types of operations research methods have been developed to help
decision-makers evaluate transport projects. A common method to do this is
Multiple-criteria decision analysis (MCDA) or Multiple-criteria decision-making
(MCDM), ranking or sorting different alternatives based on at least two criteria
[8]. MCDM has become more and more popular as it allows to evaluate different
kinds of criteria (and not only economical ones). However, in practical transport
cases, more than just one individual or group of individuals, called stakeholders,
are involved, which can significantly influence or be influenced by the result of
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the decision [10]. Crucial is thus to incorporate different points of view from sev-
eral stakeholders into such an analysis. As the result, it can reveal the preferences
of different stakeholders, hence allowing easier and clearer decision-making.

MAMCA, an extension of traditional MCDM methods, was proposed for
transport project evaluations [18]. During the decision-making process, different
stakeholders are taken into account. The concept of stakeholder is involved at the
early stage of the evaluation, which leads to a better understanding of the objec-
tives for different stakeholders. MAMCA successfully reflects the preferences of
every individual stakeholder and expresses their concerns. It has been applied
in various domains, especially in the field of mobility and logistics [1]. MAMCA
was used in different scenarios such as evaluating transport policy measures [4]
and transport technologies [19]. It has also proven itself as a useful methodology
in transport-related decision making [2].

To facilitate the application of the MAMCA methodology, a web tool was
developed, called MAMCA software [12]. Since 2016, the MAMCA software has
helped decision-makers in different sectors to gain a better understanding of the
MAMCA methodology and support them with decision-making. However, as
time goes by, the limits of the original MAMCA software were exposed, mainly
in the form of the difficulty of extending functions and outdated programming
technology. Thus, new software is required to be developed to help MAMCA
adapt to fast-paced technology changes, and capable of the situation that massive
stakeholders can participate in the evaluation.

In this paper, we will first introduce the MAMCA methodology in Sect. 2.
Section 3 presents the new MAMCA software and its distinct features. Finally,
we will discuss the future directions made possible by the new MAMCA software
in Sect. 4.

In order to present the features and illustrate visualizations of the software,
a didactic last-mile case in the supply chain will be taken as an example.

1.1 Supply Chain Management Case Study

The case study entitled “The last-mile in the supply chain” is a fictive case study,
but corresponds to real dilemma situations regarding home deliveries. It is aimed
to gain insight into the extent to which different alternatives for the last mile
of a supply chain for home deliveries contribute to the interests of the different
stakeholder groups involved. As the stakeholder groups hold different priorities
into different criteria, a multi-actor view is needed to show the different points
of view of the stakeholder group. The list of alternatives and the criteria of the
stakeholder groups are shown in Tables 1 and 2.

2 MAMCA Methodology

The steps of a classic MCDM process include the problem statement, alternatives
and criteria definition, alternatives screening, scores determination, scores anal-
ysis, and drawing of conclusions [22]. Unlike classical MCDM methods, MAMCA
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Table 1. The alternatives in the supply chain management case

Alternative name Alternative description

Electric vehicles Only electric vehicles are authorized to
access the city center

Mobile depot & Cargo bikes Free parkings are foreseen for trucks that
split their final deliveries with cargobikes

Lockers delivered at night Places are booked for companies in
strategic areas in the city for lockers. They
are delivered at night only

Crowdsourced deliveries Online customers can choose to be
delivered from a crowdsourced service

Business as usual –

Table 2. The criteria of stakeholder groups in the supply chain management case

Stakeholder group Citizens Local

authorities

Logistics

service

providers

Receivers Shippers

Criteria Road safety Quality of life Viability of

investment

Low costs for

receiving goods

Low cost

deliveries

Air quality Network

optimization

Profitable

operations

Convenient

high quality

deliveries

High level

service

Urban

accessibility

Social political

acceptance

High level

service

Attractive

living

environment

Positive impact

on society

Attractive

urban

environment

Positive

business

climate

Positive impact

on society

Green concerns Successful

pick-ups

Low noise

nuisance

Employee

satisfaction

takes stakeholder analysis to identify stakeholder groups after defining alterna-
tives. Each stakeholder group can have different criteria tree [17]. In Fig. 1, the
overall methodology of MAMCA is shown.

In the first step, the potential alternatives to solve the problems are defined.
The decision-makers need to identify and classify the alternatives in terms of
different scenarios, policy measures and so on. In the second step, stakeholder
analysis is taken to identify the stakeholders/stakeholder groups. It is a crucial
step in MAMCA as for each stakeholder (group) there is a different criteria tree.
An in-depth understanding of each stakeholder group is needed. Next, criteria
and the corresponding weights are chosen and defined for each stakeholder group.
One or more indicators for each criterion need to be constructed in step four.
The indicators can be used to measure each alternative, providing the scale for
the judgment.

In step 5, the overall analysis is taken within stakeholder groups. Any MCDM
methods can be used to assess the alternatives. The Group decision support
methods (GDSM) are well suited in this step such as Preference ranking organi-
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Fig. 1. The methodology of MAMCA [16]

zation method for enrichment evaluation (PROMETHEE) [3], analytic hierarchy
process (AHP) [11]. There is no conflict between stakeholder groups and groups.
The final evaluations and results of every stakeholder group will only be con-
fronted at the end of the analysis.

The results of the analysis are presented in step 6. Additionally, a sensitiv-
ity analysis can be performed to check the robustness of the results. For each
stakeholder (group), the multi-criteria analysis reveals their respective criteria
and favored solutions, while the multi-actor multi-criteria analysis indicates the
comparison of the different points of view of every stakeholder (group), which
supports the decision-maker in making the final decision. Eventually, the actual
implementation of the decision chosen is taken. The information collected from
the previous steps helps the decision-maker to define the implementation paths.

3 The New MAMCA Software

To fulfill the need of MAMCA assessment with an interaction interface, MAMCA
software was developed. However, the studies on MCDM increased every year,
the innovated methodologies emerge and evolve fast [20]. The original version of
MAMCA cannot integrate more MCDM methods because of the limitation of
extendibility. In the workshop, it took time to introduce the MAMCA method-
ology and the MCDM method will be used in the evaluation. An efficient and
simple MAMCA procedure is sought to speed up the workshop. Additionally, the
higher capacity number of stakeholders for analysis is asked, to maximize the
participation involvement. In order to make the evaluation within a stakeholder
group with a large number of participants feasible, extending the MAMCA soft-
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ware as a mass participation tool is needed. By doing this, it is possible to get
more opinions from a large stakeholder group like citizens.

Thus, a newversion ofMAMCAsoftwarewithhigh extensibility has beendevel-
oped to integrate new information technologies and visualizations1. It is written in
the software stack of MongoDB, Node.js, Express, React (MERN) [24].

3.1 The Evaluation Steps and Visualizations

The new MAMCA software follows the evaluation structures of MAMCA
methodology. In a MAMCA project assessment, the software divides it into 6
steps, which include alternatives identification, stakeholder group identification,
criteria definition, criteria weight allocation, alternative evaluation, discussion
and results.

After creating a MAMCA project, the project manager is able to define new
alternatives, as well as modify and remove them. After defining alternatives,
stakeholder groups are identified. Each stakeholder group is described according
to the objectives they have regarding the alternatives. These objectives are the
criteria used to evaluate the impact of scenarios on stakeholders’ support. With
these three first steps, the project manager has designed the architecture of the
MAMCA projects. Data are then collected in the next steps to run the analysis.

In the fourth step, each criterion is weighted. The project manager or the
stakeholders can manually allocate weights. Still, other allocation methods are
proposed in the software. The stakeholders can choose the pairwise comparison,
that they indicate their preference intensities for pairs of criteria.

Stakeholders can also use Direct Rating [7]. All criteria will be rated on
a 100-point scale. The most important criterion will be given by the highest
number. All other criteria are then rated in comparison to the most important
one. The rated scores will be normalized. Suppose there is a set of criteria in one
stakeholder group, calling F = {f1, f2, ..., fm}. W = {W1,W2, ...,Wm} is the set
of given priority scores for the criteria, and w = {w1, w2, wm} is the normalised
criteria weights set. The final weight of criterion k will be:

wk =
Wk∑m
j=1 Wj

(1)

In the fifth step, the stakeholders should evaluate the alternatives based on
their criteria. Currently, two additional methods are available: AHP developed
by Saaty and Simple Multiattribute Rating Technique (SMART) [6]. If AHP is
chosen, pairwise comparison is conducted between alternatives.

If SMART is chosen, the preferences of the alternatives can be rated on a 10-
point scale. Suppose one stakeholder has to evaluate ta finite set of alternative
A = {a1, a2, ...an} The performance score of Pi of alternative ai will be calculated
by means of weighted sums [9]:

Pi =

∑m
j=1 pijwj

10
(2)

1 For more information, please visit: https://mamca.vub.be/.

https://mamca.vub.be/
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Fig. 2. The multi-actor analysis

Where pij is the performance score of alternative ai on the criterion fj , wj is
the weight of criterion fj . The final performance score is divided by 10 in order
to keep the score ranges from 0 to 1.

Once all stakeholders in one stakeholder group finished evaluating, the final
performance score in the stakeholder group will be calculated in arithmetic mean.
Say there are h stakeholders in a stakeholder group X = {X1,X2,X3...,Xh}.
The set of final scores F is thus:

F = {Fi =
∑h

k=0 Pik

h
; i = 1, ..., n} (3)

Finally, after evaluation, the results are visualized. The new version distinct
itself from the previous one, introducing lines with different marker symbols.
This allows the lines to be more easily distinguished from one another, as well
as to offer greater accessibility for black-and-white prints or color-blind readers.
The Multi-Actor view as shown in Fig. 2 represents the final scores on different
alternatives for each stakeholder group. The lines stand for the alternatives. It is
easy to see that different stakeholder groups have different preferred alternatives.
This chart represents the value of the MAMCA: it depicts clearly the support
of each stakeholder for different solutions.
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Fig. 3. Actor sensitivity analysis

The sensitivity analysis is integrated into the evaluation and weight chart.
As shown in Fig. 3, The project manager is able to change the weights of criteria
in any stakeholder group, hence allowing to check the robustness of the results.
As shown in the figure, by clicking the button top-right corner, the project
manager can check the weights allocation and evaluation results from different
stakeholders in the stakeholder group “Local Authorities”.

If there is more than one stakeholder in the stakeholder group, the box plot
of the weights’ difference can be shown when the project manager wants to check
the average result of one stakeholder group. As shown in Fig. 4, the box plot of
each weight indicates the difference of the weights allocation from different stake-
holders. This visualization is especially beneficial when there is a large number
of stakeholders in one stakeholder group. This allows the project manager to
know if stakeholders are more controversial about the importance of some crite-
ria while having an agreement on other criteria. For example, in Fig. 4, it can be
seen that there is bigger deviance in the weight allocation of criterion “Quality
of life”, and a less deviance in the weight allocation of the criterion “Network
optimization”.

3.2 New Features in the Software

Besides the change of software stack, other major changes were made.
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Fig. 4. Average result of the stakeholder group “Local Authorities”

High Effective Technologies. The first major change of the software is the
replacement of web services. Web services are means to exchange data and infor-
mation over the network. By building the web services, the frontend of the soft-
ware and backend can be separated. The web services will communicate from
the frontend and the backend of the software. The web services can be built
based on two styles, the previous version of MAMCA software relying on Sim-
ple Object Access Protocol (SOAP). However, the other style, Representational
State Transfer Protocol (REST), which was defined later, has a better through-
put and response time. It has the definite advantage over the SOAP style [13].

Another major change of technology is the programming language. Java and
PHP are used in the previous version of MAMCA software, which is robust
and secure. Oppositely, the new MAMCA software is written in JavaScript,
both frontend and backend. With the help of JavaScript, it is possible to make
MAMCA a single-page application, that is, a web interface composed of individ-
ual components which can be reloaded independently [21]. So there will be no
need for reload of the entire page, which can save more resources for the software.
The data transaction between the frontend and backend is through JavaScript
Object Notation (JSON). As a lightweight data carrier, it is human-readable and
efficient. [15] The final result is that the new software has less response time than
the previous one. To test the performance of the new software, a controlled trial
was taken between new MAMCA software and the previous version of MAMCA
software. The same project was chosen, and pairwise comparison was taken in
the same stakeholder group “Local Authorities” to weigh the criteria. Network
traffic was captured during the weighing, resources loaded and response time was
recorded as shown in Table 3. The previous MAMCA software sent 49 requests
to the server and loaded 1.2 MB resources in total. Oppositely, the new MAMCA
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software only sent 2 requests to the server and loaded 1.9 KB resources also with
much faster response time.

Table 3. The performance of two versions of MAMCA software

Previous MAMCA software New MAMCA software

Request sent 49 2

Resources (kB) 1200 1.9

Response time (ms) 2816 42

New Database Structure. In the previous version of MAMCA software, the
relational database is used. MySQL is used as the database management system.
In the new MAMCA software, MongoDB is chosen, which is a NoSQL database.
It is a document-oriented database, and the data is stored in JSON-like docu-
ments. It is more flexible than the SQL as it allows the different structure or
fields. Talking about the performance of the database, MongoDB has higher
reading and writing speed than the conventional SQL [14]. Furthermore, as a
document-oriented database, the data of one project saved in MongoDB is not
distributed in different database tables anymore, which is easier to collect and
analyze for further data analysis.

3.3 Enhanced “Participation” Concept

It is necessary to get an idea of the needs and objectives of the stakeholders,
that’s the reason to develop the MAMCA software. The new MAMCA software
is easier to involve more stakeholders in the decision-making process. And in this
software, it can have an easier, faster way to evaluate and better comprehension.
We did this, by the integration of the SMART method which is a very straight
forward way to evaluate alternatives. The new participation system also improves
the interaction experience between participants.

The Integration of SMART Method. It was observed during MAMCA
workshops that the evaluators most often spent a lot of time to understand the
theory of the MCDM method. Also, it was time-consuming when they did the
pairwise comparison if there are many criteria. Thirdly, for many it was still per-
ceived as a black box. That’s why SMART is integrated in the software. As the
oldest, simplest and most used MCDM method, the reason to apply this method
into software is that stakeholders will be able to understand how their input is
used to calculate preference scores, which is more unlikely in PROMETHEE
and AHP. In contrast to AHP, there is no issue of stakeholders having to per-
form lots of pairwise comparisons. Another advantage of SMART is that the
overall performance scores can be meaningfully interpreted, instead of being a
dimensionless index that is only meaningful in comparison to other scores.
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Fig. 5. The new participation system in the MAMCA software

Comparing to AHP, SMART sacrifices accuracy and sensitivity for its sim-
plicity. Because of the subjective nature of technique, SMART is not consistent
in contrast to the pairwise comparison. It is not suggested to use SMART method
to make the final decision but a way to get insight into the objectives with dif-
ferent alternatives in a short time [23]. With SMART, the participants can save
more time to comprehend the meaning of the performance score, and understand
the importance of the presence of other stakeholders in the group: as shown in
(2), it is easy to know the different weight allocation on criteria and the different
preference on alternatives from other stakeholders will affect the final score of
one alternative.

Easier Interaction Between Participants. The project manager and invited
stakeholders can have a better experience in communication and comparison in
the new software thanks to the new participation system. It helps facilitate the
MAMCA evaluation, especially in a workshop. The Fig. 5 shows how the new
participation system works.

After identifying the stakeholder groups in a MAMCA project, the project
manager can invite stakeholders to the project through the email invitation. As
the dashed circles in the Fig. 5 indicates, it is optional that the project manager
and stakeholders can identify alternatives together. The stakeholders can also
define the criteria of their groups with guidance from the project manager.

The project manager can coordinate the works of evaluators. For example,
normally the weight allocation of criteria is more subjective than the evalua-
tion of alternatives. The stakeholders can allocate weights based on their prior-
ity. Though when they evaluate the alternatives, they may need help from the
experts. They can discuss the consensual performance scores of alternatives in
the stakeholder group. The project manager can put the scores they discussed
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in the evaluation table. After that, the stakeholders are able to use the same
performance scores from the project manager with one click of a button.

During the evaluation, the project manager is free to check the weight alloca-
tions and alternative evaluations from stakeholders. Also, as mentioned before,
after the evaluation, the participants can check the average stakeholder group
result. Stakeholders in the same stakeholder group are able to check the result
of others. The project manager can do the sensitivity analysis, in order to reach
the consensus among all. The new software expresses the differences of MAMCA
from the other MCDM methodology: it searches the win-win solutions by taking
the different points of view from stakeholders’ accounts. The new software can
help stakeholders understand the impact on each other.

4 Discussion and Future Work

The motivation for developing the new software is to make the MAMCA method-
ology more understandable and more accessible for the participants in the
project. The software is refined for ease of use and reliability and is especially
suitable for the evaluation in workshops. The integration of the SMART method
allows participants to understand the evaluation steps, hence being more trans-
parent.

Because of the characteristic of the development stack, the new MAMCA
software is easy to extend functions, which means there can be more features to
integrate into the future works.

Improvement on the Concept of “Participation”. The first refinement
for further work is to improve the concept of “Participation”. Currently, the
stakeholders can discuss the weight differences of the criteria, compare the per-
formance scores they give to alternatives. In the end, the concept should be
finished in a closed loop: a consensus-seeking mechanism is thus needed. Doan
and De Smet developed an alternative weight sensitivity analysis based on lin-
ear programming (MILP) [5]. It can be applied in the MAMCA methodology to
offer a consensus between different stakeholders by taking the inverse optimiza-
tion point of view.

Integration of Other MCDM Methods. As any MCDM method can be
used in the MAMCA methodology, especially the GDSM-method as they are
able to cope with the stakeholder concept [17], other MCDM methods such as
PROMETHEE can be integrated into the software thanks to easy extendibility
of the software. By increasing the available methods the users have more freedom
to choose suitable methods. For example, evaluators can use PROMETHEE as
they provide different preference functions which suitable for different scenarios,
or they can choose AHP because of its consistency.
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Development for Mass Participation. Because of the flexibility and high
performance of the new database in the software, it is prepared for mass partici-
pant involvement analysis. A stakeholder group such as citizens is able to include
massive amounts of participants with different behaviors and preferences. Sub-
groups within one stakeholder group can be clustered based on their evaluation
or preferences. A model will be designed to analyze and classify this large amount
of data.

5 Conclusion

In this paper, the new MAMCA software was introduced to better support the
decision-making process of the stakeholders. As the new interaction tool for
MAMCA methodology, it follows the evaluation structures of the methodology
with a simple and clear user interface. It is aimed to have a better performance in
workshop settings. The SMART method is integrated to make the participants
focus on understanding the meaning of their scoring instead of spending time
to comprehend the theory of the MCDM method. The software enhances the
concept of participation during the evaluation. Besides the representative result
visualizations, sensitivity analysis and box plots of weight allocations within
stakeholder groups are developed. The participants can have a better under-
standing of the influence of their behaviors and preferences.

The MAMCA software is designed as a tool to understand and analyze the
role and input of stakeholders in strategic processes. It can be seen as a transi-
tion tool as participants learn to look at the decision problem in a new and more
empathetic way. The uniqueness of MAMCA lies in the multi-actor evaluation,
as stakeholders learn to see how other stakeholders might have other goals and
criteria. In the evaluation process, the stakeholder is aware of the presence of the
other stakeholders. There is a learning loop for the stakeholders. The stakeholder
can have a better understanding of each other’s position, which makes a stake-
holder group more prone to search common solutions, to reach the consensus.
The idea is that the habits of one individual should be altered, however not in
an imposed way, but rather in a voluntary way. In addition to this, we should
be aware that individual behavior is not happening on an island. In the end, the
MAMCA software is not a tool to make the decision for the participants, but a
tool to help them to understand and analyze the role and input of themselves in
strategic processes.
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Abstract. This paper introduces a method to assess the complexity of process
models by utilizing a cluster analysis technique. The presented method aims
to facilitate multi-criteria decision making and process objective management,
through the combination of specific quality indicators. This is achieved by lever-
aging established complexitymetrics from literature, and combining three comple-
mentary ones (i.e. NOAJS, CFC and CNC) to a single weighted measure, offering
an integrated scheme for evaluating complexity. K-means clustering algorithm is
implemented on 87 eligible models, out of a repository of 1000 models, and clas-
sifies them to corollary clusters that correspond to complexity levels. By assigning
weighted impact on specific complexitymetrics -an action that leads to the produc-
tion of threshold values- cluster centroids can fluctuate, thus produce customized
model categorizations. The paper demonstrates the application of the proposed
method on existing business process models from relevant literature. The assess-
ment of their complexity is performed by comparing the weighted sum of each
model to the defined thresholds and proves to be a straightforward and efficient
procedure.

Keywords: Business intelligence · Business process complexity · Data mining ·
Cluster analysis ·Multi-criteria decision making · BPMN · K-means

1 Introduction

Business processmanagement (BPM) is regarded as a set ofmethods aimed at supporting
the design, analysis and optimization of processes [1]. This research field has emerged
as an area of high interest among scholars, professionals and practitioners and inferably
provides organizations with competitive superiority [2]. A core aspect of BPM is the
utilization of modeling techniques to represent business processes (BPs) in an efficient
and understandable way that facilitates the application of redesign initiatives. Process
models are used to illustrate the main internal elements of BPs, including activities,
sequence flow, dataflow and actors involved, as well as their relationships [3].

In today’s rapidly evolving environment, organizations are facing the challenge of
handling larger and increasingly complex processes. An important aspect of process
models, that affects their capability of being analyzed, transformed and optimized, is
their complexity [4]. This important quality characteristic, is often used interchangeably
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with the terms understandability,modifiability andmaintainability [5], as increased com-
plexity often results in low comprehensiveness by process operators and higher error
probability. Additionally, it is a common occurrence that low model quality and high
complexity hinder the success of redesign initiatives [6]. Therefore, complexity assess-
ment of BPmodels is regarded essential to evaluate a model’s capability for modification
and redesign. The latter motivated the authors to develop an assessment method that cat-
egorizes models, represented in the Business ProcessModel and Notation (BPMN) stan-
dard, regarding their complexity. The proposed approach incorporates cluster analysis on
an eligible subset of 1000 processmodels [7] and extracts specific threshold values for the
efficient categorization of future process models. The evaluation of BPMN complexity
is achieved through the integration of a series of metrics to a single weighted measure.
The main benefit of this approach is that it provides the capability of customization,
depending on the purpose and priorities of the modeler.

2 Related Work

Measuring the complexity of BPs is a task that can be examined from many different
standpoints [8]. Nevertheless, the quantification of the notion of complexity is almost
always performed with the employment of defined metrics. BP complexity metrics pro-
posed in literature, mostly constitute indicators of understandability, maintainability
and error-proneness of a process model ([8, 9]) and at the same time their majority
are adaptations of software complexity metrics ([9, 10]). Drawing an analogy between
software and BPs, Cardoso et al. [8] propose the Number of Activities metric (NOA),
which calculates activity complexity, and was inspired by lines-of-code (LOC) metric
[12]. Considering the control elements of process models, the Number of Activities and
Control-flow elements (NOAC) metric is introduced for well-structured models, along
with the Number of Activities, Joints and Splits (NOAJS) metric for unstructured ones.
Albeit these complexity metrics are useful and simple to calculate, it is highly important
to complement other forms of complexity.

In [13], Cardoso introduces the Control-Flow Complexity (CFC) metric, which is
inspired fromMcCabe’s cyclomatic complexity [14]. Thismetric evaluates the complex-
ity of XOR-split, OR-split, and AND-split constructs and aims to measure the impact of
control-flowelements on the perceived complexity of a process.Another established app-
roach [15] draws from network analysis and graph theory, presenting various structural
metrics and dividing them into the categories size, density, partitionability, connector
interplay, cyclicity, and concurrency. Apart from the NOA metric for the calculation
of a process’s size, Mendling also defines Diameter (diam) for process models as the
length of the longest path from a start to an end node [15]. Various density metrics
adapted by the same author, provide information regarding the relation between arcs
and nodes in a model. The Coefficient of Connectivity (CNC) metric, earlier proposed
by Latva-Koivisto [16] with the purpose of measuring the degree of complexity of a crit-
ical network, is used in regard to process models to calculate the ratio of arcs to nodes.
A similar approach is used for the Density (�) metric, which “refers to the number of
arcs divided by the maximum number of arcs for the same nodes” [15]. Additionally,
the Average Connector Degree (ACD) in a process model demonstrates the number of
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nodes a connector is in average connected to and Maximum Connector Degree (MCD)
the maximum number of nodes for a connector [15]. A high value of density metrics is
an indicator of complexity and low understandability of a model [17]. Likewise, Kluza
and Nalepa [18] proposed the Durfee Square Metric (DSM) and Perfect Square Met-
ric (PSM) specifically constructed for BPMN models, aiming to include, not only the
number of elements in a processmodel, but also their variety inmeasuring its complexity.

It becomes apparent that a model’s complexity cannot be directly determined by
only one type of metric [19]. Mendling implies that metrics should be interpreted in
relation to other metrics, by pointing out several limitations, e.g., that models with more
activities can be more understandable or that the density metric should consider the
size of a model so as to be sufficient [15]. Overall, only a few attempts of combining
complexity metrics ([20, 21]) or defining thresholds for model classification ([22–24])
appear in literature. Emphasizing this need for well-defined thresholds of complexity
measures, Mendling et al. [24] utilize logistic regression and an adaptation of the ROC
curves, and, Sánchez-González et al. [25] empirically evaluate certain structural metrics,
including the CFC and ACDmetrics. In Yahya et al. approach [26], threshold values are
extracted for a vast amount of complexity metrics from literature, associating them with
comprehensibility and modifiability of BP models. An evaluation mechanism proposed
byTsakalidis et al. [27] also leverages onwidely used complexitymetrics from literature.
The proposed mechanism regards complexity as a major obstacle for the transformation
of BP to a Directed Acyclic Graph (DAG) and evaluates it with the support of threshold
values for selected metrics. These thresholds, if exceeded, reveal a model’s need for
normalization to reduce complexity and support the transformation of the model to a
DAG.What is also evident in literature is that despite the substantial amount of research
on complexity metrics and their definition, there is a lack of systematic approaches that:
(a) combinemetrics for the evaluation of quality and complexity, and, (b) define reference
or threshold values for these metrics. Considering the above, the method proposed in
this study offers a holistic approach and aims to address complexity assessment issues in
a comprehensive way, that enables the recognition of appropriate reference or threshold
values.

3 Complexity Assessment Methodology

The first step towards complexity assessment is the selection of suitable metrics. The
three aspects of a model’s complexity that have the strongest presence in research are
activity complexity, control flow complexity and structural complexity [10]. Evidently,
the three aspects combined constitute a comprehensive approach on complexity mea-
surement, covering the most important elements of a model. Following the review on
related research regarding complexity measurement, the authors select three representa-
tive complexity metrics (NOAJS, CFC and CNC) which mainly focus on size, control-
flow and structuredness of a process model, respectively. The selection of metrics is
based on the fact that they are established measures, their calculation is straightforward
and have been extensively used in research (e.g., [19, 22, 28]). The selected metrics are
defined in a generic way that covers most modeling standards and are defined by simple
mathematical operations; hence, their calculation is a straightforward procedure.



60 C. Fotoglou et al.

Fig. 1. Complexity assessment methodology

The Number of Activities, Joints and Splits (NOAJS) activity complexity metric
stands as a representation of a process size, by simply counting the number of activities
in a process, along with the number of split and join constructs. As a result, high values
of this metric reveal a complex model, since complexity undeniably rises when the size
of a process increases. Frequently, though, size metrics function, mainly collaboratively,
as a point of reference for comparison purposes with other metrics [13]. Control-Flow
Complexity (CFC) is regarded as a fundamental metric to evaluate a process model’s
complexity in relation to control flow. Since its introduction, it has been widely studied
and empirically validated in research ([12, 14, 23]). The metric itself aims to quantify
the cognitive effort of understanding the multiple states of a process after the occurrence
of each type of split. The CFC metric should not be used in isolation to effectively
evaluate the overall complexity of a BP; its combination with other complexity metrics
is considered more efficient. Coefficient of Network Connectivity (CNC) exploits the
notion of connectivity between elements to quantify structural complexity. High values
of these metrics reveal a dense model, which indicates increased complexity and error
probability [15]. The CNC of a process model is a simple measure to calculate and
comprehend and it is defined as the ratio of arcs to nodes.

The selected metrics were introduced in a generic way that is applicable to many
modeling languages. The BPMN standard comprises of a variety of elements, often
absent in other modeling types, and, therefore, several problemsmay occur. For instance,
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the variety of elements present in a model might confuse as to what should be considered
a node or an arc. To address this issue, the calculation of the metrics on BPMN models
is conducted under the following assumptions: (a) all gateways (exclusive, inclusive
and parallel) count as joins or splits, depending on their type, (b) all activities, gateways
(exclusive, inclusive and parallel) and events (end, start and intermediate) count as nodes,
(c) all sequence flow arrows count as arcs and (d) message flow arrows do not count as
arcs.

Figure 1 displays an overview of the methodology followed to extract reference
values for the assessment of complexity. First, a data preprocessing step is required to
develop the dataset that will be used in the analysis. Next, the clustering phase follows,
where the authors employ a data mining technique for the purpose of grouping data
based on similarity, namely cluster analysis. The algorithm used in the current research
is K-means, a popular method that groups datapoints by calculating centroid values
for a pre-determined number of clusters. Last, by analyzing the resulting clusters, i.e.,
through their respective centroid values, reference values for the selected complexity
metrics derive, facilitating the identification of complex models.

3.1 Data Preprocessing

In order to analyze and evaluate the notion of complexity for BPMNmodels, a repository
of BPMN models is required. The SOA-based BP Database, comprised of 1000 BPs
modeled in BPMN, constitutes a valuable source of models for the evaluation of our
methodology. However, most of the processes (530) contained in this database do not
represent real BPs, but only examples of theoretical ones hence before the extraction of
the data, the preprocessing of the database is considered necessary. The steps followed
to obtain the final dataset used in this work are shown in Fig. 2.

Some of the processes appeared to include errors that prohibited their examination
(46). From the remaining processes, 155 of them were not complete, meaning they
incorporate tasks that do not correspond to actual activities. The complete and actual
processes in the database are described in a variety of languages, with the majority being

Fig. 2. Formation of the final dataset



62 C. Fotoglou et al.

in English (212). Spanish, French, German and Dutch are some of the languages used in
the modeling of the remaining (67). In total, 212 complete processes in English and 14
translated processes were selected for further examination. A thorough analysis of the
database led to the selection of 87 (8.7%) BPs, aligned with the requirements set (i.e.
actual, complete BPs, containing no errors and labeled in English). These processes were
examined and assigned an appropriate title to convey their context, since the database
only identified the processeswith an index number. Following the selection of themetrics
and the establishment of the process pool to be used in the analysis, the calculation of
each metric was performed according to the assumptions set on the previous section for
each of the 87 valid BPMN models in the given database.

For the final dataset to be subjected to further analysis, the adjustment of the calcu-
lated metric values was necessary, given that the values of each metric are in different
scale. Especially, in clustering analysis, data normalization is crucial to compare similar-
ities between features based on certain distance measures. The method utilized, namely
Min-Max normalization, is a simple, yet efficient way of rescaling data, widely used as
a preprocessing step in data mining [30].

3.2 Clustering

The development of the evaluation methods proposed in this paper, is accomplished
through cluster analysis and, more specifically, using the K-means algorithm [31]. Clus-
ter analysis is, essentially, the grouping of data points in categories called clusters, based
on similarity. The selected algorithm is one of the most popular ones for unsupervised
learning problems and is found to deliver reliable results [32]. Several parameters require
definition for the application of the K-means algorithm, as shown in Table 1.

Table 1. Input parameters

Parameter Input

Algorithm Simple K-means

Number of clusters 3

Distance measure Euclidean distance

Initialization method Random

The first and most important parameter to be established is the number of clusters
for the data to be grouped in. Since the number of clusters are meant to partition the
data to complexity levels, essentially categorizing the model to low, moderate or high
levels of complexity, that number is set to be three. Based on the number of instances
in the dataset, more clusters would partition the data into very small groups that would
not allow for trustworthy interpretation. Another significant parameter for centroid-
based clustering methods is the proximity measure. In this case, the selected measure is
Euclidean distance, a popular method commonly used as the default distance metric for
many cluster analysis tools [33]. Lastly, the K-means algorithm requires an initialization
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method to assign the first three centroid values. Random initialization, during which the
initial centroids are randomly placed in the Euclidean space, is chosen, since during the
experiments no need for a more sophisticated initialization method was revealed.

3.3 Analysis

Themain concept behind the implementation of K-means on the metric values (features)
of a set ofBPMNmodels is related to the notionof categorizing similar instances together.
Considering that each cluster, i.e., category, contains models of the same complexity,
it is possible to assign a complexity level to each cluster. The centroid values of each
cluster, acting as its representatives, reveal the complexity of the models in that cluster.
For the purpose of this analysis, in conjunction with the definition of the metrics used
for quantifying complexity, the authors deduce that higher centroid values correspond
to high complexity, moderate centroid values correspond to moderate complexity and
low values to low complexity. Essentially, the centroid values act as reference points for
future categorization. The assessment of a new BPMNmodel’s complexity is performed
by discovering to which cluster, i.e., complexity category, it belongs.

4 Evaluation of BPMNModels

Drawing from related research on complexitymetrics [20], amethod to combineNOAJS,
CFC and CNC into a weighted sum is introduced. Our method constitutes a way to
evaluate complexity using information extracted from all three of the selected metrics
combined to a single measure. Ultimately, it is a way to assign a priority number to each
metric, expressed by a specific weight. The existing method we utilized for the combina-
tion of themetrics into a weighted sum is introduced in [20] and it is deemed appropriate,
since it is a scalable and computationally efficient way of reducing the dimensionality
of the problem concerned. In particular, the weighting method in its generic form can be
applied to any number of metric values; in our study the selected metrics are 3. Assign-
ing priority to metrics offers the potential for researchers to customize the assessment
method, according to their perspective on complexity evaluation. Essentially, theweight-
ing of the features prior to the implementation of the algorithm allows for the creation
of a novel model. Additionally, the described approach enables the extraction of specific
threshold values for each complexity level. By combining the metrics to one feature, the
centroids can be represented by a one-dimensional vector, which in turn means that they
can be depicted on a line. Therefore, the mean point of the intervals between centroids
per two acts as a separator for the clusters.

Two scenarios are analyzed to demonstrate the above. The first scenario is a simple
combination of the metrics, with equal weighting for each one. Thresholds are extracted,
based on this method that facilitates the separation of the complexity levels. The sec-
ond scenario considers the weighting parameter, by lowering the priority of a metric,
to demonstrate the impact this option has on the threshold values. There are multiple
options when it comes to assigning priority to metrics that can serve the purpose of each
researcher. In this example, the priority of the control-flow metric, i.e., CFC, is signifi-
cantly higher, while the priority of the size metric, i.e., NOAJS, is lowered relatively to
the other metrics.
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4.1 Scenario 1: Equal Priority

The first scenario to be examined concerns equal weighting for the three metrics. This
entails that each metric has a priority of 1 (p1,2,3 = 1), which in turn means each metric
weights 0.333. Following the defined procedure, the weighted summeasure is calculated
for all instances. At this point, a cluster analysis on the one-dimensional array of the
weighted sum feature is possible. The results are illustrated in Fig. 3. It is evident that
the instances and their distance from the centroids can be represented on a straight line,
including values from 0 to 1. It appears that only a small percentage (8%) of instances
are grouped in Cluster 3, while the majority belongs to Clusters 1 and 2.

Fig. 3. Clustering visualization

The centroid values provided by the analysis are displayed in Table 2.

Table 2. Centroid values – Scenario 1

Centroid Value

Centroid 1 0.197

Centroid 2 0.339

Centroid 3 0.630

Essentially, these values constitute reference points on a straight line. In this way,
comparing the distance between centroids and assigning an instance to a cluster becomes
a straightforward task, since the defined radius of a cluster is easily distinguished. Given
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the weighted sum of a future process model, the latter will be assigned to the cluster hav-
ing a centroid value closest to its weighted sum. Figure 4 illustrates the clusters and their
centroid values on a straight line. Based on the definition of the K-means algorithm and
the parameters used in this case, the cluster assignment is determined by the Euclidean
distance. This means that the points that separate the clusters, and act as threshold values,
can be decided through a simple calculation of themeans of the formed intervals between
the cluster centroids. Pertaining to the defined assessment methodology, it is possible
to draw conclusions regarding the type of models each cluster represents, based on the
centroid values. Thus, we deduce that Cluster 1 contains low complexity models, Cluster
2 moderate complexity models and Cluster 3 high complexity ones. The assessment of
a new BPMN model’s complexity is possible with a straightforward comparison to the
threshold values.

Fig. 4. Visualization of centroids and thresholds – Scenario 1 (Cluster 1: LowComplexity, Cluster
2: Moderate Complexity, Cluster 3: High Complexity)

4.2 Scenario 2: High CFC and Low NOAJS Priority

Theweighted sum approach offers the option of assigning priority to the selectedmetrics
and developing a customized model for assessing complexity. Let’s assume that the
purpose of an analysis dictates that a model’s size should not influence the evaluation of
complexity, while the control flow complexity of a model, i.e., the amount of gateway
splits, should bemainly considered. This approach allows for the assignment of priorities
accordingly, e.g., p1 = 1, p2 = 10, p3 = 5, which means that NOAJS has a very low
priority, CFC has a high priority, while CNC a moderate one.

Following the same process as in scenario 1, a cluster analysis is performed on
the new weighted sum feature. Next, the instances are grouped to the three clusters
again using the K-means algorithm. Different centroid values derive from the clustering,
resulting in different thresholds for the complexity categorization. The new thresholds

Fig. 5. Visualization of centroids and thresholds – Scenario 2 (Cluster 1: LowComplexity, Cluster
2: Moderate Complexity, Cluster 3: High Complexity)
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and centroids are visible in Fig. 5. The difference between scenario 1 thresholds and
scenario 2 is minor given the specific dataset, but still it is expected to have an impact
on the categorization of new models.

4.3 Examples from Literature

This section features the application of the method developed to examples deriving from
relevant literature. The assessment of their complexity is performed by comparing the
weighted sum of each new BPMN model to the defined thresholds. The first step of the
assessment involves the calculation of the metric values and the standardization process,
followed by the calculation of the weighted sum of each model and, ultimately, the
complexity assessment.

Table 3. Complexity assessment results on BPMN example cases

Process Scenario 1 Scenario 2

Weighted sum Complexity Weighted sum Complexity

Evaluate quote process [34] 0.434 Moderate 0.524 High

Property valuation [35] 0.387 Moderate 0.372 Moderate

Healthcare scenario [36] 0.463 Moderate 0.453 Moderate

Medical assessment [37] 0.506 High 0.571 High

Loan application [38] 0.236 Low 0.275 Moderate

Bank account opening [39] 0.547 High 0.649 High

Baking workflow process [40] 0.320 Moderate 0.319 Moderate

Emergency ward of a hospital [41] 0.498 High 0.559 High

Auction [42] 0.544 High 0.641 High

Admission process [43] 0.378 Moderate 0.388 Moderate

In Table 3 the assessment results for the 10 process models examined are presented.
In most cases the two scenarios indicate the same complexity level. However, it can be
observed, that between the two scenarios the complexity levels of two processes shift
from moderate to high and from low to moderate respectively. This outcome relates to
the increased priority granted to the CFC metric, which in turn raises the weighted sum
measure accordingly.

5 Final Remarks and Future Work

In this paper, the authors introduced a complexity assessment method for BPMNmodels
that leverages metrics from literature to offer a holistic approach. We implemented the
K-means algorithm on an eligible subset of a 1000 BPMN models’ database, to group
them to clusters that correspond to complexity levels according to the selected metrics.
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The combination of the metrics to a single weighted summeasure offers the capability of
customizing the evaluationmethod based on a single objective. By adjusting the priorities
of the metrics and analyzing the impact of that modification on their perceived complex-
ity, the identification of problematic areas is supported. Additionally, this approach limits
the dimensions of the data from three to one, facilitating the definition of exact threshold
values that separate the complexity levels. The defined levels of complexity, i.e., clusters,
are separated by themeans of the intervals formed between two adjacent centroids and, in
essence, act as thresholds. Therefore, the complexity classification of newBPMNmodels
can be simple and straightforward.

However, there are limitations regarding the application of the assessment method.
The development of the method involves the utilization of a data mining technique,
particularly the implementation of the K-means algorithm for clustering. Such learning
algorithms produce a model based on instances of data; hence they are largely dependent
on the dataset provided. The results of the algorithms and the threshold values defined, are
influenced in a significant degree by the nature of the dataset. An additional limitation of
this research regards the number of divisions used to describe complexity. This number,
i.e., three complexity levels, corresponds to the number of clusters to be formed by the
algorithm and is an input parameter provided by the authors, according to the purpose
of the analysis. Further partitioning of the complexity levels, for example considering
four or five complexity levels, would yield different results.

Future work on complexity assessment will be directed towards tackling these lim-
itations. The application of the proposed method on a larger dataset, containing BP
models representative of industry standards, could provide a more accurate assessment
of complexity. The same method could apply to a different set of metrics, pertinent to
the context of each analysis and the purpose of the researcher.
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Abstract. While the email traffic is growing around the world, such
questions often arise to recipients: to click or not to click? Should I trust
or should I distrust? When interacting with computers or digital arte-
facts, individuals try to replicate interpersonal trust and distrust mech-
anisms in order to calibrate their trust. Such mechanisms rely on the
ways individuals interpret and understand information.

Technical information systems security solutions may reduce external
and technical threats; yet the academic literature as well as industrial
professionals warn on the risks associated with insider threats, those
coming from inside the organization and induced by legitimate users.

This article focuses on phishing emails as an unintentional insider
threat. After a literature review on interpretation and knowledge man-
agement, insider threats and security, trust and distrust, we present a
methodology and experimental protocol used to conduct a study with
250 participants and understand the ways they interpret, decide to trust
or to distrust phishing emails. In this article, we discuss the preliminary
results of this study and outline future works and directions.

Keywords: Insider threats · Trust · Interpretation · Knowledge
management · Decision-making

1 Introduction

Technical and externally centred Information Systems security solutions allow
the prevention of intrusions [17], the detection of denial of service attacks [68],
and the strengthening of firewalls [46]. Nevertheless, the academic literature as
well as industrial professionals consider that a predominant threat is neither
technical nor external, but human and inside the organization [29,54,64,66].
Such an insider threat may be intentional or non intentional, malicious or non
malicious [5,35,65].

In fact, according to audit and advisory surveys such as [28], more than 33%
of reported cyber-attacks between 2016 and 2018 used phishing, just behind
those who used malware (36%). The proportion of insiders among threats
increased from 46% in 2016 to 52% in 2018. According to cybersecurity ven-
tures, employees should be trained to recognize and react to phishing emails [43].
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More than 90% of successful attacks rely on phishing, i.e. emails leading their
recipients to interpret and decide to trust them [21]. Recipients are invited, sug-
gested or requested to click on a link, open a document or forward information
to someone they should not.

For authors such as [2], security concerns and actual behaviour are discon-
nected due to the “lack of comprehension”. It may be difficult for users to under-
stand security warnings [14], as well as to identify ongoing attacks [20]. In this
paper we argue that such understanding difficulties may be studied by focusing
on trust and distrust elements users rely on when receiving an email. A logo,
a date, a number or an email address, those elements and others are used to
decide either an email may be trusted or not.

In the first section of this paper, background theory and assumptions are pre-
sented: First, the ways individuals interpret and understand information relying
on the knowledge management literature; Second, insider threats and their dif-
ferent categories; Third, trust and distrust with a particular focus on individual
psychological processes. In the second section of this paper, a study that involved
250 participants is presented: First, the methodology and experimental protocol;
Second, a discussion of the preliminary results; Third, a presentation of future
works. The overall purpose of this paper is to share observation statements, pre-
liminary results, and future expectations on ways to prevent insider threats by
identifying how we decide to trust or distrust phishing emails.

2 Background Theory and Assumptions

In this section, we first draw from the knowledge management literature to
present the ways individuals interpret and understand information. Second, we
discuss the importance of considering insider threats and their different cate-
gories. Third, we expose individual psychological processes leading to trust or
distrust.

2.1 On Interpretation and Understanding

To describe the complex interpretation machinery, some authors talk about a
“mental model” [23] or a “neural apparatus” [25], a place of chemical reactions
that can be analysed. Others believe that interpretation involves above all the
socio-individual [67], resulting from our history, a place for expressing a form of
intellectual creativity specific to each person. We all act as interpretative agents,
information processors interacting with the world that surrounds us through a
filter. In fact, this indescribable filter through which we interact with the world
may be called an “interpretative framework” [63].

Information is transmitted by talking, writing or acting during a sense-giving
process. We collect data from this information by listening, reading or watch-
ing during a sense-reading process. Sense-giving and sense-reading processes
are defined by [50] as follows: “Both the way we endow our own utterance with
meaning and our attribution of meaning to the utterances of others are acts of
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tacit knowing. They represent sense-giving and sense-reading within the struc-
ture of tacit knowing” [50, p. 301]. When he studied the processes of sense-giving
and sense-reading, [63] highlighted the idea that knowledge was the result of the
interpretation by an individual of information.

Information is continuously created during sense-giving processes and inter-
preted during sense-reading processes. Knowledge can then be:

– made explicit, i.e. it has been made explicit by someone within a certain
context, it is sense-given and socially constructed. Individuals, as well as
computers are “information processing systems” [19, p. 9];

– tacit, i.e. it has been interpreted by someone within a certain context, it is
sense-read and individually constructed. Relying on [49]: “We can know more
than we can tell”.

So that made explicit knowledge is tacit knowledge that has been made
explicit by someone within a certain context. It is information source of tacit
knowledge for someone else. It is “what we know and can tell” answering to [49]
quoted above. Every piece of information can be seen as a piece of knowledge
that has been made explicit by someone within a certain context and with their
own intentions.

When a person P1 structures his/her tacit knowledge and transmits it, he/she
creates made explicit knowledge, i.e. information created from his/her tacit
knowledge. A person P2 perceiving this information and absorbing it, poten-
tially creates new tacit knowledge for him/herself (see Fig. 1). Knowledge is the
result of the interpretation by an individual of information. This interpretation
is done through an interpretative framework that filters the data contained in
the information and with the use of pre-existing tacit knowledge [63].

Fig. 1. Sense-giving and sense-reading: the ways we create, interpret and understand
information

This interpretation leads to the creation of meaning that can vary from one
individual to another: this is meaning variance [3,4]. This question of meaning
variance is central in organizations, notably for deciding whether an email may
be trusted or not to prevent insider threats.
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2.2 On Insider Threats

At the beginning of the 1990s, the literature on information systems security
had already affirmed that there was “a gap between the use of modern technol-
ogy and the understanding of the security implications inherent in its use” [35,
p. 173]. The massive arrival of microcomputers was also accompanied by ques-
tions regarding the security of interconnected systems where computer science
was previously mainframe oriented.

Indeed, the number of technological artefacts has exploded and this increase
has gone hand in hand with the evolution of their various uses [9]. Yesterday,
a terminal connected the user to the computer, while today entry points into
the information system are multiple, universal, interconnected and increasingly
discreet. Employee’s social activity can be supported by social networks and
their health maintained using connected watches.

The taxonomy of threats targeting the security of information systems pro-
posed by [35] presented in Fig. 2 is disturbingly topical, with regard to the four
dimensions that make up his angle of analysis: (1) sources, (2) perpetrators,
(3) intent, and (4) consequences. It should be recognized that independent of
the sources, perpetrators, and intent of a threat, the consequences remain the
same: disclosure (of profitable information), modification or destruction (of cru-
cial information), or denial of service (by hindering access to resources). These
consequences are covered in the 2013 ISO/IEC 27001 standard: information secu-
rity management, which defines information security management systems as
ensuring (1) confidentiality, (2) integrity and (3) availability of information [22].

A business’s firewall constitutes a protection against external threats, which
appear on the left branch in Fig. 2. Authors such as [66] represent a part of
the literature on information systems security that tends to pay attention to
insider threats, more particularly those whose perpetrators are humans with the
intention to cause harm (upper right branch in Fig. 2).

For authors such as [5], insider threats may be categorized along two
dimensions: (1) whether the character of the threat is intentional or not, and
(2) whether its character is malicious or not. From the point of view of the
employee, who may constitute the entry point into the system, an insider threat
can be:

Fig. 2. Taxonomy of IS security threats (inspired from [35])
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1. unintentional : wrong actions taken by an inexperienced or negligent
employee, or one manipulated by an attacker; for example, an inattentive
click, input error, accidental deletion of sensitive data, etc. [59];

2. intentional and non-malicious: deliberate actions by an employee who derives
a benefit but has no desire to cause harm; for example, deferring backups,
choosing a weak password, leaving the door open during a sensitive discussion,
etc. [15];

3. intentional and malicious: deliberate actions by an employee with a desire
to cause harm; for example, divulging sensitive data, introducing malicious
software into the computer system, etc. [58].

The study presented in this article focuses on the manipulation and social
engineering techniques that exploit unintentional insider threats (category 1
above). Even though the attacker is outside the system and the organization, he
makes an employee, a component of the system, unintentionally facilitate his/her
infiltration: the latter has, for example, clicked on a link or even opened the door
to a self-proclaimed delivery person with a self-proclaimed task. A social engi-
neer is an attacker who targets a legitimate user from whom he/she obtains a
direct (rights of access, harmful link visited, etc.) or indirect (vital information,
relationship of trust, etc.) means to get into the system [42].

As new technological solutions are developed, the exploitation of hardware or
software weaknesses becomes more and more difficult. Attackers are then turning
toward another component of the system susceptible to attack: the human one.
For authors as [56]: “Security is a process, not a product”. For others such
as [42, p. 14], breaching the human firewall is “easy”, requiring no investment,
except for occasional telephone calls and involves minimum risk. Every legitimate
user constitutes thus an unintentional insider threat to the information system’s
security.

Individuals are not trained to be suspicious of others. Consequently, they
constitute a strongest threat to the security of the information system insofar as
any well-prepared individual can win their trust.

2.3 On Trust and Distrust

Even if trust is recognized as particularly important in security issues of com-
puter networking environments [26], very little studies on information systems
deal with both trust and security [51]. Some authors focus on end-users’ trustwor-
thiness [1,60] and others on trustworthy information systems’ design [48,53,62].

In human and social sciences, authors as [37] and [47] consider that the psy-
chological functionality of trust is to reduce the perceived uncertainty, i.e. the
perceived risk in complex decision-making situations. Trust induces a mental
reduction of the field of possibilities leading to take a decision without consid-
ering the outcome of each possible alternative [33].

Some authors consider concepts such as interpersonal trust and organizational
trust, between respectively two or more people [13,24,57]. Others consider sys-
temic trust, toward institutions or organizations [37], and trust in technologies
[30,39].
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An overall definition of trust seems to be lacking when tackling the literature.
Relying on the taxonomy of [6], [44,45] defined trust as expectations: expectation
of persistence of the natural and moral social orders, expectation of competence,
and expectation of responsibility.

[51, p. 116] proposed an operational definition of trust as a “state of expec-
tations resulting from a mental reduction of the field of possibilities”. Such a
definition appears to be consistent with the concept of distrust, which is a “con-
fident negative expectation regarding another’s conduct” [32, p. 439]. Distrust
is often presented as relying on [36] and his suggestion that those who choose
not to trust “must adopt another negative strategy to reduce complexity” [27,
p. 24]. So, you trust when you have positive expectations, you distrust when
you have negative expectations. Distrust should not be confused with mistrust,
which is “either a former trust destroyed, or former trust healed” [61, p. 27] and
is not considered in the study presented in this article.

[10, p. 7] went deeper when they stated that “the quantitative dimensions
of trust are based on the quantitative dimensions of its cognitive constituents”.
These constituents are the beliefs on which we rely to trust, and they may explain
the contents of our expectations. Examples related to trusted humans are: benev-
olence, integrity, morality, credibility, motives, abilities, expertise [38,40]. Exam-
ples related to trusted technologies are: dependability, reliability, predictability,
failure rates, false alarms, transparency, safety, performance [16,18,34,55].

An appropriate distrust fosters protective attitudes [32] and reduces insider
threats. Nevertheless, authors such as [51, p. 118] consider that “trust and dis-
trust are alive, they increase or decrease depending on how expectations are met
(or unmet [...])”. Initial trust is notably based on information from third parties,
reputation, first impressions, and personal characteristics such as the disposition
to trust [41]. Then, from facts, understanding of the trustee’s characteristics, pre-
dictability and limits notably [31,47], the trustor calibrates his/her trust [11,45].
Trust is adjusted, meaning expectations are adjusted.

3 Research Proposal and Experimental Protocol

In this section, we first present the methodology and experimental protocol we
used to conduct a study with 250 participants and the ways they interpret, decide
to trust or distrust phishing emails. Second, we discuss the preliminary results.
Third, we outline future works and directions following this work-in-progress.

3.1 Description of the Study

The study has been conducted with 250 students of the Paris-Dauphine univer-
sity. Half of them were Computer Science students and the other half Manage-
ment Science students. Half of them were Bachelor students and the other half
Master’s degree students. Participants were given course credits for participating
in the study. In the following we refer to the students involved in the study as
the “participants”. The average age of participants is 20.2 years.
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A research engineer scheduled the presence of participants in a room with 10
computers and copy-protection walls. For the first waves of answers, a member
of the research team was here to explain the purpose of the study and answer
questions. Then the research engineer continued to manage the response room
during one month in order to collect data and he was available to answer ques-
tions participants might have.

A short video presented the study to participants who were then given 20
emails, 8 of which were in English. They viewed each email one at a time on the
computer screen and they were then asked to: (1) click on the areas leading them
to trust it, (2) click on the areas leading them to distrust it, and (3) comment
their choices in a general remarks field. Finally, participants should answer some
profiling questions (age, academic level, etc.).

Participants arrived in the response room and gave informed consent to par-
ticipate. Once installed, the researcher asked them if they had any questions. A
short video gave them instructions:

This animation will present you the objective of this questionnaire, as well
as the perspectives of the study. It will introduce the way you have to under-
stand the questions in order to improve the usefulness of your answers for
our investigation. Each question is composed of three parts:
1. click on the areas of the email that make you think that it is official;
2. click on the areas of the email that make you think that it is fraudulent;
3. comment in a few words.

The results of the first part will allow to identify elements of trust carried
by the mail, whereas the results of the second part will allow to identify
elements of distrust carried by the mail.
The free text box “comments” allows you every time to explain your feeling.
When you are ready, click “start” below.

Then participants completed the task, as described above.

3.2 Discussion of the Preliminary Results

Data has been managed by the online reaction time experiments solution
Qualtrics (see [7]) notably in order to produce heatmaps [8] such as shown in
Fig. 3. General remarks fields have been manually tagged by the research team
and when interpretation doubts were encountered, participants were contacted
to clarify their meaning.

In this article, we consider the subset of 8 English emails in order to restrict
the amount of data to process. Thus the collected data represents for each par-
ticipant and each email, trust and distrust areas, meaning: (250×8)×2 = 4 000
images of emails with clicked areas. These images have been aggregated by the
Qualtrics solution to 8 × 2 = 16 heatmaps: 8 trust-leading areas images and
8 distrust-leading areas images. Figure 3 shows three examples of trust-leading
and distrust-leading areas in emails. As outlined in the next section, the research
team is now analysing such images, notably to find invariant elements used as
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trust or distrust givers by individuals, i.e. elements leading participants to decide
to trust or to distrust.

We also have to consider that each participant could explain their choices
for each email in a general remarks field. Such data represent (250× 8) = 2 000
open text fields explaining the choices. A preliminary analysis of the open text
fields related to the 8 English emails highlights that participants first focused on
elements leading them to distrust emails. Even if they were asked to select trust
and distrust areas in emails, only 7.6% of the participants mentioned both trust
and distrust elements in their written explanations, the rest of them focusing
only on distrust elements. This may be a bias of the study, probably induced
by the material of the study: phishing emails. The heatmaps generated by the
Qualtrics solution allow to partially bypass such a bias by analysing both trust-
leading and distrust-leading areas.

(a) (b)

Fig. 3. Examples of trust-leading (a) and distrust-leading (b) areas in phishing emails
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Participants who mentioned trust elements in their written explanation listed
the presence of privacy concerns (6%) or logos (1.6%) in the emails. 44.1% of
the participants mentioned the sender’s address as a distrust element in their
written comments. 25% of the participants mentioned the presentation of the
email, i.e. typeface, structure, and spelling, as a distrust element, and 14% of
them mentioned the pressure or emergency as a distrust element. Few of them
(less than 2%) mentioned the presence of a link (particularly non-HTTPS) or an
attachment to download, the occurrence of terms such as “secure”, the absence
of a human contact or personal data as distrust elements.

3.3 Presentation of Future Works

It is obvious that the results presented in this article are attached to the set
of the study, meaning the 250 participants: students in higher education whose
average age is 20.2 years. The purpose of the study is not to cover all the trust
and distrust mechanisms that individuals put in place when interacting with
computers or digital artefacts. The study presented in this article is still in
progress and it aims to share observation statements, preliminary results, and
future expectations on ways to prevent insider threats by identifying elements
individuals rely on when deciding to trust or distrust phishing emails.

By understanding the ways individuals interpret, understand, trust or dis-
trust an email, this study intents to prevent manipulation techniques hackers
can use in order to influence individuals’ decision to trust. Authors as [12,
p. 92] stated that “in most of [the] studies no attempt was made to differen-
tiate between the survey samples drawn from those who intentionally violate
the procedures and policies and drawn from those who unintentionally violate
them”. The case of phishing emails is particularly interesting because exist-
ing behavioural countermeasures such as improving awareness, installing a rule-
oriented organizational culture, deterrence or neutralization mechanisms show
their limits on sloppiness and ignorance [12].

Currently, the research team is going deeper in the analysis of the collected
data, working particularly on the overall set and not only the English emails.
We aim to observe invariant elements used as trust or distrust givers by indi-
viduals. Such elements may be used by hackers as well as by security teams in
organizations to adapt their formations and future actions.

As explained in Sect. 2.2 such a study focuses on unintentional insider threats
notably caused by sloppiness or ignorance. In the future, we plan to tackle inten-
tional insider threats, when individuals intentionally violate the information sys-
tems’ security policy.

4 Conclusions and Perspectives

In this article, we focus on a particular threat for information systems’ security:
the unintentional and insider threat represented by individuals receiving phishing
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emails. Such individuals may facilitate the infiltration of an attacker despite
themselves, by deciding to trust a phishing email.

In the first section, we presented the ways individuals interpret informa-
tion relying on the knowledge management literature, the landscape of insider
threats and their specificities, trust and distrust mechanisms involved in com-
plex decision-making situations. In the second section, we presented a study
conducted with 250 participants in order to highlight trust and distrust leading
areas in emails and understand trust and distrust elements used by participants
when receiving phishing emails.

The decision to trust, as well as manipulation techniques, were involved in
decision-making situations well before the introduction of computers. In this arti-
cle we studied the ways individuals interpret information to understand how they
decide to trust or distrust phishing emails. Ethical issues should not be neglected
in such a research, notably by considering the risk of dual-use of research results,
as stated by [52]. The reader has to be aware that the results of this research
may be used maliciously to mislead recipients.

The study presented in this article is a work-in-progress and the research
team is now going deeper by analyzing the overall set of responses. In a near
future it is planed to tackle another threat for information systems security: the
intentional and insider threat represented by individuals deciding to intentionally
violate the information systems’ security policy. Such a study will be realized
within industrial fields due to its potential managerial causes and implications.
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Abstract. It is well known to society that crime rates in Brazil have been greatly
increasing in recent years. The Northeast region of Brazil is ranked second in
the ranking of reported crimes in Brazil. The Northeast state of Pernambuco, in
the last two years, has invested considerable sums in public safety and its crime
rates have not fallen. In fact, several factors make it difficult to make decisions
on prioritizing investments, such as the lack of a system to support management
decisions. Considering that the location of police installations influences crime
rates, specifically in police response time, this paper proposes a Management
Information System (MIS) that suggests different location arrangements, with
their respective performance indicators, to support decisions regarding the siting
of police units. The MIS model for siting police facilities uses two methods, the
first to find potential locations is called K-means, and the second to select optimal
locations is called theMaximumCovering Location Problem (MCLP). The results
obtained when using MIS in a Brazilian city, based on the occurrence of crimes,
to identify police units, demonstrated the service performed better performance
when compared to the current configuration of the units.

Keywords: Facility location problem · Public safety · Management Information
System · K-means · MCLP

1 Introduction

In recent years, the growth of crime rates in Brazil and other Latin American countries
has come into greater focus. This rapid growth in crime rates generates a sense of fear in
the population, especially those living in large cities, including state capitals, where the
indicators of violence indicate a sharp increase in crime rates [1]. In Pernambuco, while
these rates have increased, at the same time, investments in public safety have also been
significantly increased, including in three categories (Policing, Civil Defense and Infor-
mation and Intelligence) which increased by 97.49% for Information and Intelligence
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over the previous year [2]. Yet, even by investing more, there has been no reduction in
crime rates.

In order tominimize these crime rates andmaximize police resources, key executives
and decision makers (DMs) have taken a keener and closer interest in using Operational
Research (OR) techniques [3, 4]. Thus, one of the areas of study that has been very
promising over time, with regard to public safety, is the optimal location of police units
focused on increasing security and preserving order [4–7].

However, according to [8], the construction or purchase of new police facilities is
typically an expensive and sensitive project over time. Before a project is implemented,
an evaluation must be made as to whether the locations of police units are viable in
terms of their operational and strategic goals. Therefore, OR is used to help DMs in this
difficult task of choosing a location that will not only result in better performance vis-
à-vis the current structure, but is promising in the future, even if environmental factors
change or evolve [9].

Because of these facts, aDM facesmultiple and complex difficult issues, as theymust
consider several factors in order tomaximize the return on investmentwhen siting apolice
facility. Considering the above, this paper proposes that a Management Information
System (MIS) be developed to support managerial and operational issues related to
siting police facilities, with a view to identifying alternative locations that maximize the
return on investments based on the quality of service to be provided.

2 Theoretical Background

2.1 Covering Problems

TheMaximumCoveringLocationproblem (MCLP)model comes as a solution to theDM
for facility location problems that need to cover a desired service distance. However, the
DMcannot solely focus on covering a region that serves the largest number of customers,
but must also consider the response time for providing the service to customers within
that region of coverage [10].

Therefore, the service distance inmost cases is linked to the response time associated
with appropriately equipped police officers moving from the installation to the point of
demand [11]. This means that there is no point in establishing a very long distance S that
will cover more points of demand, as the response time for reaching the farthest point
adversely affects the quality of service provided, by police stations, hospitals and fire
brigades [8, 10, 12].

The mathematical structure of the MCLP model, which was proposed by [10] in
1974, is presented using the following equations.

Max
n∑

i∈I
aiyi (1)

subjetc to
∑

j∈Ni

xj ≥ yi ∀i ∈ I (2)

∑

j∈J
xj = P (3)
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xj ∈ {0, 1} ∀j ∈ J (4)

yij ∈ {0, 1} ∀i ∈ I (5)

Where:

I = the set of demand nodes;
J = the set of potential operational locations;
xj = 1 if an operation is located at node j, and 0 otherwise;
yi = 1 if a demand node i is covered by at least one potential operational location j, and
0 otherwise;
Ni = {

j ∈ J | dij ≤ S
}
;

dij = the shortest distance between node i and node j;
S = maximum established value of the distance between the demand node and the
operation node (desired service distance);
ai = population served at demand node i;
P = number of operations to be allocated.

Ni is the set of operations sites eligible to provide coverage for a demand node i. A
demand node is covered when the location of the operation closest to the node is less
than or equal to S.

Analyzing the objective function described in Eq. (1) shows that the goal is to max-
imize the number of demand nodes covered within the desired service distance. The
following equations present the constraints of the problem. Equation (2) lets y be equal
to 1 only when one or more operations are established at locations within the set N (i.e.,
at one or more operations that are allocated within the distance S relative to the demand
node i). Equation (3) defines the number of allocated facilities, which it is limited to by
P, as defined by the DM. Finally, Eqs. (4) and (5) indicate that only integer values can
be part of the solution, since the model is integer and uses binary programming.

The MCLP model requires some inputs to be made [8, 10, 13], e.g. the points of
demand and possible local candidates to which a facility could be allocated. Demand
points can be collected in the field, but candidate sites can be defined in different ways
[5, 14], such as by using clustering methods [15, 16].

2.2 Clustering Methods and the K-Means Method

Data mining is a term used in the literature to describe the discovery of knowledge
through databases. Therefore, data mining is a process that can make use of techniques
such as artificial intelligence, statistics, mathematics and machine learning, to identify
and extract useful information and subsequent knowledge from large databases [17].

According to [16], data classification is one of the tools used by data mining to
identify and extract useful information. In the data mining process, the data is analyzed
and classified by a common pattern or characteristic. Thus, clustering procedures are
used to find these patterns, and aim to find a set of k points to act as centers and then
assign each point to its nearest center, thus forming k clusters [15, 16, 18].
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This procedure is essential inmodels aimed at the problem of locating n installations,
since it can be synthesized when locating the k centroides, thus defining the possible
candidate locations at which to position the installations [14, 16, 22]. According to [5],
this pre-processing, to identify candidate locations, is essential for the execution of a
model, and therefore this makes it possible to find a solution that meets most of the
demand that the DM requires.

While severalmethods can be identified in the literature to perform this clustering, the
k-means algorithm is the most used when it is desired to partition n measured quantities
into k clusters [19–21]. Therefore, the k-means algorithm, can solve this pre-processing
relatively quickly with regard to siting installations [16, 22].

The k-means algorithm was first introduced by [19] and is one of the unsupervised
machine learning techniques that conducts the exploratory categorization of data until
observations share a maximum similarity in the same cluster, with minimal similarity
between different clusters [23].

According to [14] for a better understanding of the k-means method, some simplifi-
cations can be made to present the objective of the method in its mathematical structure.
Thus, it can be presented with the cost function [14, 16, 24, 25] which contains all
clusters and can be understood by Eq. (6).

cost (kmeans) =
k∑

k=1

∑

xi∈Ck

d(xi, x0k) (6)

Where x0k is the cluster centroid Ck and d(xi, x0k) is the distance between point
xi and point x0k. Therefore, the k-means algorithm seeks to minimize the sum of the
distances between the given points (or points of demand, if a localization problem) to
the nearest centroid [14, 16, 18, 19, 22, 25, 26]. Consequently, the k-means method can
interactively structure a set of clusters from a data set [27].

[20] applied the k-means method in order to find candidate sites in an industrial plant
in the food industry and found that the approach is consistent, especially for the models
for dealing with the coverage problem. So, since k-means can be relatively scalable and
efficient for large data sets, the method often ends up finding an optimal centroid, which
minimizes the sum of the distances between the data points (the facilities and the demand
points) [28].

Therefore, k-means can be added as a computational clustering tool in MIS which
demands the handling of large volumes of data. It allows MIS to run more efficiently
and, thus, helps DMs.

3 The MIS

The main objective of the MIS developed and proposed to solve the problem of this
study is to provide a quick analysis so that the DM can increase his/her productivity
when allocating police facilities. The maximum coverage of the facilities, in relation to
the places where crimes occurred in the region, is taken as a guideline for the problem.
The MIS was developed using the RStudio Software virtual environment.
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The data stored in several databases are used to analyze several alternative locations.
Therefore, these data can be transformed into information and knowledge by using the
MIS.

Therefore, the proposed MIS architecture comprises the following elements:

• Software: is responsible for coordinating several groups of logic components that
control the entire computer and the data processing system, thereby ensuring its oper-
ation. The main software programs are the Operating System, R and RStudio which
help the various interactions of the DM with MIS.

• Hardware: encompasses all physical devices and equipment used for information
processing, i.e. the central processing unit, the memory and the input and output
devices of a given machine. The main hardware comprises: the computer, the modem
to access the Internet and the various peripherals such as the printer, the monitor, the
mouse and the keyboard.

• Data: are responsible for grouping and analyzing data related to public security from
different geographical areas. The main data consist of the occurrences of crimes in the
city of Recife that were obtained from the platform “Onde Fui Roubado” during the
period from 2012 to 2017. Other data include the parameters required by the location
model, such as the maximum coverage number of facilities to be allocated, which are
defined by the DM.

• Method: this is responsible for grouping and processing all the methods for carrying
out the work together, ensuring speed and confidence in processing the calculations
when finding the best solutions to the location problem. Thus, the main methods are: a
MCLP problem processing model, a K-means clustering model and a georeferencing
model.

• People: the main people for the proposed MIS are DMs and experts. Where DMs are
in charge of using the MIS in search of suggestions for allocating police facilities and
the experts who are responsible for working on data processing and the mathematical
models involved in MIS.

• Report with location suggestions for police facilities is responsible for compiling the
reports that are generated by the MIS and allowing the DM to download them. Where
themain reports are directed to candidate locations, selected locations, final allocation
result and sensitivity analysis.

The proposed MIS is divided into 8 intuitive, user interaction screens, where each
screen will be called a page. Thus, there are the Files, Data, K-means, Candidate Loca-
tions, Allocation (MCLP), Download, About, and Settings pages. In the following fig-
ures, some pages will be presented (MIS functionalities). In Fig. 1 the File page is
illustrated. It is responsible for facilitating user access when importing data into MIS.
Thus, it is possible for the user to format and display how the data will be imported into
the system.

At one-point MIS requires the number of clusters that the DM wants to partition the
database of crimes. Crimes are grouped into clusters using the k-means model, similarly
to the region where crimes most often occur, as shown in Fig. 2. Thus, by using the
k-means tool, the centroid of each of the clusters can be found and worked with as a
candidate location to allocate a police facility. If the numbers of optimal locations are
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Fig. 1. File page of the MIS proposed.

not adequate due to the number of clusters available, some adjustments can be made to
the MIS so that it complies with the number of clusters that the DM needs.

Fig. 2. K-means page.

The Candidate Places page is illustrated in Fig. 3, which offers an analysis of the
crimes that will be covered by an operation area. Thus, the page has a set of four
simultaneous analyses (“Max Coverage”, “Min Not Covered”, “Average Distance” and
“AverageDeviation”),which allows the user to gain a broad understanding of the problem
being faced. This provides better direction in decision making to establish the number
of facilities to be allocated and the area to be covered.

In Fig. 4 the Allocation page (MCLP) is presented and it shows the coordinates that
were selected to install a police unit among the coordinates of the candidate locations.
For this purpose, information provided by the user regarding the range of coverage and
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Fig. 3. Candidate Places page.

the number of facilities to be allocated was used to maximize the volume of crimes that
will be covered. This gives a quick and clear result of the facility allocation, with numer-
ical information on the number of facilities, coverage, average distance and uncovered
crimes.

Fig. 4. Allocation page (MCLP).

The MIS also provides some reports of the analyses performed. And finally, it
becomes apparent that the user finds it easy to interact with the proposedMIS to solve the
problem of this study. The analysis boxes, selection boxes, maps, and buttons integrated
into the MIS interface enables anyone to handle it. And so, it becomes easier to develop
the case study of this research, which is described below.
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4 The Case Study

The case study carried out was applied in a real case where the problem of siting police
installations is fundamental in order to reduce the crime rates and improve meeting the
existing demand. The placewhere the researchwas appliedwas the city of Recife, capital
of the state of Pernambuco, which is located in the Northeast of Brazil.

The database used in this research was obtained from the platform “Where I was
robbed”, which is a collaborative platform against violence. On the platform, anony-
mous users mark on a map the places in which they suffered theft, robbery, lightning
kidnapping, robbery from their homes, from shops and other types of crime.

4.1 Candidate Locations

Before accurately and optimally locating police facilities in the territory of the City of
Recife, an initial study needs to be done to determine which candidate locations will be
allocated a police installation. Thus, the proposedMIS and the database under studywere
used to group crimes into clusters by proximity to the region where crimes are occurring
most frequently. Thus, Fig. 5 illustrates the ten regions where crimes are occurring most
frequently and similarly in the city of Recife.

Fig. 5. Recife crime clusters provided by MIS.

As a specific and exact coverage radius is not provided for the facilities of the city
of Recife, this study presents several scenarios ranging from one to five kilometers of
coverage. To analyze the sensitivity of this parameter, the behavior of the optimized
allocation of these facilities, for each coverage radius, was verified.



94 A. P. H. de Gusmão et al.

4.2 Optimal Allocation

After defining the candidate locations and the range of values regarding the coverage
radius, the budgetary constraint, i.e. the number of facilities that will be allocated, must
be defined.

Thus, out of the ten candidate sites, no more than five facilities were selected and
tested. This choice of only five installations was due to the initial interest in analyzing
the optimal scenario obtained with the proposedMIS and the five Recife police facilities
currently in operation.

At this stage it is important to highlight that to solve the problem presented, which
consists of 1688points of demandand10 candidate sites, theMIS required approximately
3.09 s.

Thus, we obtained the data from Table 1, which presents the gain in coverage, by
increasing the operating radius of the five allocated facilities. It is clear that the radius
values of 2.5, 3.0, and 3.5 km provide good coverage of the occurrences, i.e. 81.8%,
90.1% and 96.6%, respectively.

Table 1. Optimal coverage for the five allocated facilities.

Coverage radius (km) Number of covered Percent covered

1.00 582 34.5%

1.50 923 54.7%

2.00 1143 67.7%

2.50 1380 81.8%

3.00 1521 90.1%

3.50 1630 96.6%

4.00 1664 98.6%

4.50 1675 99.2%

5.00 1683 99.7%

In Fig. 6 the optimal allocated facilities are illustrated according to the coverage
radius of 3.0 km.

4.3 Comparison of Performance

This sectionwill present a comparison between performance of the current scenario (with
current police unit locations) and possible performance with unit locations suggested
by MIS. To this end, a scenario of five installations with a radius of three kilometers of
coverage was defined.

In Fig. 7, the gain of coverage of occurrences by installations is presented, i.e.
by adding new police units in the city of Recife, more crimes are covered by these
facilities. The extra gain in coverage that the proposed model can achieve in relation to
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Fig. 6. Optimal allocated facilities within 3.0 km radius.

Fig. 7. Coverage performance comparison.

the current configuration is noteworthy. Using the suggested locations, a 90% coverage
of occurrences can be achieved after the fifth facility has been allocated which represents
a 22% improvement over the current scenario.

Figure 8 shows the average distance inmeters fromoccurrences to the nearest facility,
so that for each installation that is added to the territory of Recife, a significant reduction
in this distance is obtained.

Using the units suggested byMIS, it is possible to achieve a reduction difference from
the fifth allocated facility of almost 920 m away, considering the current configuration
of 5 units.
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Fig. 8. Average distance performance comparison.

5 Final Considerations

The objective of this paper was to present an MIS developed for police unit locations,
thereby aiming to increase operational efficiency in responding to the occurrence of a
crime. TheK-meansmodel as a starting point in the search to find the candidate locations
proved to be a great complement to the MCLP model, and together they were used to
develop the GIS proposed in this research using RStudio software.

After developing the proposed MIS and its application in the city of Recife-PE, with
the data available on the platform “Where I was robbed”, it can be said that the general
objective of this research was successfully achieved. Overall, the research has developed
an innovative tool for modeling and solving the problem of locating police facilities.

The locations proposed by MIS suggest a better performance when compared to the
performance of the current configuration of the police facilities of the city of Recife. The
results showed that the proposed MIS exceeds the current configuration of the police
units, in terms of location, by 22% of covered area and provides a reduction of almost
920 m in the average distance to cover the incident.

It is noteworthy that the proposed MIS can be adjusted and include new features to
better meet a DM’s needs. It is also suggested this research be continued by using a new
programming language, which facilitates the insertion of new modules and variables.
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Abstract. This paper aims to present an experiment developed in order to pro-
duce a corpus with automated annotation, using pre-existing annotated corpus and
machine learning classification methods. A search for pre-existing annotated cor-
pora in Brazilian Portuguese was applied, founding six corpora of which one has
been selected as the training dataset. A set of tweets was collected in a specific area
of Recife (Pernambuco-Brazil) using some keywords related to kinds of crimes
and reinforcing some places in that area. Preprocessing tasks were applied over the
pre-existing corpus and the tweets’ set collected. Latent Dirichlet Allocation was
applied for topic modeling followed byMultinomial Naïve Bayes, Linear Support
Vector Machines, and Logistic Regression for the sentiment polarity classifica-
tion. The results of the cross-validation of the experiment indicated Linear Support
Vector Machines as the most accurate classification method among the three con-
sidering the specific training set used, and by this method, the new annotated
corpus about the selected topic related to public security was created.

Keywords: Corpus annotation · Sentiment analysis · Public security · Brazilian
Portuguese ·Machine learning classification

1 Introduction

The social web has added a new level of challenge for organizations that want to collect
data from this massive source to apply in their decision-making [1]. Big data and social
media analytics have become necessary concepts for companies to remain competitive
while meeting the expectations of their customers/consumers [2]. From these concepts
arises the need to analyze the massive and heterogeneous volumes of data from the
social web [3] in order to provide more accurate information based on public opinion
decision-makers [4].

Daily social network users produce textual records that can be useful for organiza-
tions if properly handled, and textmining is essential to ensure these records can generate
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useful information [5, 6]. Web mining is a text mining approach that aims to explore and
extract data from various sources across the internet, enabling pattern recognition and
the extraction of useful information [7]. As an intermediate outcome, sentiment analysis,
which in turn is a specific type of natural language processing problem, can be used to
classify the polarity of textually expressed opinions [4, 8].

Public services management agencies are potential users of the tools and approaches
mentioned above, highlighting applications in health, environment, and security [9]. Pub-
lic security agencies, for instance, can use social web mining to extract people’s impres-
sions about security policies and actions from social networks aggregating these infor-
mation to reports on crimes and policing in specific periods and geographical regions,
assisting decisions on measures to improve these policies and actions [10] or crossing
the results of the analytical process with internal data to support decisions on improving
surveillance by predicting events against security [11].

Assessing people’s sentiments about public security is a process of interest to gov-
ernment public security management agencies. General and specific misunderstand-
ings have been recurring topics on the authorities’ agenda, and many recent studies are
devoted to discussing the empirical context of crime in the environment in which such
data collection is done [12–14].

Sentiment analysis requires a series of preparations so that the opinions expressed by
people can be classified appropriately and reliably to the sentiment they really wanted
to express in their textual records [15]. The creation and use of an adequately annotated
corpus are fundamental for the classification of sentiments polarities as the main result
of the analytical process [16].

The annotation process can be done manually, using individuals with enough exper-
tise to analyze the texts and apply a polarity label [17, 18], or using automated procedures
based onmachine learning techniques which depends on a pre-existing annotated corpus
and computational capacity to process the new corpus in a real-time [19, 20].

Topic modeling is another important task to ensure obtaining a specific domain
corpus. It allows the most recurring words in the text to be identified and clustered so
that each cluster defines a topic that can also be annotated in a corpus, allowing the
extraction of specific textual records for a topic of interest [21].

This paper aims to present a corpus annotation experiment dedicated specifically to
a process of sentiment analysis about Public Security in the city of Recife (Brazil). To
this end, a set of tweets was collected in a specific area of the city, using some key terms
related to crimes and reinforcing some places in that area. Topicmodelingwas performed
to identify the tweets most adjusted to the public security theme and, afterward, an
automated procedure was applied using a pre-existing corpus for the annotation of the
new (specialized) corpus.Obtaining a specialized annotated corpus is a necessary process
to work on a specific domain, as occurs on the broader context in which this paper is
inserted.

The sequence is divided as follows: Sect. 2 provides a background on the corpus
annotation process; Sect. 3 presents the annotation experiment process applied; Sect. 4
presents the experiment results; lastly, Sect. 5 presents the concluding remarks containing
some practical implications and indications of future work.
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2 Background

The following subsections introduce some main concepts about the automated corpus
annotation process, topic modeling, and sentiments polarity labeling.

2.1 Automated Corpus Annotation

Automated corpus annotation presupposes the use of a pre-existing annotated and
general-purpose corpus as a training dataset for machine learning algorithms to perform
polarity labeling over a new domain-specific corpus [22].

It is important to emphasize that neither manual and automated processes are infal-
lible and both have advantages and disadvantages [23]: (i) manual annotation can be
executed with little corpus preparation, and ensure the best accuracy in the results since
it is a process-oriented to human perceptions; in contrast, the process is slow and limited
to few results; (ii) automated annotation can work with broader corpus and the process
is much faster compared to manual, but it involves the programming of a labeling or
tagging process using artificial intelligence techniques that should be first trained, so,
the accuracy of the results will depend on the quality of the pre-existing training set.

For automated annotation, sometimes, several pre-existing corpora can be used to
ensure more accurate classifications of the sentiments [20]. Besides, some review and
re-annotation processes may be necessary to ensure the quality of the new corpus [19].
Preprocessing techniques also are required for the preparation of the corpus as well as
the application of cross-validation using metrics like accuracy, precision, recall, and
F1-score [18, 20, 24, 25].

2.2 Topic Modeling

The topic modeling allows the classification/labeling of texts according to the topics
found [26], ensuring the identification of discussion subjects in the texts [27], supporting
the creation of a new corpus.

Latent Dirichlet Allocation (LDA) figures as a recurring topic modeling technique
in recent literature (see, for instance, [27–30]). It belongs to the class of hierarchical
Bayesian models describing documents as a mixture of topics [29] and still can be
classified as an unsupervised machine learning generative technique [31]. LDA was
developed to fix issues related to Latent Semantic Analysis (LSA) and its probabilistic
version (PLSA) [32], two other topic modeling techniques based on the use of a general
matrix of texts and terms to be decomposed in other two matrixes with the relations
“document to topic” and “topic to term” [31].

2.3 Sentiment Polarity Labeling

Sentiment polarity labeling is a process that can be performed by machine learning
techniques, lexicon-based methods, or hybrid approaches [33]. The machine learning
techniques applied to sentiment analysis are designated to train text classifiers, according
to pre-existing datasets with polarity annotation [25].
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The most recurrent machine learning techniques for this purpose on literature
are the classic trio Naïve Bayes, Support Vector Machines (SVM) and Maximum
Entropy/Logistic regression followed by artificial neural networks and deep learning
[34], but other supervised methods such as Random Forests, Nearest Neighbors, as well
as unsupervised methods as K-Means [33], for instance, can be applied.

Lexicon based methods involve the calculation of the text semantic orientation to
determine the polarity [16]. The approach involved on this process is oriented to count-
ing and weighting the sentiment-related words, and it can be performed by three ways
[25]: (i) a manual process, as mentioned before, depends on human beings and is time-
consuming; (ii) a dictionary-based process explores lexicographical resources, as Word-
Net, for instance; (iii) a corpus-based process uses sets of words with well-defined
sentiment polarity exploring syntactic relations to identify new sentiment words.

Lastly, hybrid approaches may combine both machine learning/statistics methods
and lexicon-based approaches [16], helping to improve the accuracy of sentiments clas-
sification [35, 36]. The next section will present the steps of the experiment applied to
performcorpus annotation using a pre-existing annotated corpus inBrazilian Portuguese,
and tweets collected from a specific area in a large Brazilian city.

3 Experiment Description

The corpus annotation experiment adopted in this work was based on automated tasks. It
involved as the first task the search for a pre-existing annotated general-purpose corpus
in Brazilian Portuguese and the collection of a set of tweets in a specific area from a
Brazilian city, using some initial filtering based on keywords and setting the collector
only to get tweets in the target language.

The next task was to apply topic modeling to identify which topics were, in fact,
relevant for obtaining the corpus dedicated to public security sentiment analysis. Lastly,
using the pre-existing corpus and the tweets extracted based on topicmodeling, sentiment
analysis was applied to obtain the final specific annotated corpus inBrazilian Portuguese.
Figure 1 presents the workflow of this process.

Fig. 1. Annotation experiment process workflow.
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Each element in this workflow will be described in the following subsections,
demonstrating what technologies and methods were used.

3.1 Searching and Selecting a Pre-existing Annotated Corpus

Here, pre-existing annotated corpora obtained through well-structured processes were
sought to select a textual training data set for machine learning algorithms applied in the
classification of the sentiments’ polarities. This search found the corpora related to the
following works: [17, 37–41]. One of the corpora [38] was discarded for not presenting
sentiments polarity labeling. Another corpus [39] was based on a bookshelf only applied
positive and negative labels, being eliminated as it was desired to consider a neutral label
too. Among the remaining corpus, the one related to theUniLexmethod [40]was chosen,
since it fits well with the classification proposal.

The selected corpus consisted of fifteen XLSX files that were read through a Python
script using the Glob library to read multiple files and Pandas to load the data from
these files into a data frame and convert this structure to a final file in CSV format. The
texts on the final file were preprocessed by a function that uses some methods from
Natural Language Toolkit (NLTK) [42] and “re” (regular expressions) libraries for data
cleaning and stop words removal, using Portuguese stop words downloaded via NLTK.
The preprocessing tasks ensure noises elimination in the training of the classification
methods. More details about the selected corpus are presented in the results section.

3.2 Tweets’ Collection and Preprocessing

Tweet’s collection was based on the procedure to collect users’ posts on Twitter’s contin-
uous stream, storing them in a JSONfile [43]. A stream collector script was implemented
using Python language applying the following libraries and their methods: Tweepy for
accessing the Twitter API, “time” providing function for dealing with time elements,
and “os” for miscellaneous interface with the operating system. The JSON content was
charged in Pandas’ data frames to be manipulated by other scripts.

Preparing the tweets’ data for the topic modeling and polarity labeling tasks is an
element of significant interest in the whole analytical process since its focus is to give a
suitable structure so that the texts can be effectively analyzed. For this purpose, duplicate
tweets were dropped, and the same preprocessing function applied to the selected corpus
was used to preprocess the tweets’ texts also to eliminate noise for the subsequent parts
of the analysis.

3.3 Topic Modeling

LDA was the method selected for topic modeling, following the tendency presented
in the background section. Reading the works in the previous section related to LDA
applications is recommended to ensure understanding of how the method works. A
new Python script was implemented to apply topic modeling, this time using Scikit-
Learn library calling functions for feature selection (TF-IDF, term frequency-inverse
document frequency), LDA functions, and Grid Search functions to select the best topic
model according to LDA results and the feature selection applied.
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Another scientific programming and graph plotting supporting libraries like Numpy,
Matplotlib, and Seaborn also were used. Plotting libraries allowed the visualization of
the most recurrent textual features selected (bigrams), and of the topics segmentation as
texts’ clusters. The k-Means technique, from Scikit-Learn, was used here for the sole
purpose of segmenting these topics into the related texts according to the labeling done
by the LDA, generating the graph with the corresponding visualization.

With topic modeling, the tweets could be labeled based on the best topic model
found, and the final selection of tweets searched for texts related to public security
issues occurred, defining the subset of texts for polarity labeling.

3.4 Polarity Labeling Over the Selected Tweets

The polarity labeling is the final part of the procedure, dedicated to classifying the
sentiments’ polarities using some supervisedmachine learning classification techniques.
The steps presented in Subsects. 3.1, 3.2, and 3.3 provided (i) a pre-existing annotated
corpus, (ii) a broader set of unclassified tweets, and (iii) a subset of unclassified tweets
extracted according to a public security-related topic identified using LDA.

The pre-existing annotated corpus contains the sentiments’ polaritiesmanually anno-
tated using three labels: negative (−1), neutral (0), and positive (1). It was used to train
the machine learning techniques, applying cross-validation, and allowing to evaluate
the sentiment classification according to specific metrics [25] supporting discovering
which is the most suitable technique for this task among those used. It is important to
emphasize that only the tweets in the subset extracted using LDAwere used for applying
the automated polarity labeling/annotation, using the classification techniques.

The last Python script was implemented to process polarity labeling, using the three
classification techniques from Scikit-Learn: Multinomial Naïve Bayes, Linear Support
Vector Machines (Linear SVM), and Logistic Regression. The results of the described
process will be presented following.

4 Experiment Results

4.1 Pre-existing Annotated Corpus Characteristics

The pre-existing corpus, derived from the UniLex method [40], is composed of 12668
tweets extracted in Brazilian Portuguese, related to issues about national politics. It
is openly available to be used in sentiments analysis processes. The corpus structure
is composed of 3 columns, the first containing the index o the tweets, the second the
tweets, and the third the labels classifying the tweets (negative, neutral, and positive).
The texts are distributed in 4197 negatives, 4753 neutrals, and 3715 positive registers.

No duplicate entries were found, however, three invalid entries were found and
needed to be deleted, resulting in an amount of 12665 tweets with the same amounts
for each polarity label. Table 1 exemplifies the first three registers of the corpus after
preprocessing with tweets’ texts in Brazilian Portuguese (index column was added in
the initial corpus to data frame conversion).

Data preprocessing eliminated special characters, the “RT” (retweet) indication,
entity tags with “@”, emojis and stop words from Brazilian Portuguese, reducing noises
with unnecessary textual elements during the training of the classification methods.
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Table 1. Example of the corpus structure.

Index Tweets Labels

0 #caonossodecadadia #novo vanessa mandotti dir pgm começo Neutral (0)

1 bola frente amanhã outro dia, outra cena, outra chance, viver ser feliz
irmão amém #amanha #novo #viver

Positive (1)

2 cara mal? acho apenas corte diferente barba #visu #novo #gostou Positive (1)

4.2 Extracted Tweets Characteristics

The stream tweets collector script was parameterized to perform the searches in a spe-
cific quadrant of the city of Recife, on the following coordinates: −34.9090 for west
latitude,−8.0716 for south longitude,−34.8753 for east latitude and−8.0522 for north
longitude. In addition to these geographical delimiters, the specific language of the col-
lection was defined to Portuguese, and some keywords were introduced for filtering the
initial collection: [“tráfico de drogas”, “estupro”, “homicídio”, “assassinato”, “fur-
to”, “roubo”, “assalto”, “Soledade”, “Derby”, “Boa Vista”, “Madalena”, “Ilha do
Retiro”, “Paissandu”, “Ilha do Leite”, “Joana Bezerra”, “Santo Antônio”, “Santo
Amaro”, “Coque”, “Borel”, “Ilha de Deus”, “Antigo”, “Pina”]. These keywords are
related to somecommoncrimes’ designations inPortuguese and someplaces, to reinforce
the tweets’ searches related to the defined Recife’s quadrant.

Thenumber of tweets collectedwas17218, but after duplicities exclusion, the number
was reduced to 10283. These tweets were stored in a JSON file, and again, the same
preprocessing tasks used before were applied.

4.3 Topic Modeling Results

After preprocessing the tweets collected on the defined Recife’s quadrant, the topic
modeling process was performed. TF-IDF using bigrams was applied instead of simple
counting, to create the bag-of-words and discover the frequency of the bigrams among
the tweets’ texts. Figure 2 contains a bar plot with the ten most common bigrams found
on the text set.

A Grid Search was applied to find the best LDA model according to the number of
topics in an analysis using 5, 10, 15, 20, 25, and 30 topics, and 0.5, 0.7, and 0.9 learning
decays. The results indicated the best log-likelihood score (−144000.0555) and model
perplexity (408562.2158) for a model with five topics and a learning decay of 0.7. As
higher the log-likelihood and as lower the model perplexity, the best the model [44]. The
model was formulated to contain the ten most relevant bigrams extracted from the tweet
texts for each topic.

The topics in the texts’ set follow the distribution presented in Table 2, where it can
be noted that topic 0 is the most frequent. The occurrence numbers in this table were
determined using the function values_count from Pandas (Python’s library), according
to the topics extracted through LDA.
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Fig. 2. The ten most common bigrams on tweets’ texts.

Table 2. The occurrence numbers of each topic on the model.

Topic Occurrences

0 2278

3 2151

4 1997

1 1958

2 1899

Total 10283

Figure 3 presents the segmentation of the topics (clusters) on the tweets’ set,
according to the components’ weights, using the K-Means technique.

Finally, only tweets related to “Topic 0” were extracted in a new data frame and
converted to a CSV file, to proceed with the last part of the experiment. This topic seems
to be related to some crimes (robbery, murder, and drug trafficking) that took place in the
vicinity of the central area of Recife. The top 10 bigrams in this topic are: [“mulheres
manifestações”, “vou fazer”, “violência contra”, “tentativa homicídio”, “ilha retiro”,
“gente caso”, “boa vista”, “tráfico drogas”, “nego borel”, “amor antigo”].

4.4 Polarity Labeling and Public Security Related Corpus Obtention

The last part of the experiment started with using the preprocessing results from the
pre-existing corpus with sentiment labeling to train the three classification methods:
Multinomial Naïve Bayes, Linear SVM, and Logistic Regression. Again, a bag-of-words
was created using TF-IDF, but this time with unigrams.
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Fig. 3. Topics (clusters) segmentation.

Table 3 presented the summary of the cross-validation of themethods, using accuracy
for each method in general and precision, recall, and F1-score metrics for each polarity
in each method.

Table 3. Methods metrics summary related to the training corpus.

Methods Multinomial
Naïve Bayes

Linear SVM Logistic
regression

Metric Polarity

−1 0 1 −1 0 1 −1 0 1

Accuracy 0.5507 0.5533 0.5492

Precision 0.53 0.60 0.51 0.58 0.57 0.48 0.58 0.56 0.48

Recall 0.77 0.56 0.28 0.64 0.60 0.40 0.63 0.61 0.37

F1-score 0.63 0.58 0.36 0.61 0.58 0.44 0.60 0.59 0.42

This table supported the finalmethod selection for the corpus related to a Public Secu-
rity topic annotation. Linear SVM presented the best accuracy on the cross-validation,
with 0.5533 against 0.5507 fromMultinomial Naïve Bayes (the second-best) and 0.5492
from Logistic Regression. Thus, for the experiment, the Linear SVMwas selected as the
final training method for the new corpus.

The new corpus was saved in a CSV file, and tests applying the cross-validation over
it as a new training set presented an accuracy of 0.7405 for Logistic Regression, 0.6527
for Multinomial Naïve Bayes and 0.7379 for Linear SVM.
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5 Concluding Remarks

This paper presented some essential concepts about automated corpus annotation for
sentiment analysis and applied an experiment using some of these concepts. Sentiment
analysis represents a central element in a research that is beingdevelopedwith application
in public security in the city of Recife (Brazil). As the main result, a corpus was obtained
from the applied experiment for use as a training dataset to automate the classification
of tweets’ polarities about public security events, situations or occurrences with Twitter
users in a specific region of the city.

Thework developed has its novelty in the creation of a specific corpus for applications
of sentiment analysis in public security in Portuguese language, also dedicated to a
specific urban region in Brazil. The idea, therefore, is to explore the distribution of
sentiment about public security in theMetropolitanRegion ofRecife from textual records
of tweets published by people from that city, writing down a portion of these records and
using it as a training set to categorize the polarities of the sentiments expressed in new
texts also from this region. This does not preclude that the described procedure is used in
other geographic regions and other fields such as public education, transportation, and
health.

Future studies should be developed using computational power higher than that used
in the reported experiment, and depending on the amount of data, prepared to deal with
Big Data strategies. Other methods can be tested in both topic modeling, sentiment
polarity classification, and further searches about pre-existing annotated corpora in the
Portuguese language will be done. A more refined assessment of sentiment polarity
classification methods will also be made, based on all metrics used, to assist in the
ranking and selection of the best method.

For those interested in applying the process presented in the experiment in other lan-
guages, it is recommended to change the search language in the searching tool. Changes
in the geographic region where the collection of tweets will be applied will also imply
language changes, as well as the determination of key-terms for the search in the tar-
get language. For instance, in the experiment reported in this work, these parameters
were determined in a Twitter stream collector script written in Python and can be easily
changed to do searches in other languages or regions.

For training sets in other languages, those interested can search for corpora in the
target language. Another option is the use of some automated translation process, taking
NLTK, which contains translation functions (nltk.translation), as an example.

Other treatments regarding irony/sarcasm and vagueness should also be applied to
improve the process of obtaining new corpora for use in research. It is also intended
to use geo-referenced information from social network records, when available, for the
classification of urban areas regarding the sentiments of their inhabitants about public
security events and measures. Instead of using only metrics like precision, accuracy,
recall, and F1-score, the Receiver Operating Characteristic (ROC) curve can be applied
too, allowing the visualization of the general performances of each method, assisting in
the selection of the most adjusted.

The results of the analyses carried out in this process are addressed to support activ-
ities from the Secretariat of Social Defense of Pernambuco since the research being
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developed is part of an agreement between the state government and the Federal Uni-
versity of Pernambuco, where the involved researchers are located. The process will
also be incorporated into a sentiment visualization dashboard, allowing governmental
managers to visualize public sentiment distribution over time and geographic space.
This dashboard was planned as a module of a decision support system that is also being
developed as an outcome for the referred agreement.

The sentiment visualization dashboard should help managers to combine time and
geographic location to analyze the evolution of people’s opinions registered in social net-
works, extracted through sentiment mining and analysis, and combining it, for instance,
with other internal and external information about policing and crime occurrences to
discover areas that demand more considerable attention for security actions.
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Abstract. The use of Decision Support Systems (DSS) has become a success-
ful approach over the past years as it relies on the use of knowledge rather than
information. Moreover, the tremendous increase in communication and informa-
tion technology applications is encouraging decision-makers to incorporate the
extensive analysis of previous transactions and historical experiences, along with
the computer applications, to take the critical decisions related to procurement.
However, there are several challenges that face the procurement decision-making
process in any organization, especially, the governmental entities, such as how to
choose the best suppliers to deal with. In this sense, this paper aims to present the
impact of using DSS to help facilitate a better e-procurement cycle, which will
involve better decision-making in the selection of the most convenient suppliers
based on the previous historical record on the nominated suppliers. To achieve this
aim, aDSS tool that uses decision trees namedExpert SystemBuilder (ES-builder)
has been used. This paper will be specific to a case study on the new Public-Private
Partnership (PPP) law number (#) 67 in Egypt, which is a law concerned with the
cycle that any governmental entity engaging in projects with the private sector.

Keywords: E-government procurement · Private Public Partnership (PPP) ·
Decision Support Systems (DSS) · Egypt · ES-builder

1 Introduction

Sharing information, communication, and trust between different entities involved in the
supply chain (SC) have a great impact on the performance of the entire chain [1]. More-
over, the increased competition between companies entails them to implement several
electronic data interchange (EDI) technologies and further using e-procurement [1, 2].
Several pieces of research [3, 4] revealed the rising trend of applying the e-procurement
in industry and governments. However, the government sectors are far behind the indus-
try [3]. [5–7] declared that e-procurement has many successful applied initiatives that
support and manage public procurement activities with higher transparency. The devel-
opment of e-procurement processes has shaped several new methods and options that
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support the procurement decision-making process in the government sector as it realizes
potential savings and efficiencies that could be attained [8].

Despite all recognized gains from implementing such technology, the concept has
not gained much attention in the developing countries, specifically, in the governmental
sector. [9] found that the implementation efforts of e-government projects have resulted
in a 60 to 85% failure rate. The reasons for this failure could be the differing contexts
of the regulatory frameworks of each country [9]. Additionally, [10] mentioned that the
sociocultural backgrounds, along with the political environment, may also impact the
implementation of any technological efforts undertaken by the government. Another
limitation of the e-government researchers conducted is that the literature focused on
adopting the strategies and processes from developed countries’ perspective instead of
underlining the differences between the adopted strategies with the current environment
[9]. Furthermore, [11] added that several challenges are facing developing countries
within their public administration while trying to catch-up with the developed countries.

Thus, this research will review several e-procurement strategies adopted in the gov-
ernment sector and how the e-procurement models can help develop performance in the
government sector. Furthermore, this research develops a decision tree model using the
ES-builder tool, to present law #67, year 2010, which is concerned with the engagement
of government entities with the private sector in infrastructure projects under the name
PPP projects.

2 Literature Review

Procurement is consideredoneof theSCmanagement activities that influence anyorgani-
zation’s performance [1, 8]. Nonetheless, the focus on the adoption of online processes,
such as e-government and e-procurement, has been recognized by many researchers
[9, 10, 12]. Accordingly, the term “e-government procurement” has become an important
matter of discussion for both academics and practitioners [13]. Likewise, a governmental
procurement process has similar features with that of a private sector’s company since
both share a single objective: to find alternative sources of suppliers with the cheap-
est price and reasonable quality [14]. Several pieces of research reported the numer-
ous benefits revealed through the consideration and adoption of the PPP instruments
[9, 10]. Additionally, [7] highlighted the great opportunities gained from the PPP adop-
tion, specifically for developing countries, as they allow governments to manage their
assets efficiently while focusing on the service quality of the citizens [4]. However, this
cannot be attained without increasing the governmental institutional capacities with and
an affordable technological enhancement [15].

From this perspective, this section discusses and evaluates the foundation of the
e-procurement concept from the traditional procurement concept. Then, various e-
government procurement pros and cons will be highlighted. Further, the concept of e-
government procurement in developing countries will be investigated. Finally, the PPP
concept, benefits and e-governmental rationale in developing countries will be deliber-
ated.A systematic reviewprocesswas adopted to gain deep understanding of the research
topic. In the first step, the Egyptian Knowledge Bank (EKB) was used as the main search
engine, which enabled the access to a diversity of foremost business and management
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databases, includingEBSCOhost, Emerald, ScienceDirect,WorldBank and IEEE.Addi-
tionally, theEKBgranted access to several governmental periodicals and reports. The key
words used in searching are: e-government, e-procurement, PPP, DSS.

2.1 E-procurement Concept, Benefits, and Challenges

The importance of procurement became significant during the industrial revolutionwhen
the strategic role of procurement to get the railwaymaterials were considered inMarshall
Kirkman’s book [16]. Despite the importance of procurement to any organization, [17]
stated that procurement is a cost center function, where unnecessary paperwork can lead
to many errors. Moreover, he added that an extra 50% profit can be attained by reducing
the purchasing cost with only 10%. It is worthmentioning that in the late 1960s, competi-
tive bidding and contract management started to gainmore popularity [18]. However, the
high-paced competitive environment has made the procurement function more complex
facing several challenges due to the strategic importance of this function [19–21].

The e-procurement fits most of the features required by themodern business, through
the inter-organizational information system, or any mean of electronic data interchange
(EDI) [7]. The procurement process, before 1997, was limited to a few well-established
organizations using EDI [12]. Nevertheless, the concept of e-procurement started to
gain widespread adoption bymany private and public sector organizations. According to
[9, 14], the e-procurement entails all the activities related to the acquisition of a good
or a service to the organization, such as selection of the products, purchase requisition,
management authorization, ordering and delivering of the products, proceeding with the
payment, and finally, monitoring the suppliers’ performance.

Several studies have been published on e-procurement, which has not only advanced
the research area but also identified several dimensions of benefits and challenges related
to e-procurement application. The following table (Table 1) summarizes the most related
benefits and challenges on e-procurement implementation.

Table 1. Summary of e-procurement benefits and challenges.

E-procurement benefits E-procurement challenges

Increasing efficiency & effectiveness
• Easier coordination and integration of
procurement activities

• Increasing accessibility
• Online contracts (exchange and reverse
auctions)

• Reducing any human borne error
• Electronic auditing and monitoring tools
• Increase competitiveness and market share
• Enhancing sustainability
Source [11–14]

Cultural and legislative barriers
• Unskilled human resource
• Trust issues
• Unwillingness to share confidential
information

• Resistance to change
• Poor commitment
• The threat of forward integration of
suppliers

• Lack of capacity to share risk
• Lack of shared goals and objectives
• Incompatible metrics
• Inadequacies in government policies
Source [11, 12, 17]
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Accordingly, many countries across the globe have considered the implementation
of the e-government procurement concept to handle any public procurement process,
including the acquisition process of resources, especially maintenance, repair, and oper-
ating (MRO) items, and the increasingly required components and supplies [6, 7, 17].
Moreover, several authors approved that the utilization of e-procurement would lead to
massive savings in the cost of public procurement while maintaining the desired level
of quality [8, 9].

2.2 Adopting E-procurement in Governments

Any fund spent by any governmental sector belongs to the public society, it is the
responsibility of the decision-makers in the government to reduce any economic losses
while elevating the value for money [18]. The e-government Procurement is defined as
“the collaborative use of information and communications technologies by government
agencies, the bidding community, regulatory and oversight agencies, other supporting
service providers, and civil society in conducting ethical procurement activities in the
government procurement process cycle for the procurement of goods, works, and services
and the management of contracts, thereby ensuring good governance and value for
money in public procurement and contributing to the socio-economic development of
country” [14]. As clear in the above definition, the e-procurement takes a different
cycle/approach in the government sector than a normal e-procurement cycle in private
organizations. It is good tomention that the automation of the e-government procurement
via using DSS would create a considerable impact on the government performance in
their e-procurement as it builds on the historical records besides knowledge built across
different top management as ministries, public authorities, etc. In this context, the use
of DSS would be very much valuable to capture the experiences built across previous
transactions to be able to direct the latter to the most effective and efficient decisions as
will be shown later in this research.

A report published by [17] summarized the benefits of e-government procurement
as shown in Table 2.

Table 2. Benefits of e-government procurement.

E-government procurement benefits

1 Governance Transparency, accountability, corruption control, and rule of
law.

2 Effectiveness of government Efficiency, value for money, and civil society awareness

3 Development of markets Competitiveness, business development, and regional
development

Source: [17].

Despite the previously discussed benefits of e-government procurement, some of
these benefits could not be achieved without an original reform procurement strat-
egy, which incorporates clear procedures, workflow, and monitoring. In some countries,
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this reform requires introducing effective management systems and controls where few
currently exist, especially in the developing countries [18]. The reason behind this is
the weaknesses of their institutional structure [7, 9], along with the vulnerable trust
relationship between the public and civil stakeholders [15, 22].

With the introduction of the various electronic commerce web-based technologies,
the use of e-procurement became feasible to all organizations [1, 14]. However, the
transformation from the conventional procurement to the e-procurement requires the
analysis and design of innovative processes to reduce the bureaucratic circulation of the
documents, along with a clear and distinct description of the processes [23].

2.3 Public–Private Partnerships: Concept, Benefits, and E-government Rationale

The expression PPP covers a range of different arrangements that involve the use of
private sector funding and expertise [15]. Furthermore, the PPPs facilitate the creation
of urgently needed public infrastructure, including the delivery of roads, rail, water, and
sewage treatment, hospitals, schools, etc. [24]. Additionally, PPPs also allow govern-
ment departments to cope with the growing demand for high-quality public services by
improving or updating existing infrastructure [9, 19]. The public partner is represented
by the government at a local, state and/or national level. The private partner can be a
privately-owned business, public corporation or consortium of businesses with a specific
area of expertise.

The PPP concept consists of wide-ranging relationships between the private and
public sectors to improve both and existing or new public service [14, 22]. From the
government point of view, adopting a PPP model would help government bodies to
tap into the innovative flexibility and state-of-art technologies provided by the private
sector while gaining from their expertise to stimulate the personnel government sector
efficiency [15, 22, 24]. On the other side, a PPP project is considered a novel profit stream
to the private sector by delivering a more extensive range of services to an otherwise
restricted market [15].

The different models of PPP funding are characterized by which partner will
take responsibility for owing and preserving the governmental assets at the differ-
ent stages of the project [24], such as Design-Build (DB), Operation and Mainte-
nance (O&M), Design-Build-Finance-Operate (DBFO), Build-Own-Operate (BDO),
Buy-Build-Operate (BBO), Build-Lease-Operate-Transfer (BLOT), Operation License,
and Finance only. Subsequently, the critical PPP success factors and enabling struc-
tures, such as e-government procurement, has gained increasing attention of study
[15, 17, 19]. However, [17] affirmed that evidence from previous researches lacked
the structured tools that support the early planning and decision-making steps while
taking the different perceptions of both the PPPs and e-government into consideration.
Hereafter, there is an urge to find a tool that helps decision-makers in the governments to
self-assess the project circumstances when being engaged in a PPP project. For this rea-
son, this paper will contribute to building an online model that can government bodies
when engaging in PPP projects, which typically discusses the laws, rules, and regu-
lations that must be applied/followed when engaging in PPP projects. Based on the
above-mentioned benefits, PPPs and e-government have been proven as fruitful mech-
anisms for economic growth. However, practitioners face a variety of challenges and
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obstacles when trying to implement PPPs projects in the developing countries. Thus, in
the upcoming section, the status of e-government procurement in Egypt will be high-
lighted.Moreover, a brief description will be underlined on the law that sets the rules and
regulations for getting engaged in PPP projects (law #67), and how can decision-makers
use can incorporate the role of information and communications technology (ICT) and
DSS to facilitate the e-government procurement decision-making process.

3 The Concept of E-government Procurement in Egypt

3.1 Background of the Case

In Egypt, government authorities abide by law #67 year 2010 when undergoing infras-
tructure projects with the private sector. The Ministry of Finance (MOF) issued this law
to regulate and outline the conditions that shall be followed by government authorities
through the lifecycle of the project.

[2–5] indicated that it is of great benefit to the developing countries tomove towards e-
government as it can bridge the gaps and enhance services the government provides to cit-
izens aiming to minimize usual governmental procedures. Furthermore, [7, 8] explained
that for government to develop a better relationship with citizens they need to work
on providing all sources of information to citizens in order to answer all their needs
and concerns whereas, [16] has also debated that information is one of the biggest fac-
tors that contribute to better decision making. Moreover, [18, 22] have also highlighted
that although e-government could be a source for providing citizens information they
are looking for, still citizens need support and guidance to understand governmental
information.

On the other hand, [24] indicated that before listing the procedures and the rules that
must be considered for the submission, conclusion, and implementation of participation
contracts, the following introductory remarks must be taken as guidelines for engaging
in PPP projects:

• The partnership contract with the private sector is a contract entered into by the
administrative body with the desired company. The project, which is committed to
the establishment of the winning bidder in the competition contract participation and
the sole purpose of the company, shall be to carry out the work or works provided in
the Participation contract.

• It is not a form of participation governed by the law regulating private sector partici-
pation. in infrastructure projects, services, and utilities. Moreover, the administrative
body and the private sector is prohibited to implement a joint venture, which is what
comes out of the scope of application of the Egyptian Law #67 of 2010 and its
implementing regulations.

• The participation contract may not be less than five years and not more than thirty
years from the date of completion of constructionworks or completion of development
works, and the value of the contract shall not be less than one hundredmillionEgyptian
pounds.

• The partnership contract with the private sector is governed by a set of rules and
procedures contained in:
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• The law regulating private sector participation in infrastructure projects in public
services and facilities promulgated by Egyptian law #67 of 2010.

• The executive regulations of the aforesaid law issued by the decision of the
Chairman of the Council Ministers #238 of 2011.

• Other provisions stipulated in the partnership contract concluded between the
Administrative entity and Project Company.

• The provisions of the Public Liability Laws shall not apply to contracts of
participation with the private sector.

• The provisions of the tenders and auctions Law shall not apply to such contracts of
Egyptian law #89 of 1998 and its implementing regulations.

Themain stages of the Egyptian law #67 for the year 2010 for the PPP projects are the
study stage and the approval of the higher committee for participation, the pre-tendering
stage, the tendering and awarding stage and, the implementation stage.

3.2 Using DSS in PPP E-government Procurement Process

Decision support systems aids in the decision-making process, unlike the usual informa-
tion systems. Traditional information systemsmainly focus on processing data into infor-
mation as explained by [24, 25]. On the other hand, [23] compared the evolution in infor-
mation to the evolution in the industrial revolution where analysis and processing take
place on information rather than just data. In this respect, processing results contributes
to better decision-making based on the analysis of information rather than data [26].

Additionally, [24, 27, 28] indicated several approaches to design a decision support
system varying from if-then rules, decision trees, linear programming, or fuzzy logic.
In this paper, the researchers aimed to select one of the simplest forms of DSS, which is
decision trees.

[23] introduced decision trees as a structured approach for problem-solving to sup-
port decision-making based on building all possible course of action that contributes to
decision making. Decision trees are simple because they are presented in the form of a
question and answer, so a user will likely jump to a conclusion starting from a simple
question drilling down to a conclusion based on the relevant branch of the tree.

In order to apply a decision tree model, [23 28] applied Expert System (ES-builder)
as a software program that contributes to building decision trees. ES-builder is a free
desktop program that builds decision tree models based on three main pillars (A-V-C),
A, indicates attributes which is the question; V, indicates the value which is the choices
relevant to the question; C, indicates conclusion which is the final decision that comes
out through the tree branch the user will be taking. One of the benefits of the ES-builder
tool that will help users is to see the output in different forms. The tool can display the
model structure in either question and answers view, decision tree view, a knowledge
base view, or a decision table view. The most dominant and user-friendly view that users
can follow is the questions and answers view, where users keep answering questions,
until getting to the conclusion/decision based on the answers they provide as shown
in Figs. 1, 2, 3, 4, 5, 6, 7 and 8, in the next section. Figure 1, shows the main screen
where upon pressing search, the questions and answers view appears. Figure 2, shows
sample questions that appear to the users where they keep going forward through the
questions until reaching a decision relevant to the answers provided. Figures 3, 4, 5, and
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6 represents a sample of the decision tree. Figure 7 represents another form of output
which is the knowledge base, it represents the content of the whole tree/model in the
form of an If-then-else until reaching the conclusion. Finally, the last output form ES-
builder can generate is, the attributes list as shown in Fig. 8, which is a tabular form that
shows the content of the model in a tabular view.

In the light of the information presented above, the selected ES-builder tool will build
a decision tree model as a framework for conducting E-procurement in the government
sector in PPP projects, based on the laws and regulations that shall be followed to engage
in PPP projects as a governmental body.

3.3 E-procurement Model Development Under PPP in Egypt

This model is built based on law #67, year 2010 and its executive regulations based on
the chairman of the council Ministers decree #238, year 2011. The mentioned law was
translated and transformed into a decision tree model to support government entities
undergoing a PPP project. The Model explains the major pillars/guidelines that control
and aids these entities knowing if it is possible to proceed in engaging in this project in
addition to, the conditions that shall be followed in law #67 for PPP Projects. The model
goes through 4 major stages 1- The study stage and higher committee for PPP stage, 2-
The Pre-tendering phase, 3- The Tendering Phase, 4- The implementation phase. The
4 stages goes through a number of questions where users keep going forward with the
questions if the answer is (Yes), user proceeds with the next questions until ensuring
all stages required to engage in PPP are fulfilled. If the answer is (No) the flow of the
questions stops at this stage, and a decision is given to the user that “You cannot engage
in PPP” because the flow of the model is dependant, which means users can’t proceed if
any of the stages was given a (No) answer as it indicates that requirements to engage in
PPP projects is not fulfilled as per the Law #67 year 2010. In case the users gets a (No)
and aims to solve the problem to be able to engage in PPP, users will have to track back
where they ended in the tree, and try to complete the requested document/steps that shall
be taken in order to proceed with the flow of the tree.

The following section elaborates how the model can be followed to reach an opti-
mumdecision based on answering the tree questions and getting conclusions based on the
inserted information from the answered questionswhich takes the entity using thismodel
to a decision whether it is possible for their entity to engage in a PPP project or not.

The researchers have validated the model structure via 15 interviews with different
stakeholders from the government sector. The ministry of transport, being one of the
ministries that engage in infrastructure projects; the following authorities which are
affiliated to the ministry of transport were interviewed (Egyptian national railways,
Damietta port, Alexandria port, national authority for tunnels, river transport authority,
Land and dry ports) and the Ministry of Housing. Two interviewees where interviewed
to give their input about the model. Feedback was highly positive as the major findings
was that they all engage in different infrastructure projects, and following the PPP law
is a must. Therefore, the model is a good approach to facilitate the procurement steps
that need to be followed in order to proceed with a PPP project.

As seen in Fig. 1 below, the model begins with a home screen, where the user can
start by clicking search to get to the questions and answers view, which is as mentioned
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in the previous section the most dominant interface the users can rely on. Then, users
move to the first question where users click on the relevant choice as shown in Fig. 2.

Fig. 1. The main screen Fig. 2. Questions-answers view

Based on the above approach the cycle starts with a group of questions (included in
Sect. 1 of the tree) covering the “Study Stage and Higher committee for PPP”. Figure 3
represents this stage, where it is composed of 10 questions, which starts by enrolling the
targeted PPP project in the country’s economic development plan and ends at sharing
an introductory memo with PPP unit, the ministry of finance.

Section 2 of the tree covers 5 questions on the “Pre-tendering phase”, as shown in
Fig. 4 below. This stage covers all needed preparations for tendering ending at approval
from PPP unit, ministry of finance for pre-qualifications. Section 3 is the “Tendering
Phase” which is composed of 17 questions as shown in Fig. 5 below. The scope of
this stage starts with arranging committee for pre-qualifications ending at setting the

Fig. 3. Section 1 of the tree “The study stage
and higher committee for PPP”

Fig. 4. Section 2 of the tree “The
pre-tendering phase
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estimated project values and submitting these values to the PPP unit, the ministry of
finance for a government comparative. Section 4 of the tree is the “Implementation
Phase” which is composed of 3 questions as shown in Fig. 6 below. This stage ensures
that the targeted PPP project has multiple bidders and not a single offer, because in case
only 1 bidder applied for the project the decision is “cannot engage in PPP” since the
mentioned law #67, year 2010 prohibits single bidder.

Fig. 5. Section 3 of the tree “The tendering
phase”

Fig. 6. Section 4 of the tree “The
implementation phase”

ES-builder can also show output in a knowledge base form, where it displays the
model in if – then – else form. The program drills down through all the tree branches and
take you through all the possible course of action without having to navigate through
questions, and finally shows the result or conclusion in an “if – then” statement as shown
in Fig. 7.

Fig. 7. Sample of the knowledge base view
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Furthermore, the ES-builder can create an attribute list as shown in Fig. 8 below,
where it displays the breakdown of the model in an attributes tabular form.

Fig. 8. Sample of the attributes list table

4 Discussion of Theoretical and Managerial Implications

To the best of the researchers’ knowledge, this is the first study that adopts a DSS tool
to conduct an e-government procurement to PPP projects in Egypt. As mentioned in
the previous sections, [26] debated that e-government solutions are becoming a valu-
able source of information for citizens. In addition [23] acknowledged that although
e-government could be a source for providing citizens information they are looking for,
still citizens need support and guidance to understand governmental information. In this
context, it comes to be effective to create a decision tree model using ES-builder, as a
DSS tool, that will help decision-makers to decide on whether it is applicable to engage
in PPP projects following the conditions/instructions of Egyptian law #67 for year 2010.
Besides the theoretical contribution discussed, this research can act, as a guiding model
for any governmental entity engaging in PPP projects, as well as it will clarify the phases
in a systematic approach showing the guidelines of the mentioned PPP law.

5 Conclusion, Recommendations, and Limitations

This paper assists government entities engaging in PPP projects by considering all the
conditions of law #67 for the year 2010. The model acts as a guideline for the users
who aim to engage in PPP projects with the government sector. Law #67 year 2010, PPP
unit in the ministry of Finance, is the regulator for PPP projects in the government they
prohibit missing any of the mentioned stages in the model, and if the users missed any
of the steps guided through the model, the company is dismissed from the tender. So,
the model adds value to private sector companies in two ways; 1- it could give the users
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who aim to engage in PPP projects guidelines for what documents would they need and
what stages will be followed throughout the phases of PPP. 2- It assists the users who
are not much acquainted with the mentioned law to decide whether they could engage in
PPP projects or not based on a facilitated question/answer format through the ES-builder
tool. The paper takes a systematic approach by going through all the different stages
of the law starting from the study stage until the implementation stage. A decision tree
approach is used to facilitate all the conditions of the law, which is a friendly approach
for the users dealing with the government entities. This model is recommended for any
government entity undergoing infrastructure projects where they must follow the law
#67, year 2010 in order to proceed to contract with a private sector company. The model
makes it easier for the users to know whether they are allowed or prohibited without
having to spend much time exploring the conditions set by the mentioned law. This
research is limited to only government entities undergoing infrastructure projects with
private sector companies and future work can be further made on other laws that regulate
procurement in the government as it would assist decision-makers in making the right
decisions via using this decision tree model.
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Abstract. This study explores key determinants of airline recommendations by
integrating ratings and text comments scraped from online source. Numerical
review scores are used to characterize features on how passengers decide to rec-
ommend others. Text analysis technique provides information of service attributes
that differentiate positive and negative comments. Using generated frequent words
visualization ofWord Cloud, the results suggested that positive recommenders are
satisfied with human dimensions such as personality and friendly services, while
negative comments suggested frequent complaints on poor operational dimensions
such as on-time performance and seat comfort.
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1 Introduction

In the past decades, airline services were unpleasant among passengers due to cost cut-
ting strategy and no-frills operations. In order to survive in this competition, academic
researchers are seeking new benchmark for desirable service characteristics that could
help the airlines retain customer value and improve satisfaction. In order to improve
service quality, a series of studies were conducted to determine relationships between
airline service dimensions such as tangibles, schedules, services provided by ground
staffs, seat comfort, on satisfaction [1–4]. These literatures suggested that recommen-
dation is very useful for airline to understand the likelihood of customer referring and
influencing others to participate with the service from their previous experiences [5, 6].
These studies investigated the influence of recommendation by determining how cus-
tomer rates and recommends the airline service to others. As neglected by literature in
marketing and operationsmanagement, useful information from recommendation scores
can be applied to predict service outcome from reviews and comments. Online reviews
and comments can also be used for both quantitative and qualitative purposes. This study
will utilize recommendations by combining both using quantitative and qualitative ana-
lytical tools to examine desirable service attributes of airlines that could improve the
service for passengers.
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Social media and online reviews allow airline passengers to voice out their com-
ments through websites. The online reviews give feedback to the airline industry for
improving on dimensions that have been lacking in their current operations. Their ser-
vices are complicated; the airline industry provides services with both tangible (such as
seat comfort, meals, magazines, etc.) and intangible (such as flight attendant efficiency,
responding to request, attitude, etc.) aspects [7]. Moreover, the industry is highly com-
petitive; passengers have multiple product options and airline choices to choose from.
Reviews from online sources are available for passengers to participate with standard
web platform. Skytrax website (http://www.airlinequality.com), a third-party assessor
based in UK provides a ranking scheme that is endorsed by all major airlines around the
world, incorporates detailed airline service scores (such as ratings for check-in, transfer,
arrival, seat comfort, quality of meals, lounge, washrooms, cabin cleanliness, enthusi-
asm and attitude of staff, friendliness and hospitality, etc.). These detailed scores are
reported more than 100,000 detailed service items is published for each airline. Hence,
by using available text and rating data online, this study is seeking to identify desirable
aspects of service attributes that can be used to predict recommendations for airlines.

Recommendations are useful information to learn about passengers’ experiences
with the airlines, multiple studies argued that only recommendation score is not ade-
quate due to variations in airline passenger expectation of service quality [5, 8]. Hence,
modern literature suggested that user-generated content as self-ratings, online comments,
and service reviews, are better determinants to evaluated consumer’s recommendation
[9–11]. Other line of marketing literature also suggested that passengers would act as
promoters when choosing and recommending the products or service to others [12–14],
this metric is called Net Promoter Scores (NPS). According to the previous literature,
NPS has been rarely used in the airline context. Net Promoter Score is an index that
measures the willingness of customers to recommend a company’s products or services
to others [15]. NPS is used as a proxy for gauging the customer’s overall satisfaction
with a company’s product or service and the customer’s loyalty to the service.

This paperwill compare the usage of recommendation andNPS scores, by comparing
their predictive accuracy.Both scores derived fromcustomer ratings and comments could
be a fruitful resource for researcher to connect a linkage between service dimensions and
intention to recommend to others, the text comments also reveal qualitative attributes of
the service. By utilizing a concept of recommendation, this study seeks to predict which
passengers that could be influencers for recommendations and provide the connection
from a usage of numerical ratings to predict and distinguish recommenders from others.
This study also utilized onlineweb reviews to build a predictionmodel for text comments
and to characterize qualitative features on how passengers decide to recommend other.

http://www.airlinequality.com
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2 Methodology

2.1 Data Collection

Airline review dataset is collected from customer reviews collected on Skytrax website
(http://www.airlinereview.com). The process of data collection is automated or scraped
through Python program source code.Web scraping process took place between Septem-
ber to October of 2017, a total of 7,000 reviews are stratified based on reviews from
domestic US airlines (American Airlines, Delta Airlines, JetBlue Airways, Southwest
Airlines, Spirit Airlines, US Airways, and United Airlines) with English reviews. From
the reviews, top comment contains more than 19,000 words. Scores for seat comfort,
cabin staff service, food and beverages, inflight entertainment, ground service, and value
for money are out of 5-point, rating is out 10 points. Recommendation is binary values.
For text data, the website sub-content in each page provides passengers reviews. In this
airline review section, the website displays individual passenger review from airline list
and top comment such as “Excellent on-board service” and a paragraph with of their
detailed text comments. Other ranking for aircraft type, type of travelers, cabin flown,
route, date flown, are also published on each page.

Marketing literature has applied Net Promoter Score (NPS) as a metric to mea-
sure differences between promoters (positive recommenders), passively satisfied, and
detractors [5]. The key idea of the NPS is that the measurement systems of customer
satisfaction and customer retention do not help achieve growth compared with the word-
of-mouth metric. The word-of-mouth metric asks the question, “How likely is it that you
would recommend [company X] to a friend or colleague?” The scale ranges from 0 to
10; there were some studies where 10-points scale substitutes the 11-points scale with
negligible difference [10]. The researchers categorized respondents into three groups,
respondents who rate 6 or less are called “detractors”, those rating the scale at 7 and 8
are “passive satisfied”, and respondents rating a firm 9 or 10 are “promoters”. This scale
is applied to further understand the extend to the preferences of customers in choosing
and recommending the products or service to others [16, 17].

The online reviews fromflight experiences were collected by using source codes pro-
vided in Python libraries which are called UrlLib3 to manage connections with hosts.
The library BeautifulSoup4 (BS4) is an interface working with HTML and XML docu-
ment standards to convert Python’s csv format into manageable Excel format. The data
was then split into two sets of outcomes. The first set of data uses raw binary ‘Recom-
mended’ score as predictive variable. The second set of data transforms rating scores
in to three scales of NPS, then separate the predicting outcomes into ‘Recommenders’
and ‘Non-recommenders’. The two datasets will be analyzed to compare predictability
of their accuracy from logistic regression results. The dataset with superior accuracy
will be used to analyze frequency of word comments or Word Cloud, together with the
inferior one, to summarize qualitative aspect of attributes for airline service (Fig. 1).

http://www.airlinereview.com
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Fig. 1. Example of domestic US airlines scores and comments scraped from airlinequality.com

3 Results

3.1 Descriptive Summary

A proportional percentage of recommendations from six dimensions of service scores
and service attributes (Cabin Staff Service, Food & Beverage, Ground Service, for
Money) are created in bar a chart of Max-min scaler to standardize the data (Fig. 2).
The four highest percentage for recommenders with percentage of proportion greater
than 0.8 from a scale of 1 are Value for Money, Cabin Staff Service, Ground Service,
and Rating for airlines. On the other hand, majority of non-recommenders tend to give
low scores on Food &Beverages, Rating, Value for Money and Inflight Entertainment in
which the proportional scale lower than 0.2. TheNPS scores reported similar distribution
of each service attributes, but divided group of reviews into three categories (promoters,
neutrals, and detractors). A descriptive summary of all variables is provided in Table 1.

http://www.airlinequality.com
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Fig. 2. Normalized scale of review scores between binary recommendations (left) andNormalized
NPS scores for ‘Recommenders’ or Promoters and ‘Non-recommenders’ orNeutral andDetractors
classification (right)

Table 1. Descriptive summary.

Variable Obs Mean Std. Dev. Min Max

Recommended (derived from NPS) 7000 0.3181429 0.4657886 0 1

Raw (binary) recommendation 7000 0.277344 0.447746 0 1

Value for Money 7000 2.379571 1.597365 0 5

Cabin Staff 7000 2.595571 1.633083 0 5

Food & Beverages 7000 1.755429 1.599815 0 5

Ground Service 7000 1.381571 1.619279 0 5

Inflight Entertainment 7000 1.408714 1.62315 0 5

Seat Comfort 7000 2.338429 1.470152 0 5

3.2 A New Way to Split Dataset: ‘Recommenders and Non-recommenders’

With only 27.7% of the respondents made selection of ‘Recommended’ to this online
survey. This statistic creates opportunity for this study to understand how dimensions
of service could influence behavior of recommendation. Net Promoter Score (NPS) is a
metric that measures differences of respondents who are likely to promotes (positive rec-
ommenders), passively satisfied, and detractors [18–20]. The scores derived from ratings
are ranges from 0 to 10, the respondents who rate 6 or less are called “detractors, or score
of 1”, those rating the scale at 7 and 8 are “passive satisfied, 2”, and respondents rating
a firm 9 or 10 are “promoters”, or 3. According to new transformed ‘Recommender’s’
scores, 31.8% of the passengers are identified as ‘Recommenders’, while 68.2% of the
reviewers are classified as ‘Non-recommenders’.
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Table 2. Logistic regression results

3.3 Logistic Regression

Literature has utilized logistic regression technique to develop customer satisfaction
model from categorical response [21–23]. A summary of logistic prediction accuracy
is reported in Table 3. Accuracy of logistic regression classifier on test set is 98%
and10-fold cross validation accuracy is reported at 97.5%. By using two predictors
(‘Recommenders’ derived from NPS and raw recommendation scores), the accuracy
of ‘Recommenders’ model returned higher accuracy of logistic regression classifier on
test set and 10-fold cross validation average accuracy. A comparison of model accuracy
between using recommenders derived from NPS scores and recommendations scores
are provided in Fig. 3.

Table 3. Summary of logistic regressionmodel accuracy between recommendations derived from
NPS and raw recommendation scores

Recommenders using NPS Raw recommendation scores

Accuracy of logistic regression
classifier on test set

0.98 0.94

10-fold cross validation average
accuracy

0.975 0.932

Recommenders and non-recommenders are measured by the scores derived from
ratings are ranges from 0 to 10, the respondents who rate 6 or less are called “detractors,
or score of 1”, those rating the scale at 7 and 8 are “passive satisfied, 2”, and respondents
rating a firm 9 or 10 are “promoters”, or 3. As the dataset of ‘Recommenders’ from NPS
scores performed better results in logistic regression accuracy, this section will provide
results from logistic regression outcome and report coefficients andP-values from regres-
sion model. Literature in the past focused on predicting airline performance [24, 25], yet
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Fig. 3. ROC curve

those studies had never looked at recommendations in a context of recommendations and
NPS. Logistic regression is applied to predict recommendations from ‘Recommenders’
by using Stata SE 11 Edition, the results suggested positive significant coefficients of
Value for Money, Cabin Staff Service, Ground Service, and Inflight Entertainment, in
predicting for binary response. Positive significant coefficients with P-value lower than
0.05 are Value for Money (2.183204), Cabin staff Service (0.4608386), Ground Service
(0.2083548), and Inflight Entertainment (0.1144584).

From average ratio to total of the entire test set, 98% of service dimensions (Cabin
Staff Service, Food & Beverage, Ground Service, Inflight Entertainment, Seat Comfort,
Value for Money, NPS) are good predictor for Recommendation. The receiver operat-
ing characteristic (ROC) curve reports true positive and false positive rate with binary
classifiers. The ROC curve confirms that recommendations is a good predictor of this
model with low false positive rate (Table 3).

3.4 Text Analysis

Airline text comments are analyzed using Word Cloud. Word Cloud is Lexicon-based
sentiment classification that measures the sentiment of a group of documents [26].
Lexicon-based sentiment utilizes dictionary of words (a lexicon) and each word’s asso-
ciated polarity score to create a group of words by using different text sizes. In order
to explore comments using Word cloud, texts are gathered and split into sets of desired
outcomes. In this study, the text data are split into two sets regarding the comments
from recommenders and non-recommenders. The bigger and bolder the word appears,
the more often words mentioned within a given text and the more important it is. By
applying Natural Language Toolkit (NLTK) libraries retrieved from a website https://
www.nltk.org/ [27], two visualized Word Cloud results are created from the positive
and negative comments of recommenders and non-recommenders. Frequent word lists
are gathered from word cloud to extract features that have been used the most in the
comments.

https://www.nltk.org/
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Top comment contains more than 19,000 words. Figures 4 and 5 compare results
from word cloud list of words when using ‘Recommenders’ derived from NPS and raw
recommendation scores. The outcome of word cloud displayed significant different of
wordswhen using ‘Recommenders’ rather than recommendation scores. Recommenders
frequently expressed ‘Great’, Good’, ‘Excellent’ for the service they experienced, and
mentioned ‘Staff’, ‘Crew’, and ‘Attendance’ which relates to Cabin Staff Service. For
non-recommenders, themost frequentwords used to explain the services are ‘Worst’, and
‘Never’. Other words are found to be related to punctuality of the service such as ‘Delay’,
‘Time’, Cabin Staff Service such as ‘Rude’, and Seat Comfort such as ‘Uncomfortable’.
Frequent word lists of recommenders and non-recommenders are displayed in Table 4.

Fig. 4. Word Cloud results from ‘Recommenders’ vs. raw ‘Recommended’ classifier

Fig. 5. Word Cloud results from ‘Non-recommenders’ vs. raw ‘Non-recommended’ classifier

In a comparison between Word cloud results derived from NPS and raw recom-
mendation classifier, frequency of words from NPS classifier contain more detailed and
number of words than raw recommended one. This maybe due to word selection from
positive ‘Recommended’ passengers tend to contain fewer comments compared to oth-
ers and selection bias due to their satisfaction from the service [28]. Figures 4 and 5
display text analysis results that NPS is a better classifier for recommendation because
the dataset contains more insightful comments that could help create more informative
Word Clouds.
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Table 4. Frequent word lists of positive and negative recommendations

Positive recommendations Negative recommendations

Staff Never

Great Worst

Friendly Fly/flying

Excellent/Good/Nice Time

Crew Seat

Thank Horrible/terrible

Attendant Delay/delayed

Efficient Rude

Polite Disappointed

Courteous Uncomfortable

Service Scam

Beyond Tired

Warmth Checked

Level Downgrading

Table 5. Linkage between logistic regression results and Word Cloud

Logistic regression Word Cloud

Predictor: recommenders Positive word list from recommenders

Value for money ‘Cost’

Cabin staff service ‘Staff’ ‘Crew’ ‘Attendant’ ‘Polite’ ‘Courteous’

Ground service ‘Efficient’ ‘Helpful’

Inflight entertainment –

Others ‘Great’ ‘Excellent/good/nice’ ‘Thank’ ‘Comfortable’ ‘Clean’

4 Conclusion

This study explores key determinants of airline recommendations from online reviews.
By using onlineweb scraping information, this study is able to distinguish recommenders
from non-recommenders from online reviews. Text analysis technique provides infor-
mation to characterize features on how passengers decide to recommend others and
what are the attributes of service that differentiate positive and negative comments from
generated Word Cloud. The results suggest that positive recommenders are satisfied
with human dimensions such as personality and friendly services, while negative com-
ments suggested frequent complaints of poor operations dimensions such as on-time
performance and seat comfort.
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The findings resulted from separating predicting outcome between ‘Recommenders’
and ‘Non-recommenders’ have led the investigation onto a discovery of desirable service
aspects. By utilizing logistic regression to classify ‘Recommenders’ from passengers,
the airlines can use online web reviews to help improve the understanding in detailed
qualitative aspects of their current service. As confirmed by regression results, airlines
should be focusing on Cabin Staff Service, Ground Service, and Inflight Entertainment
to engage recommenders to present themselves as promoters. Passengers tend to value
the cost of flying to the service they received, as shown in logistic results, it is significant
to improve tangible products (such as Inflight Entertainment and Seats) and services
(such as Cabin Staff Service and Ground Service) that could be seen as value for the
ticket price they have paid. These service attributes should be added to new staff training
in order to be competitive and to offer services with higher levels of quality (Table 5).

In addition, the results highlighted the importance of an understanding in the dif-
ferences of recommendations among groups of passengers to identify new operational
strategies based on the qualitative and quantitative reviews. According to the linkage
to word cloud results, passengers tend to value ‘cost’, ‘courtesy’ and ‘politeness’ from
Cabin Staff Service and Ground Service, and attributes that enhance passengers’ feelings
such as ‘Great’, ‘Excel-lent/good/nice’, ‘Thank’. The word cloud results also suggest
dimensions related to seat comfort and cabin cleanliness such as ‘Comfortable’ and
‘Clean’, in which the attribute was not significant in the logistic model.

In conclusion, this study is able to confirm linkage between recommendation scores
and text comments. The results suggested airlines should reinforce their trainings to
improve human interactions such as personality and friendly services, while negative
comments suggested frequent operational improvements such as on-time performance
and seat comfort. This study also demonstrates how NPS could be used in instead of
binary ‘recommended’ scores in predicting tendency for recommendations. This study
also sheds a light on service operations research on using real-time web scraping tech-
nique to monitor performance of the service and to predict recommendation outcome
which is rare in service context. This study has elevated the nature of service operations
study to prioritize desirable service dimensions that both confirmed by passengers from
qualitative and quantitative sources.
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Abstract. Venture Capital as an industry forms the backbone of inno-
vation today. However, despite investing in high technology startups,
most of the venture capital firms face a variety of challenges in its day to
day operations which lack the adoption of technology. In this work, we
introduce a platform aimed at automating some extremely crucial por-
tions of the overall workflow of such firms that ranges from automating
the sourcing of opportunities to analyzing and predicting their likelihood
of success.
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1 Introduction

Venture Capital firms around the world have been investing in high technology
startups and the outcome is the appearance of sophisticated technologies that
form the backbone of our lives on a day to day basis [13]. Despite all of this,
the very own way of functioning of most of the venture capital firms remains old
school leading to lack of availability of interesting opportunities for investment,
significantly long time spent in analyzing the opportunities before investment
and sometimes human biases in deciding investment worthiness of an opportu-
nities. OneRagtime1, being a next generation venture capital fund as a platform
[5] aimes to bring the revolutionary change in the way the venture capital firms
work starting from sourcing of opportunities to investment into them.

1 Online; accessed 17 February 2020,https://www.oneragtime.com/about/.

J. Gabarro—Partially supported by MINECO and FEDER grant TIN2017-86727-C2-
1-R and AGAUR 2017 SGR 786.
A. Tewari—Supported by OneRagtime S.L.

c© Springer Nature Switzerland AG 2020
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1.1 Decision Making Process of Venture Capitalists

Venture Capital Investment Decision Making is a fundamental topic [3,4]. Nowa-
days, most of the venture capital firms around the world make the decision about
investment worthiness based on the following parameters.

Fig. 1. Company assessment parameters

– Team: The quality of team has a strong role to play in deciding how well a
company might perform on receiving an investment. In order to determine the
quality, we consider a variety of factors such as ‘entrepreneurial capability’ of
founders which helps in deciding if there exists a capability in the founders
to successfully lead the team, ‘specific talent availability’ which means if the
company has experts in the team specialized in the area of operation of the
company and finally based on these two parameters we determine a team score
which decides how well the team is capable together to continue further;

– Market and Competition: This factor has an extensive role to play. In the
context of analyzing the market and competition, the goal is to determine if
there are already significant rival players in the market segment in which the
company is going to operate. For example consider the case of ‘Ola Cabs’, an
Indian startup which undergoes our evaluation process. Then, while analyz-
ing it for market and competition, the goal will be to determine how many
significant competitors are there in the ride-sharing market (the segment in
which it is going to operate in India). By significant, we mean the rivals or
competitors which are already present in the same location as this company
to offer a stiff competition.

– Problem and Solution: Basically, it explores the problem which is going
to be addressed by the product developed by the company. For example if a
company says that they’re going to create a solution for fighting air pollution
then the product shall be aimed at helping eliminating the pollutants in the
air directly or indirectly.

– Product: It determines how well the product is designed considering the
solution mentioned above. What is the feasibility of using it, level of compli-
cation while using it, adoption of state-of-the-art etc.
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– Go-to-Market-Strategy: Most often we have seen that some segments of
the economy have a dominant go to market strategy. For example consider
dating. In this segment, the most common go-to-market-strategy shall be
B2C because most often the products in this segment are meant for individual
consumers. It is likely that some product may offer B2B2C approach but then
the number of users will be significantly less and so will be the chances of
successfully raising revenues.

– Monetization: It is fundamentally the strategy used to sell the product
offerings. The most common forms are advertisements, subscriptions, in-app
purchases, sponsorships, referral marketing and affiliate marketing.

– Technology: Similar to the Product, the Technology as a factor plays a
significant role in determining the quality of the opportunity. For example,
there are some technologies which are considered to be more popular as well as
relatively mature enough as compared to other technologies. This popularity
and maturity of the technology how well it allows itself to be quickly adopted
by both the company which is developing the product as well as the consumers
who will be the end users.

In this study, we aim at automating some of the most crucial aspects of
decision making which includes automating the sourcing of opportunities, per-
forming automated market and competition research and determining the likeli-
hood of success of an opportunity based on one or more of the above mentioned
parameters. We develop a Data Science approach [2,6,8]. The rest of the work
is organized into three sections. In the Sect. 2, we discuss the major drawbacks
in the present methods of decision making and suggest novel methods. It will be
followed by Sect. 3 where we will showcase major results explaining the capabil-
ity of our systems. Finally, we will discuss the conclusions of this study and the
scope of conducting future research into evolving the platform.

2 Machine Intelligence for Venture Capital Platforms

2.1 Deal-Sourcing System

The idea of developing a deal sourcing system is based on augmenting the capa-
bility of human analysts to be able to source the deals from a wider and more
broad pool of sources which would otherwise be requiring a large workforce or
would be simply impossible task for small venture capital firms.

Deal sourcing is generally considered a complex and time consuming pro-
cess. The main reason behind this argument is the extensive need of networking
required to generate good deals where the extent of networking ranges from the
intern to the managing partner. This kind of networking often involves other
venture capital firms and sometimes entrepreneurs also apart from the general
source of networking which is the startup ecosystem itself (events, talks, meetups,
etc.). In order to keep the deal flow smoothly running and to meet and maintain
the relations with Merger and Acquisition boutiques so they keep sending oppor-
tunities, it is of utmost importance to focus on reducing the time consumed in
finding relevant deals overall.
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Therefore, it becomes extremely crucial to see the new deals as quick as
possible to invest in the right opportunity before anyone else plans to do. This
investment allows the startup to develop the technology faster than the rivals
and therefore increases the probability of the high returns for the investor.

In the quest of developing automated systems for deal sourcing, the major
challenge is mainly three fold i.e. precisely extraction of data, extraction of rele-
vant entities from the data and finally, the extraction of associated information
about that entity. In this sequence, we propose a fully automated deal-sourcing
system which consists of the following layers.

Fig. 2. Deal sourcing system overview

1. Mapping: It is the first phase of the operational deal sourcing system archi-
tecture which is used to create mapping between the sources of the data and
the framework where rest of the treatment takes place.

2. Crawling: Once the sources are identified and a formal mapping is created
between the data origin/source and the data crawling layer which is tasked
to extract the data present on the source, source specific crawlers are used to
extract the information present on the particular source. However, depending
on the method of data presentation on the source, the crawled data can be
extracted in any format such as Text, Hypertext Markup Language (HTML),
Multipurpose Internet Mail Extensions (MIME) etc. While it is a great advan-
tage to be able to extract data in any of the formats, it also presents with a
challenge of non-homogeneity of data which complicates the task of making
sense of data based on its format.
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3. Reformation: In order to resolve the conflict created by non-homogenous type
of data, there are formatters defined to process the incoming data into a
standard accepted format. The formatters feed the homogenous form of data
through a pipeline so that they can be sent to the next layer which is the
extraction layer.

4. Extraction: The role of extraction layer is to detect the entities of interest.
In the case of deal sourcing, we are specifically concentrated on detecting
the organizations and persons of interest. The functional architecture of the
extraction layer is a combination of both artificial intelligence based and rule
based systems. Together these systems are used to make sense of the data
using spacy’s pre-trained named entity recognition algorithms acting as the
AI component and well defined rules created using regular expressions acting
as the rule-based component. The outcome of the process is a collection of
extracted entities mentioned in the data. The functional architecture of the
system can be well understood by referring to the Fig. 2.
Clearly, we can observe that the homogeneous data coming from the reforma-
tion layer passes through a decision block which decides whether the detection
of the entities for that specific source should be artificial intelligence based
or rule based and based on the output, the concerned system is called for
extracting the entities. In a similar manner, if the decision block suggests
the application of rule based component for entity detection, the specifically
created rules using the regular expressions are used to extract the entities of
interest from the input sentence.

5. Fusion: The output from the previous layer is used to perform data fusion
from many other sources in order to improve the data quality and at time
provide more visibility about the extracted entity which can be a person or
an organization in most of the cases.

6. Investment Thesis Validation: Most of the venture capital firms/organizations
have a strictly defined investment thesis. An investment thesis is a framework
which maps an abstract idea to a concrete investment strategy. In general,
it means that while some venture capital firms invest only in early stage
organizations which are going for seed round of funding (say), there might
be others which are more liberal while investing and may invest in a Series-A
or later rounds of funding comfortably. Now, once enough data is generated
about an entity, it becomes extremely essential to determine if that entity
fits in the investment thesis of the venture capital firm. It is done to avoid
flooding the deal sourcing platform with irrelevant information which instead
of simplifying the deal sourcing process, ends up in confusing the analyst.

2.2 Market and Competition

Competitive intelligence [9] is a valuable information that allows us to have
a complete picture of competing organizations or individuals in a particular
ecosystem. Therefore, there had been earlier approaches to provide competitive
intelligence about an organization or individual using a variety of means and
the most common solution of all was to exploit crowdsourcing as a means to
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acquire data. This approach was exploited by Owler [14], a company founded by
Jim Fowler and Tim Harsch in 20112. Owler allows a large number of business
professionals to enter information about the rivals of companies where they work.
It creates a directed a graph of relation between the company of the individual
and each of the rivals. However, while being inexpensive and fast to create and
retrieve data, such systems suffer from a variety of drawbacks such as-

1. Quality concerns: Many times, it is observed that the information entered
manually is prone to errors i.e. either not so accurate or contains human
biases. It happens because human perceptions may differ specially if there
are many crowdsourcing analysts. For example, it might be possible that
one analyst considers Facebook as the biggest rival of Google considering
the revenues while another may disagree on it considering the reason that
Facebook is eventually not a search engine while Yahoo, DuckDuckGo, Bing
etc. are potential rivals.

2. Time concerns: Humans often find about the rival entities by spending enor-
mous time on search engines that lead to certain clues. However, machines are
capable to analyze millions of documents in fractions of seconds to understand
how close two entities are to become rivals.

Mathematically speaking, the idea of finding the rival companies for a startup
is a classic example of a content based recommender systems. Formally, a recom-
mender system is defined as an information filtering system which allows us to
tackle the problem of data explosion by filtering and presenting only the relevant
information concerned to the user from a pool of data [7,10,11]. In the absence
of such system, the user would have to manually scan the data to find the rele-
vant information and depending on the type and size of the data, the problem of
finding relevant information manually would have been proportionately difficult.
It is exactly what happens when an analyst uses web search with varying queries
to gather competitive intelligence.

In order to create a content based recommender system, we exploit the infor-
mation about all the startups in our database such as their descriptions and the
sector in which they operate and create a distance matrix where there are as
many rows in the matrix as there are startups in our database and the same
applies to the number of columns i.e. we measure distance of startup to every
other startup. Further, we use this distance matrix in a nearest neighbour model
to find the top K nearest neighbours of every startup under our consideration.

Now, in order to create the distance matrix, we transform textual information
about a startup into a numeric vector (which is essential to create a distance
matrix) using the term-frequency-inverse-document-frequency (henceforth, tf-
idf) method [1] (pag 30) for extracting numeric features out of the text document
which is consisting of description and sector of a startup. In order to decide the
vocabulary (i.e. features corresponding to each data point) of the tf-idf vectorizer,
we are using all the sectors in our database to create a tokenized vocabulary.
Eventually, we have a dataframe where each row describes a particular startup

2 https://corp.owler.com/, Online; accessed 18 February 2020.

https://corp.owler.com/
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accompanied by a number of features corresponding to the sectors represented
as features.

Before we can dig deeper into the outcome of our recommendation system,
let us understand the tf-idf based method for feature extraction. The tf-idf is a
score computed using two different metrics i.e. term-frequency (tf) and inverse-
document-frequency (idf). In order to define the specific meaning of each of these
documents, let us assume that we have N documents present in our collection
(here, each document attempts to merely describe a particular startup using
three features (i.e. short description, description and sectors). Now, let us con-
sider that the frequency of occurrence of word i in document j is fij . Then, we
can say that the TF ij is defined as TF ij = fij .

However, we normalize this score by dividing it by the frequency of the most
frequent i.e. most common word in the document (by taking care that it is not a
stopword i.e. words such as such as “the”,“a”, “an”, “in”). Therefore, the most
frequently occurring term is assigned the term frequency of 1 while all other
terms have scores relative to this term, TF ij = fij/maxk fkj .

Similarly, we compute the inverse document frequency of a term by consid-
ering the frequency of occurrence of a term across different documents in our
collection i.e. suppose the term i occurs in exactly ni documents out of the total
N documents in our collection then the inverse document frequency score of the
term can be defined as IDFi = log2(ni/N).

Therefore, the term frequency-inverse document frequency score of a term
may be defined as TF .IDF ij = TF ij · IDF i. It allows us to conclude that higher
the tf-idf score of a sector correspoding to a startup, the more significant role it
plays in describing the content of the document.

Now, once we have all the data in a dataframe where each startup has vec-
torized representation, we can begin modelling using the K-Nearest Neighbors
(KNN) algorithm [2,6]. This algorithm is about finding K most similar neighbors
for a given item. In the context of recommending startups, each of the startup
is treated as an individual row and the features describing it are the sectors we
used as vocabulary. The problem of KNN can take different forms example, KNN
search or KNN graph construction. While KNN search aims to find the K nearest
neighbors of only a small number of items in the collection of say, N items, the
KNN graph construction does it for all the items in the collection. Formally, a
K-nearest neighbor (kNN) graph of a system is a directed graph where each node
is connected to its K most similar neighbors where distance is measured by a
predefined metric. Some of these similarity metrics are the manhattan distance,

Σ‖x − y‖Ni=1 or the euclidean distance,
√

Σ(x − y)2Ni=1 where the first point is
(x1, x2, x3, ..., xn) and the second point is (y1, y2, y3, ..., yn).

Finally, we evaluate the nearest neighbours of a startup obtained both by
manual identification of significance as well as by measuring similarity using the
metric Cosine Similarity = |U.V |/(||U ||||V ||).
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2.3 Opportunity Evaluation System

We can clearly observe that the factors such as team quality, product, technology,
go-to-market-strategy, monetization strategy and market and competition play
a key role in determining investment worthiness. We have used the team count,
members count and fundraising count as fundamental features to estimate the
success of a startup. Although, the success of a startup is a highly subjective
topic but in the case of our investment thesis, we have assumed that any startup
that has raised funds beyond series B shall be considered a success. Further, in
addition to these 3 features, we have used tf-idf to create 50 new features for
each of the startups.

Eventually, we have decided to fit different models to begin experimenting
with the performance of those models on the dataset consisting of 53 features.
In Sect. 3, we discuss some results obtained using the Random Forest Classifier
and Gradient Boosting Classifier [2,6] with default parameters to decide our
candidate model. The main reasons for choosing ensemble based models were
the inability of Logistic Regression model’s solvers to optimize the model fitting
process and relatively high dimensionality of the dataset which probably posed
problems for the linear model.

3 Experiments and Results

3.1 Deal-Sourcing System

The Fig. 3 describes the outcome of the deal sourcing system without examining
the outcomes of individual layers of the system. Consider that we have crawled a
source and identified the following sentence through the initial layers of system-

SnapLogic Secures $72 Million in Growth Financing Led by
Arrowroot Capital. Norwest Venture Partners participates in Dave’s

$50M funding round.

In the advance layers, it is served as an input to the spacy’s pre-trained
model”en core web lg(v2.2.0)” and the outcome is a tagged version of the input
where the tags correspond to the entities of interest (which might be organiza-
tions or persons mainly in our case) mentioned in these sentences. In order to
examine the system in terms of the runtime of individual layers, we performed
two runs of each of the layers to extract the information from the same input
sentence as mentioned above. The results are mentioned in Table 1.

Fig. 3. Results of Named Entity Recognition
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Table 1. Summary of runtimes of different modules during API calls of deal sourcing
system (milliseconds in a laptop)

Stage Attempt I Attempt II

Crawling 1234 1435

Reformation 762 813

Extraction 704 681

Fusion 3403 2844

Validation 1838 1788

3.2 Market and Competition

The Fig. 4 explains the performance of the market and competition research sys-
tem. Figures 4a and b are having the recommended startups (in green) that are
similar to the ride-sharing startup ‘Uber’. In order to facilitate human inspection,
the sectors in which they operate are mentioned in front of their names (in white).
The nearest neighbour model used to recommend these startups was allowed to
run with two different distance metrics i.e. Manhattan distance (Fig. 4a) and
Euclidean distance (Fig. 4b). We can clearly observe by visually inspecting the
sectors of recommended startups that the performance of Euclidean distance is
better than Manhattan distance as the former have all the 11 recommended star-
tups falling in the category of ride-sharing platforms while the latter has only

(a) Manhattan Distance

(b) Euclidean Distance

Fig. 4. Recommendations with two distances
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3 relevant recommendations. Further, we have also used the cosine similarity
to explain the average of cosine similarities between Uber’s attributes such as
description and sectors and each of the its recommended competitors. If we com-
pute the cosine similarity between the Uber and each of the top 6 competitors,
then it comes out that in the Table 2 that Euclidean distance outperforms the
manhattan distance using both measurement parameters i.e. while comparing
recommendations only based on description and while comparing recommenda-
tions based on both description and sectors.

Table 2. Summary of distance metrics and mean cosine similarity scores

Distance metric Only description Description and sectors

Manhattan distance 0.4780 0.6585

Euclidean distance 0.5075 0.7120

3.3 Opportunity Evaluation

We can observe the relative better performance of Random Forest model from
the Figs. 5a and b which are describing the classification reports of the Random
Forest and Gradient Boosting models respectively. Since both of these models
were allowed to run with default parameters, it creates a level field for playing for
both the algorithms. While the Random Forest based model attained a f1-score
of 0.86 and 1.00 for the classes closed and survived, the Gradient Boosting model
was able to attain the f1-score of 0.75 and 1.00 for the same classes respectively.

(a) Random Forest

(b) Gradient Boosting

Fig. 5. Classification reports
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Further, we can observe the relative better performance of the Random Forest
model over the Gradient Boosting model by considering the Fig. 6 of confusion
matrices for the two models. We can clearly observe that while both the models
perform similar for the true positive errors, the Random Forest classifies the
true negatives in 71% of the cases while Gradient Boosting was able to do so
only for 48% of the cases. Therefore, following the aforementioned facts, we have
decided to continue with Random Forest in order to tune the parameters and
examine the performance of the model on the test set. Once parameter tuning
was performed on the Random Forest model, we observed that there was no
difference between the base model and the tuned model except for the boot-
strap = False, max depth = 80, min samples split = 10 and n estimators = 1000
is the optimized model as compared to bootstrap=True, max depth=None,
min samples split=2, n estimators=10 in the base model. Further both the mod-
els achieve a training accuracy of 99.9% (if we take one significant digit after
decimal notation) which makes no real difference between base model and the
optimized model.

(a) Random Forest (b) Gradient Boosting Model

Fig. 6. Confusion matrices

In order to examine the validity of the model, we decided to investigate
it in terms of its feature significance values. Feature significance is a global
level interpretability method. Globally, we can interpret the model in terms of
the values of global parameters which were learned while fitting the model and
feature importance is one such metric that can be used to explain on the global
level which features were the most significant ones that facilitated the model in
learning the patterns accurately. The Fig. 7 describes the significance of features
in determining the decisions at the global level. We can observe clearly that
members count is the most important feature which is helping the model in
learning patterns accurately. It can be interpreted from the usual understanding
that an organization having employed a large number of members is more likely
to survive as compared to one having fewer members based on the fact that it
must be having adequate financial resources to support those members in terms
of salaries, perks etc.
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Fig. 7. Feature importance: global explanation of random forest

4 Conclusions

In this work, we have identified three different areas concerned with the appli-
cation of artificial intelligence in the domain of venture capital. A extended ver-
sion can be found in [12]. These three areas were machine based deal-sourcing
for venture capital firms, market and competition research for sourced deals for
examining their relevance and for opportunity evaluation for the deals which are
converted into opportunities i.e. determining the potential of a startup to raise
funds beyond Series B round of funding.

In order to understand better, similar to a sales cycle, we have created our
investment cycle where the deal-sourcing system is assigned the responsibility to
source deals which are difficult to source manually. In the context of investment,
these deals are just probable startups which are being incubated or accelerated
at an incubator or accelerator or in some cases just born. Now, once the deals
are identified, we use our competitive analysis system which filters the deals
based on the market and competition factors. The deals which survive through
this stage become investment prospects and they are finally analyzed through
our opportunity evaluation system which determines the investment worthi-
ness of the prospects and based on a positive outcome, these prospects become
opportunities.

In the context of deal-sourcing, we discussed how we may exploit the capa-
bilities of deep learning based natural language processing tools such as Named
Entity Recognition to make the best use of technology in sourcing deals which
may be potential investment opportunities. While it allows us to analyze any
chunk of text obtained from various sources to detect possible entities of inter-
est, it sometimes misclassify an entity of one type (say, organization) into an
entity of other type (say, person). Such systems therefore could be improved
by training on our own corpora instead of using a pre-trained model. There is
enormous scope to employ deep learning in assisting such similar tasks involv-
ing analyzing of large number of documents which would otherwise be difficult
manually to perform.
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Similarly, for the market and competition research system, we have employed
the nearest neighbour model. However, while being simple it always comes with
may challenges which must be met in nearby future to achieve better than human
accuracy and reliability. We see some degree of improvement of our models in
the following terms.

1. Interpretability: The models based on the idea of nearest neighbours suffer
from the lack of interpretability. Since in the K-nearest neighbours model,
there are no parameters to be learnt, so there is no interpretability at the
very modular level [8]. Further, a model’s interpretability can be discussed in
the context of global interpretability and local interpretability. While there no
parameters to be trained, there are no global parameters to be optimized and
so the model behaves locally. Further if we consider interpreting the model
locally then we have to explain how an individual instance is having a set
of other instances as its neighbours. In this regard, while we can extract the
features representing that instance but if their dimensionality is significantly
high, it becomes almost impossible for humans to understand them. Perhaps
there could be some scope of interpreting the model locally if we take into
account some dimension reduction method.

2. Dimensionality: Curse of Dimensionality: If the dimensionality of the data
is extremely high, the model becomes computationally expensive to find near-
est neighbours because it is an instance/memory based algorithm.

3. Sensitivity: Nearest neighbours are always scale sensitive which means that
if we add additional features in the data which are not normalized then it
impacts significantly the system’s capability to find good neighbours.

4. Skewness: Nearest neighbours based implementation is not effective on rare
event (skewed) variable. Therefore, if there is a feature in tf-idf which occurred
only for 1–2 particular startups then it will be extremely difficult to find
right neighbours for them instead if they have generic terms, a lot of garbage
recommendations can be produced which has to be checked.

We can also interpret a model locally based on how a particular instance is clas-
sified. That is, which are the most important features that helped in classifying a
particular instance into one of those two categories. In this sequence we can use
algorithms such as LIME (Local Interpretable Model-Agnostic Explanations)
to arrive at a local explanation of each of the attributes which are also model
agnostic.
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Abstract. This paper summarizes someof thework carried outwithin theHorizon
2020projectMIDES (MIcrobialDESalination for lowenergy drinkingwater) (The
MIDES project (http://midesh2020.eu/) has received funding from the European
Union’s Horizon 2020 research and innovation programme under grant agree-
ment Nº 685793 [1].), which is developing the world’s largest demonstration of
a low-energy system to produce safe drinking water. The work in focus concerns
the support for operational decisions on desalination plants, specifically applied
to a microbial-powered approach for water treatment and desalination, starting
from the stages of process modelling, process simulation, optimization and lab-
validation, through the stages of plant monitoring and automated control. The
work is based on the application of the environment IPSEpro for the stage of
process modelling and simulation; and on the system DataBridge for automated
control, which employs techniques of Machine Learning.

Keywords: Operational decision support · Desalination plants · Process
modelling · Process simulation · IPSEpro · Plant monitoring · Automated
control ·Machine Learning · Horizon2020 project ·MIDES ·Microbial
Desalination Cell ·MDC · Low-energy process · Treated wastewater · Drinking
water · Climate change adaptation · Sustainability

1 Introduction

According to [2] and [3], the water demand situation, with increasing population and
economy growth is estimated to reach 6,900 billion m3 by 2030. Figure 1 illustrates
the estimation of water demand for 2030, considering the demands for agriculture,
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Fig. 1. Global water demand gap between 2010 and 2030 [2].

industry, domestic sectors
- taking into account the
demand for potable water
increases annually by 2%
[2]. This study shows that if
business-as-usual practices
are continued, it will result
in a globalwater demand that
is 40% higher than the avail-
able water supply. Such esti-
mation establishes well the
importance of studying solu-
tions based on desalination
technologies, which com-
poses the scope of the Hori-
zon 2020 project MIDES
(MIcrobial DESalination for low energy drinking water) [1], upon which the presented
developments of the current paper are based.

The MIDES project (running from 2016 to 2020) aims to revolutionize energy-
intensive Reverse Osmosis (RO) desalination systems by demonstrating sustainable
production of fresh water at three pilot locations in and outside Europe. MIDES is
developing the world’s largest demonstration of a low-energy system to produce safe
drinking water via the use of Microbial Desalination Cells (MDC), which remove ions
from saltwater in an innovative process powered by electroactive bacteria. In a general
basis, the project supports: (i) Climate change mitigation by lowering greenhouse gases
from current desalination systems; as well as (ii) Climate change adaptation through
innovation in providing freshwater resources.

This paper describes the part of the work carried out withinMIDES project, concern-
ing the support for operational decisions on desalination plants, specifically applied to
a microbial-powered approach for water treatment and desalination (further outlined in
Sect. 2). The supported operational decisions and actions on the implementation of the
desalination technology, follow a roadmap that starts from the stages of process mod-
elling, process simulation, optimization and lab-validation; through the stages of plant
monitoring and automated control. For the stage of process modelling and simulation,
the developed work is based on the use of the environment IPSEpro [11–14], while for
the stage of automated control, the system DataBridge is applied, employing techniques
of Machine Learning [10].

The current paper is further structured in the following way: Sect. 2 presents the
overall MIDES project process; Sect. 3 describes the MIDES roadmap process from
Lab to Pilot stages. Section 4 presents the overall process modeling and simulation
performed for the MIDES technology using IPSEpro, including the development and
implementationof the cloud-basedplatform that deployed and shared theMIDESprocess
online. Section 5 presents the monitoring and automated control stages of the project
(including the Machine learning approach). Section 6 discusses the operational decision
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making and decision support in the implementation of the MIDES Pilot Desalination
Plant. Finally, Sect. 7 draws some conclusions about the work carried out.

2 Overall MIDES Process

The EU Horizon2020 MIDES project [1] specifically applies a microbial-powered app-
roach for water treatment and seawater desalination. As in [4], existing desalination
technologies require high-energy input, being Reverse Osmosis (RO) the most widely
used technology for seawater desalination with an energy consumption of at least 3
kWh/m3. In this context, the project aims to go beyond the state of the art in desalination
by developing a low-energy sustainable process: Microbial Desalination Cell (MDC).

The MIDES low-energy-powered approach combines MDC technology as pre-
desalination step in connection with conventional RO aiming at increasing desalinated
water production, while maintaining low energy requirements. The MIDES overall pro-
cess (as illustrated in Fig. 2) includes a pre-treatment of the saline stream by ceramic
membranes prior to entering the MDC unit, where it is partially desalinated (70-90%)
before the RO post-treatment.

As stated in [4], the initial treatment of municipal wastewater in a conventional
anaerobic reactor produces an acetate-rich effluent as a fuel for the MDC. In the case
of saline water, in conventional RO desalination, seawater or brackish water undergoes
several pretreatment steps1 to protect themembranes frompollutants. InMIDES, ceramic
submerged membranes substitute this whole pre-treatment, leading to a reduction in
chemicals usage and footprint, as well as lowering by 80% the energy demand. The

Fig. 2. The overall MIDES process using Microbial Desalination Cell (MDC).

1 For instance: Chemical coagulation, Sedimentation and Filtration.
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results obtained with a lab-scale MDC has led to a significant improvement of water
production compared to values reported in literature [4].

The overall MDC aspects and its performance in MIDES [1] have been explained in
various publications of the project consortium (among them [4, 5, 21]), as well as inmost
of the project’s deliverables (among them [6–10]). The focus of this paper is to report
about the developments of the project work-package concerning Process Simulation &
Analysis, Automation & Control and its implications to the operational decision making
process of the overall project implementation and pilot installations.

3 MDC & MIDES Process from Lab to Pilot Scale

As planned in the project, there were three implementation phases in order to test and
validate the MIDES MDC and its overall concept. Those three phases included: (1) the
Lab-scale MDC; (2) the Pre-Pilot-scale MDC; and (3) the Pilot-scale MDC, including
the overall MIDES process in operation.

The roadmap of the implementation of the MIDES technology goes through the
testing of the Lab-scale-MDC, up-scaling to the assembly of a Pre-Pilot-MDC, towards
the development of the world’s largest demonstrator of the innovative MDC technology
at Pilot-scale, which will be validated in three demo-sites: Dénia (Spain)2; Tenerife –
Canary Islands (Spain)3; and in a demo-site outside Europe (in Egypt)4. All three Pilot
plants will be constructed and operated under real environments in desalination plants
operated by the MIDES project coordinator Aqualia [4].

3.1 The Lab-Scale MDC

The Lab-scale-MDC was composed of a 100 cm2 electrode area, with the configuration
of the MDC press filter reactor assembling elements, including: plates, gaskets, inlets,
outlets, electrodes, and membranes.

Besides all the necessary lab tests and procedures for implementation and installation
at Lab-scale stage, the MIDES process components and the overall process model were
mathematically modelled, simulated and validated in the environment IPSEpro5 [12], by
implementing themain engineering/physical lawsgoverning themainprocesses involved
in the system - combined physical, chemical and electrochemical principles, having
differential equations used due to their strong ability to embody the dynamics of MDC
system [6], as well as parameter values and initial conditions setting specific situations to
operate the model. A dedicated Desalination/Wastewater-Treatment Model Library with
MIDES component-models was created in IPSEpro-MDK [13] to serve this purpose.
Figure 3 presents the MDC flow chart used for the mathematical model development,
which also illustrates the scheme that was assembled in the Lab.

2 Pilot demo-site in Dénia (Spain) was already launched in November 2019.
3 Pilot demo-site in Tenerife (Spain) is still under construction and is planned to be launched early
in 2020.

4 The installation schedule of the Pilot demo-site outside Europe still needs to be confirmed.
5 IPSEpro: http://www.simtechnology.com/CMS/index.php/ipsepro.

http://www.simtechnology.com/CMS/index.php/ipsepro
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Fig. 3. The MIDES lab-scale Microbial Desalination Cell (MDC).

3.2 The Pre-Pilot MDC

The Pre-Pilot-MDC was assembled comprising 15 modular stack units of

Fig. 4. The MIDES pre-pilot system set-up at
IMDEA lab.

650 cm2 electrode area per cell. At
the pre-pilot stage, apart from all
the necessary implementation and
installation procedures, the MIDES
overall process model was simu-
lated, optimized and validated using
IPSEpro [12]; and its automated
control stage was built applying the
system DataBridge [10].

Figure 4 shows all the compo-
nents of the complete MDC Pre-
Pilot set-up, including its control
module. For the control stage linked
to the complete MDC set-up of
the MIDES pre-pilot system, the

parameters monitored were automatically controlled via the system DataBridge from
project partner OnControl (as described in Sect. 5).

3.3 The Pilot-Scale MDC

The Pilot-scale MDC specification comprises of an assembly of MDC pilot-unit stacks
of 12 pilot MDC unit cells (4 units per pilot plant) of 0.8 m2 electrode area per cell, 50×
80 cm. This development represents the world’s largest demonstrator of the innovative
MDC technology at Pilot-scale. Figure 5 shows the MIDES Pilot-scale MDC at the
installations of the Aqualia Desalination Plant in Dénia, Spain. This demo-site was
launched inNovember 2019 and is currently running at operational testing and validation
phases, including its controlled operation.
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Fig. 5. The MIDES pilot Microbial Desalination Cell (MDC) in Dénia Demo-site.

4 MIDES Process Modelling and Simulation

The tasks of process modelling, simulation, and process optimization were developed
for MIDES using SimTech’s simulation environment IPSEpro [12, 13].

4.1 IPSEpro – SimTech’s Integrated Process Simulation Environment

IPSEpro (SimTech’s Integrated Process Simulation Environment) is a heat balance and
process simulation software package, which is currently one of the most comprehensive
and versatile processmodeling systems available. IPSEpro can be applied in awide range
of applications, within the areas of Desalination; Geothermal Energy; Refrigeration;
Concentrating Solar Power; and Thermal Power. With its various modules, IPSEpro
supports users throughout the entire lifecycle of a process plant, from conceptual design
to on-line plant performance monitoring and optimization. Due to its unique level of
flexibility and its open architecture, IPSEpro is the ideal platform for implementing
custom modelling solutions [12–14] (Fig. 6).

Fig. 6. IPSEpro general architecture.

In IPSEpro, process models are created using the Process Simulation Environment
(PSE). In PSE, the user sets up the process model graphically by drawing a flowsheet
using components from a model library. Required data is entered directly in the flow-
sheet. By drawing the flowsheet and entering the data, the user implicitly creates a system
of algebraic equations, which is then solved by the IPSEpro’s solver core. Results are
displayed graphically in the flowsheet [11]. In IPSEpro component equations and phys-
ical property methods are not part of the core software. Instead, application-specific
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information is contained in model libraries, which can be created and modified using a
specialModel Development Kit (MDK). For instance, amodel library specifically devel-
oped for ORC (Organic Rankine Cycle) processes [18] includes a comprehensive set of
component models based on working fluids used, as well as models for the part-load
behaviour of the components, so that the user can analyze the off-design characteristics
of ORC plants [16, 17]. The same applies for Desalination plants, using the Desalination
Model Library [14].

4.2 IPSEpro in MIDES

IPSEpro Process Simulation Environment (PSE) [12] and IPSEpro Model Development
Kit (MDK) [13] were both used in the development of MIDES component models, with
the creation of a customized model library called MIDES_Lib, as well as in the creation
of the overall process model including the MDC.

The IPSEpro simulated models support understanding the performance of the
involved processes. The MDC mathematical simulation model was a useful tool to
predict the behaviour of MDC systems in different conditions. Hence, the mathematical
process model was able to simulate accurately the quantitative influence of different
parameters on the MDC performance. The complete MIDES process was implemented,
simulated and optimized in the IPSEpro-PSE Process Simulation Environment [12],
including the MDC and the other customized desalination and wastewater-treatment
components created using the IPSEpro-MDK [13] for the MIDES_Lib.

4.3 IPSEpro Online Platform - Implementation

A requirement of the project MIDES was to present its overall process model in a shared
online platform, in order to allow better collaboration among developers and project
partners. By using the solver core of IPSEpro, it was possible to base the implementation
of the cloud-based platform on a web modelling approach. Using the same solver core
and the same model library as in the original IPSEpro environment ensures that the
results obtained with the cloud-based platform are identical to those previously obtained
with IPSEpro.

The IPSEpro online platform [9] was designed with the characteristics described
above for creating and solving process models, without the requirement to install any
software locally. All interaction with the model, from defining the model to reporting
results, is done via a web browser. Taking advantage of recent developments in browser
technology, in particular HTML5, a browser-based user interface has been developed
[19], as included in the general IPSEpro online platform concept in Fig. 7; and in the
system architecture at implementation-level, shown in Fig. 8.

The IPSEpro cloud-based simulation platform has been implemented as a web appli-
cation and as such typically defined as a client-server computer program,which the client
(including the user interface and client-side logic) runs in a web browser. Consequently,
the components of web applications can be divided into the categories: client-side com-
ponents and server-side components, and a middleware which manages the communi-
cation between client and server. Figure 8 illustrates the overall implementation-level
architecture of the IPSEpro cloud-based simulation platform, partially developed under
the MIDES project.
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Fig. 7. IPSEpro online platform concept.

Fig. 8. IPSEpro online platform - system architecture at implementation-level.

Client-Side Component: In the cloud-based simulation platform, the client side com-
prises of a project management component and the flowsheet editor. The project man-
agement component enables the user to log into the system, to create new projects, or
select existing projects to use in the flowsheet editor.

Flowsheet Editor: The flowsheet editor enables the user to create and modify the flow-
sheets of processes, to edit process parameters, to execute the system solver and to
display results.

Server-Side Components: The server-side of the cloud-based simulation platform
includes: A web server with a database server, which stores all data about users and
user projects. The web server also provides all parts of the interface which are not
specific to a particular model library; and a Library Server.

Library Server: The Library Server provides two services: (1) upon the respective
request from a client, it returns the information about all component in a model library
which is required to configure the user interface for using it with the respective model
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library; and (2) it also handles the request to solve a project. The information about
the system components that are required by the flowsheet editor are extracted from the
model library description used by IPSEpro. When the client requests to solve a process,
it includes with the request a complete description of the structure and parameterization
of the system. The library server feeds this information to the solver core, which converts
it into a system of algebraic equations, which it then solves. The results are then sent
back to the client to be displayed graphically.

4.4 MIDES Desalination Process Model Used Online

Figure 9 shows the MIDES process model within the IPSEpro Online Platform [9]. It
is possible to identify on the left side of the environment, the icons of the customized
desalination and wastewater-treatment components created for the MIDES_Lib model
library and used in the simulation of the overallMIDESprocess. Results of the simulation
are automatically displayed in the data-crosses placed along the process components’
connections; and within the parameter boxes in the flowsheet.

Fig. 9. MIDES process model simulated in the IPSEpro online platform

5 MIDES Monitoring and Automated Control

The MIDES control and monitoring systems were implemented and optimized by the
partner OnControl, starting from the field devices up to the high-level control tools.
All sensors and actuators were selected considering the principal process variables to
be monitored and controlled. Such selection was made based on commercial solutions
already available in the market, taking into account the financial viability of the project



Supporting Operational Decisions on Desalination Plants 159

and future scaling up. Moreover, the actuators and the desired behavior for the process,
the low-level control architecture were developed, comprising of a Programmable Logic
Controller (PLC) and aHumanMachine Interface (HMI). Thefinal element of the control
architecture is the high-level control layer that is composed by OnControl software
systems used to read, process and visualize data in real time (Fig. 10).

Fig. 10. Control system archicteture.

As illustrated in Fig. 10, the data module Databridge is responsible for all acquisition
andprocessing of the data,which includes all the tools thatwill provide and expert control
of the system. The main Databridge plugins used were the following: (1) Expert Fuzzy
Control system: software that allows the incorporation of expert human knowledge
about the process in the system to be controlled using “if-then” fuzzy rules. The user
can construct the controller and adapt it using a user-friendly graphical interface; (2)
Statistical Modeling System; (3) Ontrend Plugin: software that allows the creation of
historical data of the process, saving it in a PostgreSQL database; and (4) PostgreSQL:
Database used by the Ontrend plugin of the Datacube to show/monitor the historical
data of the process.

In addition to Databridge, the systems Datacube and Dashboard were also used in
order to achieve unattended control architecture and process monitoring. The Dashboard
technology is used for real time process monitoring in a single webpage interface, where
the main information from process is made available.

Datacube is a high-level user interface platform that is used for: Historical analysis
of the process using the plugin Ontrend; as well as for Analysis of the Key Performance
Indicators of the process. The Datacube system is a modular and extensible software,
which creates an interface between the operator and the process. It allows for a histor-
ical view of the process, online and historical analysis of the energy consumption and
automatic creation of reports.

In order to monitor the performance of the MIDES process, a tool for the imple-
mentation and monitorization of the Key Performance Indicators (KPI) of the process
was created, which handled the most varied KPIs: overall process efficiency, production
flow, energy management system, among others. The software offers a graphical inter-
face using the Datacube that allows the user to monitor the KPIs and check its historical
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data. Such tool is particularly important to support decision-making processes within
the project implementation procedures.

5.1 Monitoring Control System in the Pre-pilot

The monitoring automated control system deployed in the MIDES pre-pilot installation
within the IMDEA lab set-up is shown in Fig. 11. The development of the control sys-
tem was an iterative process that starts from the selection of the system requirements,
together with the design of the electrical diagram for the construction of the switchboard.
In parallel, the programming of the PLC and HMI was performed. In the visual interface
of the pre-pilot the user can control the peristaltic pumps, the liquid and gas solenoid
valves and monitor the potentials and current of everyMDC cell. Overall, the main char-
acteristics of the control system-module are: IP66 Wall-mounting polyester enclosure;
Safety equipment for devices and people protection; Power supply of the automation
equipment, sensor and actuators; Power supply of theMDC; andAutomationEquipment:
PLC and HMI.

Fig. 11. MIDES pre-pilot control system switchboard: external and internal views.

Machine Learning using Databridge
As a sub-area of Artificial Intelligence (AI), Machine learning (ML) focuses on studying
algorithms and statistical models used by computer systems to perform a specific task,
relying on patterns and inferences. ML algorithms build a mathematical model based
on sample data (training data), in order to make predictions or decisions without using
explicit programmed instructions [22]. ML can be applied to various applications across
business problems, togetherwithDataMining [23], focusing on exploratory data analysis
for predictive analytics.

In MIDES, a Machine Learning (ML) approach with Statistical implementation was
developed using the Databridge model to predict the Chemical Oxygen Demand (COD),
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by means of a software sensor (aka. soft sensor). The collected data as “training data”
came from a total of 12 monitored variables, which included: conductivity, pH, redox,
temperature, current generated, pump velocity, etc. (in catholyte, anolyte, saline tanks).
Those parameters were measured every 1 min. Data from COD laboratory measure-
ments were also considered, which have scarcely and infrequently measurements, of
approximately twice a day. The COD soft sensor allows the estimation of COD in real
time at every minute, allowing operators to take fast decisions.

To predict theCOD, the variables parameters from saline, anolyte and catholyte tanks
were used as input variables. Those were: the conductivity, pH, redox and temperature,
for which a total of 16 samples were used to learn the COD predictive model. For
such purpose, a partial least squares (PLS) model was used as the predictive model and
deployed for operation in the Databridge module. The PLS was chosen as the predictive
model, because it is robust to noise, correlated and irrelevant features, which are common
issues in industrial applications.

Fig. 12. (a) Coefficients of PLS model for COD prediction. (b) Predicted and real COD.

Figure 12 shows the coefficients of PLS model, and the prediction comparison,
between real and estimatedCOD. Figure 12(a) shows the relevance of each input variable
regarding the COD values. Figure 12(b) shows the coefficients of PLS model for COD
prediction, it can be noticed that it has a pertinent and well-accepted agreement between
prediction and real values, validating the ML approach.

6 The Operational Decision Making Support in the MIDES Pilot
Desalination Plant

Operational Decision Support Systems have been extensively studied, including use-
cases [24, 25], and show to offer decision makers accurate and appropriate conditions
for better decisions, as they are provided with the needed information and results from
simulated models of their analyzed processes, in order optimize operations as well as
further implementation phases of respective systems and installation plants.

Within MIDES, the operational decision making support provided by the simulation
analysis of the MDC and its process, as well as its automated operational control was of
vital importance for the accuracy of its performance and data validation, as well as for
the mitigation of risks in the pilot implementation stages.
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The mathematical model of the MDC provided by the results of project work-
package concerning “Microbial Cell Design Engineering and Testing” were further
implemented in IPSEpro and integrated in the customized MIDES component-model
library (MIDES_Lib), which was then used in the IPSEpro Process Simulation Envi-
ronment PSE to create the comprehensive MIDES process model that was simulated,
optimized and validated by all involved technical partners.

The concept of using IPSEpro as a Decision Support System (DSS) or coupled with
a DSS for operational applications has its origin described in [15] and has been source of
insights for further investigations in the DSS area (like in [20], for instance). Specifically,
the analysis planned to support operations inMIDESwas based on the insights and results
of the respective simulated process model, as well as of its monitored control system.
Figure 13 shows the considered steps used in MIDES for operational decision support,
in order to allow pertinent actions to be taken to improve system performance envisaging
more accuracy in the implementation phases of the project.

Fig. 13. Steps of the analysis planned for operational decision support in MIDES.

The overall simulated model implemented via IPSEpro, including its developed
and deployed online platform, was then a useful asset for the project, in providing a
decision-making tool concerning the integration of the MIDES process from Lab-scale
to Pre-Pilot scale. The use of the simulated model of MIDES allowed the confirmation
of expected parameters and values of the project implementation that then validated
its implementation phase. Moreover, the results obtained in the analysis of the MIDES
Pre-Pilot-scale MDC could be used for assessing the impact of up-scaling of changed
component parameters in the next phase of the Pilot-scale MDC, and even analyzing the
performance of the pilot plants. Likewise, the results of the MIDES Monitoring System
allows project managers, end-users and decision-makers to have a clear picture of the
operational situation of the pilot plants in order to be granted assistance on assertive
potential decision-making options.

7 Summary and Conclusion

A cloud-based simulation platform for the IPSEpro process & simulation modelling
environment has been implemented and its capabilities have been demonstrated. The
experience gained with the system shows that it is well suited for realistic applications
and can be particularly useful for collaborative project development, like MIDES.

In terms of the developed IPSEpro Online Platform, a major benefit of the cloud-
based simulation platform is the fact that no software needs to be installed locally. This
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makes the system access easier, which is of particular benefit in collaborative research
projects where a larger number of users needs to access the models. Additionally, there
is no risk of version conflicts that can occur with locally installed software. Another
advantage is that process models can be readily shared, and changes are available to all
authorized users virtually instantaneously.

With the IPSEpro Online Platform and the Control Monitoring System implementa-
tion, we can assure that the sharedMIDES process model for development collaboration
among project partners is robust and accurate in performance and security aspects; and
that the automatically monitored data presented to the end-users and pilot developers,
including ML & statistical analysis, serve as important tools of decision-making with
accurate levels of assertiveness. Those features enforce a rapid decision-making process
on potential changes to be implemented in the model, impacting all stages of the project
implementation from lab-scale, through pre-pilot to pilot stages.
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Abstract. Over the past several decades, DSS has progressed toward becoming
a solid academic field. Nevertheless, since the mid-1990s, the inability of DSS
to fully satisfy a wide range of information needs of practitioners provided an
impetus for a new breed of DSS called business intelligence systems (BIS). This
paper examines the major differences among decision support systems (DSS),
business intelligence (BI), and data analytics (DA). These three systems are dif-
ferent in terms of data, analytical environment, analytical tools, their focuses, and
others. Next, the paper briefly describes the major characteristics of each. Third,
A survey of DSS, BI, and DA is conducted covering the period of January 2016
through December 2019 to report publication trends of each system. The final
section summarizes the findings and discusses their implications. This research
provided a picture of what has happened over the past several years. The biggest
accomplishment the DSS community achieved is that it provided the foundational
concepts such as the DDM paradigm and the definitions of DSS. The DSS area
has given the fruits of the DSS research to numerous other fields. Further, DSS and
BI have a mild level of increased publications, while there is very sharp increase
in DA (349%).

Keywords: Decision support systems · Business intelligence · Data analytics ·
BigData · Data warehouses

1 Introduction

The academic discipline of decision support systems (DSS) today has established itself
as an academic filed of research and teaching, with contributions of more than 200 DSS
researchers [1, 2], over the past 50 years. Until late 1990s, most textbooks had used “de-
cision support systems” to cover the discipline. Nowadays, many of them have replaced
“decision support systems” with “business intelligence” and/or “business analytics.”
For example, major information systems academic conferences such as the Americas
Conference on Information Systems (AMCIS), European Conference on Information
Systems (ECIS), and International Conferences on Information Systems (ICIS) create
tracks on business analytics and business intelligence, in place of DSS. However, other
DSS conferences use the term DSS, including the International Conference on Decision
Support Systems Technology (ICDSST) and the International Federation of Information
Processing working group (IFIP WG) 8.3 on Decision Support Systems.
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Some believe that this is an indication that business intelligence systems (BIS) is a
successor to DSS. We view DSS and BIS as two sides of the same coin and coexisting
as two separate entities. BI is a more general system that has replaced specific DSS
for data-driven problems where the intelligence phase of the decision is most impor-
tant to the decision maker. BI and DSS have different origins, domains, impetus, and
architectures. Academics always concentrated on “hard” problems, and this often means
complex models, while vendors always want problems that occur widely, which is often
data intensive. Over the past decades, with the changing technological environment of
BigData, we have witnessed the emergence of the terms such as “BigData analytics.”

The purposes of this paper are as follows. First, we examine the major differences
among DSS, BI, and DA. These three systems are different in terms of data, analytical
environment, analytical tools, their focuses, and others. Second, we briefly describe the
major characteristics of each. Third, we present a survey of DSS, BI, and DA covering
the period of January 2016 through December 2019 to report the publication trends of
each system.

The next section presents the DSS Architecture, reference disciplines, and research
sub-specialties. This is followed by the comparative analysis the major differences
among DSS, BI, and DA. The final section summarizes the findings and discusses their
implications.

2 Comparison of DSS, BI, and DA

The three aim to improve organizational decision making with different focuses, tools,
andmethods. The term“DSS”were invented by academic researchers to support decision
makers to effectively deal with semi-structured decisions in the 1970s. On the other hand,
BI andDA are jointly created by practitioners and software vendors to help organizations
fulfill awide range of information needs: information, decisionmaking (structured, semi-
structured, and unstructured), and knowledge creation (see Zaman [3], for introduction

Table 1. DSS, Business Intelligence, and (Big) Data Analytics

DSS BI (Big) DA

Data Database Data warehouses BigData

Analytical
environment

Model Base
User Interface

Data warehousing
analytical
environment

Advanced analytical
techniques/Discovery
analytics

Analytical tools OR/MS BI analytical tools
(query, report, OLAP,
Visualization & Data
mining)

BI analytical tools &
BigData processing
tools
(Hadoop,
MapReduce,
In-database analytics,
In-memory databases
Columnar data stores)

(continued)
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Table 1. (continued)

DSS BI (Big) DA

Focus Semi-structured
decisions

Information &
Knowledge creation

Information &
Knowledge creation

Origins 1970s The mid-1990s The early- 2000s

Who coined the
terms?

Keen & Scott-Morton,
Sprague & Carlson

Gartner, Inc. Roger Mougalas from
O’Reilly Media

Note: The analytical environment refers to the combination of hardware and software for building,
accessing, and maintaining the analytical tools. The data warehousing analytical environment
refers to the combination of hardware and software for accessing, and managing BI analytical
tools.

to and evolution of BI). BI has been replaced by the new term “analytics” or “data
science” [4]. In our view,DSS andBIS are independent information systemswith distinct
characteristics. Not all DSS implemented are created by BI tools. Many important DSS
are the joint product of academicians and practitioners (Table 1).

2.1 DSS

The term, DSS, is created by academicians in business in 1970s. Over the past five
decades, DSS has made progress toward becoming a solid academic field. Figure 1 is
the summary of DSS research between 1969 and 2012 using author cocitation analysis
(ACA), a subfield of informetrics [1]. The figure shows the data-dialogue-model (DDM)
paradigm of Sprague and Carlson [5], organizational perspectives of DSS development
[6], reference disciplines [7], and functional application development research [8–10].

2.2 BI

Another critical element that sets BI apart from DSS is data warehouses. BI systems
consist of two major subsystems: the data warehousing environment and the analytical
environment [4, 11].

The data warehouse is a central repository of reorganized, consolidated, and inte-
grated data, which is subject-oriented, integrated, time-variant, and non-volatile, to
give timely and reliable information and knowledge about the organization, its prod-
ucts/services, and its customers to help decision makers manage the organization effec-
tively. The data warehouse is the architectural foundation of executive information
systems (EIS), and business intelligence systems [12].
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The data warehousing environment usually refers to the combination of hardware
and software for building, accessing, andmaintaining the datawarehouse. The dataware-
house environment extracts, cleans, transforms, transfers, and loads data from transaction
processing systems. The management of the data warehouse consists of ensuring data
quality, managing the systems (hardware, software, procedure, people, and data), and
managing the metadata.

Organisational Goals

Improving effectiveness of the 
DM's problem-solving process

A. specific DSS

Decision maker(s)

Interface

Data Model

Implementation

D

EvaluationDesign

EC

Data Models
Decision 
maker(s)

User Interfaces

Intelligent 
Agents

KBDSS

MCDSS

Data 
Warehousing

Data Mining

Global DSS

Single User DSS

GSS

ODSS
OLAP

F G H I

Psychology

Systems Science

AI

Cognitive Science

Communication 
Science

Organization Science

Computer Science

Management Science

Multicriteria decision 
making

J. Contributing 
disciplines

Marketing DSS

POM DSS

Financial DSS

B. Functional 
Applications

Fig. 1. DSS Architecture, reference disciplines, and sub-specialties Source: [2]
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The analytical environment refers to the combination of hardware and software for
building, accessing, and maintaining the analytical tools—query, report, online analyt-
ical processing (OLAP), visualization (e.g., pivot charts), data mining—in support of
information extraction, decision making, and knowledge creation. The success of the
datawarehouse ultimately depends on the user’s ability to carry out efficient and effective
decision making in conjunction with several exploitation tools including the analytical
environments.

2.3 DA

Due to the digital revolution, more and more data are easily and automatically captured
and accumulated though the use of source data automation devices such as point-of-sale
systems, optical barcode scanners, smart card readers, the Internet of Things (IoT), and
social media. (Big) Data analytics (discovery analytics, or exploratory analytics) has
two essential ingredients: big data sets and advanced analytic techniques.

Big data refers to a very large dataset whose size is too big to be processed by tradi-
tional hardware and software. Most big data are generated bymachines in networks such
as e-business networks (click stream data), social networks, the Internet of Things, many
types of wireless sensor networks, and machine data (application logs, click stream data,
web access logs, etc.). Bigdata may also include historic data from a data warehouse. No
single computer hardware can store and process it with traditional database management
software. Further, unlike traditional structured data that can be stored using a table of
rows and columns, big data include unstructured data that are characterized the 4 Vs:
Volume; Velocity; Variety and Veracity. These characteristics make it difficult to store,
process, analyze the Bigdata using ordinary computing systems [4].

Advanced analytics is a collection of related techniques and tool types, usually
including predictive analytics, data mining, statistical analysis, complex SQL, data
visualization, artificial intelligence, natural language processing, and Bigdata process-
ing technologies (such as MapReduce, in-database analytics, in-memory databases,
columnar data stores).

In addition to (Big) data analytics, discovery analytics, or exploratory analytics,
often large volume or large dataset analytics, and predictive analytics have been used
interchangeably. With the increasing availability of bigdata in every industry, big data
analytics have been applied to the following areas: smart city design, supply chain
management, precision animal agriculture, genomic medicine, robotic industry, food
and nutrition, healthcare research and also other type of interdisciplinary research, agile
software development, etc. Our survey also reveals that many other terms are being
used with specific focus on the nature of the dataset including engagement analytics,
healthcare analytics, and learning analytics.
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3 Emerging Trends

Fig. 2. Comparison of the number of Publications in DSS, BI, and DA

The first step is retrieving only “English” language, peer reviewed, academic journal
articles published between 2012 and 2015 and between 2016 and 2019. To detect the
trends, we divided into two periods. Prior research using the bibliometric approach
covered up to 2012. This paper covers most recent 8 years. Figure 2 shows that research
papers on DSS, BI, and DA have increased with different rates. DSS and BI have a mild
level of increased publications, while there is very sharp increase in DA (349%).

3.1 DSS

Figure 2 shows that the number of published of DSS articles between 2016 and 2019 is
263. The majority (more than 82%) of them are being published in non-business fields
such as engineering, animal biosciences, nursing, sports medicine, defense, child care,
climatic changes, forensic science, etc.

The major accomplishments of DSS research are summarized in Fig. 1.
The emergence of DDM (Data-dialogue-model) paradigm (under A. specific

DSS in Fig. 1): The DDM paradigm is concerned with the three major technology
components required to build DSS – dialog management systems, data management
systems, and model management systems [5].

Development of functional applications (under B. functional applications in Fig. 1)
[8–10].

The emergence of the DSS framework from an organizational perspective (under
C, D, E. in Fig. 1) [6].

The development of research subspecialties (under F, G, H, I in Fig. 1) [13–16].
Identification of contributing disciplines (under J in Fig. 1) [1].
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During the period 2016-2019, here are summary of our bibliometric research findings
published between 2016 and 2019.

DSS Developments in the Functional Area of Business
Thefirst noticeable trend is specificDSSdevelopments in the functional areas of business
and management. This trend is due to the fact that all DSS reported here are OR/MS
based systems. No other decision support technologies other than DSS are capable of
developing specific DSS based on the DDMparadigm of Sprague and Carlson [5], where
OR/MS models are indispensable components of DSS (Fig. 3).

Fig. 3. Distribution of DSS by functional management. MTL (Marketing, Transportation, and
Logistics), POM (Production and Operations Management), Misc. (Miscellaneous Applications),
MIS (Management Information Systems).

There were 47 applications in the corporate functional management area. Of the
corporate functional management applications, group and negotiation support systems
contains the largest number of applications (16), followed by MTL (13), POM (7), MIS
(3), business strategy (2), and Miscellaneous applications (6). The MTL applications
are further subdivided into several supply chain management support systems in the
food industry[17], the offshore-wind industry [18], etc. In addition, MTL applications
include social network information-based customer churn prediction DSS [19], and
energy efficient ship operations support systems [20].
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The group and negotiation support applications include the development of an auto-
matic mechanism to support consensus reaching in the group decision making with
heterogeneous preference structures [21], the development of a consensus-based mul-
ticriteria group decision model [22], and knowledge acquisition using group support
systems [23].

The POM applications include a sustainable aggregate production planning model-
based DSS for the chemical process industry [24], optimization model based DSS [25],
collaborative web-based manufacturing operations support systems [26], and DSS for
ranking the suitable contractors for a project by combining TOPSIS and AHP algorithms
[27].

The MIS applications include radio frequency identification (RFID)-enabled three-
echelon meat supply chain network design support systems [28] and developing a
decision tool for business process crowdsourcing [29].

In the strategicmanagement area,DSSs are developed to support sustainable strategic
decisionmaking in an electricity company[30] and in prioritizing strategic goals in higher
education organizations [31].

Miscellaneous DSS applications include development of a multi-objective integer
linear programming model [32], and several medical DSS for classifying patients into
various risk groups [33], and developing a variable neighborhood search algorithm for
the surgery tactical planning problems [34].

Contributions of DSS to Other Nonbusiness Area
Kaplan [35, p.4] wrote: “And it is a measure of its success in these inquiries that it is
asked in turn to give its riches to other disciplines.……The autonomy of inquiry is in no
way incompatible with the mature dependency of the several sciences on one another.”
DSS researchers have taken research models, concepts, theories, and assumptions from
the various reference disciplines over the past several decades[7]. Eom [2] noticed the
beginning to see the diffusion of DSS ideas and DSS applications in a plethora of
diverse journals, including Journal of Travel Research, Social Work Research, Simula-
tion&Gaming,Archives of InternalMedicine, Journal ofAmericanMedicalAssociation,
Transportation Quarterly, British Medical Journal, American Journal of Medicine, and
International Journal of Technology Management. These journals were not the publica-
tion outlets for publishing DSS application articles when the first survey of published
DSS articles were conducted [36].

This study shows that the majority (more than 82%) of DSS articles with “decision
support systems” descriptor are being published in outside of business fields such as
alcohol research, animal biosciences, biology, cancer education, child and adolescent
psychiatry, child care, climatic changes, clinical therapeutics, cropmanagement, defense,
engineering, environmental policy, fish and fisheries, forensic science, forest research,
lung cancer, mental health, nursing, physical geography, potato research, psychiatric
services, sports medicine, telephone nursing, tropical medicine, etc. The DSS area is
now giving the fruits of the DSS research to other fields.
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3.2 BI

BI research is broadly concerned with the design, implementation, and use to achieve
business goals. As such, BI research focused on identifying critical success factors [37],
and justification [38] of BIS adoption and implementation as well as using BI for sensing
opportunities for organizational innovation[39] and promote Business Unit Strategies,
and domestic and international operations and business growth[40]. Data-driven DSS
aims to produce BI that drives organizational innovations and business growth.

3.3 DA

To examine the development pattern and trends of DA research publications over the past
4 years, the survey results are summarized according to the area of application (Table 2).
The application areas can be broadly divided into corporate functional management
fields (23 applications articles) and other non-business areas (12 applications).

Corporate Functional Management Area
There were 23 BigData applications in the corporate functional management area. Of
the corporate functional management applications, MTL contains the largest number of
application articles published (9), followed by MIS (6), POM (5), and accounting and
finance (2).

The MTL applications (9) are further subdivided into several subareas: supply chain
management [41], customer relations management [42], and sustainable retail environ-
ment [43]. The MIS applications (6) are concerned with Big data-driven optimization
for 5G mobile networks [44], IoT driven data analytics, and Big Data Analytics based
on data from the multiple datacenters [45].

Data Analytics are applied in the POM area in building a better car company, design-
ing analytics-based data products. BigData analytics are being used for smart production,
and sustainable value creation [46]. Unstructured Data are being used to tidy up credit
reporting and data analytics are applied to improve fraud prediction in accounting and
finance. Big data analytics are improving dynamic capabilities and performance of firms
(Table 2).

Non-Business Areas
There were 12 BigData applications in non-business areas. Of the non-business area,
Education is creating and utilizing engagement analytics [47], which use online data
collected from learning management systems’ log data to predict learning outcomes and
students’ satisfaction. BigData analytics are being used to assess collaborative learning
[48]. International applications research discussed data practices in South Africa [49]
as well as challenges with big data analytics in service supply chains in the UAE [50].
In the area of city management, Amsterdam’s Smart City Initiative was based on the
utilization of BigData [51].
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Table 2. Distribution of BigData analytics publications

Functional Management Areas 23

MTL 9

MIS 6

POM 5

ACC/FIN 2

STRATEGY 1

Non-Business Areas 12

Education 3

Int’l Application 2

City Management 2

Military 1

Energy 1

Healthcare 1

Misc. 2

4 Conclusions

Over the past several decades, DSS has progressed toward becoming a solid academic
field. Nevertheless, since the mid-1990s, the inability of DSS to fully satisfy a wide
range of information needs of practitioners provided an impetus for a new breed of DSS
called business intelligence systems (BIS) as well as DA.

DSS research over the past several decades has evolved, and it has witnessed ongo-
ing dynamic changes in the intellectual structure/disciplinary matrix of DSS research
fields [1]. The academic discipline of DSS today has undergone numerous changes in
technological and other environments. Before the era of big data, most data collected by
business organizations could be easily managed by traditional relational database man-
agement systems with a serial processing system. Social networks, e-business networks,
the Internet, and many other wireless sensor networks are generating huge volumes
of data every day. The challenge of big data in both the business and political world
has demanded a new decision support technology and new analytical environments.
Accordingly, the academic discipline has responded to create a new field of BigData
analytics.

This research provided a picture of what has happened over the past several years,
based on the publication survey of DSS, BI and BigData Analytics along with previous
bibliometric studies.We hope that results of this research provoke new thinking about the
future direction of the DSS area. First, the biggest accomplishment the DSS community
achieved is that it provided the foundational concepts such as the DDMparadigm and the
definitions of DSS. The DSS area has given the fruits of the DSS research to numerous
other non-business fields. Second, unlike a previous bibliometric study of DSS over
the period (1969-2012), most DSS research publications has decreased substantially in
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many research subspecialties. Other than small number of application developments, the
current survey indicated that there are littleDSS research activities in the areasC through I
in Fig. 1. The previous bibliometric study ofDSS, over the period (1969-2012) concluded
that some research subspecialties including most notably group support systems (GSS),
model management, and individual differences/user interfaces, and implementation had
disappeared or substantially weakened.

Past DSS research has contributed both breadth and depth to decision-making
research. Future roles of DSS research will be even more important with the emer-
gence of new decision and information technologies such as BigData, social and mobile
computing and cloud computing to deliver more customer-centric and marketplace sup-
port. Data and Intelligence from BigData and data warehouses still need statistical and
OR/MS modelling to create knowledge. We have seen many cases of datamining tech-
niques applied to BigData and Data warehouse data. The future of DSS is to applying
all statistical and OR/MS modeling to Bigdata and Business Intelligence data.

References

1. Eom, S.: Longitudinal author cocitation mapping: the changing structure of decision support
systems research (1969–2012). Found. Trends® Inf. Syst. 1(4), 277–384 (2016)

2. Eom, S.B.: The Development of Decision Support Systems Research: A Bibliometrical
Approach. The Edwin Mellen Press, Lewiston, NY (2007)

3. Zaman, M.: Business Intelligence: Its Ins and Outs (2005)
4. Sharda, R., et al.: Business Intelligence and Analytics: Systems for Decision Support, 10th

edn. Pearson, Boston (2015)
5. Sprague, R.H., Carlson, E.D.: Building Effective Decision Support Systems. Prentice Hall,

Englewood Cliffs (1982)
6. Keen, P.G.W., ScottMorton,M.S.: Decision Support Systems:AnOrganizational Perspective.

Addison-Wesley, Reading (1978)
7. Eom, S.B.: Reference disciplines of decision support systems. In: Burstein, F., Holsapple,

C.W. (eds.) Handbook on Decision Support Systems 1: Basic Themes, pp. 141–159. Springer,
Heiderberg (2008)

8. Eom, H.B., Lee, S.M.: A survey of decision support system applications (1971-April 1988).
Interfaces 20(3), 65–79 (1990)

9. Eom, S., Kim, E.: A survey of decision support system applications (1995-2001). J. Oper.
Res. Soc. 57(11), 1264–1278 (2006)

10. Eom, S.B., et al.: A survey of decision support system applications (1988-1994). J. Oper. Res.
Soc. 49(2), 109–120 (1998)

11. Eckerson, W.: Smart Comapnies in the 21st Century: The Secrets of Creating Successful
Business Intelligence Solutions. The Data Warehousing Institute, Seattle (2003)

12. Eom, S.B.: Data warehousing. In: Zeleny, M. (ed.) The IEBM Handbook of Information
Technology in Business, 1st edn, pp. 496–503, Thomson Learning, London (2000)

13. Eom, S.B.: Assessing the current state of intellectual relationships between the decision sup-
port systems area and academic disciplines. In: Kumar, K., DeGross, J.I. (eds.) Proceedings of
The Eighteenth International Conference on Information Systems, pp. 167–182. International
Conference on Information Systems, Atlanta (1997)

14. Eom, S.B.: The intellectual development and structure of decision support systems
(19911995). Omega 26(5), 639–658 (1998)



178 S. Eom

15. Eom, S.B.: Intellectual relationships between information systems and psychology. In: Pro-
ceedings of Associations for Information Systems 8th Americas Conference on Information
Systems, Dallas, TX (2002)

16. Eom, S.B.: Intellectual relationships between the decision support systems area and cognitive
science. In: The Eighth International Confernce of the Association of Information Systems
SIG/DSS and International Society of Decision Support Systems: Trends in DSS Research
and Practice, Porto Alegre, Brazil (2005)

17. Bocewicz, G., et al.: Traffic flow routing and scheduling in a food supply network. Ind.Manag.
Data Syst. 117(9), 1972–1994 (2017)

18. Mogre, R., et al.: A decision framework to mitigate supply chain risks: an application in the
offshore-wind industry. IEEE Trans. Eng. Manag. 63(3), 316–325 (2016)

19. Backiel, A., et al.: Predicting time-to-churn of prepaid mobile telephone customers using
social network analysis. J. Oper. Res. Soc. 67(9), 1135–1145 (2016)

20. Besikçi, E.B., et al.: An artificial neural network based decision support system for energy
efficient ship operations. Comput. Oper. Res. 66, 393–403 (2016)

21. Bowen, Z., et al.: Group decision making with heterogeneous preference structures: an
automatic mechanism to support consensus reaching. Group Decis. Negot. 28(3), 585–617
(2019)

22. Lima, A.S., et al.: A consensus-based multicriteria group decision model for information
technology management committees. IEEE Trans. Eng. Manag. 65(2), 276–292 (2018)

23. Pyrko, I., et al.: Knowledge acquisition using group support systems. Group Decis. Negot.
28(2), 233–253 (2019)

24. Hahn, G.J., Brandenburg, M.: A sustainable aggregate production planning model for the
chemical process industry. Comput. Oper. Res. 94, 154–164 (2018)

25. Salam, M.A., Khan, S.A.: Simulation based decision support system for optimization. Ind.
Manag. Data Syst. 116(2), 236–254 (2016)

26. Hernández, J.E., et al.: A DSS-based framework for enhancing collaborative web-based
operations management in manufacturing SME supply chains. Group Decis. Negot. 25(6),
1237–1259 (2016)

27. Asgharizadeh, E., et al.: A combined approach of multiple attribute decision making for
ranking and selection of project executive contractors in tenders. J. Econ. Manag. Perspect.
11(3), 647–655 (2017)

28. Ahmed, M., et al.: A cost-effective decision-making algorithm for an RFID-enabled HMSC
network design: A multi-objective approach. Ind. Manag. Data Syst. 117(9), 1782–1799
(2017)

29. Thuan, N.H., et al.: A decision tool for business process crowdsourcing: ontology, design,
and evaluation. Group Decis. Negot. 27(2), 285–312 (2018)

30. Martins, C.L., et al.: An MCDM project portfolio web-based DSS for sustainable strategic
decision making in an electricity company. Ind. Manag. Data Syst. 117(7), 1362–1375 (2017)

31. Ivkovic, I., et al.: Prioritizing strategic goals in higher education organizations by using a
SWOT-PROMETHEE/GAIA-GDSS Model. Group Decis. Negot. 26(4), 829–846 (2017)

32. Guido, R., Conforti, D.: A hybrid genetic approach for solving an integrated multi-objective
operating room planning and scheduling problem. Comput. Oper. Res. 876, 270–280 (2017)

33. Nasir, M., et al.: A comparative data analytic approach to construct a risk trade-off for cardiac
patients’ re-admissions. Ind. Manag. Data Syst. 119(1), 189–209 (2019)

34. Dellaert, N., et al.: A variable neighborhood search algorithm for the surgery tactical planning
problem. Comput. Oper. Res. 84, 216–226 (2017)

35. Kaplan, A.: The Conduct of Inquiry: Methodology for Behavioral Science. Transaction
Publishers, New Brunswick, NJ (1998)

36. Eom, H.B., Lee, S.M.: Decision support systems applications research: a bibliography (1971-
1988). Eur. J. Oper. Res. 46(3), 333–342 (1990)



DSS, BI, and Data Analytics Research: Current State and Emerging Trends 179

37. Yeoh,W., Popovic, A.: Extending the understanding of critical success factors for implement-
ing business intelligence systems. J. Assoc. Inf. Sci. Technol. 67(1), 134–144 (2016)
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