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Preface

The 5th International Conference on the Industry 4.0 model for Advanced
Manufacturing, INDUSTRY 4.0 AND CLOUD MANUFACTURING—AMP
2020, will be held at University of Belgrade, Faculty of Mechanical Engineering,
Belgrade, Serbia, from June 1 to 4, 2020. It is organized by the University of
Belgrade, Faculty of Mechanical Engineering, and Belgrade Chamber of
Commerce and Industry. This year’s conference attracted more than 200 partici-
pants, including academics, practitioners and scientists from 23 countries, who
contributed 34 papers (26 keynotes) on plenary and workshop sessions.

The previous conferences on the Industry 4.0 model for Advanced
Manufacturing—AMP were as follows:

1. First International Conference USA-EU-Japan-Serbia Manufacturing Summit,
Belgrade, May 31–June 2, 2016, Serbia (AMP Conference 2016), with main
topic: Advanced Manufacturing Program—INDUSTRY 4.0 model for Serbia
(AMP Conference 2017).

2. Second International Conference USA-EU-Japan-Serbia Manufacturing
Summit, Belgrade, June 7–9, 2017, Serbia—Smart And Intelligent Products
(AMP Conference 2017).

3. Third International Conference USA-EU-Japan-Serbia Manufacturing Summit,
Belgrade, June 5–7, 2018, Serbia—INDUSTRY 4.0 for SMEs (AMP
Conference 2018).

4. Four International Conference USA-EU-Japan-Serbia Manufacturing Summit,
Belgrade, June 4–7, 2019, Serbia—INDUSTRY 4.0 and Internet of things for
manufacturing (AMP Conference 2019).

The main objective of these conferences is to bring together leading world
experts to discuss the challenges and opportunities of the new Industry 4.0 model of
manufacturing. Our hope is that such an event will assist in the development and
growth of new innovative manufacturing industries in Serbia, producing smart
products with intelligent characteristics, and relying on modern, new manufacturing
processes and systems.
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Conference is hosted by the Faculty of Mechanical Engineering of the
University of Belgrade. Belgrade is the capital city of Serbia, located at the scenic
confluence of two major European rivers, with a uniquely remarkable and turbulent
history and a vibrant cultural and entertainment scene. University of Belgrade has a
long tradition of academic excellence, where great minds from Nikola Tesla and
Mihajlo (Michael) Pupin to Milutin Milankovic held lectures or were faculties. Its
engineering still remains exceptionally respected in Europe, with its alumni scat-
tered in top universities around the globe. Faculty of mechanical engineering in
Belgrade is the largest such school in south-eastern Europe and one of the largest in
Europe.

Main topics of interest for this conference include:

• Industry 4.0 model framework
• Cloud manufacturing models
• Design of smart and Intelligent products
• Innovative design and development of intelligent products
• Internet of things for Manufacturing
• Big data challenges, data integrity, accuracy and authenticity
• Cloud computing, cloud-based products, cloud manufacturing
• Cyber-physical manufacturing
• Manufacturing automation in the Industry 4.0 model
• Manufacturing systems and enterprise models for Industry 4.0
• Advanced manufacturing
• Engineering education for Industry 4.0
• What we can to do?
• Roadmap for AM based on I4.0 model in Serbia.

We acknowledge the outstanding contributions of the following colleagues and
friends for conference establishing and development as following:

Conference Founder and Honorary Chair

Prof. Dr. Jun Ni, Department of Mechanical Engineering, University of Michigan,
Ann Arbor, MI, USA.

Conference Chair 2020

Prof. Dr. Lihui Wang, Royal Institute of Technology, Dept. Production Engineering
Stockholm, Sweden.
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Conference Co-chairs 2020

1. Prof. Dr. Jozsef Vancza, (Chair of the CIRP STC-O), SZTAKI, TU Budapest,
Budapest, Hungary—for EU region;

2. Prof. Dr. Emanuele Carpanzano (CIRP Fellow), SUPSI–ISTePS, Manno,
Switzerland—for EU region.

3. Prof. Dr. Luigi Maria Galantucci, (CIRP Fellow), Politecnico di Bari, Milano,
Bari– for EU region.

4. Prof. Dr. Giovanni Moroni, (CIRP Fellow), Politecnico di Milano, Milano,
Italy—for EU region.

5. Prof. Dr. Dimitris Mourtzis, (CIRP Fellow), University of Patras, Patras,
Greece—for EU region.

6. Prof. Dr. Yashiro Takaya, Osaka University, Osaka, Japan—for Far East
region.

7. Dr. Ömer S. Ganiyusufoglu, CIRP President CMAG, Chairman of Shenyang
Machine Tool (Group) Co., Ltd., China—for Middle East region.

8. Prof. Dr. Marco Taisch, Politecnico di Milano, Milano, Italy—for EU region.
9. Prof. Dr. Dragan Djurdjanovic, Department of Mechanical Engineering,

University of Texas, Austin, TX, USA—Conference co-founder.
10. Prof. Dr. Vidosav Majstorovic, Belgrade University, Faculty of Mechanical

Engineering, Belgrade, Serbia – Conference co-founder.
11. Prof. Dr. Slavenko Stojadinovic, Belgrade University, Faculty of Mechanical

Engineering, Belgrade, Serbia.

International Program Committee 2020

Prof. Dr. D. Aleksandric, MEF, Belgrade, Serbia; Dr. A. Archenti, KTH Royal
Institute of Technology, Stockholm, Sweden; Prof. Dr. E. Budak, Sabanci
University, Istanbul, Turkey; Dr. J. Caldeira, INESC TEC, Porto, Portugal; Prof.
Dr. E. Carpanzano, Institute of Systems and Technologies for Sustainable
Production, Switzerland; Prof. Dr. E. Chlebus, TU Wroclaw, Wroclaw, Poland;
Prof. Marcello Colledani, Politechico de Milano, Milano, Italy; Prof. Dr.
G. Constatntin, TU Bucharest, Romania; Prof. Dr. N. Durakbasa, TU Vienna,
Austria; Prof. Dr. L. M. Galantucci, Politecnico di Bari, Bari, Italy; Prof.
H. Hohonoki, Japan; Prof. Dr. S. J. Hu, The University of Michigan, Ann Arbor,
Michigan, USA; Dr. L. Jalba, Microelectronics S. A., Romania; Prof. Dr.
J. Jedrzejewski, Wroclaw University of Science and Technology, Poland; Prof. Dr.
F. Jovane, Politechnico de Milano, Italy; Prof. Dr. A. Jovović, University of
Belgrade, Belgrade; Dr. Ö. S. Ganiyusufoglu, Chairman of Shenyang Machine Tool
(Group) Co., Ltd., China; Prof. Dr. D. Kiritsis, Ecole Polytechnique Fédérale de
Lausanne STI-IGM-LICP, Switzerland; Prof. Dr. S. Krile, University of Dubrovnik,
Maritime Department, Dubrovnik, Croatia; Prof. Dr. Y. Koren, The University of
Michigan, Ann Arbor, Michigan, USA; Prof. Dr. D. Kramar, University of
Ljubljana, Slovenia; Prof. Dr. B. Lalić, FTS, Novi Sad, Serbia; Prof. Dr. B. Iung,
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Lorraine University, Nancy, France; Prof. Dr. G. Lanza, Karlsruhe Institute of
Technology, Germany; Prof. J. Lee, U of Cincinnati, Cincinati, USA; Prof. Dr.
L. Zhongqin, President of Shanghai Jiao Tong University, Shanghai, China; Prof.
Dr. Xi Lifeng, Vice president of Shanghai Jiao Tong University, Shanghai, China;
Prof. Dr. M. Macchi, Politecnico di Milano, Italy; Prof. Dr. V. Majstorovic, BU–
FME, Belgrade, Serbia; Prof. Dr. M. Milošević, FTS, Novi Sad, Serbia; Prof. Dr.
R. Mitrović, University Belgrade; Prof. Dr. P. Monka, TU Presov, Slovakia; Prof.
Dr. L. Monostori, TU Budapest, Hungary; Prof. Dr. G. Moroni, Politecnico di
Milano, Milano, Italy; Prof. Dr. D. Mourtzis, University of Patras, Rio-Patras,
Greece; Prof. Dr. J. Ni, MEF–Ann Arborn, Minchigan, USA; Dr Augusta Paci,
CNR, Rome, Italy; Prof. Dr. M. Piska, TU Brno, Czech Republic; Prof. Dr.
V. Patoglu, Faculty of Engineering and Natural Sciences, Sabanci University,
Istanbul, Turkey; Prof. Dr. C. Pupaza, TU Bucharest, Romania; Prof. Dr.
Y. Takaya, University of Osaka, Japan; Prof. Dr. T. Tolio, Politechico de Milano,
Milano, Italy; Prof. Dr. D. Đuričin, BU—Faculty of Economics, Belgrade, Serbia;
Prof. Dr. D. Đurđanović, The University of Texas at Austin, Austin, USA; Prof. Dr.
A. Shih, University of Michigan’s Mechanical Engineering, Ann Arbor, USA; Prof.
Dr. G. Seliger, Production Center Berlin Institute of Machine Tools, Berlin,
Germany; Prof. Dr. S. V. Sreenivasan, UT Austin, USA; Prof. Dr.
M. Zimmermann, Technische Universität München, Germany; Prof. Dr. J. Vancza,
TU Budapest, Hungary; Prof. Dr. L. Wang, KTH Stockholm, Sweden.

Organizing Committee 2020

Assist. Prof. Dr. Slavenko Stojadinovic, FME—University of Belgrade, Chair;
Andrijana Sajko, Sava Sajko, Sofija Popovic, Sajko team, Belgrade.

AMP 2020 conference can be regarded as a leading global conference in the area
of modern manufacturing to several of its special dimensions: (i) It presented a
spectrum of scientific and practical advancements in the field of advanced manu-
facturing (Cyber-physical manufacturing, Industry 4.0), and (ii) it offered practical
applications and solutions for various problems in the world of modern
manufacturing.

Conference planning, preparation and realization required engagement of a
number of persons and organizations. We express our gratitude to all of them, and
especially to

• Founder, Chair, co-chairs and Conference International Programme Committee
Members,

• All authors, and especially to the authors that prepared keynote papers thus
contributing to the high scientific and professional level of the conference,

• All members of the International Programme Committee for the review of the
papers and chairing the conference sessions,

• Springer and Mr. Pierpaolo Riva for publishing AMP conference proceedings
within the edition Lecture Notes in mechanical engineering,
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• Ministry of Education, Science and Technological Development of the Republic
of Serbia for the support of the conference and

• Chamber of Commerce and Industry, Serbia, Belgrade, conference co-organizer.

We wish to express a special gratitude to all colleagues at the University of
Belgrade, Faculty of Mechanical Engineering, for their invested efforts that enabled
preparation and realization of the AMP conference in the possible best manner,
especially to Sajko team for conference technical organizer.

March 2020 Lihui Wang
Conference Chair

Vidosav D. Majstorovic
Dragan Djurdjanovic
Conference Co-chairs
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An Adaptive Scheduling Method Based
on Cloud Technology: A Structural Steelwork

Industry Case Study

Dimitris Mourtzis(&), Antonis Gargallis, John Angelopoulos,
and Nikos Panopoulos

Laboratory for Manufacturing Systems and Automation,
Department of Mechanical Engineering and Aeronautics, University of Patras,

26504 Patras, Greece
mourtzis@lms.mech.upatras.gr

Abstract. Decision making at the shop floor level has become more complex
than ever before due to the massive growth in available data. The increasing
market demands, concerning product quality and delivery times, make critical
judgement and decision-making crucial requirements of the modern manufac-
turing problems. Human decision making has become insufficient and struggles
to achieve manufacturing goals. Cutting edge technologies like the Internet of
Things (IoT) and Cyber Physical Systems (CPS), that are the cornerstones of the
Industry 4.0 smart factories, can contribute to efficient decision making.
Therefore, more accurate and improved critical decisions can be achieved for the
current as well as for the future status of a manufacturing system. Furthermore,
production scheduling is one of the main issues that engineers have to address.
The decision support tools of the Industry 4.0 era contribute to effective pro-
duction scheduling, while considering a larger amount of data and constraints
than ever before. This research work proposes a production scheduling method,
that uses past and near real-time data to check resource and task status, pro-
viding insight to production engineers and enabling enhanced decision making.
The results are validated in a structural steelwork industry shop case study.

Keywords: Production scheduling � Production monitoring � Industry 4.0 �
Decision support tools

1 Introduction

Since the advent of the fourth industrial revolution, the traditional manufacturing
approach is entering the digitalization and Cloud-based connection era. The modern-
ization of work towards Digital Manufacturing is considered as a top priority among
enterprises in the industry. First of all, advanced connectivity has to be achieved in
order to enable simple collaboration between different agents like personnel, machines
and IT tools within a factory. This means that information can be distributed correctly,
and decision making can be more efficient. Moreover, intelligence that is provided by
tools such as data analytics, machine learning and digital twins has to be exploited in
order to make use of the immense amount of data found in that environment. Finally,

© The Editor(s) (if applicable) and The Author(s), under exclusive license
to Springer Nature Switzerland AG 2020
L. Wang et al. (Eds.): AMP 2020, LNME, pp. 1–14, 2020.
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flexible automation tools have to be used to augment the workforce resulting in
improved operational efficiency. As a result, manufacturing companies are able to keep
up with the advances in the modern-day market and meet demands with greater ease.
With all the benefits of Digital Manufacturing, the adoption of these new technologies
is becoming more widespread every day across all the industrial sectors. The creation
of pilot cases within the industry reaches 64% in the communication domain, 70% in
the intelligence domain and 61% in flexible automation. Nevertheless, these pilot cases
do not always evolve into full working systems, meaning that the actual numbers of
digitalization in the industry are much lower [1]. Although the general concept of
Digital Manufacturing is ubiquitous between the manufacturing industry, the imple-
mentation methods vary considerably depending on the nature of each manufacturing
system. This means that there is no certain roadmap for industry digitalization. Every
sector has its differences and every factory setting has different Digital Manufacturing
capabilities.

Consequently, each case has to be analyzed and examined independently in order to
meet the different needs of the organization [2]. The digitalization of the factory
environment can be achieved with the merge of the shop floor systems with Infor-
mation Technology (IT) solutions in order to constitute possible shop floor awareness
[3]. A key factor to enable smart decision-making is the remote near real-time moni-
toring of the whole factory. This can not only support adaptive control within the
factory, but it can also help to bridge the gap in information distribution. The structure
of the Interconnected Factory is presented in Fig. 1.

Fig. 1. Interconnected factory

2 D. Mourtzis et al.



2 Literature Review

Scheduling is a decision-making process that is used on a regular basis in many
manufacturing industries. Concretely, scheduling deals with the allocation of resources
to tasks over given time periods aiming at the optimization of one or more manufac-
turing objectives [4]. Production scheduling is one of the main decision-making
functions that takes place in most of the production environments where certain tasks
have to be assigned and processed by specified resources [5, 6]. Moreover, the sig-
nificance of the enterprise systems and simulation integration in improving shop floor’s
short-term production planning capability have been addressed in [7]. Next, an
approach to support the management of a ship repair yard by integrating into an open
and flexible system a number of critical business functions with production planning,
scheduling, and control is described in [8]. Last but not least, a networked Virtual
manufacturing system, which was composed of 3D dimensional CAD/CAM mod-
elling, VR, production planning and control and simulation, to address knowledge
management issues has been proposed in [9]. The flow of information in manufacturing
systems can be shown in Fig. 2.

A characteristic definition for Manufacturing Systems was coined by Chryssolouris
(2006), describing MFG systems as “the combination of humans, machinery and
equipment that are bound by a common material and information flow”. Indeed,
scheduling is of great importance for the design, control and operation of MFG systems
[10]. What is more, the main scheduling issues that engineers have to deal with, can be

Fig. 2. Information flow diagram in a manufacturing system (Adopted from [4])
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summarized to: i) the requirement generation, ii) the processing complexity, iii) the
scheduling criteria, and iv) the scheduling environment. A common technique in
scheduling modeling, is the provision of energy-efficient production plans by incor-
porating machine reliability [10]. As such, Chen et al. (2019) based on the ant-colony
optimization method, have developed a mathematical programming model aiming at
minimizing tardiness cost as well as energy cost [11]. Moreover, a comprehensive
review of the state-of-the-art and new trends, as well as the major historical milestones
in the development of simulation engineering for manufacturing systems and recent
approaches to business and study in key industrial areas, is presented in [13]. Fur-
thermore, an adaptive decision-making system that supports distributed execution
control and emergent scheduling is analyzed in [12].

Supervisory Control and Data Acquisition (SCADA) is the technology that enables
data collection from one or more distant facilities of the production line, while sending
limited control instructions to those facilities [14]. A methodology for deriving main
scheduling decisions is introduced for the exploitation of machine information in near
real-time machine condition monitoring [15]. Moreover, a model was implemented in
the form of an Internet-enabled software framework, offering a set of characteristics
including virtual organization, scheduling, and monitoring, in order to support coop-
eration, flexible planning and monitoring across extended manufacturing enterprises
[16]. In addition to that, the application of the simulation approach to a supplier
selection example is described in [17]. Wang (2013) developed a web-based service-
oriented CAPP system based on function blocks for machine availability monitoring
and process planning, supporting Cloud manufacturing [18]. In the last few years,
digital twin has arisen as a technology that combines data-driven real-time monitoring
of real entities with scenarios simulation, aiming to improve its functionality and
maximize its efficiency [19]. Digital twin is not solely focused on one entity but may be
expanded to whole systems, thus creating a holistic approach for the digitalized fac-
tories of the future.

The preferred approach in tackling scheduling problems is mainly approximating
good solutions that work and provide production environments within known error
margins. Towards, the globalization paradigm, an investigation of the performance of
decentralized manufacturing networks through the Tabu Search and Simulated meta-
heuristic methods in conjunction with the Artificial Intelligence method is analyzed in
[20]. Following the shift towards high demand and highly customized products, an
intelligent method that uses three variable control parameters and can be used to define
secure, globalized production network configurations capable of manufacturing mass-
customized goods are described in [15].

The growing need for higher product customization in combination with uncer-
tainty about demand needs efficient ways to design manufacturing network configu-
rations. A tool to help decision-making in realistic manufacturing network design
issues that examine the reliability and viability of centralized and decentralized pro-
duction networks under intense product customization is presented in [21]. The product
complexity, especially in highly personalized markets affects the overall performance
of the manufacturing systems. To address the challenge of high flexibility, production
scheduling is a vital part of a decision-making process.
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3 Proposed Scheduling Method

This research work aims to create an approach to adaptive scheduling based on the
production scheduling problem. The main issues of this approach concern the type of
production sequence, the products and the resources [22]. The proposed method takes
into account specific problems encountered in this type of industrial scenario and uses
tools provided by digital manufacturing methods. The proposed scheduling method
presented, is used in order to lever these advantages with the scope of creating high
performance schedules within the concept of digital manufacturing, and has already
been validated in previous publications [3, 10, 23]. In the core of the scheduling
method, lies an Intelligent Search Algorithm (ISA). The three control parameters used,
are the Maximum Number of Alternatives (MNA), the Decision Horizon (DH) and the
Sampling Rate (SR). These parameters can be adjusted according to the needs of the
manufacturing system and when selected correctly can help the ISA to identify good
solutions quicker and more effectively. More analytically, MNA Controls the number
of alternatives that are going to be evaluated, thus setting the width of the search.
The DH constitutes the depth of the exhaustive search of the algorithm, defining the
depth of time in which there are jobs assigned to resources. Finally, at the end of the
search, there can be still unassigned jobs that are left out of resources due to the MNA –

DH combination. Then, SR controls the number of alternatives that is created by
randomly attaching the rest of the available jobs to each alternative previously created.
For each alternative created by the MNA – DH combination, a utility score is derived.
This utility score is based on the weights of the different criteria assigned and is created
as a mean of all further alternatives created by the SR parameter for each initial
alternative. Then, a decision matrix is formed, as illustrated in Fig. 3, with all the utility
scores of the alternatives, thus finally using the schedule alternative with the highest
utility.

Fig. 3. Multivariable scheduling method (Adopted from [6, 23])
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A significant benefit of the proposed algorithm is the fast and accurate schedule
adaptation according to the job shop availability and new order arrivals. When the
creation of a new schedule is needed due to the arrival of new jobs to be performed, the
jobs that are being executed currently stay fixed, while the new tasks are mixed in a
pool with the rest of the tasks that are pending and exist in the previous schedule. Then,
rescheduling occurs taking into account this new sum of pending tasks. With this
functionality, the shop floor can process jobs more efficiently by adapting to uncer-
tainty factors such as unforeseen demand, rush orders and disruptions in the factory
setting such as sudden changes in resource availability. Lastly, the flowchart of the
proposed method is presented in Fig. 4.

Fig. 4. Flowchart of proposed method
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4 A Structural Steelwork Industry Case Study

The structural steelwork industries provide a huge application area for Industry 4.0
challenges. Current practices in structural steelwork companies have bottlenecks, and
therefore there is a need for the integration of new technologies. Moreover, there is a
need for unique and personalized products. This fact strongly complicates the pro-
duction automation. The shop floor is divided into multiple sectors that are based on
different workshops and job shops. The raw material is usually steel based parts such as
beams and sheet metal. These parts are processed by cutting and holing machines.
Afterwards, the parts are processed by blasting machines to provide clean surfaces, in
order to begin the main fabrication. The main fabrication processes that are used for the
production of steel structures are fit-up and welding. First, the fitters assemble the parts
to form the metal structures. Then, the parts are welded together using GMAW welding
and stud welding techniques. Finally, the structures are quality tested to ensure minimal
structural flaws exist in the final products. The general workflow diagram of the steel
shop floor is depicted in Fig. 5.

4.1 Complexity Calculation and Task Duration Estimation

The complexity index (CI) of an assembly is calculated using three parameters namely
the assembly length, the assembly weight, and the number of fittings. Moreover, a base
value must be added to account for factors outside assembly features. The different
weights in the complexity calculation equation need to be set after the application of the

Fig. 5. Workflow diagram of the structural steelwork shop floor
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proposed model and be tuned empirically to the needs of each shop floor. The equation
for calculating the complexity index for each assembly is presented below.

Cl ¼ Wal � AL þWaw � Aw þWnf � NF
Wal þWaw þWnf

þBC ð1Þ

Where, Wal, Waw, Wnf, are the weights for the assembly length, the assembly
weight, and the number of fittings respectively. The AL, AW, NF are the assembly
length, the assembly weight, and the number of fittings respectively. The Base Com-
plexity (BC) is the complexity that depends on the assembly type. The n denotes the
total number of parts that the operator manufactured. Hence, by dividing the total
working hours of the operator to each assembly based on complexity, the Assembly
Production Time (APTi) can be more accurately estimated. This is justified by the fact
that the production time is affected by various parameters, such as product preparation,
and setup. The processing time of a task equals the complexity of a given task, divided
by the productivity in complexity per hour of the resource that fulfills that given task
(Eq. 2). The output is the time it takes for a certain resource to finish a certain task.

PT ¼ Task Complexity
Resource Productivity

ð2Þ

Although the complexity of each task given the weights in the complexity formula
is set, productivity varies heavily between human resources and even for the same
resource during a given time frame. For this reason, the productivity of human
resources has to be modeled and set to certain averages, in order for the algorithm to
produce reliable schedules with a good approximation of the real-life shop floor.

4.2 Monitoring and Rescheduling Through Product Complexity

For the purpose of this case study, a monitoring and estimating processing times
method is introduced, through product complexity. Furthermore, with proper moni-
toring and processing time estimation (Fig. 6), rescheduling can be triggered in order to
reshape schedules according to the needs of the shop floor in order to be able to cope
with given goals or system failures and maintenance. This method aims to solve the
issue of shop floor monitoring and processing time estimation by proposing a method
that will retrieve information during the fabrication (welding and fit-up processes) of
the assemblies.

8 D. Mourtzis et al.



5 Simulation Results

The parameters for the scheduling algorithm are SR = 3, DH = 2 and MNA = 1000.
Moreover, the criteria used for the ISA are the mean flow time and mean tardiness. The
jobs and the resources in the scheduler UI are presented in Fig. 7 and a resulted FIFO
Gantt Chart is illustrated in Fig. 8 (Mean Flow Time = 40.4 h and Mean Tardi-
ness = 4.9 h). The available scheduling methods are as follows:

• EDD (Earliest Due Date)
• FIFO (First In First Out)
• SPT (Shortest Processing Time)
• ISA – Multicriteria (Intelligent Search Algorithm)

Fig. 7. Jobs and resources in scheduler UI

Fig. 6. Processing estimation script input/output diagram

Fig. 8. FIFO Gantt chart (Mean Flow Time: 40.4 h - Mean Tardiness: 4.9 h)
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Due to the randomness involved in the ISA used in the case study, repetition of the
scheduling process for the same data provides slightly different, although still viable,
schedules. For this reason, the scheduling process is performed 10 times and the mean
flow time and tardiness for each, produce a new schedule. A multi criteria Gantt
Chart is presented in Fig. 9.

Based on the results of these multiple schedules using the multicriteria algorithm,
the mean flow time is taken and compared with the schedule produced using the FIFO
dispatch rule. There is significant improvement both in mean flow time and mean
tardiness for the jobs scheduled when using the multicriteria algorithm compared to the
FIFO dispatch rule (Table 1).

When the scheduling process is terminated, the schedule is produced and is ready
for the decision maker. The information gained from the produced schedule, in com-
bination with the mean flow time and mean tardiness are guidelines for the decision
maker in order to organize the whole production process.

5.1 Rescheduling Scenario Based on Barcode Order Tracking

In order to proceed to rescheduling, a completion delay is added to two of the tasks that
are processed by the shop floor and are part of this simulated order. Therefore, task
J4F2 is delayed by 10 working hours and task J1F2 is delayed by 8 working hours.
This does not only create issues in the finalization of the tasks, but also changes the

Fig. 9. Multicriteria Gantt chart (Mean Flow Time: 38.9 h - Mean Tardiness: 3.5 h)

Table 1. Multicriteria and FIFO comparison

Multicriteria FIFO Variables

38.9 40.4 Mean Flow Time (Hours)
3.5 4.9 Mean Tardiness (Hours)
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start and finish times for tasks that are either processed by the same resources or are
constrained by these tasks. The job dispatch and end of processing hours, without the
added delays, are provided by the scheduling program, in the form of an XML file.
Then after the start of production, the barcode monitoring system provides the status of
production and the completion times for the tasks. In this way, the delay in the pro-
duction of the two delayed tasks, as well as the rest of the affected tasks can be
measured. The data from the scheduler and the barcode system are used to create the
order tracking graph, as shown in Fig. 10. The blue points in the scatter plot correspond
to the completion timestamps for every task in the schedule. The orange points are
created using the task completion data from the barcode system.

The proposed scheduling method provides great flexibility concerning rescheduling
capabilities. Whenever the decision maker decides that rescheduling is needed, the
scheduling process can be performed quickly, effectively with high flexibility. When a
schedule has been created, with a resource in mind, the failure of that resource can
bring great variation to the outcome of the production system. Therefore, the flexibility
of the proposed scheduling method can greatly help overcome such production prob-
lems. Such a scenario is shown in Fig. 11. First, a schedule is created with 9 resources
active. During the production process, resource MIDF2 is not able to produce anymore
(Fig. 11a). As such, rescheduling is initiated and a new viable schedule is created,
excluding the MIDF2 resource from the production process (Fig. 11b).

Fig. 10. Estimated order completion and order monitoring
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6 Conclusions and Future Work

An adaptive scheduling method proposed and validated in a structural steelwork
industry has been presented in this research work. The case study acts as a guideline for
decision makers to create production schedules. These schedules help finish orders in
time, attain factory goals and promote stability and growth to the production enterprise.
This aim is achieved based on factory stored and near real-time data. The data is
provided to the system through the integration of factory IT tools and an ISA algorithm.
This approach, provides flexibility to the system, making it adaptive to different shop
floor types and changing shop floor status. The algorithm used for task scheduling,
creates viable schedules by taking shop floor data into account. This helps create better
schedules that fit the shop floor. The simulation results resulted in significant
improvements in mean tardiness and mean flow time when compared to simple dis-
patch rules. The monitoring aspect of the scheduling system promotes advanced order
tracking. Therefore, decision makers can have updated shop floor awareness, pro-
moting enhanced decision making. As a result, unwanted fluctuations in delivery times
are decreased and the extra cost is reduced.

Future work will be focused on further integration of the systems used in this case
study for monitoring, scheduling and rescheduling. Furthermore, different approaches
to the scheduling method like neural networks could be used for the scheduling aspect
of the system. Finally, the system could be used on a full-scale real-life case study, for
better determination of the different parameters in the scheduling algorithm and
complexity calculation equation.

Fig. 11. Rescheduling due to resource problems
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Abstract. Human-robot collaboration (HRC) in the manufacturing context
aims to realise a shared workspace where humans can work side by side with
robots in close proximity. In human-robot collaborative manufacturing, robots
are required to adapt to human behaviours by dynamically changing their pre-
planned tasks. However, the robots used today controlled by rigid native codes
can no longer support effective human-robot collaboration. To address such
challenges, programming-free and multimodal communication and control
methods have been actively explored to facilitate the robust human-robot col-
laborative manufacturing. They can be applied as the solutions to the needs of
the increased flexibility and adaptability, as well as higher effort on the con-
ventional (re)programing of robots. These high-level multimodal commands
include gesture and posture recognition, voice processing and sensorless haptic
interaction for intuitive HRC in local and remote collaboration. Within the
context, this paper presents an overview of HRC in manufacturing. Future
research directions are also highlighted.

Keywords: Human-robot collaboration � Multimodal control � Manufacturing

1 Introduction

Robots are capable of offering fast, precise, repetitive and heavy-duty task execution on
manufacturing shop floors but they lack the flexibility and adaptability of humans.
Therefore, recent robotics research has focused on the study and characteristics of
human-robot collaboration (HRC) [1], in all industrial tasks and applications, that
combines the accuracy and strength of robots with the cognitive ability and flexibility
of humans. In the context of manufacturing, HRC aims to realise an environment where
humans can work side by side with robots in close proximity [2]. Due to smaller lot
sizes of customised products and complex product tasks, manufacturing is experiencing
continuously rising demands of increased flexibility and adaptability to changing
manufacturing demands. The main target of HRC is to integrate the repeatability and
accuracy of robots with the flexibility of the humans that can be applied as the solutions
to the needs of manufacturing systems. HRC used in manufacturing systems also
facilitates higher overall productivity with better product quality. In addition, the multi-
interface design of the HRC system has better compatibility in terms of functionality
and enables multimodal control for better performances.
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The lack of standards and safety solutions in industrial applications (e.g., auto-
mobile production lines) results in low acceptance of the human-robot combination for
users in the manufacturing systems, even though the safety solutions in robot labs are
trusted and reliable. Therefore, in any HRC system, human safety is of great impor-
tance. The challenge is not only collision detection in real time but collision avoidance
at runtime via active closed-loop robot control. In the last decade, many research efforts
have been focused on HRC, and varying approaches to facilitating multimodal com-
munication, adaptive robot control, and collaborative manufacturing have been
reported in the literature. However, the relationship between robots and humans
focusing on different scenarios: coexistence, interaction, cooperation, and collaboration
can give confusions and the roles of humans in the co-workspace with robots are less
clear. Therefore, a systematic overview and analysis on this subject is needed, which is
the motivation and objectives of this paper.

This paper starts with current states of HRC in manufacturing and then provides
detailed treatments on relevant issues with a focus on HRC in manufacturing. The
remainder of this paper is organised as follows: Sect. 2 presents the definition, clas-
sification and characteristics of HRC in manufacturing; Sect. 3 reviews the industrial
scenarios of HRC in manufacturing; Sect. 4 provides insights on multimodal robot
control driven by the high-level commands (e.g., gesture, voice, and haptic interaction)
and finally, Sect. 5 concludes this paper and highlights the remaining challenges and
future research directions.

2 Definition, Classification, and Characteristics of HRC

In this section, the definition of HRC is presented after analysing the relationship
between humans and robots. Then, the classification and characteristics of HRC in the
manufacturing context are introduced.

2.1 Definition of HRC

Before giving the definition of HRC, the relationship between humans and robots from
different perspectives is analysed [3]. In fact, the relationship between humans and
robots is complex and there still exists confusions which are classified from a number
of perspectives. Wang et al. [4] analysed and summarised the relationship between
humans and robots from the following perspectives: (1) workspace, (2) direct contact,
(3) working task, (4) simultaneous process, and (5) sequential process.

1. Workspace: In a human-robot cell, humans need to work in a shared workspace
with robots. Here, the shared workspace indicates whether the human and the robot
are working in the same working area with no physical or virtual fences for
separation.

2. Contact: indicates whether the robot and the human have a direct physical contact.
3. Shared working task: represents whether there is the same operation the human and

the robot work on towards the same working objective.
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4. Simultaneous process: indicates that the human and the robot are working at the
same time, but on the same or different tasks.

5. Sequential process: represents that there are no overlapping operations for the
human and the robot and they are arranged one after another in the temporal scale.

According to the above discussions, the relationship between humans and robots
can be classified and defined as human-robot coexistence, human-robot interaction,
human-robot cooperation, and human-robot collaboration. These four classifications of
human-robot relationship are explained as follows:

Human-Robot Coexistence: This is a basic situation where an industrial robot and a
human coexist in a physical workspace without overlapping other’s workspace. They
occupy a separated location without any direct contact between them. The robot and the
human work on the tasks in parallel without interactions, and might exchange the work
object between them but the process is completed independently and simultaneously.

Human-Robot Interaction (HRI): This involves the physical interaction of humans and
robots in a shared working environment without any direct contact. The operator and
robot work on different tasks and the task is completed step by step, sequentially.
Interaction, by definition, requires communication between robots and humans. HRI
will certainly happen at the cognitive level, fundamentally concerning communication
between humans and robots through many channels, and one party may guide or
control the other locally or remotely where physical HRI may happen in the same
workspace.

Human-Robot Cooperation: The cooperation relationship can be developed between
the human and robotic agents who have their own autonomy for the common goals,
objectives, utility or profits. This is called cooperation, an interactive relationship that
makes it possible to harness the knowledge of other system components in the service
of joint interests. A shared workspace of the robot and human in human-robot coop-
eration is required but there is no direct contact between the robot and human. They
share the same resource but complete respective working tasks in a sequential order
(Table 1).

Human-Robot Collaboration: Collaboration is the joint activity of humans and robots
in a shared symbiotic working environment, with the definite objective to accomplish

Table 1. Features of different human-robot relationships (adapted from [1])

Coexistence Interaction Cooperation Collaboration

Shared Workspace ✓ ✓ ✓

Direct contact ✓ ✓

Working task ✓ ✓

Resource ✓ ✓

Simultaneous process ✓ ✓ ✓

Sequential process ✓ ✓

Overview of Human-Robot Collaboration in Manufacturing 17



together a set of given working tasks. It requires typically a coordinated, synchronous
activity from all parties where physical contact is also allowed. In any case, collabo-
ration assumes a joint, focused goal-oriented activity from the parties who share their
different capabilities, competences, and resources.

Based on the classification of the human-robot relationship, the definition of HRC
is a state in which a purposely designed robot system and an operator work on
simultaneous tasks within a collaborative environment [5]. The goal is to enable close
collaboration between humans and robots, in all service and industrial tasks, that
require the adaptability of humans to be merged with the high performance of robots.
There is no temporal or spatial separation of the robotic and human’s activities.

Many academic and application-oriented studies on HRC have been successfully
developed in recent years. A number of factors motivate HRC being a spotlight in the
field and they are summarised as the combined strength of robots and humans, col-
laborative and shared working conditions, promising potential of increased produc-
tivity, flexibility, and adaptability, increased robustness in the control performances and
higher degree of resilience, and improved ergonomics [1].

2.2 Classification of HRC

Industrial robots had been expected to work as the assistant of human workers for a
long time, comprising a fast and automatic assembly system and collaborative manu-
facturing environment [6]. A systematic analysis of HRC requirements and possible
solutions is always needed for industrial cases and application scenarios. In fact,
systematic analysis and classification of HRC was reported [7]. Due to its specific
constraints, manufacturing usually occupies a subset of possibilities. The key properties
highlighted in most of studies that define distinct classes of HRC instances across all
applications are summarised as follows:

• Temporal and spatial sharing: robots and humans collaborate in a sharing work-
space. The shared workspace means that the close spatial relationship between
robots and humans exists for the local HRC collaboration [8]. The same goes for the
remote HRC collaboration; even though working together in the same workspace
for the given tasks, the processes or operations of robots and humans do not does
not necessarily have a temporal separation [9]. For example, close collaboration
with physical contact—e.g., common handling of large workpieces—does, natu-
rally, require co-location and simultaneous operations [10].

• Multiplicity: industrial HRC cells can be distinguished as single, multiple, and team
settings (shown in Fig. 1) and robots and humans can be considered as agents. The
team setup assumes the parties in an HRC cell as a group acting by consensus or
coordination, and interacting with the environment and other parties in single or
multimodal control commands (e.g., gesture, voice, and haptic). Multiple parties
can compete for resources and other parties’ services [11]. For example, multi-
robots are haptically controlled or guided by an operator for a specified collabo-
rative manufacturing task.
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• Autonomy closely related leader–follower relationships: Autonomous agents (hu-
man and robotic agents) have enough knowledge and authority to operate and act on
their own without direct instructions or intervention from the environment or other
agents [12, 13]; This represents how much of robot action is directly determined by
human agents, or which agent takes the lead in the given task. In HRC, robots and
humans need to take actions for implementing their own duties and performing the
leadership in any industrial instances [11]. In the manufacturing context, four types
of the roles for the task execution scenarios are classified: inactive (resting), active
(leading), supportive (following), and adaptive (the robot can dynamically change
the role) or intuitive (role subject to human’s own decision), shown in Fig. 2. Some
of studies in HRC applications (e.g., in a steady-ready environment and task/process
planning) give the assumption that these roles are pre-planned and assigned before
task execution except the adaptive and intuitive roles [14]. Robots and humans can

 

Fig. 1. Possible schemes of the human and robotic agents’ multiplicity (adapted from [2]).

Fig. 2. Possible cases of the human and robotic agents’ roles (adapted from [2]).
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(re)-assign the leader/follower roles in a dynamic environment where the robot can
automatically change the pre-planned tasks to collaborate with an operator and the
intention of the operator can be sensed and detected in real time [15].

It needs to be pointed out that the classification of HRC in manufacturing does not
cover all the properties of the HRC applications, and only focuses on the key prop-
erties. Some others covered in its full property set are typically reflected in the specified
applications and considered as independent characteristics which are rarely defined as a
distinct class.

2.3 Characteristics of HRC

In the last decade, HRC has emerged as a spotlight research topic in manufacturing
industries which is a top priority of many research institutes, universities, and com-
panies. Why HRC is so welcomed and attractive? The motivations or reasons behind
this are that HRC is characterised by the combination of complementary strengths of
human and robotic skills, the system design of increased productivity, flexibility and
adaptability, increased robustness and higher degree of collaboration and coordination,
improved ergonomics, and more attractive work environments [1, 16, 17]. The new
topic of HRC offers many new possibilities. During collaborative manufacturing with
HRC, a number of industrial applications have been a focus in recent years and
research efforts on HRC in manufacturing have been numerous [18], e.g., HRC for
automotive manufacturing [19], HRC in cellular manufacturing [20], HRC in hybrid
manufacturing cell [21], and relevant issues with HRC in manufacturing [22]. These
paradigms or cases are typically characterising HRC in manufacturing as follows,
which are the requirements of HRC systems [23]:

• Flexible and adaptive configuration for system deployment with specified func-
tionalities and user-friendly interfaces used for integration into the overall
production

• Attractive potential of increased productivity and profits, better product quality, and
improved robustness of collaborative manufacturing systems

• Selective and scalable approach for industrial automation, increased flexibility and
responsiveness of the robot collaborating with humans in response to dynamic
changes of pre-planned tasks

• Active/passive support, assistance, and collaboration for human workers in tedious
or non-ergonomic tasks

• Intuitive human-robot-interface or multimodal communication channels for a higher
level of compatibility and adaptability

• Safety standards and operation regulation for all parties in HRC systems as well as
responsibility and legal obligation for suppliers, owners, and operators of HRC
systems

The manufacturing industry is required to meet the need of the next generation of
assembly, which is performed by safe and reliable robots working in the shared
workplace collaborating with humans. In response to such trend/need, many research
efforts have been focused on human-robot collaborative assembly in hybrid/cellular
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manufacturing. In fact, human-robot collaborative assembly is indeed the most com-
mon and definitively successful one of HRC in manufacturing. Therefore, detailed
treatments on relevant characteristics of HRC assembly are discussed below.

During HRC assembly, objects/assembled parts are arranged in space by actions in
time so that the manufacturing of products specified by design can be performed [1].
Parts of the product and the applied technological resources and humans occupy the
space, and the key objectives require short response time for the execution of actions.
In HRC assembly, objects and operations are closely related and also have a constraint
relationship with each other in many aspects [24, 25]. In addition, the functionality of
efficient and dynamic human-robot task allocation is considered in the workplace
design, which makes HRC assembly safe, ergonomic, and symbiotic [26].

Recently, symbiotic human-robot collaboration attracts more attention in the
research field. The symbiotic relationship with respect to related work in human-robot
relationships is defined in [27], which can be considered as asynchronous group
coordination between the human and the robot. Symbiotic human-robot collaboration
formalises mutual ‘benefit’ of humans and robots into a cyber-physical environment
[28], and a symbiotic interaction between humans and robots in a shared workspace is
performed to overcoming the limitation of the robots while executing complex tasks via
the combination of humans’ strength. In such symbiotic collaboration, humans and
robots can be viewed as an agent team where symbiotic agents perform asynchronous
actions for solving problems that team members could not have performed alone in a
working environment with uncertainty [11]. Distinguishing with conventional HRC,
symbiotic collaboration is characterised as follows [1]:

• Autonomy: symbiotic agents (human and robotic agents) are autonomous and they
do not control or direct each other [29]. All the agents take asynchronous actions for
a given goal and coordinate asynchronous communication [30]. The leadership and
roles of symbiotic agents in the team are assumed and changed dynamically
according to the requirements of tasks and actual situations.

• Multimodal intuitive programming: this offers opportunities for robot programming
without requirements of expert knowledge of the system for operators. Multi-
communication channels between robots and humans can be used for system
control and task execution.

• Programming-free: the multimodal fusion of human commands (e.g., hand gesture,
voice command, haptic instructions) and other forms of natural inputs without the
need of coding contribute to programming-free robot control.

• Symbiotic collaboration: the interplay of humans and machines benefits each other
with the help of different devices, e.g. screens, goggles, wearable displays, and
collaborative parties in the group formulate a symbiotic relationship via team
coordination and communication, and

• Context-aware dependency: the system should be capable of interleaving autono-
mous humans with robot decisions based on trustworthy inputs from onsite sensors
and monitors inspecting both humans and robots.
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3 Industrial Scenarios of HRC in Manufacturing

Human-robot collaboration in the area of manufacturing (i.e. collaborative manufac-
turing with HRC [31] and symbiotic HRC assembly [1]) is widely discussed in a
number of applications. HRC is also applied as the solution to the needs of the
advanced collaborative manufacturing systems of the future industry. In such a man-
ufacturing context, topics related to HRC in manufacturing covered in this section
include symbiotic HRC assembly, safety of HRC in manufacturing, and cyber-
physical-system-enabled HRC.

3.1 Symbiotic HRC Assembly

Symbiotic human-robot collaboration places the interplay of humans and machines into
a shared working environment where a symbiotic interaction of humans and robots for
specified tasks and operations can be achieved [1]. The research of utilising robots
working as collaborating partners in assembly lines in an unstructured environment has
been active recently, such as an automated assembly system [32] and a collaborative
manufacturing environment [9]. Compared with conventional assembly, i.e. automatic
assembly and manual assembly, one potential application of HRC in the assembly
industry that is actively explored is the symbiotic HRC assembly where human and
robotic agents interact within a shared workspace to finish complex assembly activities
which requires the combination of the strengths of both parties.

However, the systematic design of solutions for such symbiotic collaboration
between humans and robots requires an overall framework from the definition and
analysis of the problem to the solution design and implementation [2]. To address such
challenges and relevant problems in the European manufacturing industry, the
SYMBIO-TIC project (funded by EU Horizon 2020) [17] aims to offer adequate
solutions of these important issues towards a safe, dynamic, intuitive and cost-effective
working environment where symbiotic collaboration between human workers and
robots can take place. The elaboration of the structure of a symbiotic collaboration
environment can be the first step in the symbiotic HRC assembly. Within this context, a
systematic approach used for creating a symbiotic HRC environment can be understood
as a series of analysis and synthesis steps containing the definition of application
scenarios, the accurate description of tasks and agents, proceeding towards a feasible
solution. Meanwhile, the consideration of reiteration and introduction of implicit
knowledge at points of manual intervention is required to be included in the elaboration
process. While human workers participating in the manufacturing activities and
especially working in a shared working environment in a collaborative role can make
the procedure more demanding due to the diversity of actions arising from increased
human autonomy.

Here, the EU project (SYMBIO-TIC) [17] developed a symbiotic system structure
for HRC-enabled assembly, as shown in Fig. 3. It comprises of active collision
avoidance, planning and control cockpit, adaptive robot control, and mobile worker
assistance modules. In any manufacturing case, human safety is of utmost importance.
Therefore, the active collision avoidance module is developed to ensure a safe and
reliable working environment with/without fence where the sensor-based virtual three-
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dimensional (3D) models of robots with point-cloud images of human workers from
depth cameras for efficient perception and monitoring is established. In the structured
symbiotic robotic environment with safety guidelines, dynamic assembly tasks shared
by humans and robots in a collaborative environment need to be planned for and
assigned to available and capable resources. Next, adaptive robot control is facilitated
by the use of IEC 61499-based function blocks [33] with the embedded smart decision-
making algorithms, and within such context, diverse programming modes (i.e.,
programming-free robot control and multimodal robot control) are included for sym-
biotic intuitive programming control. In addition, mobile worker assistance modules
consist of mobile worker tracking and identification and AR (Augmented Reality)
driven in-situ decision support. These modules aim to use diverse intelligent and
assistive devices to make human operators work easily in the HRC assembly and
implement intuitive and ergonomic interaction between humans and robots. Under such
a symbiotic system structure, a selection of industrial cases of local and remote HRC
assembly have been successfully deployed.

An exemplified symbiotic HRC system is developed in three industrial scenarios,
including food packaging, aeronautic assembly, and automotive engine assembly in
which a private cloud is structured to encapsulate the capability of computing and
access. Figure 4 illustrates a supercharger assembly case as a part of the automotive
engine. This assembly case aims to validate and evaluate HRC system discussed in [2]
where humans and robots combine their complementary strengths instead of limiting
each other. In such collaborative assembly activities, humans and robots take their own
roles in the process of assembly. The assembly steps within the tasks start with picking
and placing a resonator on the side of the robot, while human operators take respon-
sibility of controlling seals. Next, the robot starts to print decal and prepare a tube for the

Fig. 3. A symbiotic system structure for HRC-based assembly.
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next assembly operation. Then, humans individually participate in multiple assembly
steps from placing all the parts together, mounting cables to placing a throttle and
screws, and a tool mounted on the end-effector of the robot is used for tightening screws
controlled by the multimodal communication channels. Finally, complex assembly tasks
can be finished via a symbiotic collaboration between humans and robots.

The assembly steps within the task are classified and defined where some of the
steps are active HRC actions, e.g., place and hold parts and tighten screws, while some
are supportive for the preparation of the next step, e.g., take and place. Additionally,
the wide availability of the HRC system can get access to general mobile devices, e.g.,
smartphones and tablets. Meanwhile, the private cloud in the backend provides ade-
quate support for the dynamic task planning and mobile worker assistance. The
assembly case study facilitates to validate the feasibility of transforming conventional
industrial robotic cells into collaborative environments based on the symbiotic system
architecture. Compared with the investment in new devices that are designed as col-
laborative robots, the legacy industrial robots have higher speed, payload, and better
stiffness.

In HRC assembly, the workplace design that allows automatic and dynamic task
allocation and trajectory planning is of importance to the assembly efficiency through
decreasing the required time of a new assembly premise design [34, 35]. Given an
assembly environment, complex assembly tasks need to be handled in a dexterous and
flexible manner. Tasks that require repeatability, heavy load lifting, and accuracy are
mainly assigned to robots. In this scenario, tasks that are allocated to robots and
humans may be re-planned due to the availability and suitability of the resources
against the allocated time [36]. This challenge makes human-robot task planning be
widely investigated [37]. An intelligent decision-making method of task planning in
HRC hybrid assembly cells was developed in which the resource and workload models
of humans and robots are included [34]. A hybrid assembly cell for the assembly of a
vehicle dashboard is applied to depict the proposed task planning approach. The
assembly premise is composed of a dual-arm robot and a human operator where some
of assembly tasks are handled by human operators, while some others by the dual-arm
robot [38]. The assembly steps include traverse placement, computer placement, and
cable installation (Fig. 5(a)). A Gantt chart of the best alternative is illustrated in Fig. 5
(b). This assembly case offers the potential application of single-arm robots, collabo-
rating with humans but also in a more complex cell with multi-arm robots and humans.
The focus is rather given to the human-robot coexistence for the execution of sequential
tasks, in order for the automation level in manual or even hybrid assembly lines to be
increased.

Fig. 4. A supercharger assembly case within a symbiotic HRC environment (adapted from [2]).
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Manufacturing companies nowadays need to maintain a high level of flexibility and
adaptability to deal with uncertainties on dynamic shop floors caused by the part supply,
urgent job insertion or delay, cutting tool shortage, and machine unavailability. Such
challenges are also faced by the robotic assembly industry [39]. Within the context, an
adaptive assembly system, that is based on real-time manufacturing information and can
respond to the changing demands and disturbances adaptively with alternative assembly
solutions, shows the potential for addressing these challenges in a dynamic environ-
ment. A function block-based assembly planning and robot control system with
enhanced adaptability is developed to form the capacity of real-time decision making at
the controller level [40]. This robotic assembly system can also be viewed as a remote
human-robot collaborative assembly system where humans hidden behind the system
take the role of developing algorithms embedded in constructed function blocks, while
the robot is controlled for the task execution and assembly operation. A mini human-
robot collaborative assembly cell is developed to illustrate the enhanced adaptability and
dynamism enabled by incorporating the event-driven function blocks with smart
decision-making algorithms (Fig. 6). This assembly case consists of three parts with
three assembly operations and they are placing the top part in a fixture, placing the top
part on the base component, and inserting the pin into the hole.

In this assembly cell, the tasks handled by human operators include modelling
assembly operations and decision process for assembly planning and relevant algorithm
development. To implement the assembly operations and the designed functionality,
three types of function blocks are established: (1) assembly feature function blocks for
placing and inserting, (2) material handling function blocks, and (3) management
function blocks for HRC assembly cell management. The assembly sequences deter-
mined by assembly feature function blocks in the HRC assembly cell are specified as
follows:

• picking the base component from the pin feeder and placing it in the fixture
• moving the top part from the pin feeder and placing it on top of the base component
• grasping the pin from the pin feeder and inserting it in the hole aligned between the

top and the base component
• removing the assembled product and placing it on the conveyer

Fig. 5. a) Dashboard assembly case; b) Gantt chart of the best alternative (adapted from [38]).
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For robotic assembly, the insert tasks handled by a robot can be classified as two
steps: (1) picking up the pin, and (2) inserting the pin into a hole. During this assembly
process, the trajectory of the inserting operation is planned/re-planned by the algorithm
embedded in the assembly feature function blocks. These two assembly steps can be
viewed as a series of the ordered sequence of the robot movement and actions along the
calculated trajectories of the robot’s end-effector. The whole process of the robotic
assembly consists of eight movement operations, one grasping movement, and one
releasing operation. They are depicted as follows: (1) moving towards and approaching
the pin, (2) moving over the pin, (3) grasping the pin, (4) lifting the pin vertically,
(5) moving the pin over the hole, (6) approaching the hole at a given configuration,
(7) preparing for insertion, (8) inserting the pin into the hole, (9) releasing the pin, and
(10) moving end-effector away from the hole.

Additionally, this type of HRC assembly scenario can make human operators not
necessarily work in a shared workspace together with the actual robot in a physical
environment, instead a remote human-robot collaborative assembly can be achieved.

3.2 Safety of HRC in Manufacturing

Robots (industrial or collaborative) are becoming flexible and versatile robotic co-
workers such that they are expected to help humans handle complex or physically
demanding work in industrial settings. As a common characteristic in these foreseen
applications, robots should have the capacity of operating in very dynamic, unstruc-
tured, and partially unknown environments, sharing the workspace with a human user.

As a consequence of the introduction of HRC technologies, great importance has
been attributed to robot safety standards, which have been updated to address new co-
working scenarios. ISO 10218-1/2 [5, 41] identify four collaborative modes, which are
summarised as follows: Safety-rated Monitored Stop, Hand Guiding, Speed and
Separation Monitoring, Power and Force Limiting. Lasota et al. [42] presented a survey
of potential methods of ensuring safety during HRI and classified them into four major
categories: safety through control, motion planning, prediction, and consideration of

Fig. 6. Function-block-based robotic assembly with enhanced adaptability (adapted from [39]).
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psychological factors. In particular, HRC in manufacturing allows human operators
working side by side with robots in close proximity, and human safety is of paramount
importance. Additionally, cost-efficient, fast, and reliable handling of possible colli-
sions in the collaborative environment is needed, along with control strategies for safe
robot reaction. Therefore, this section presents the detailed treatment of relevant issues
with a focus on safety of HRC in manufacturing. This section starts with the safety
standards for industrial robots from the perspective of the possible causes of safety
issues, standard design, and relevant international standards. The seven elementary
phases of the collision event pipeline, namely pre-collision, detection, isolation,
identification, classification, reaction, and collision avoidance, are introduced with a
focus on collision detection and collision avoidance in the HRC environment [43]. This
is due to the fact that typical challenges are not only collision detection in real time but
collision avoidance at runtime via active closed-loop robot control strategies [44].

The causes resulting in potential accidents in HRC can be classified into three
categories, and they are engineer failures, human errors, and poor working environment
and conditions, as shown in Fig. 7 [45, 46]. All of these failures can lead to incorrect
response and interaction by both the robot and human operators. Engineer failures
indicate the failures induced by the hardware and software of the robot system. For
example, the vision-based 3D model of the human workers cannot be used to monitor
the human motion in a shared environment in real time [47], as it may lead to a possible
collision in a case of human locating in a distance with injury risk. Another example is
that, approaching the singularity of the robot joint configuration, a tiny change in the
Cartesian space can induce a huge change of joint configuration in the joint space,
which may lead to a possible collision in a close working distance [48]. Human errors
can be summarised from design mistakes and unintended interaction errors. Design
mistakes are induced by the faults or defects during the design, planning, and any
production modification to a robotic manufacturing cell. Interaction errors are caused
by the violation of operating procedures and safety guidelines, and human’s care-
lessness in the collaborative interaction. The causes from the environment can be
classified into poor working conditions with sensing and lighting, extreme temperature,
and these factors are common for sensor-based monitoring and tracking scenarios, i.e.
camera-based collision detection and voice-based robot control.

 

Failure

Engineering Human Environment

Effector

Sensor

Control
System

Power

Communications Design Interaction

Mistake Slip

Fig. 7. Possible causes of potential accidents and classification (adapted from [45, 46]).
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For the safe operation in the field of engineering, strict and comprehensive stan-
dards and directives are developed. EU directives [26], indicative general standards,
and robot standards are developed to guarantee the safety of operation procedures.
They aim to standardise the design and prevent engineering failures from the design
phases and they are illustrated in Tables 2, 3, and 4. In the safety of machinery, ISO
13855:2010 [49] established the positioning of safeguards with respect to the
approaching speeds of parts of the human body. It specifies parameters based on values
of the approaching speeds of parts of the human body and provides a methodology to
determine the minimum distances to a hazard zone from the detection zone or from
actuating devices of safeguards. One of the significant differences between HRC and
conventional industrial manipulation is that the former allows closer collaboration
between a robot and a human in a shared workspace [50]. This requires the safety
standards and directives for HRC to be rethought. To meet the safety requirements for
HRC, a new technical specification on safety for HRC (ISO/TS 15066:2016 [51]) is
under development, which specifies safety requirements for collaborative industrial
robot systems and the work environment. The process parameters including the speed,
force, and transferred energy are specified to limit the interaction procedures of both
robots and humans.

Table 2. EU directives [26]

Title Description

2006/42/EC Machinery Directive (MD)
2009/104/EC Use of Work Equipment Directive
89/654/EC Workplace Directive
2001/95/EC Product Safety Directive
2006/95/EC Low Voltage Directive (LVD)
2004/108/EC Electromagnetic Compatibility Directive (EMC)

Table 3. Indicative general standards [52]

Title Description

EN ISO 12100 Safety of machinery – General principles for design – Risk assessment and
risk reduction

EN ISO
13949-1/2

Safety of machinery – Safety-related parts of control systems – Part 1:
General principles for design, Part 2: Validation

EN 60204-1 Safety of machinery – Electrical equipment of machines – Part 1: General
requirements

EN 62061 Safety of machinery – Functional safety of safety-related electrical,
electronic and programmable electronic control systems
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In the past years, many research efforts have been focused on tackling the relevant
safety issues of human operators who work side by side with robots in a shared
working environment from the perspective of design, construction, control strategies,
and methodologies. Accordingly, a number of safety strategies have been introduced
with a focus on three types of robot safety, and they are classified as crash safety (only
‘safe’/controlled collisions), active safety (timely detecting imminent collisions), and
adaptive safety (intervening in the operation of the hardware equipment and applying
corrective actions) [26, 53]. Based on such classification, a metrics that relies on the
relative distance between the human worker and the robot as well as on the robot itself
was introduced to evaluate the safety in the HRC environment [54]. Meanwhile, a
kinematic control strategy that adaptively modifies the velocity of the robot on an
assigned path was proposed to enforce a safe HRC.

When coming to the control strategies of the safety of HRC, many robotic control
strategies have tackled the safety issues to guarantee human safety. Heinzmann and
Zelinsky [55] described the formulation and implementation of a control strategy for
robot manipulators, which provides quantitative safety guarantees for the user of assistive
robots. A control scheme for robot manipulators was introduced to restrict the torque
commands of a position control algorithm to values that comply with pre-set safety
restrictions. These safety restrictions limit the potential impact force of the robot in the
case of a collision with a person. Calinon et al. [56] proposed a learning-based control
strategy for a robotic manipulator operating in an unstructured environment while
interacting with a human operator, and this control scheme considers the important
characteristics of the task and the redundancy of the robot to determine a controller that is
safe for the user. Additionally, Laffranchi et al. [57] presented an energy-based control
strategy to be used in robotic systems working closely or cooperating with humans. The
presented method bounds the dangerous behaviour of a robot during the first instants of
the impact by limiting the energy stored in the system to a maximum imposed value.
Geravand et al. [58] developed an energy-monitoring-based control strategy for safe
physical human-robot collaboration where the collaborative task of manipulating a rigid
object is performed by a human-robot team. Within this control scheme, energy flows
among the different subsystems involved in physical HRC can be observed, and then the
energy of the robots and the power transferred to the human are limited and shaped to
enhance the human safety according to selected metrics. Meguenani et al. [59] proposed
physicallymeaningful energy-related safety indicators for robots sharing their workspace

Table 4. Robot standards [52]

Title Description

EN ISO
10218-1

Robots and robotic devices – Safety requirements for industrial robots – Part
1: Robots

EN ISO
10218-2

Robots and robotic devices – Safety requirements for industrial robots – Part
2: Robot systems and integration

ISO/PDTS
15066

Robots and robotic devices – Collaborative robots
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with humans. The kinetic and potential energy of the robotic system based criteria are
used to limit the amount of dissipated energy of a KUKA LWR4 serial robot in case of
collision and modulate the contact forces, respectively.

Advancements in the safety of HRC with a focus on safety standards and relevant
control strategies are discussed above, while the challenge for safe HRC is not only
efficient collision detection in real time but active collision avoidance at runtime via
efficient closed-loop robot control [44].

Collision detection between humans and robots is crucial for human safety in a
shared working environment where humans work side by side with robots in close
proximity. Many research efforts have been taken on the robotic collision detection in
the past years. A rather intuitive approach is to monitor the measured currents in robot
electrical drives, looking for fast transients possibly caused by a collision [60, 61]. In
addition, the forces applied can be limited by a robot manipulator during contact
without the use of external sensors [62–64]. Haddadin et al. [43] reviewed and
expanded methods for generating a collision monitoring function and derived a new
concept for the reconstruction of the contact wrench. A generalised collision moni-
toring signal within the force/torque control was produced to detect the possible col-
lision between a robot and a human. Another proposed scheme compared the actual
commanded motor torques (or motor currents) with the nominal model-based control
law (e.g., the instantaneous motor torque expected in the absence of collision), with any
difference being attributed to a collision [65]. Focusing on the torque changes at the
joints, De Luca et al. [66, 67] developed a physical collision detection/reaction method
based on a residual signal and a collision avoidance algorithm based on depth infor-
mation of the HRC. This idea was refined by considering the use of an adaptive
compliance control [68]. A torque residual signal of the robotic system between the
actual input torque to the manipulator and the reference input torque is used for
detecting collisions [65, 69]. The monitoring signal that shows a detected collision
triggers the stop of the manipulator. However, tuning of collision detection thresholds
in these schemes is difficult because of the highly varying dynamic characteristics of
the control torques [43].

Additionally, two methods were widely considered: (1) using a vision system to
perform 3D inspection through 3D models as well as skin colour detection to perform
3D tracking of human body in a robotic cell [70], and (2) an inertial sensor based
approach [71] using geometry representation of human operators through a special suit
for motion capturing. The latter requires the testers to wear a special suit with sensors
which can limit motion capture of the suit wearer in unmonitored zones. Therefore, this
approach is validated to be not feasible for real-world applications due to the possible
safety leak, e.g., a mobile object may hit a stationary operator.

Thus, Ebert and Henrich [72] presented a sensor-based collision detection method
for an industrial robotic manipulator based on images taken from several stationary
cameras in the work cell. The collision test works entirely based on the images and
does not construct a representation of the Cartesian space. Henrich and Gecks [73]
developed a vision-based collision detection method based on several stationary and
calibrated video cameras, and potential collisions of the known objects in any of their
(future) configurations with a priori unknown dynamic obstacles can be detected via
collected images. Vogel et al. [74] presented a projector-camera based approach for
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dynamic safety zone boundary projection and violation detection. Krüger et al. [70]
utilised multiple 2D cameras to monitor the workspace, and then calculated a 3D model
of the scene. This model is used to determine the spatial distance between the worker
and the robot and therefore governs the decision whether to intervene in the control
programme of the robot. A projector-camera-based approach was presented by Vogel,
Walter, and Elkmann [75], which consists of defining a protected zone around the robot
by projecting the boundary of the zone. The approach is able to dynamically and
visually detect any safety interruption. In [76], a triple stereovision system was reported
for capturing the motion of a seated operator (upper body only) by wearing colour
markers. Nonetheless, relying on the colour consistency may not be suitable in uneven
environmental lighting conditions. In addition, tracking markers of mobile operators
may not appear clearly in the monitored area. Instead of markers, a time-of-flight
(ToF) camera was adopted in [77] for collision detection, and an approach using 3D
depth information was proposed by Fischer and Henrich [78] for the same purpose.
Using laser scanners in these approaches offers suitable resolution but requires longer
computational time, since each pixel or row of the captured scene is processed inde-
pendently. On the other hand, ToF cameras provide high-performance solutions for
depth images acquisition, but with insufficient level of pixel resolution (capable of
reaching 200 � 200) and with high expense. Rybski et al. [79] acquired data from 3D
imaging sensors to construct a 3D grid for locating foreign objects and identifying
human operators, robots, and background.

In addition, other researchers focused on combining different sensing techniques to
track humans and robots on shop floors such as the work presented in [80], which used
both ultrasonic and infrared proximity sensors to establish a collision-free robotic
environment. Moreover, other researchers like Cherubini et al. [31] incorporated both
force/torque sensors and vision systems into a hybrid assembly environment to provide
a direct contact between the human and the robot.

Among commercial systems of safety protection solutions, SafetyEYE® (Pilz GmbH
&Co. KG) is a popular choice. It computes 2½Ddata of amonitored region using a single
stereo image and detects the violation of predefined safety zones. Accessing into any of
the safety zones will trigger an emergency stop of the monitored environment. However,
these safety zones cannot be updated during active surveillance.

In recent research, depth sensors that can output the dynamic reflection of objects in
3D models are widely applied in the collision detection for a safe human-robot col-
laborative environment. Fischer and Henrich [78] used multiple 3D depth images for
fast collision detection of multiple unknown objects where the depth sensors placed
around the work cell are used to observe a common surveilled 3D space. The acquired
depth images are used to calculate the minimum distance to any obstacle and then
maximum velocity can be limited. Flacco et al. [58] developed a fast method to
evaluate distances between the robot and possibly moving obstacles (including
humans), based on the depth space. The distances are used to generate repulsive vectors
that are used to control the robot while executing a generic motion task. Lately, Morato
et al. [81] developed a multi-Kinect system to build an explicit model of the human and
a roll-out strategy, which forward-simulates the robot’s trajectory into the near future.
Real-time replication of the human and robot movements inside a physics-based
simulation of the work cell can enable the stop of the robot whenever an imminent
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collision between the human model and any part of the robot is detected. In parallel,
Schmidt and Wang [44, 47] developed a depth camera (Kinect sensor)-based approach
for collision detection between the robot and human [82, 83] and the experiment shows
that the collision between depth images and 3D models in an augmented environment
can be timely detected (as shown in Fig. 8) [47]. 3D models linked to real sensors are
used to represent a structured manufacturing environment and monitor the robot, and
then the depth images of the operator captured by Kinect sensors are used to calculate
the relative distance between robots and humans based on the captured position of the
robot. The procedures of depth images acquisition and processing are illustrated in
Fig. 9 [47]. Finally, the potential collision between a robot and a human can be
effectively detected.

Once an undesired physical collision has been detected, the robot is switched as fast
as possible from the control law associated with normal task execution to a reaction
control law. Graham et al. [84] reported an avoidance system where the computer-
controlled sensor system was developed to monitor the workspace of the robot, and this
system sent corrective commands to the robot to avoid personnel injury or damage to
the robot or equipment when dangerous situations occur. Based on the classification of
the collision, some examples of successful collision reaction strategies have been
specified in [85–87], including stopping the robot, slowing down the velocity,
retracting, reflex control, and impedance relaxation. Flacco et al. [88] proposed a real-
time collision avoidance approach for safe human-robot coexistence, and a collision
avoidance algorithm was developed where different reaction behaviours are set up for
the end-effector and for other control points along the robot structure. Bala and Bone

Fig. 8. Depth camera-based collision detection and avoidance in an augmented environment
(adapted from [82]).
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[89] studied a 3D dynamic human-robot collision avoidance problem where a collision
avoidance algorithm was developed to search for collision-free paths by moving the
end-effector along a set of predefined search directions. Seto et al. [90] proposed a real-
time self-collision avoidance control method for the robot during human-robot coop-
eration. The self-collision avoidance motion could be realised based on a reaction force
generated by the contacts between the elastic elements before the actual self-collision
of the robot. Ratsamee et al. [91] reported a human-robot collision avoidance method
using a modified social force model with body pose and face orientation. The physical
and social components (i.e. human position and body pose) are integrated into the
modified social force model which allows robots to predict human motion and perform
smooth collision avoidance. Additionally, Polverini et al. [92] proposed a real-time
collision avoidance method for redundant manipulators in a human-robot interactive
environment based on kinetostatic safety field developed entirely on the kinematic
level, where the kinematic redundancy is exploited for simultaneous task execution and
collision avoidance. Tamura et al. [93] proposed a method to determine whether a
pedestrian performs an avoiding behaviour or not, and developed a robot that smoothly
avoids a collision against the pedestrian.

Fig. 9. Procedure of depth image processing (adapted from [47]).
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Lately, some of the research attempted to deploy active collision avoidance
strategies for safe human-robot collaboration. Calinon et al. [56] proposed an active
control strategy based on task space control with variable stiffness, and combined it
with a safety strategy for tasks requiring humans to move in the vicinity of robots.
A risk indicator for human-robot collision is also defined, which modulates a repulsive
force distorting the spatial and temporal characteristics of the movement according to
the task constraints. Wang et al. [83] reported a novel methodology of real-time active
collision avoidance in an augmented environment, where virtual 3D models of robots
and real camera images of operators are used for monitoring and collision detection.
The procedures of depth images acquisition and processing are illustrated in Fig. 9. The
depth cameras are used to acquire and then process the depth images when the robot is
in action. After the background removal via the back projection of the robot model to
the images, the depth images of the detected operator by applying a noise-removal filter
and a connected-component algorithm are converted to point clouds in the robot
coordinate system, and merged into a single 3D point cloud after image registration.
Finally, the single 3D point cloud of the operator is superimposed to the 3D model of
the robot in augmented virtuality (as shown in the bottom image in Fig. 9). In [47], a
depth camera-based approach for cost-effective real-time safety monitoring of a human-
robot collaborative assembly cell was reported where active collision avoidance via
path modification and robot control in real-time with zero robot programming was
deployed. According to the result of the processed depth images, the minimum distance
between the point cloud and the 3D robot model is calculated, and then the actions of
avoiding the collision between a robot and a human are actively taken. In [82], the
active collision avoidance strategies based on the detected collision were proposed and
classified into four safety strategies: the system can alert an operator, stop a robot,
move away the robot, or modify the robot’s trajectory away from an approaching
operator, as shown in Fig. 10.

Fig. 10. (a) Active collision avoidance strategies (adapted from [44]); (b) Robot behaviours in
active collision avoidance (adapted from [47]).
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3.3 HRC in Cyber-Physical Systems

Human-robot collaboration places the interplay of humans and machines into a cyber-
physical environment where human and robotic agents interact in a shared work
environment to solve some complex tasks which require the combination of their best,
complementing competencies [1, 11, 28]. Cyber-physical systems (CPS) are systems of
collaborating computational entities that are in intensive connection with the sur-
rounding physical world and its ongoing processes, providing and using, at the same
time, data-accessing and data-processing services available on the Internet [94–96].
The embedded computational entities and physical processes are connected through
communication networks (i.e. the Internet of Things) [96] and can coordinate with each
other in real time, i.e. physical processes are monitored and controlled by the embedded
computers, and feedback loops are designed to allow both sides to affect each other
[11]. According to the concept and characteristics of CPS, the human-robot collabo-
rative system within a shared working environment can be viewed an advanced CPS,
which is supported by the dynamic control algorithms and online monitoring devices
[97]. The close and multi-directional interaction of virtual and physical entities forms a
CPS where automated components and humans can be integrated into a cybernetic and
collaborative environment combining their complementary strengths instead of the
mutual restriction of their potentials. The physical and software components are tightly
coupled to each other while the physical world (robots, monitors, products, etc.) is
reflected and controlled by the cyber world (3D models, monitoring data, software, task
plans, and so forth) [2]. CPS enables such human-robot collaboration in areas of
dynamic task planning, active collision avoidance, and adaptive robot control [3].

In this section, representative examples of HRC in CPS are presented, and they are
(1) a CPS application of HRC assembly, (2) a CPS-enabled remote HR system and
ARbased CPS for remote HRC, and (3) remote HRC: a CPS application for a hazard
manufacturing environment.

3.3.1 CPS Application in HRC Assembly
Compared with fully automated assembly or purely manual assembly [32, 98], HRC
assembly can combine the skills of the robot and human, and offer the opportunities of
improved overall performance. From the concept of CPS, HRC places the interaction
and cooperation of humans and robots into a cyber-physical environment where the
CPS related entities are the human operators and the robotic arms and the cyber part
includes the control algorithms, communication service, and data exchange [1, 101].

The CPS-enabled collaboration scenario shown in Fig. 11 is a CPS industrial
application of HRC assembly [94]. The concept of CPS is applied in HRC assembly,
and the assembly scenario is that the robot is used to assemble a shaft and a washer, and
insert the assembled parts in an output magazine. The operator’s responsibility is to
take out the assembled parts from the output magazine and fill fresh parts into an input
magazine. The human is the physical part of the CPS and human instructions (voice
commands, gesture instructions, and haptic interactions) are defined as the high-level
control commands to control the assembly task execution. More details and procedures
of the HRC assembly as a CPS application are illustrated as follows.
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In the cyber part [82], the kinetic sensors above the workspace are used to monitor
the whole working environment, including the robot and human and acquire the depth
images. The background is removed from the depth images using the reference images
captured in the calibration stage. Depth information related to the movement of the
robot is subtracted as well from the captured depth information by projecting back the
robot model to the depth images. When the human preforms the assembly tasks by
following the assembly steps and procedures as discussed above, for example, the robot
follows the operator’s hand to deliver needed assistance, and the human instructs the
robot to execute the specified task by voice and gesture commands (i.e. part grasping
and posture change). The distance between the robot and human is calculated via a link
between the human point cloud and a monitored virtual 3D model of the robot. The
active collision avoidance is activated when the possible collision between the robot
and human is detected. Avoiding collision is restricted only to control the robot at the
time of picking and delivering parts. For seamless HRC, switching between following
and avoiding behaviours of the robot can be implemented by a simple button press or
through a voice command.

3.3.2 AR-Based and CPS-Enabled Remote HRC
A CPS consists of a “cyber” part and a “physical” part [11]. In a CPS, sensors or other
communicating tools embedded in physical entities are responsible for real-time data
acquisitions. The data are then sent to the computational part of the system through a
network/cloud environment (allowing decentralised control) [102]. The computational
parties are responsible for monitoring and controlling the actions of the physical entity
through embedded communicating equipment such as actuators.

The potential applications of CPS in manufacturing have attracted many attentions
with the focus on the research and implementation of HRC production systems. In this
section, a remote HRC system that applies the concept of CPS is presented as shown in

Fig. 11. HRC assembly: a CPS application (adapted from [94]).
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Fig. 12 [103], which achieves the features of haptic lead-through remotely with a local
collaborative robot (UR5 [104]) and an industrial robot (ABB IRB 120 [105]).

In the physical part, a collaborative robot in a collaborative workstation is con-
trolled by a human operator’s haptic lead-through with respect to the display of the AR
assembly parts from the cyber representations of a remote workstation, as shown in the
left-bottom of Fig. 12. For the implementation of controlling the industrial robot,
control parameters (joint positions of the collaborative robot) are monitored and
acquired in real time for constructing the motions of the robot in the joint space and the
Cartesian space via forwards kinematics, respectively. The motion of the collaborative
robot can be replicated for and followed by the remote industrial robot. To implement
the remote HRC, the control and communication blocks in the cyber part are designed
and implemented. The joint positions of a collaborative robot can be obtained from the
robot controller and transmitted into the cyber part of the system as a control input. The
robot kinematics is encapsulated and integrated into the robot kinematics database
module which is used for the kinematic control both for the robot in the collaborative
workstation and the robot in the remote workstation. Forward kinematics allows the
joint positions of the robot in the joint space to be transferred as the reference position
in the Cartesian space, while the inverse kinematic function is the opposite of the
forward kinematics. The robot end-effector can be controlled in real time by the
embedded control algorithms where the robotic workspace position is transferred into
the joint positions. Finally, the remote industrial robot can be controlled respectively in
the remote workstation.

The second case is an AR-based CPS for remote HRC assembly, as shown in
Fig. 13. To achieve the remote HRC, the assembly parts and environment of the remote
workstation should be acquired and displayed for the human operator physically

Fig. 12. CPS-enabled remote human-robot system (adapted from [103]).
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located in the collaborative workstation. In the AR-based CPS system [106], the
applied AR system provides cognitive feedback for the human operator during robot
lead-through programming, and control parameters and commands generated in the
collaborative workstation are used to control the industrial robot. The physical part in
such a system includes the AR hardware, human operators, and robots. The video
streaming of the remote workstation captured by the physical vision system is sent to
the cyber part of the system. In the cyber part of the system, the embedded real-time
objects recognition module is used to identify and recognise the diverse assembly
objects. The recognised parts are further forwarded for AR models registration. The
recognised assembly parts are tracked and registered in the right positions. In the
physical part of the collaborative workstation, the relevant virtual models are displayed
for the human operators.

3.3.3 Remote HRC: A CPS Application in Hazard Manufacturing
Environment
Human safety and health in any manufacturing setting is paramount. A hazard man-
ufacturing environment for HRC, including radioactive component production and
dangerous chemical product assembly, is not inevitable in the physical manufacturing
activities. Therefore, to address such issues, a CPS application for the hazard manu-
facturing environment is proposed to implement a remote HRC, and the overview of
the proposed remote HRC system is shown in Fig. 14, where the remote HRC system
is comprised of a cyber part and a physical part. The physical part in the remote HRC
includes two workstations: a collaborative workstation which includes a collaborative
robot operated by a human operator and a remote workstation including an industrial
robot and a collaborative working environment. An AR system designed for data
exchange is shared by these two workstations in the physical part.

Fig. 13. AR-based CPS for remote HRC (adapted from [103]).
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A collaborative ROS (Robot Operating System [107]) server and a remote ROS
server included in the cyber part are used to support remote HRC control where the
embedded industrial network takes the responsibility for data exchange and commu-
nication between the two servers. Both of the servers are installed with a ROS system
that can support robot control and information processing functionalities. ROS pro-
vides a structural communication layer above the hosting computer operating system
and brand-specific robot control system which is characterised with sensor connec-
tivity, cross-brand robot control capability and software architecture flexibility. The
robot action server in the collaborative ROS server is used to monitor and acquire the
joint position of the collaborative robot in real time. The kinematic calculation node is
then used to convert the joint position of the robot into the end-effector’s position in the

Fig. 14. Remote HRC: a CPS application in hazard environment (adapted from [103]).
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Cartesian space, which is transmitted to a remote ROS server through Multimaster sync
nodes [108]. In addition, the objects acquired from the remote workstation via Kinect
sensors are recorded by the location registration node and displayed by the AR display
node for the human operator in the collaborative workstation.

The Multimaster sync node in the remote ROS server is used for connectivity with
the local server and data exchange (i.e. end-effector’s position and robotic state). The
kinematic calculation node converts the end-effector’s position into the joint values of
the industrial robot in the remote workstation. The image streaming of the assembly
environment in the remote workstation is sent to the remote ROS server via the image
acquisition node. Then, the object recognition node can recognise, localise, and track
the assembly objects after the image processing. The recognised objects are further sent
to a collaborative ROS server for AR display. Finally, the industrial robot in the remote
workstation is controlled respectively by the relevant robot control nodes.

4 Multimodal Robot Control

In the context of manufacturing, today’s robots are controlled by rigid native codes
which in general are diverse due to the different robot manufacturers. Robot (re)
programming with the requirements of the expert knowledge is also a big challenge for
the wide use of industrial robots, especially for manufacturing companies. The con-
ventional (re)programming of the industrial robots (i.e. manual online programming) is
tedious, time-consuming and error-prone, which turns out to be a big bottleneck for
robotic applications [109]. In addition, the training for programming of the industrial
robots also requires high effort for users [110]. Although some of the control
approaches attempted to implement the intuitive programming of the industrial robots
such as the tech-in programming and programming by demonstration, current robot
control approaches based on the rigid codes can no longer support the symbiotic HRC
[111]. Therefore, a symbiotic HRC system needs to be enabled by a new means that is
multimodal and symbiotic to facilitate any change during collaboration. To address
such challenges, multimodal intuitive programming offers the potential programming-
free approach for robot programming without the expert knowledge in which diverse
communication channels between humans and robots (i.e. gesture, poster, voice, and
haptic) can be used for HRC control in a shared working environment [1]. In recent
years, multimodal intuitive programming has been applied in the design and imple-
mentation of natural HRC and control systems, and these robotic applications show
high overall productivity with better product quality.

This section presents the robotic applications of the multimodal intuitive pro-
gramming for HRC control. They are multimodal programming control, sensorless
haptic control, and deep learning-based multimodal control.

4.1 Multimodal Programming Control

In HRC, robots that are allowed to work in the same work cell as human beings are
required to adapt the change of pre-planned tasks for high-level flexibility and adapt-
ability. However, most of the robots are controlled by pre-programmed control codes,

40 L. Wang et al.



which can no longer meet the demands. Conventional programming/reprogramming for
robot control needs extra efforts of users when lot sizes of production are small. This
motivates robotic engineers to develop robotic programming and control methods with a
higher degree of adaptability. Consequently, many approaches have attempted to tackle
such challenges towards an intuitive and programming-free HRC control.

Often, a robot is programmed for repetitive tasks. Once pre-planned tasks are
changed, reprogramming of the robot is required. This operation is time-consuming and
costly for industrial companies. Additionally, robot programming that requires expert
knowledge is one of the big challenges. Many types of robots have been designed and
developed for dedicated applications including medical robots, collaborative robots,
humanoid robots, and industrial robots. While these robots are controlled by their own
programming languages (i.e. KUKA Robot Language for KUKA Robot), they are not
user-friendly. For the users of robots, the training for programming of the robots
typically takes from several days up to weeks.

In HRC, it is important to have an intuitive way of communication with robots.
Robot programming in Teach mode [112], as an intuitive method, allows the human
operators without programming skills to teach the robot. In the teach-in mode, the
robot is moved to each position by hands while pressing buttons on a teach pendant,
and the reach positions are stored and integrated into a textual programme sequence.
Finally, the robot can playback the points at full speed. Play-back programming offers a
more direct approach of interaction through haptic guidance of the robot [113]. The
approach, however, is limited by the poor transferability to robot systems in a large
shared workspace. With lead-through programming, the robot is controlled to physi-
cally move through a task by an operator. Playback function can allow the robot to
complete the task alone. Heavy-duty industrial robots widely used in the manufacturing
industry make it difficult be adopted due to the efforts required from the operators and
increased chances of hesitation or inaccuracies. Manual offline programming (i.e.
programming with offline teaching software, scripting language, and offline-
programming and simulation software), is a most often used programming approach
in robotic research, while disadvantages of offline programming turn out to be a bot-
tleneck for symbiotic HRC. Programming by demonstration [114] that end-users can
teach robots new tasks without programming is a more intuitive programming para-
digm which enables robots to autonomously perform new tasks. Meanwhile, this
programming approach is interdisciplinary in a range of research fields including
artificial intelligence (AI), sensor networks, image processing, automation control, and
path planning. By the imitation learning of the human actions, a task or a programme
used for imitating the actions can be automatically generated.

Recently, one promising approach of robot programming for HRC that has been
actively explored is the multimodal intuitive programming where the specialised expert
knowledge and high-level programming skills are not required [1, 115]. Multimodality
refers to the use of diverse communication channels between a human and a robot
which is important in the design of the natural HRI and control systems. Typically,
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speech, touch, gesture, and thoughts are communication methods natural to human,
where speech and gesture recognition, and haptic interaction can be used to interpret
theses communication methods [116]. A number of studies showed that multimodal
design of industrial control and programming systems increases productivity.

As one of the most effective tools for human-human communication, speech
commands have been extensively applied to robot intuitive programming and control
[111]. Research results of the project MORPHA showed to be fundamental for
numerous subsequent research activities in the field of intuitive control and program-
ming for industrial and service robots with basic programming systems based on
speech [117] and touch instructions [118, 119]. Perzanowski et al. [120] developed a
multimodal human-robot interface design which incorporates both natural language
understanding and gesture recognition as communication modes, and human operators
interact with a mobile robot using natural language and gestures. In the project
SMErobot [121], speech and gesture-based instructions were used for intuitive pro-
gramming of industrial robots. Also, a demonstrator that combines both speech
recognition and haptic control was developed to control a collaborative robot from
Universal Robots which serves as an experimental platform and a pilot study [116].
Lastly, the EU project SYMBIO-TIC [17] developed a symbiotic HRC system where
voice commands, gesture instructions, and haptic interactions are used for multimodal
intuitive programming for HRC assembly tasks.

In the manufacturing context, the noisy background is a challenging factor for
accurate recognition of the voice commands [111, 122]. Therefore, many researchers
have explored the possibility to adopt human gestures as a form of nonverbal com-
munication channel used for robot intuitive control and programming. According to
Liu et al. [123], the gestures can be categorised into three types: body gestures, hand
and arm gestures, and head and facial gestures. Meanwhile, In [124], Pavlovic stated
that gestures describe intended movements which can be expressed by usually the arms
and hands. Gestures can be divided into communicative and manipulative gestures in
terms of the gesture’s characters (as shown in Fig. 15) where communicative gestures
can express the communicative intent while manipulative gestures can be used to
manipulate the objects (i.e. translation, rotation, and deformation). The gesture-based
instruction information can be transmitted and represented in three forms for control
systems: pragmatic level (linguistic action), semantic level (meaning of the signs) and
syntactic level (signs and rules). In multimodal HRC control, communicative gestures
that are subdivided into symbols or actions are mostly combined with voice commands
to implement the intuitive control and programming. The symbol gestures are labelled
with linguistic functions by referential characters or modal function. For action ges-
tures, gestures describe the movement itself. For example, mimetic gestures call for the
imitation of the suggested action, whereby deictic gestures (pointing gestures) represent
a local reference to the content of the action.
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Figure 15 summarised the gesture-based applications in controlling and program-
ming industrial robots. For communicative gestures, they are mainly defined as
instructions for the robot motion control and motion specification. Meanwhile, the
gesture-based manipulation of the objects can be translated into control commands in
the intuitive programming. A comprehensive review of the gesture recognition used in
robot programming for HRC manufacturing can be found in [123]. In HRC assembly,
lightweight collaborative robots emerging in recent years make it possible for human
operators in a shared workspace to haptically guide and control the robot in a more
intuitive way in the teach-in mode [125–128]. In the teach-in mode, individual points
or entire trajectories in the joint space are recorded by the control system and then the
recorded trajectories can be played back after finishing the tasks. Collaborative robots
often use playback programming methods for robot control and collaboration opera-
tions. To flexibly guide the robot, the installation of force/torque sensors and a com-
pliance control strategy are needed. However, offline programming environment for
some of the heavy-duty industrial robots is not available. Intuitive online programming
such as playback programming and teach-in programming offers alternative approa-
ches. Additionally, an object-oriented programming approach was developed to make
dual-arm robot compliance programming simple by formulating bimanual actions
which can be used for assembly operations such as BI-Approach, BI-Hold or BI-Insert-
Extract in a natural way [129]. Inspired by this, a method for the intuitive programming
of dual-arm robots was studied in which a task-oriented programming procedure is
described, including a dual-arm robotics library and the human language [130]. The
robotics library aspires after human-like capabilities and implements bi-manual oper-
ations. This intuitive programming framework is based on a service-oriented archi-
tecture and is developed in ROS. The user can easily interact with a dual-arm robot
platform through depth sensors, noise-cancelling microphones and GUIs [131].

Several recent approaches for robot intuitive programming assisted by the advanced
technologies have been reported. Ong et al. [132, 133] explored the potential of using
an AR environment to facilitate immersive robot programming in unknown environ-
ments and also the use of an AR environment for facilitating intuitive robot pro-
gramming. Lastly, a spatial programming approach for industrial robots based on
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Fig. 15. Taxonomy of gestures in control and programming of industrial robots (adapted from
[124]).
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gestures, AR, and task demonstration can be the support for different phases of the
programming process as well as different levels of robot programming [134, 135].

In the last decades, to satisfy the users’ demands for intuitive programming, robot
programming software tools have been expected to be intuitive, efficient, and user-
friendly. A new interface architecture towards minimum programming in HRC was
developed in [136] where user interfaces, function blocks, functional modules and
hardware are included. This designed interface allows engineers to customise the
functions and tasks by dragging/dropping and linking the relevant FBs with minimum
programming. In addition, a high-level robot programming method was presented to
simplify industrial robot programming using visual sensors that detect the human
motions [137]. The movement of a robot in different directions is enabled by a defined
vocabulary of body and hand gestures, and a decoder application embedded in the
robot controller is developed for translating the human messages into robot motions.
The easy extensibility with new functionalities can be optional by integrating this
method within an ROS-based open communication architecture. Multimodal intuitive
programming of robots also requires embedding of complex algorithms on different
levels of abstraction. The results achieved in different scientific literature have shown
many efforts on integration and implementation of high-level functions for intuitive
robot programming and control, as well as symbiotic collaboration between humans
and robots, such as the use of function blocks.

4.2 Sensorless Haptic Control

Robots play important roles in manufacturing, especially in the assembly field, but they
are far behind humans in terms of adaptability and flexibility. Complex assembly has
demanding requirements in flexibility and adaptability, while fully automated assembly
by robots or purely manual assembly cannot satisfy alone. A robot-assisted but human-
guided assembly solution shows promise in handling such complex assembly processes
as compared to full automation, where the flexibility and adaptability of a human can
be combined with the speed, accuracy, and controllability of a robot. However, most
solutions towards HRC assembly heavily rely on extra assistive systems, e.g., force
sensors or haptic devices, to control external forces applied to a robot [138, 139].

Unfortunately, most heavy-duty industrial robots do not have built-in force/torque
sensors. The installation of sensors for the robot systems proves to be not feasible
because of the cost of sensors and difficulty on the mechanical integration. Sensorless
haptic-driven robotics offers opportunities for addressing such challenges [140]. Fig-
ure 16 shows the overview of a system design for a sensorless haptic control for an
industrial robot.

Fig. 16. System design of a sensorless haptic control for an industrial robot.
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As shown in Fig. 16, the sensorless haptic control of an industrial robot incorpo-
rates an HRC and KRC (KUKA Robot Controller) module, a kinematics and dynamics
module, a robotic control module, and a communication module.

In the HRC and KRC module, a sensorless haptic control strategy is developed to
control the robot by a haptic command from a human. KRC is responsible for the
execution of the motion and control commands. KRC is not open for robot users, and
available feedback data from the robot controller are only joint position and joint
torque. The axis-specific actual position of the robot and the current motor torque of an
axis are stored in the system variable $AXIS_ACT_MEAS and $TORQUE_AX-
XIS_ACT, respectively. To get access to the feedback data from and send movement
commands to KRC, the communication between the human-machine interface
(HMI) and KRC is built based on open-source cross-platform communication interface
JOpenShowVar [141] which allows for reading and writing variables and data of the
controlled manipulators.

The kinematics and dynamics module is responsible for kinematic and dynamic
modelling of the industrial robot. The geometrical parameters of the industrial robot are
acquired by the modified DH (Denavit–Hartenberg) based coordinate frames. The
velocity and acceleration of the joints are obtained by the differential of the available
joint positions. The acquired feedback data (joint positions and torques), velocity, and
acceleration of the industrial robot are filtered to reduce the effect of the noise induced
by the differential. The built-in kinematic model is used for the transfer between the
joint positions in the joint space and the end-effector’s positions in the Cartesian space,
while the dynamic model is used to obtain the control output. The nonlinear Newton-
Euler equation of the robotic dynamics is formulated as a linear identification model
with certain inputs (joint positions, velocities, accelerations, and torques). Additionally,
the friction in the robot’s joints is also considered in the dynamic model for better
control performance. The next step for the sensorless haptic control is the external
force/torque detection which is the key and also a prerequisite of the robotic haptic
control. The output of the dynamic model of the robot is defined as predicted torques,
while the feedback data of the joint torques acquired from the robot controller are the
measured torques. If a human operator does not apply any force on the end-effector of
the robot, no external force is detected, and the predicted torques equal the measured
ones. When the human operator applies the force on the robot, the external force
induced by this can be detected by the external detection module where the external
force is defined as the difference between the predicted force and measured force. The
predicted force can be calculated by the Jacobian matrix based on the acquired joint
torques.

The robotic control is to make the robot move when the external force is applied on
the robot by a human operator. In the robotic control, an adaptive admittance controller
is designed to transfer the external force into the reference position and velocity which
are defined as the control output [142]. To make the interaction between the robot and
human more natural and easier, adaptive admittance parameters are adopted in the
controller. The control output commands are sent to the robot controller for the
movement and task execution.
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4.3 Deep Learning-Based Multimodal Control

In response to the needs for robot adaptability, a deep learning-based multimodal robot
control approach for HRC, shown in Fig. 17 [111], is developed where three methods
are integrated into the multimodality including voice recognition, human motion
recognition, and body posture recognition. The proposed multimodal robot control
approach allows a human operator to control a robot intuitively without programming
rigid codes. Most of the existing multimodal robot control methods are not suitable or
reliable for industrial applications because the feature representations are not shared
across multiple modalities [37, 120, 143]. Therefore, the proposed multimodal control
approach towards robust HRC is designed to deal with such challenges [111].

As shown in Fig. 17, the proposed multimodal control strategy consists of deep
learning algorithms, sensors inputs, and an open-source robot control software. Body
posture, hand motion, and voice commands that are acquired by cameras, Leap Motion
sensors, and a microphone are defined as the control input of deep learning data
processing block. The deep learning algorithms embedded for the model training are
used to understand and classify the collected datasets, and the multi-channel commu-
nication signals are recognised and then these identified signals are analysed and fused
to generate the robot control commands. Finally, these robot commands are sent to the
robot controller in which the commands and task execution are performed.

Fig. 17. Deep learning-based multimodal control for HRC (adapted from [111]).

46 L. Wang et al.



Deep learning, as a branch of machine learning, has the capability of improving the
performance of algorithms by learning through deep representations of the given
dataset [144–146]. The network structure of deep learning algorithms consists of
multiple network layers: one layer as input, several hidden layers to extract the deep
features from the input layer, and one output layer for inference. In the network
structure layers, the output of the previous layer is the input of the current layer.
Different algorithms embedded in deep learning can be used for specified tasks. For
example, Conventional Neural Network (CNN) is good at image processing [147–149],
while long-short-term memory networks are for sequence-to-sequence modelling and
auto-encoder feature learning [150–152]. Additionally, the combination of deep
learning and multimodal fusion offers flexibility and capability in capturing hidden
patterns from high-dimensional multimodal data, which can be used to analyse the
multimodality to make decisions for robust multimodal HRC. Therefore, the archi-
tecture of the multimodal HRC is enabled by a microphone-based voice command
recognition, Leap Motion-based hand motion recognition, and camera-based human
body posture recognition as shown in Fig. 18 [153].

The multimodal recognition problem in Fig. 18 is defined as a type of machine
learning problem, and the problem is formulated to facilitate a machine learning
solution which is solved by three separate unimodal models. Lastly, the multimodal
fusion is performed. Here, three deep learning models that are selected to recognise
three multimodalities collected from sensors are CNN for voice command recognition,
LSTM for hand motion recognition, and transfer learning-enabled human body motion
recognition. The processes of modality recognition and multimodality fusion are
introduced as Fig. 19.

CNN for Voice Recognition: Before using CNN to process the voice commands, the
voice command dataset is transformed into 2D spectrograms by Fast Fourier transform
[154]. The convolution operation is formulated as a function of input maps and feature
maps and feature map in which a ReLU activation function is adopted [147]. In the
formulated convolution function, the weights of the input map are shared among each

Fig. 18. Multimodal HRC enabled by voice command recognition, hand motion recognition,
and human body motion recognition (adapted from [153]).

Overview of Human-Robot Collaboration in Manufacturing 47



convolution neuron, and max-pooling outputs the maximum value of each of the local
neighbour. Max-pooling makes each feature map invariant to local translations in the
input map, which is also proven to be useful in CNN [155, 156]. In model training, the
categorical cross-entropy is defined as the cost function.

The voice command dataset created by TensorFlow and AIY teams at Google is
selected as the training dataset of voice command recognition, which consists of over
65,000 one-second audio recordings of 30 short words [157]. The voice commands
used in the multimodal HRC are classified and labelled as left, right, on, off, up, and
down. The recorded audio that is essentially a 1D vector of strength signals is trans-
formed into a 2D matrix that can be treated as a single-channel image.

Hand Motion Recognition: Leap Motion as a non-contact sensor has the capacity of
capturing hand motions by locating the fingers and hands within an interaction box.
The Leap Motion can be connected with the mobile device (i.e. personal computer) for
the data acquisition and the data output of Leap Motion offers a real-time representation
of human hands with a series of timestamps, the finger positions, and hand position. To
implement the human hand motion recognition in HRC, the Leap Motion dataset is
built and multi-category classification is developed. A number of human-waving
motions are generated and the recorded dataset from the Leap Motion is labelled as
positive, while other random motion datasets collected from the sensors are labelled as
negative. The labelled dataset is trained by the algorithm to identify the hand-waving
motion. The hand motion dataset consists of a number of sequences of hand motions
with six different categorical labels. The Leap Motion Controller [158] captures the
direction and orientation of key hand joints and bones frequency of 100 Hz. The hand
skeleton models can be built by tracking and capturing hand bones and joints. In each

Fig. 19. Workflow of three unimodality recognition and multimodality fusion (adapted from
[153]).
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timestamp of the hand motion, 64 hand motion features which are defined by the
parameters from the skeletons are captured. In addition, the same categories as the
voice commands are defined for human motion recognition and body motion
recognition.

Human Body Posture Recognition: A transfer learning-enabled body motion recog-
nition method [159–161] is adopted to recognise body motion from video steams where
transfer learning is proven to be an effective approach for image recognition. The
training time of a new model can be reduced by reusing the knowledge from other
networks. Here, transfer learning can be defined by a domain, a task, a learning source,
and a target source where a domain consists of a feature space and a marginal prob-
ability distribution. When the domain is given, the task can be represented by a label
space and a predictive function which can be learned from the training dataset. In the
specific case of body motion recognition, a function is trained from the source domain
and the source task with a large amount of labelled images. Since the source domain is
in image format and the target domain is in video format, the data of the target domain
can be sampled as sequences of images where the pre-trained network can act as a
generic feature extractor to transfer the knowledge represented by parameters learned
from the source domain. After the transfer learning-enabled feature extraction, the
representation of the training dataset can be denoted a function of parameters trans-
ferred from the target predictive function and the training samples from body motion
dataset. The network is further trained by minimising the cross-entropy loss, before
being fed into a softmax layer for normalisation. To facilitate the training of the transfer
learning, the collected video clips are sampled into sequences of images where the
features are extracted from the image sequences by Inception-v3 [162] pre-trained
model. The processed image sequences are stored and prepared as the input data for
training multimodal fusion model [163].

Multimodal Fusion: These three modalities: voice command, hand motion, and body
motion without the last layer are formulated as a function of the training samples from
the corresponding datasets and the network parameters from these three models [153].
The three trained models are then fused by a concatenate function. The fused model can
be further trained by minimising a loss function defined by cross-entropy. Finally, the
optimised network is connected to a softmax function to normalise the output result.
Here, data from the above three datasets are sampled randomly without semantic
change. The representation trained from the unimodal models is concatenated and fed
into a designed multilayer perceptron classifier which is used for identifying the
commands.

The classification results in [153] show that the deep learning models outperform
the traditional machine learning models (i.e. Support Vector Machine and Random
Forest baseline models). The accuracy of the voice command recognition is improved
significantly compared with the other two modalities. The deep learning models can
capture some of the hidden patterns that cannot be recognised by the traditional
machine learning models. Knowledge representations learned by the multimodal rep-
resentations fusion process can contribute to the accuracy improvement of the identi-
fication. In the HRC enabled by the proposed multimodal fusion, the human operators
are expected to control the robot intuitively with user-friendly modalities. Meanwhile,
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the robot control commands can be active once all the three modalities are in place and
a right output is obtained from the fusion model.

5 Conclusions and Future Research Directions

This paper presents an overview of human-robot collaboration in manufacturing.
Research on HRC has been active for many years. Despite the advancement and
applications of HRC in recent years, confusions exist in different forms of human-robot
relationships. These relationships and the unique characteristics with clear definitions
need to be classified and analysed. This paper is aimed to provide detailed treatments
with a focus on HRC in manufacturing together with existing challenges and recent
technological advancements. Within the context of HRC, topics covered consist of
scenarios of HRC in manufacturing and multimodal robot control. In the industrial
scenarios, symbiotic HRC assembly, safety of HRC in manufacturing, and HRC in
cyber-physical systems are introduced, and also multimodal robot control enabled by
multimodal programming, sensorless haptic interaction, and deep learning-based
multimodal control with voice commands, hand motion, and body motion is presented.

In [1], a comprehensive summary of the future research directions and challenges of
HRC in manufacturing was presented with 12 research topics. With the support of the
latest technologies of sensing, communication, AI, AR and robot control, HRC will
find its way to practical applications on shop floors in factories of the future.
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Abstract. With Industry 4.0, additive-manufacturing methods will be widely
used to produce small batches of customized products that offer construction
advantages, such as complex, lightweight designs. One type of products that
belong to the sophisticated components, producible by 3D printing technology,
is a lattice structure. The article deals with the three points bending test of the
cylindrical samples. FDM (Fused Deposition modelling) technique and ABS
(Acrylonitrile Butadiene Styrene) material were selected for the samples pro-
duction. Two types of samples (with a simple lattice structure and fully filled by
material) were analyzed experimentally and numerically. The results showed
that in spite of the material saving at the porous structure production, the lattice
structure with body-centred cube cell is not very suitable for the components
loaded by bending, because a unit of material at this type of sample is able to
carry down less stress compared to the sample fully filled by the material.

Keywords: Additive technology � Sophisticated component � Cellular sample �
Bending test

1 Introduction

The current situation in manufacturing requires to be the components manufactured
quickly and flexibly not only from the view of production efficiency but also from the
view of enterprise competitiveness. All the companies are looking for better respon-
siveness, because - what is important - is a customer, and what is important for the
customer is to get what they ask for (including function, aesthetics or competitive
prices but also, for example, recyclability or energetically efficient products). Com-
panies seek to find better methods and improvements. In the competitive market,
customer-based production is what companies have in mind.

A new wave within a current trend in automation and data exchange in manufac-
turing technologies that include a combination of Cyber-physical systems, the Internet
of Things, Cloud computing and Cognitive computing offers Industry 4.0. A vital part
of Industry 4.0 is also 3D printing technology. While 3D printers hit the market way
back in the 80 s, commercially viable 3D printing has been possible only in the last
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decade [1]. 3D printing technology today is at a stage where companies are starting to
realize significant, tangible new value for themselves and their customers using them.

Modern method of 3D printing allows creating complex features of parts geometry
by their direct integration into the production process. When using this technology,
designers and engineers have more freedom at the design creating, since practically all
components that can be modelled in a virtual environment of 3D software it is possible
to produce by this technology. There are no limitations relate e.g. to the production of
cavities as it is in the case of conventional technologies, because metallic material is
applied only into the places for which it is intended. The additive manufacturing can be
with the great advantage used for example for the manufacturing of moulds for plastic
injection, in which cooling channels are passed in different ways, along different tra-
jectories, with variable cross-section, etc. Despite the fact that the process of additive
manufacturing appears to be simple, experience of foreign producers using this tech-
nology say it is not true.

2 Porous Structures and Additive Technology

The world develops permanently. According to [2], the progress of engineering dis-
ciplines is indisputably bounded with the continuous learning and production of
knowledge and vice versa. According to Aristotle, knowledge is developed through
experience and empirical observations which are the foundations of intellectual
knowledge. Acquisition of information coming from experience interacted by intel-
lectual cognition can be transformed to the formulation of conclusions and statements
that can be considered as “elements” of knowledge.

In recent years, two new fields which change approach to the manufacture might be
observed. In the area of manufacturing, there are additive manufacturing techniques
which develop fast. A few years ago, these techniques allowed only to execute ele-
ments only for spatial visualizations of designed parts. Currently, we can print 3D
elements made of different types of plastics or metals. Additive printing technologies
allow the production of elements which have hitherto been considered as the non-
technological and not possible to made from the point of view of production tech-
nology, capacity and cost-effectiveness.

Additive manufacturing, also commonly referred to as 3D printing, is the process of
building a three-dimensional (3D) structure or component from the ground up, gen-
erally, layer by layer. The CAD model, which represents the part to be manufactured, is
converted into STL format. Nearly every AM technology uses the STL file format. The
term STL was derived from STereoLithograhy, which was the first commercial AM
technology from 3D Systems in the 1990 s. Considered a de facto standard, STL is
a simple way of describing a CAD model in terms of its geometry alone. It works by
removing any construction data, modelling history, etc., and approximating the sur-
faces of the model with a series of triangular facets. The minimum size of these
triangles can be set within the most CAD software and the objective is to ensure the
models created do not show any obvious triangles on the surface. This STL file is then
transferred into the AM machine software which slices the model into 2D slices with
specified thicknesses. Different AM machines use different slicing formats such as SLI
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(System Layer Interface) by 3D systems. This is followed by setting-up the processing
parameters and preparing the materials [3, 4].

A build preparation of the part begins with its digital positioning onto the build
platform and the necessary support structures are strategically placed onto the
part. Technicians then go through a layer-by-layer review of the build to ensure that all
of the features are adequately supported for a successful build. Once the review is
complete, the technicians will digitally create the required amount of part copies
needed for a particular order before it is ultimately sent to the printing machine.

The building process depends on the material and the selected technology. While
the additive technology for metal parts is commonly based on powder bed fusion using
a laser or electron beam, the Plastic Additive Manufacturing (AM) uses primarily the
FDM (Fused Deposition Modelling) or FFF (Fused Filament Fabrication) methods.
There is no difference between FFF and FDM, only a trademark issue [5].

The special area of produced components incorporates the parts with internal
structures. Their design is considered in all industries as the most sophisticated factor of
the manufacturing process. The conventional production of these types of components
is often costly, time-consuming and technically very difficult. Mechanical properties of
porous structures depend primary on material, from which they are produced, and on
topology including geometry and relative density. The relative density or “Volume
ratio Vr” is a parameter that expresses how many percentages of the cell space is filled
by the material. It is given by equation [6]

Vr ¼ Volume of solid phase
Total volume

100½%� ð1Þ

Two common types of cellular structures include stochastic cellular solids and non-
stochastic periodic cellular solids – called as regular porous structures. Mechanical
properties of the regular porous structure are better controlled [7].

Basic building units of geometrically defined porous structures are cells that are
created by simple bodies, e.g. cube, cuboid, cylinder or sphere. These geometries are
usually well modelled in CAD applications. Regular structures are those which have
a characteristic 2D or 3D periodicity (i.e. repeating and ordered unit cells). The hon-
eycomb structure is a good example of a prismatic cellular solid [8]. Figure 1 shows
a schematic profile representation of some common and less common prismatic cellular
solids.

Fig. 1. Five samples of prismatic cellular topologies (a) hexagonal honeycomb, (b) triangulated,
(c) square, (d) Kagomé, e) star-hex
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There is also another class of sophisticated material that is based upon 3-
dimensional lattices of trusses. 3-dimensional periodic lattice solids have uniform
structures that are based on repeating unit cells in three co-ordinates. These 3D periodic
lattice structures consist of strait prismatic strut making up the unit cell with specific
cell size and thickness They have been shown to have superior mechanical properties
including energy absorption, strength and stiffness, as well as easier control of structure
properties, better load sustaining capabilities and higher surface area densities than
stochastic and prismatic cellular solids [9]. Some of these structures including Hexa-
gon, Sphere, Octagon, Cube, Tower, Rhombic, Diamond, Diagonal cross, X-cross,
Circular-pipe, and Triangular etc. are shown in Fig. 2.

Lattice truss structures used for the cores of sophisticated components has been
designed as a means to achieve efficient load support and other functionality such as
cross-flow heat exchange or high-intensity dynamic load mitigation. The emerging
applications for metal periodic lattice structures range from ultra-lightweight multi-
functional structures to automobile, medical and aerospace components. A new chal-
lenge lies in looking for the applications of the structures in other industrial and
commercial components. That is why the authors decided to investigate the possibility
to use a simple cellular structure in such a conventional industrial component as it is
a shaft. Within this goal, preliminary research has been already done and it is described
in the article.

3 Bending Stress Investigation

As it has been already said, the internal cellular structure can give to a final product
extraordinary combination of properties such are high strength, stiffness along with low
weight and good absorption of energy. The goal of the presented research was to
compare the bending stress of a shaft, which core is filled be a lattice structure, with
a shaft that is fully filled by a material, and consequently to evaluate achieved results in
relation to the volume of a material that was used for the production both of these

Fig. 2. Unit cell types in Magics software
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shafts. FDM (Fused Deposition modelling) technique and ABS (Acrylonitrile Buta-
diene Styrene) material were selected for the samples production because of their good
availability at the authors’ workplaces and due to less financial expenses compared
with a metal printing method.

ABS is a part of the thermoplastic polymers’ family. As its name implies, ABS is
created from Acrylonitrile, Butadiene and Styrene polymers. It is popular in large part
because it has great plastic properties. It is lightweight, has good impact strength, it is
abrasion resistant and affordable. Moreover, ABS polymers withstand a lot of chemical
formulas. The melting temperature of ABS plastic is 200 °C (392 °F), making it ideal
for use in relatively safe machines that are easy to operate (the safety of household
machines is important) [10]. This is an ideal material to manufacture low-cost proto-
types and architectural models for engineers or research departments, as well as to
create low-cost medical prostheses or material handling equipment. The physical
properties of this type of plastic, like its tensile strength and stiffness, and its heat
deflection temperature, are real advantages. It can also be used for mechanical purpose,
or for its electrical properties. In addition to its chemical resistance and mechanical
properties, ABS material has a good surface quality and is flame retardant. There have
been recent concerns about the toxicity of the ABS material used in printing when it is
brought to its melting point. In fact, some studies indicate that ABS emit fumes when it
exits the extrusion head at its melting temperature [11, 12].

ABS is a material, which is done using primarily FDM (Fused Deposition mod-
elling) or FFF (Fused Filament Fabrication) 3D printers. Plastics come in the form of a
long filament wound around a spool. By means of a print head, a molten layer of plastic
is deposited on the print bed, which then adheres. Once the first layer has been drawn,
the print bed drops and a new layer is built on the previous layer. This is repeated
several times, ultimately resulting in a 3D printed model. The principle of FDM
technique is shown in Fig. 3 [13].

Fig. 3. The principle of FDM technique.
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Within the preliminary research, two types of samples were modelled, produced
and tested. The first type was designed in the tube shape with a structure at the volume
ratio of Vr = 44%.

The samples sizes were: diameter of /29 mm and length of 200 mm (based on
testing device requirements), the thickness of outside cylindrical shell was 2 mm.
A simple Body-Centred Cubic (BCC) unit cell sizes 5 � 5 � 5 mm with strengthened
linear edges and diameter of a strut 1 mm was selected for this research. The basic cell
has been regularly patterned in all three directions. The basic BCC cell, the virtual
model of a sample with the in structure, as well as the basic dimensions of the sample
are presented in Fig. 4.

The second type of the samples was in the shape of a simple cylinder /29
200 mm, volume of which was fully filled with the ABS material (Vr = 100%).

Six samples of both types (porous and fully filled by material) for pressure tests
were produced from the material ABSplus-P430 Ivory plastics using FDM technique.
The 3D printer Prusa i3 Mk2 was selected for the samples production. The melting
temperature of the filament is 300 °C, while the nozzle temperature was 255 °C. The
temperature of the basement was 100 °C. The thickness of the deposited layer was
0,254 mm given by the producer of the 3D printer device and the diameter of ABS
filament was / 1.75 mm. The speed of solid infill was 40 mm/s and at external
perimeters, it was 30 mm/s.

Fig. 4. Tested sample, a) basic BCC cell, b) 3D model of the porous sample, c) basic
dimensions of the sample.
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Bending tests were carried out according to the standard EN ISO 604 using the
ZWICK 1456 testing machine at an ambient temperature of 22 °C and at a relative
humidity of 60%. The distance between supports was 170 mm. Crossbeam feed at
experiments was 20 mm/min, a round of push thorn was 5 mm. The orientation of
cross-section was the same at all samples with an internal lattice structure. The sample
position at a testing machine at three points bending test, orientation at a force load and
detail of a sample after damage are presented in Fig. 5.

Results were evaluated using TestXpert software. Obtained dependences of the
force on deformation for the samples with the material in full-volume are presented in
Fig. 6.

To compare the results of both approach - experimental and numerical, the bending
stresses were calculated based on measured forced Fmax at the damage, while a sec-
tional bending modulus Wo has been specified by means of the 3D model within the
PTC Creo software. They are

Fig. 5. Bending test, a) position of a sample, b) orientation of sample cross-section, c) sample
after damage

Fig. 6. The dependencies of loading force on deformation for full-volume samples.
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Wo = 1212.29 mm3 for the samples with the lattice structure, and
Wo = 2394.38 mm3 for the samples fully filled with material.
The following equation for the bending stress computation was used [14]:

r ¼ FMaxl
Wo

¼ MoMax

Wo
ð2Þ

where Fmax is maximal force; l is the arm on which the force acts; Momax is maximal
bending moment; r is bending stress and Wo is sectional bending modulus. The
recorded maximal forces at the samples damage, the calculated stresses at individual
measures, as well as the average bending stress for both types of samples (porous and
fully filled with the material), are in Table 1.

Numerical simulation was done in the software PTC Creo. The constraints and the
force load based on measured values were defined by means of surface regions. The
number of elements of the tetrahedrons type was 758 248. An example of created mesh
and the simulation of a sample behaviour are presented in Fig. 7.

Table 1. Forces and bending stresses of tested samples

Sample
type

Sample
number

Fmax

(N)
Bending
moment
Mo (Nmm)

Bending
stress
ro (MPa)

Average bending stress
ro (MPa)

Vr_44 1 259 11 007.5 9.08 8.89
2 273 11 602.5 9.57
3 258 10 965.0 9,04
4 232 9 860.0 8.13
5 256 10 880.0 8.97
6 244 10 370.0 8.55

Vr_100 1 1890 80 325.0 33.55 32.86
2 1845 78 412.5 32.75
3 1856 78 880.0 32.94
4 1848 78 540.0 32.80
5 1830 77 775.0 32.48
6 1840 78 200.0 32.66

Fig. 7. A numerical analysis of the porous sample, a) mesh, b) bending stress behavior
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Comparison of the results obtained by experimental testing and by numerical
analysis are shown in Table 2. It can be said that the results are comparable and that the
experimental tests confirmed the boundary conditions of the numerical analysis.

Due to the possibility to compare achieved results, the obtained stresses were
recalculated on the stress per volume unit of material. It was found out that one cubic
centimetre of the material at the sample with a porous structure is able to carry down
0.158 MPa, while the same unit of the material of a sample with 100% volume ratio of
the material is able to carry down the bending stress 0.249 MPa.

4 Conclusions

The companies are getting to be part of another industrial revolution called Industry
4.0. As the speed, reliability, safety and quality of 3D printers improve, and the cost
reduces, 3D printers are set to play an important role in this digital transformation of the
industry. As the performance of 3D printers improves rapidly and the cost decreases,
new opportunities will arise that will take 3D printing ever closer to mass production.
As 3D printing develops, the range of products that can be manufactured is also set to
grow. Rate of development of specialized printing materials, integration of digital
security to protect IP and certification of 3D products by regulatory agencies will boost
adoption of 3D printers in Industry 4.0 But of course, it is the willingness of innovative
manufacturers who choose to embrace the tenets of Industry 4.0 and digitalize their
businesses fast who will benefit the most [15].

Within the presented research, the bending stresses of two types of cylindrical
samples were evaluated. The first type of samples was designed with a simple lattice
structure created by body-centred cube cell. Samples of the second type were fully
filled by the material. Numerically obtained results showed good compliance with the
values of stresses achieved experimentally through three points bending test. Based on
the results it can be said that in spite of the material saving at the porous structure
production, this type is not very suitable for the components loaded by bending,
because a unit of material at this type of sample is able to carry down less stress
compared to the sample fully filled by the material.

Acknowledgement. The article was prepared thanks to supporting by the Ministry of Education
of the Slovak Republic through the grants KEGA 007TUKE-4/2018 and APVV-19-0550.

Table 2. The comparison of bending stresses

Sample type Bending stress
Experimental testing
(MPa)

Numerical analysis
(MPa)

Vr_44 8.89 9.16
Vr_100 32.86 35.14
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Abstract. Industry 4.0 has become a global programme of scientific and
technological development, which covers all economic activities of today. The
most developed countries have adopted their own programmes and they
implement them for Industry 4.0. Our country is also intensively working on this
Programme. This paper presents a model for assessing maturity and readiness of
manufacturing organizations (industry branches) to operate and implement the
Project I4.0 in their environment.
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1 Introduction

Ever since it was officially defined as a new, Internet-based model of automatization of
technological systems in 2011, the concept of Industry 4.0 has evolved to a great
extent. At the time, an advanced manufacturing industry model was discussed, based
on the new concept of connecting machines and computers (cyber-physical systems
(CFS)), their networking (cloud computing and Internet of Things (IoT)) and the
widespread use of artificial intelligence in these systems (AI). This is how the concept
of smart manufacturing was created, and nowadays we speak about smart vehicles,
roads, networks, cities, services, basically, everything.

One decade of development of the Industry 4.0 concept has raised a whole array of
issues from the standpoint of its implementation in practice, especially in the industry:
digitalization and its model in Industry 4.0 (formats and secure use of data, large
volume of data), assessing the level of readiness of an organization for digital trans-
formation (the level of maturity, business model), the achieved level of digital readi-
ness, best practices of I4.0 in industry, knowledge and skills in I4.0 jobs, etc.

The following facts are relevant for Serbia when it comes to the implementation of
I4.0 in industry: industrial policy for I4.0, education for I4.0 (higher education and
secondary education), research for I4.0, especially applied research, and the readiness
of SMEs, since these form the dominant structure of the Serbian industry today.

This paper focuses on the development of the model for assessing the readiness of
the Serbian manufacturing industry for the implementation of the I4.0 project in Serbia
[1–6].
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2 Literature Review

A detailed analysis of the literature starting from the year 2011 [7], from the point of
view of the readiness of an organization to start with digital transformation and in order
to implement the concept of I4.0 in a certain environment, shows that three approaches
are currently dominant in the world: (a) analysis and assessment of the organization for
the implementation of the I4.0 project in a certain environment (the level of maturity),
(b) the organization’s readiness to implement good practice of I4.0 in its environment –
readiness, and (iii) the context of the organization’s business model with respect to the
I4.0 context. The analysis of these elements is provided in further text.

2.1 Levels of Maturity for I4.0

The basic definition of maturity says that it is a change-management process. In this
case, the changes are related to the context of implementation of the I4.0 project in an
organization, and they are defined via several levels, most frequently five. In the last
several decades, different models were developed to evaluate the maturity of techno-
logical systems from different aspects (e.g. technology, automation, doing business). In
this paper, we are interested in those aspects referring to the implementation and
integration of ICT technologies in manufacturing. A detailed analysis of these aspects
reveals the following facts:

(a) the models related to assessing maturity for the implementation of national pro-
grammes for I4.0 [27, 32]. Both models were developed in Germany and serve as a
framework for defining an integrated maturity index, which has six levels [32]:
computerization, connectivity, visibility, transparency, predictive capacity and
adaptability. The first two levels refer to digitalization, while the other four are
related to the I4.0 structure. Due to the fact that the original I4.0 concept originated
in Germany, this model is also one of the best solutions in this field.

(b) the generally developed models of maturity and their assessment of the existing
business practices with respect to the requirements of I4.0 [23, 30], which are
divided into scientific [23] and practical. Nowadays, in the context of I4.0, they
define the path of excellence in digitalization as the basis for I4.0, in order to be
applied in practice: CPS, IoT, Big Data analytics and machine learning; all of these
are related to cloud computing. Scientific models were created as a result of
research into good manufacturing practice from the aspect of automation, usually
defined via five levels, from initial to digital-oriented. Currently, there are ten of
them [30]. The practical ones emerged as the consulting models of the well-known
companies around the world who are devoted to developing and implementing
good management practice in the field of I4.0. As a rule, they are oriented towards
the development and implementation of individual elements of I4.0 in practice
(CPS, AI, etc.).

(c) maturity models developed for specific industries [13, 28]. The latter references
provide an overview of two models for the defence and space sectors. They comply
with the characteristic technological and ICT requirements stemming from the

70 V. D. Majstorović et al.



particularities of products of these industries. The I4.0 elements particularly
important in these industries include additive manufacturing and e-value chains.

(d) the maturity model for SMEs [11, 26]. These are the models that draw the most
attention on the part of users from the point of view of their implementation in
practice. SMEs are the dominant form of production in the industry, and, hence, the
maturity model in this structure features three elements: vision (resources and
understanding of the I4.0 concept), a roadmap with the I4.0 elements for the
organization and the I4.0 project for the organization (training, risk management
and implementation of I4.0 elements in practice). For a specific organization, this
model is defined via the maturity level, from the beginner to business model
transformation for I4.0.

(e) the models that integrate maturity and readiness [16, 17]. This is the latest approach
that allows us to connect these two elements at the same time: to define the level of
maturity and to assess the level of readiness of an organization to implement the
I4.0 project in its environment. Five models were developed for this approach [17],
featuring four to six levels and five to nine dimensions of the model that is being
assessed. The assessment itself is performed by calculating the weight coefficients
for a certain dimension and the total score is displayed via a radar chart, ranging
from 1 (the lowest level) to 5 (the highest level).

Therefore, we can conclude that there are different approaches in this area. The
latter two approaches seem the most suitable for our country.

2.2 Organization Readiness for the I4.0 Concept

The readiness of an organization in the context of the implementation of the I4.0
project in its environment implies the ability to apply the planned steps in the process
of implementation of the I4.0 concept, which is evaluated via different criteria and
weight factors. Formerly, maturity and readiness of an organization were viewed as
separate approaches, but today these are most often viewed as an integral concept. By
analysing this approach in detail, we can conclude the following:

(a) complex models for assessing readiness [10, 14, 19, 33]. The most famous model is
[33], defined via four dimensions of the I4.0 model: smart factory, smart products,
smart operations and data-driven services. When the self-assessment model is
applied, an organization can be at one of six levels of readiness: outsider, beginner,
intermediate, experienced, expert and top performer. These models connect
maturity and readiness.

(b) the models for assessing the readiness of manufacturing organizations [8, 9, 17, 18,
25]. The whole concept of I4.0 was developed and initially implemented in
manufacturing companies. Several models for the assessment of readiness have
been developed for this type of industry, the most well-known being the VDMA
with six dimensions and 18 elements.

(c) general models for assessing readiness [20, 21, 24], most commonly of a country or
a region. The most famous model in this group is the one developed within the
World Economic Forum [24], used to assess countries’ readiness via over 59
indicators.
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(d) the models of readiness for SMEs [16, 22]. Finally, similar as for maturity, we also
have models for SMEs. These bear similarities to the approach (a), but they are
simpler.

Approach (b) seems to be the most suitable for our research, referring to our
country, for this model.

2.3 Context of Organization for I4.0

This approach, basically used for analysing and assessing maturity and readiness,
departs from the main elements of I4.0 (autonomous robots, simulation, horizontal and
vertical system integration, the Industrial Internet of Things, cyber security, the Cloud,
additive manufacturing, augmented reality and Big Data) and proceeds with their
connecting, for example, with the metrics for technological performance: product
traceability, process monitoring, reschedulability, cyber security and networking [31].
Reference [29] presents the I4.0 model for the development and assessment of maturity
and readiness by connecting the architecture of the I4.0 concept, its basic attributes and
main functions in the following way: (a) the connection level – communication –

hardware connection, (b) the conversion level – information – discovery information,
(c) the cyber level – control – automated system, (d) the cognition level - early
awareness – predictive maintenance, (e) the configuration level – self-configure –

intelligent manufacturing.
The remaining two examples refer to specific industries and their requirements for

I4.0 [12, 15]. For instance, in the construction industry [15], the following key features
are required for the implementation of Industry 4.0: (a) horizontal integration through
value networks, (b) end-to-end digital integration of engineering across the entire value
chain, and (c) vertical integration and networked manufacturing systems in the con-
struction industry. The main features of this industry include: complexity, uncertainty,
fragmented supply chain, short-term thinking and culture. Relying on these elements, a
network is created for an organization, based on which the assessment of readiness for
the I4.0 project is made.

As far as our research is concerned, this approach is not the priority at the moment.

3 Framework of Model

It has been said previously that the dominant structure of production organizations in
Serbia includes SMEs. Starting from this fact and the analysis carried out above, a
model for the assessment of maturity with four levels is proposed, Table 1 [3, 4].
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An organization at level one has a decision and a team to implement the Project
I4.0 in its environment. It performs a system analysis of its business model (customers,
suppliers, automation) and defines a business objective for I4.0. It also estimates costs
and the time of Project implementation.

At level two, the Team defines a detailed Project with the required resources and
provides a framework of the I4.0 module for specific functions.

At level three, a detailed Roadmap with all the elements of I4.0 for the organization
is defined, according to which the Project is implemented and the achieved results are
reviewed. Step by step, pilot projects are implemented for individual wholes.

Finally, at the last level, the organization has an established business model on the
Platform I4.0.

The dimensions of the concept I4.0 readiness for an organization, which represent
the framework of the business model, are comprehensive, with the structure shown in
Table 2.

Table 1. Levels of maturity.

Level I4.0 Characteristics Project

Level
one

Beginners An organization gets
acquainted with I4.0

The idea to
establish it is
shaped

Level
two

An established project The defined vision and
strategy for I4.0

The defined Project

Level
three

Roadmap Good practice for I4.0
is established

I4.0 elements are
realized

Level
four

All the Industry 4.0 elements for
an organization have been
implemented

The organization is
working on the
Platform for I4.0

The Project has
been successfully
completed

Table 2. Structure of the questionnaire for the assessment of readiness of an organization.

Dimension Characteristics Comments

Strategy Implementation of the I4.0 roadmap, needed
resources, design business model etc.

1

Culture of
organization

Knowledge sharing, Innovations, cross-SME
collaborations, value of ICT in the organization etc.

2

Leadership Commitments and competences of leaders, Project leadership
etc.

3

Customers Customer database, digitalization of sale/services, Social
networks etc.

4

Suppliers Database of suppliers, digitalization of order and acceptance
etc.

5

Products Digitalization of the product, product integration in other
systems

6

(continued)
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The overall model of assessment has nine dimensions: from the organization’s
strategy for I4.0 to the legal framework of a digital factory. A separate questionnaire
was constructed for each dimension, with the questions to be answered according to the
Likert-scale model (1–5; 1 – not implemented, 2 – partially implemented, 3 – imple-
mented in more than 50% of cases, 4 – implemented completely, 5 – improvements in
the implementation are being made). That is why it is extremely important that the
person who collects answers to the questions is extremely familiar with the concept of
I4.0, especially from the point of view of implementation in the specific organization
concerned.

The assessment is performed by determining the Mr coefficient for each dimension,
using a formula that includes: the dimension, characteristic, weight factor within the
dimension and the number of characteristics within the dimension. This provides a
radar chart for each organization individually.

4 Results and Discussion

For the purposes of this research, Questionnaire 1 with 84 questions was developed for
assessing readiness, and, in parallel, Questionnaire 2 was developed for analysing the
general facts about I4.0 for SMEs in Serbia. Both questionnaires were distributed to
106 SMEs from the manufacturing sector, and 49 responses were obtained [3, 4].

The first group of questions from Questionnaire 2 addressed the organization’s
challenges regarding its overall readiness to become a part of the Project I4.0. The
obtained responses are provided in Fig. 1. The most significant problem refers to the
uncertainty surrounding the organization’s required investment to implement and apply
this concept within the organization (46%), and so on. These facts suggest that orga-
nizations must systematically approach this Project.

Table 2. (continued)

Dimension Characteristics Comments

Technology Existence of modern ICT, utilization of advanced machines etc. 7
People Competences of employees in the SME, readiness of

employees for new technology application etc.
8

I4.0
framework

Basic elements of I4.0, cloud technology etc. 9

Governance Labour regulations for I4.0, utilization of ICT standards,
protection of intellectual property etc.

10

74 V. D. Majstorović et al.



The second group of questions referred to the general facts about the possibility of
implementing the I4.0 concept in the organization, Fig. 2. Almost half of the answers
speak in favour of the fact that organizations in Serbia are seriously considering and
working on the preparation of the I4.0 Project in their environment.

Fig. 1. Challenges for successful implementation of Industry 4.0 in Serbia.

Fig. 2. Facts on Industry 4.0 in SMEs.
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Finally, the third group of questions referred to the functions of SMEs where I4.0
should be implemented first, Fig. 3. Our organizations understand the essence of the
I4.0 concept and, hence, the logical answer is that production is the key element for the
implementation of I4.0 in these enterprises. Supply chains come next, as an important
element of I4.0 in real production.

Questionnaire 1 was used to perform the second experiment to assess the organi-
zation’s readiness to implement the I4.0 elements in its environment, Fig. 4. The
responses from 49 organizations were obtained and the next step is to cross-tabulate
these responses to obtain readiness of all organizations in this branch of industry.

Fig. 3. Application fields of the Industry 4.0.

Fig. 4. Radar chart of I4.0 readiness for XYZ organization.
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In the organization from this example, the highest level of readiness was accom-
plished for these dimensions: customers (4), suppliers (5) and products (6).

5 Conclusions

At the 4th International Conference – Industry 4.0, held from the 4th to the 7th of June
2019 in Belgrade, our country, as the 38th country in the world, defined its national
Programme for Industry 4.0 [1–6]. After the conference, panels were held across Serbia
to present this Programme. For this year’s Conference, it is planned to appoint all the
bodies of the Platform and to submit it to the Government of Serbia.

This paper is our contribution to the listed activities.

Acknowledgement. The article was prepared thanks to supporting by the Ministry of Educa-
tion, Science and Technology Development of the Republic of Serbia through the grants
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Abstract. Today Industry 4.0 is spreading from developed countries into other
developing economies even to small and medium sized enterprises. With a
strong infrastructure and fast connection between components of the whole
factory, Industry 4.0 will introduce innovations and a more robust, reliable and
sustainable production. While Industry 4.0 is having several fundamental
technology additive manufacturing has been playing an important role and takes
part in today’s Industry 4.0 technology, prominently for automotive vehicle
producers. Additive manufacturing has many advantages and tasks such as in
reverse engineering, by defect prediction or producing complex shaped parts. Its
vitality becomes more important when its implementation is combined with the
most recent measurement technology ‘Computer Tomography’. CT can detect
complex surfaces or inner structure with X-Ray usage which helps to additive
manufacturing parts by inspection which can not be provided by a CMM in
similar manner. That study presents a simple sample for the combination of
these two technologies. Followingly, voids and GPS analyses after CT mea-
surements of several parts will be introduced. Also, those CT inspections will
give an example for a definite stage of Industry 4.0. In conclusion, a brief
investigation of those innovative most recent technologies, which are develop-
ing in a continuous manner, will be made in the context of Industry 4.0
according to inspection results.

Keywords: Industry 4.0 � Computer Tomography � Additive manufacturing �
Quality control

© The Editor(s) (if applicable) and The Author(s), under exclusive license
to Springer Nature Switzerland AG 2020
L. Wang et al. (Eds.): AMP 2020, LNME, pp. 80–91, 2020.
https://doi.org/10.1007/978-3-030-46212-3_5

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-46212-3_5&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-46212-3_5&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-46212-3_5&amp;domain=pdf
https://doi.org/10.1007/978-3-030-46212-3_5


1 Introduction

1.1 Industry 4.0

The third industrial revolution included automatization getting started of modern
computers and the Internet [1] which led the need for another industrial sphere Industry
4.0 at a definite point as innovative technologies were being improved. After the first
revolutions, the last industrial revolution ‘Industry 4.0’ has become the main vector in
certain developed countries’ several particular sectors which will cause a progressive
modernization of other spheres of industry, in the future [2]. During their processes,
Industry 4.0 employs the technological enablers such as ‘Internet of Things’, ‘Big
Data’, ‘Cloud Computing’, ‘Cyber Physical Systems’ (CPS), ‘Artificial Intelligence’
(AI) and ‘Augmented Reality’ (AR) [1]. Besides crucial positive effects created with
these superior technological aspects, the negative side effects of Industry 4.0 such as
loss of jobs for non-qualified employees [3] can be reduced and transformed to having
positive properties by aligning the education system to support digitalization and
Industry 4.0 [4]. For instance, new courses in the curriculum in the Life Sciences
Education should be centred on Data Science supported with other technological
fundamentals of Industry 4.0 according to Catal [4] et al. The programme of that
education will be organised according to the capability needs of Industry 4.0. For
example, Benesova [5] et al. propose that a manufacturing engineer should have a
secondary postgraduate education in electrical engineering with definite skills.

To meet the technologies’ needs due to rapid developments (like achieving the
increased wireless connection speed to satisfy big data through 5G) the emergence of
Industry 5.0 will be inevitable by carrying especially data transfer properties similar to
the previous industrial revolution. 5G allows these service-type categories: massive
machine-type communication (mMTC) for connecting sensors [6], critical machine-
type communication (cMTC) providing ultrareliable low-latency communication
(URLLC) (or ultra-reliable and low-latency MTC (uMTC) [7]) for deterministic real-
time applications and mobile broadband (MBB) for high data rate applications [8]. The
rise of the rate and capabilities of Industry 4.0 technological tools will facilitate human-
robot co-working which will be one of the main themes of Industry 5.0 through
significant advancements in robotics and AI [9]. While the motivation will be trans-
forming from mass production to sustainability the involved technologies and research
areas will spread to Bionics, Sustainable Agriculture and Renewable Resources
according to foresights of Demir [9] et al.

Production will always be one of the main concerns and research and application
areas of the industrial innovations leading to revolutions. However, the applications can
change according to the variety of the production. Thus, while tasks differ essentially
in-between discrete manufacturing and process industry. they are also showing a
changing characteristic within each specific industry sector [8]. As an exemplified case,
a factory’s mechanism operation is outlined by Gold [8] et al. illustrating the impor-
tance of supply management, operations control and robot motion control in a man-
ufacturing workflow bottomed on assembly line promoted by sensors and automated
guided vehicles. Ghobakhloo [10] et al. made a research about Small and Medium-
sized Enterprises (SMEs) as well which integrate modern Smart Manufacturing with
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Digitation via artificial intelligence applications within their business operations. At
that point simulation plays a core functionality role via seamless assistance along the
entire life cycle, for example supporting operation and service directed to operation
data [11]. That concept is called Digital Twinning implemented as Digital Shadow and
Digital Master [11].

1.2 Additive Manufacturing in Industry 4.0

As it is seen in Fig. 1, additive manufacturing takes an important role in Industry 4.0
applied as just-in time production [12]. That developing AM does not require a hammer
like in forging or a lathe and miller like in machining. So, 3D and 4D local printers
have began to be fed by teleported design and instruction sets [13]. Besides metal-
matrix, polymeric and ceramic materials, biomaterials are being implemented for AM.
Followingly, Li etc. [14] give ‘biomedical beta Ti-24Nb4Zr-8Sn’ and ‘Ti-6Al-7Nb (wt
%)’ as biomaterial samples which are fully developed by SLA directly from CAD data.
As the main utilization of AM is in aerospace, military and automotive sectors,
automobile producers are also using more and more components manufactured by
additive processes, for instance manifolds, interior trim, wheels with solid tyres,
integrated motors and even the suspension elements [13].

As the main utilization of AM is in aerospace, military and automotive sectors,
automobile producers are also using more and more components manufactured by
additive processes [13]. Today, advanced printing can be employed for mass production
as well. In addition, customers can design specific parts of automobiles according to
their pleasure and let manufacture a unique car with some specific properties (an
instance in Fig. 1 [15]).

1.3 A Brief Information for the Principles of Computer Tomography

Computer Tomography is based on the dispersion of X-Rays in a solid. ‘X-ray
tomography’ means imaging by generating a superposition representation of sections or
layers via X-rays [16].

The absorption of X-rays varies by different materials. Absorption increases with
the density of the material, which increases with the atomic number [17]. According to
the data from [18], plastic materials are inspected by CT easier and more efficiently
then metallic materials. Besides the material composition, the geometry of the mea-
sured object plays a role as well. The arrangement of the X-Ray voltage by CT enables
the inspection of metallic materials as well.

Fig. 1. An example for customized parts of an automobile with AM: led door sills and side
scuttles of BMW MINI 2018 [15]
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By a CT, an electrode beam formed with a voltage generation between two metal
electrodes in an X-Ray tube hits on the target object [18]. That radiation is in fact a flow
of photons having various frequencies and carrying different energy levels according to
that [18]. 3D model of the inspected object can be created from 2D imaged slices by a
reconstruction technique and a comparison with the CAD data can be implemented to
realize the object such as failures. Such an application study was carried out by
Gapinskia [17] et al. X-Ray Computed Tomography has the advantage to detect the
defects in the volume with its as well when compared with non-destructive techniques
such as ultrasonic testing, eddy current and non-interferometric optics. Such a property
opens the door of micro and nano CT. A sample of that is given in the study of Bossa
[19] et al. with a civil engineering application.

1.4 Computer Tomography in Industry 4.0 to Sustain Quality Standards

When mentioning of production is inevitable in Industry 4.0 and its efficiency is the
crucial point, Production and Product Quality, Quality control, inspection and detection
and the modifications during that have to be sustained persistently as well to achieve
the main objects of Industry 4.0. Meanwhile the main tools of Industry 4.0 are being
used. They are implemented to provide the efficiency; flexibility; productivity;
cybersecurity; quality of products and services; and decision process intertwined with
data analysis [20].

In quality control it is important to work and stay efficiently in the circle composed
of the product design, control and verification processes. Today those processes are
being supported with generative manufacturing including additive manufacturing.
Modelling and simulation have been contributing to those periods [21]. In Industry 4.0
intelligent manufacturing is being utilized. That concept has been evolved from digital
manufacturing with a transition phase called ‘networked manufacturing’ [22]. Testing
and design are the main parts of digital manufacturing. So, the quality inspection and
analysis methods will play the biggest role at that stage. Stojanovic [23] et al. propose a
stronger, quality control process for modern Industry 4.0 and give for the modern
industry system Industry 4.0 a microwave oven fan as a critical part sample. That way
can help to solve more complex problems which can not be solved with traditional
quality control applications. For instance, a method ‘Quality Scorecard’ is mentioned
and proposed in the study of Shin etc. for the functioning of Industry 4.0 [24] to satisfy
the qualitative and quantitative categories of performance measurement methodologies.
Followingly, Colledani etc. investigated the production quality improvement during
ramp-up-time (time-to-volume), defined as the period from the production of the first
item after a manufacturing system reconfiguration of a manufacturing system until the
accomplishment of the certain target output rate with the output aims ‘increased pro-
duction rate’ and ‘raised quality performance’ [25]. Additionally, Rosa etc. exemplified
the quality and productivity issue for the automotive industry in the assembly line with
a steel wire-rope by applying Lean and PDCA methodologies [26].

PDCA cycle is one of the most efficient and important tools in lean manufacturing
to fulfil the intent of Industry 4.0 at the same time. Quality tools are employed in the
‘Check’ phase [27]. They are prominently 5S, Failure Mode Analysis and Effects
(FMEA), benchmarking, Statistical Process Control (SPC), Ishikawa diagrams and the
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Pareto chart, Quality Function Deployment (QFD), the flowchart, histograms, Single
Minute Exchange of Die (SMED), Poka Yoke, Servqual and Six Sigma [27]. Of
course, there are quality actions in other PDCA periods as well such as ‘Total Quality
Management’ and ‘ISO 9001 Certification’ in the Act and ‘Quality Concepts and
Objectives’ in the Plan Phase [28].

During modern production it is obligatory to follow international ISO Standards
based on GPS (Geometrical Product Specifications). Glukhow’s work [29] is included
in studies researching new alternative GPS methods and principles via tolerancing and
datum works for several parts. Complying to tolerances is the main object of GPS.
Software after necessary operations with measurement machines can give information
about tolerance check when related alignment of created 3D model with CAD data is
made. At that step, the measurement act can be implemented with CT having the
advantage of the inspection of the whole object including the inner structure. Such a
property is significant for quality control in the context of Industry 4.0’s production
objectives and Six Sigma’s 0 defects mentality. Detailed GPS information can be used
via Big data and Cloud properties of Industry 4.0. With the automatization of instant
measurements via innovative developing innovative robotics applications of Industry
4.0 quality control can be utilized as early as possible. Such an implementation is
introduced in the study of Bauza [30] et al. They showed the automized feeding
operation for a CT to determine the external and internal features of manufactured
parts’ batches via a serial number for every part [30]. Also, that whole wide mea-
surement information of all the parts can be used by Big Data step or transferred with
fast wireless IoT connections and processed with data analysis techniques automati-
cally to make modifications or corrections in the production phase. Furthermore, CT
can take part in intelligent quality control systems supported by cyber-physical sys-
tems. In this way Albers [31] et al. give in their study a quality assurance mentality by
machine applier and suppliers as well in the border of a company having internal
quality control loop. These quality control processes can be promoted by AR appli-
cations supplying human-machine interactions for mobile information access and
seamless navigation in the smart factory through run-time generated, context-sensitive
user interfaces tablets [32] and AR glasses having even the function voice control for
the operator. Also, all those mentioned steps have to be understood and realized
through an integrative manner in the whole operation mechanism of a factory. AM and
CT implementations are also included and significant in production and control phases
supported by Industry 4.0’s tools.

2 Experimental Procedure and Results

‘Werth TomoScope® XS’ model CT device (Fig. 2) is used for three samples in that
study. These samples are plastic injected and additive manufactured parts. The used CT
device is a has a power range from 160 kV to 80 W and CMM design. The maximum
part diameter dimension can be 205 mm and has maximum length measurement
deviation is 6.5 lm. Also the utilized device is medium-sized.
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After measurements, ‘WinWerth®’ measurement software has been applied to
extract the 3D model of the inspected parts for the comparison with CAD models. So,
form and position tolerance and voids analysis can be implemented.

2.1 CT Examination of a Turbine Blade (Specimen 1)

An additive manufactured turbine blade has been inspected via the CT device in Fig. 3.
It has been placed on a support for easy detection.

After the operations in Werth Software, the 3d model of the object (Fig. 4) has been
obtained in STL format. Taht is an example for the CT application for AM parts.

Fig. 2. The used CT device in the Precision Metrology and Nanotechnology Laboratory at
Vienna University of Technology

Fig. 3. CT inspection of the turbine blade

The Importance of CT in Industry 4.0 by Supplying Quality and GPS Standards 85



2.2 CT Examination of a Plastic Injection Part (Specimen 2)

The inspected object is an off-road vehicle signal arm part.

Fig. 4. 3D STL model of the CT scanned turbine blade

Fig. 5. a) Real part outlook b) its 3D data model in STL format after CT

Fig. 6. 3D comparison in Werth Software with the aligning method ‘Reference Point System’
(RPS)
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The investigation for the dimensional deviation of a local surface of the specimen 2
(Fig. 5) is investigated in Fig. 6. An important deviation is observed for a very small
region despite the almost equal deviation distribution. Thus, an application based on
GPS - tolerance information can be necessary to check the validity of the part.

2.2.1 Voids and GPS Analysis by CT Data

Table 1. Voids analysis data

Name Symbol Value Value to be +Tol −Tol Deviation

Volumen_Bauteil
(Volume_
Component)

VOL 108800,610 108800,610 0,100 −0,100
0,000  

Volumen_Lunker
(Volume_Void)

VOL 44,965 0,000 0,800 −0,800 44,905 

Fig. 7. Voids analysis illustration – specimen 2

Fig. 8. Distribution of the voids volume the specimen 2
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According to the void information in Fig. 7, Fig. 8 and Table 1, voids in the
biggest amount with the dimension ‘0.1 mm3’ are distributed in Specimen 1. Other
voids with different sizes are distributed among the part approximately equally. But
especially small voids are observed in the part.

2.3 CT Examination of a Protective Cap (Specimen 3)

A protective cap placed on a basis (Fig. 9) has been CT scanned with a voltage
149 kV, a target current 336 lA and a target power 50.1 A. The voxel size by that
measurement is 34.15 lm and the pixel size is 1000 lm. The measurement time is
45 min.

In Fig. 10, the point cloud of the part and the its 3D STL result achieved with the
reconstruction technique of the used software are shown.

Fig. 9. CT inspection of the protective cap

Fig. 10. a. Point cloud, b. 3D STL model after CT measurement
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As it is seen in Fig. 11, the deviations from tolerances can be determined after CT
based on GPS. Accordingly, by that measurement some deviations like flatness, par-
allelism and flatness have become in major magnitudes.

3 Conclusion

From the applied measurements for several parts it has been observed that CT can be
used efficiently as a fast inspection method even for internal failures such as voids.
Data obtained from point cloud can also be implemented for GPS analysis to detect
deviations from tolerances.

As have been shown with a simple sample, CT detection can be adapted to AM
parts. The usage of both methods for complex shaped parts can be combined so.
Failures which can not be foreseen before AM method can be detected easily in a fast
and detailed manner by CT. The same observations are valid for other production ways
as well.

Additive manufacturing and such Quality Control methodologies like CT compose
one of fundamental stages of Industry 4.0. It is certain that they become more powerful
when they are supported by other main innovative and technological concepts of
Industry 4.0 through an integrative mentality. Too fast wireless connections, a strong
IoT infrastructure and efficient Big Data analysis will enable the just-in time com-
munication between measurement devices and production machines and operators.

Fig. 11. GPS analysis data according to several specifications after CT
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Even immediate operational corrections can be made in every subsection of a planned
factory. That operational efficiency can be risen by applications via AR. In addition,
according to Majstorovic et al. [33], the importance of Cyber-Physical Manufacturing
Metrology Systems will be increasing in the subject ‘Advanced Manufacturing
Metrology’.

In future the superior rate of technological innovations will open the door of
Industry 5.0. The importance of quality control will increase with pervading to every
production sector. That will push of course the innovations in CT, AM as well which
will cause new researches and findings for measurement and production techniques.
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Abstract. The paper presents the most important challenges for uncertainty
determination in dimensional metrology caused by the recent changes in man-
ufacturing and production engineering related to fourth industrial revolution.
Current trends in dimensional metrology are described and gaps in the state of
art in measurement uncertainty determination are identified. Some propositions
on how to fill this gaps are also given. The main finding of the paper is that
simulation methods for uncertainty determination based on usage of numerical
models of measurement and/or manufacturing processes seem to be the most
promising in uncertainty determination for in-process and in-line/in-situ mea-
surement systems and for modern measuring devices like industrial computed
tomography systems.
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1 Introduction

When analyzing changes in the field of metrology over the past decades, attention
should be paid to two areas that are of key importance in the context of the fourth
industrial revolution, i.e. the shift of the main focus from post-production metrology to
control during the production of a part (in-process metrology, in-line metrology) and
development of methods for assessing the accuracy of measurements in near real time.

The development of industry inevitably entails changes at individual stages of the
production process. The discoveries in the field of theoretical physics and materials
science result in the emergence of new manufacturing techniques pushing forward the
existing possibilities of industrial production. Nowadays, we hear more and more about
so-called nano-manufacturing that opens up completely new areas in fields such as
medicine, aeronautics and molecular biology. One of the main limitations in this field is
the problem of finding appropriate methods and tools for effective assessment of the
quality of products. This issue illustrates well the importance of the quality control
process for the entire development of industry. The changes that took place in
metrology in the nineteenth and early twentieth centuries, primarily the normalization
of the system of units of measurement and the development of measurement standards
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and tools were ones of the most important factors enabling the introduction of mass
production, which marks the beginning of the second industrial revolution. However, it
was only the application of computer techniques in manufacturing technologies that
initiated a real revolution in the field of measuring systems. The possibility of con-
ducting complex calculations in a short time allowed in the 50 s of the last century to
introduce the first coordinate machines to industrial practice, which since then have
gained importance in the quality control process, and today are primary tool in
assessing the compliance of manufactured objects with specifications of their geometry
[1–5].

In the coordinate technique, during the measurement, coordinates of the measuring
points located on the surface of the measured workpiece are determined, which allows
to recreate the geometry of the element being inspected and to assess the evaluated
features. Coordinate systems offer high accuracy, automation of measurements and
universality, which translates into shortening the measurement time. The most common
tool of the coordinate technique is still a contact Coordinate Measuring Machine, which
allows obtaining accuracy up to 0.1 lm. Contactless, optical systems cannot achieve
such high accuracies, but they display other advantages, mainly shortening the time of
the measurement. The trend observed in recent years clearly indicates that systems of
this type, operating additionally in connection with e.g. industrial robots, in the future
will be one of the most popular tools for quality assessment in advanced production
processes [6].

2 Main Trends in Dimensional Metrology Related
to Industry 4.0 Demands

2.1 In-Process Metrology

The most important advantage of this approach is that no additional time is required for
inspection of processed parts, as the inspection process is parallel to the manufacturing
process. Using this approach, it would also be relatively easier to implement 100%
control of produced parts comparing to traditional post-production control. In-process
metrology requires control of selected parameters of the production process, as well as
measurements during the production of objects and automatic analysis of the results
obtained so that it is possible to almost immediately prevent any dysregulation of
production processes. Performing measurements during the manufacturing process is a
difficult problem, which solution is mainly seen in the development of contactless
techniques. Systems using laser triangulation or structured light scanners are already
installed on production lines, enabling dimensional control (in-line metrology), but it
should be noted that this type of measurement is made after processing of the object,
and information obtained as a result may only be used to correct the process of
manufacturing workpieces in the future.

The actual in-process metrology requires very detailed knowledge of the controlled
process, especially information on the impact of various parameters on the properties of
the manufactured element. Most often, this involves the need to develop a functional
model of the system, which allows simulation of the impact of changes in selected
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parameters on the result of the machining process. Compliance of the simulation results
with the operation of the real system is checked by conducting tests consisting in the
production of a series of elements, using the values of process parameters included in
the simulation, and then assessing the properties of the obtained elements, e.g. using
Coordinate Measuring Machines. This approach also allows the observation of possible
correlations between changes in the values of selected process parameters and the
characteristics of the manufactured element. Figure 1 presents example of in-process
system used in monitoring of rolling of toothed parts.

Difficulty of efficient implementation of in-process metrology systems is clearly
visible in low number of publications on that topic. Examples of their usage may be
found in [7–11]. Analysis of case-studies presented in these publications shows that
application of in-process control systems is based on the following steps:

1. Collecting of multi-physical process parameters.
2. Running a post-production measurement assessment of the controlled samples in

order to create a “process fingerprint”.
3. Finding correlation functions relating part quality with process parameters.
4. Validation of the quality control loop using predefined sets of manufacturing pro-

cess parameters.

2.2 Challenges for Uncertainty Determination in In-Process Metrology

The challenges that metrologists dealing with in-process metrology systems have to
face are numerous. The implementation of new systems of this type is always the new
task because except from considerations regarding different manufacturing processes
and their principles also machine-related influences must be included. But some
challenges related to in-process metrology will be common for majority of usages [7].
They include:

a) functioning in shop-floor system environment,
b) requirement of near real-time data acquisition,

Fig. 1. In-process control of WPM rolling process [7]
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c) multisensor character of in-process measurement systems (for example integration
of tactile and optical sensors),

d) data fusion of information given by sensors from several sources,
e) near real-time quality control feedback loop based on fused data from sensors and

correlation functions used to control the manufacturing process stability.

Uncertainty determination in in-process control systems is an open problem and the
simulation methods based on mathematical modeling of manufacturing and measure-
ment processes and their parameters seems to be the best solution, as they are capable
of uncertainty analysis in on-line mode so almost in real-time (which is consistent with
the idea of in-process metrology that is also done in quasi real-time). However,
development of such models is a difficult task because of complexity and high non-
linearity of modelled processes.

The main tasks that has to be solved in the field of in-process metrology are:

– sensors and whole system calibration in order to achieve results traceable to meter
unit,

– integration of in-process measurement infrastructure into machine tooling processes
of different type,

– development of uncertainty determination methods based on numerical simulation
models of manufacturing and measurement processes,

– assuring stability of quality control loops in regard of process fluctuations and
influence of external factors,

– defining of models that accounts uncertainties coming from changes in environ-
mental parameters, vibrations, etc.

2.3 In-Line/In-Situ Metrology

Second approach in bringing the inspection closer to manufacturing that may be
observed last year and is related to Industry 4.0 is the in-line metrology. It is used
especially in mass production and is based on locating the metrological systems on the
production line. The desire to control 100% of the produced parts means that measuring
systems with a high degree of automation and the shortest measuring time are installed
on the production line, just after individual machining and assembly processes [12, 13].
As the inspection operations are performed in production cycle this approach gives
significant time reduction comparing to post-production control. Among the systems of
this type the most common are scanning systems based on the use of a structured light
scanner mounted on an industrial robot. Thanks to this system configuration, the
scanner’s basic measuring range is significantly increased, and the high redundancy of
the industrial robot enables the scanner to reach hard-to-reach places of manufactured
parts, quite often large-volume ones. To achieve even greater reduction of working
time, this type of systems are multiplied on one inspection cell (Fig. 2).
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Another solution that is quite often used is robotization or automation of mea-
surement stations with Coordinate Measuring Machines, in which the measured parts
are delivered to the machine measuring space and positioned in it by industrial robots
(Fig. 3) or by automatic feeders in the form of e.g. conveyors (Fig. 4).

Robotized measuring cells sometimes cooperate with vision systems that are able to
recognize the type of part that is currently being picked up by the robot and, based on
this, choose the right place and type of mounting of the measured part in the measuring
volume of CMM. The cells of this type are very often controlled by PLCs.

Fig. 2. Robotized measurements using structured light scanners and industrial robots on a
production line in the automotive industry [14]

Fig. 3. Robotized CMM equipped with laser triangulation scanner cooperates with industrial
robot [15]
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It is also common nowadays to use special probe heads that are mounted on
machine tools and so configured machine tools are used as CMMs. They are mainly
utilized for checking the mounting of a blank in machine tool volume (tool offsets may
be updated basing on results of such measurements), for measurement of machined part
between different machining operations (key geometrical features are measured and in
case of any divergences from specification the machining program may be updated)
and measurement of part after machining, without necessity of dismounting the part
and transporting it to CMM.

2.4 Challenges for Uncertainty Determination in In-Line/In-Situ
Metrology

There are few options that may be chosen for uncertainty determination in in-line/in-
situ metrology systems. Similarly as in case of in-process metrology the most
promising method is simulation using virtual model of considered measuring system.
For systems based on usage of CMMs with robotized or automated part mounting in
CMMs measuring volume it is possible to use virtual models that are already in use, as
industrial robots or automatic feeders are used only for part manipulations and do not
affect strongly the measurement accuracy. Only some research should be undertaken on
stability and repeatability of part mounting using automatic devices and its influence on
the measurement uncertainty should be investigated. When it comes to virtual models
of machine tools with probe heads also the existing models for CMMs may be used in
that case with slight modifications, especially regarding models of probe head errors as
they differ from models used for CMM’s probes. However, models of this type were
already developed within research presented in [16, 17], so modules for simulation of
kinematic errors may be combined with mentioned probe head models constituting thus
virtual models of machine tools with probe heads. Authors of this paper also developed
virtual model of 5-axis CMM [18] and it may be used similarly for determination of
uncertainty of measurements performed on 5-axis machine tools equipped with probe
head.

The biggest challenge in this field is development of virtual model of optical
systems, especially for structured-light scanners and laser triangulation scanners. Main

Fig. 4. Automation of CMM measurements using automatic feeder [15]
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limitation causing that such virtual models do not exist yet is the high number of
different influences that has impact on optical measurement result and uncertainty.
When models of this type will be developed it will be possible to use them with
numerical models of industrial robots accuracy and create in that way the virtual model
of measurement performed on industrial robot equipped with one of mentioned
scanners.

Another possibility of uncertainty determination in in-linemetrology systems is to use
guidelines of ISO 15530-3 [19]. In-line measurements are in majority of cases performed
in shop-floor conditions, for which it is specific that ambient conditions are changing and
the range of this changes is much bigger than for laboratory conditions. This is why the
most important challenge in uncertainty determination done using this method is devel-
opment ofmaterial standards that are invariant for environmental changes. Some research
has already been done in that scope and may be found in [20–22].

2.5 Simulation Systems for On-Line Uncertainty Determination

As was mentioned previously, the latest trends observed in the field of dimensional
metrology clearly indicate great effort put on shortening of measurement time. This
applies to the rapid growth of the importance of contactless techniques, as well as to the
modifications introduced to classic, tactile coordinate machines. On the other hand, the
measuring systems users awareness increase in terms of measurement accuracy
assessment, especially in the context of the correct estimation of task specific uncer-
tainty. The abovementioned considerations explain inextinguishable interest in so-
called simulation methods of uncertainty estimation which is expressed by the most
important manufacturers of measuring systems and by leading research centers in the
world. The advantages of such approach are clearly visible when it is compared to the
well-acclaimed calibrated workpiece method (based on [19]) which involves multiple
repetition of measurements and usage of additional standards that should be precisely
chosen in order to meet similarity requirements in relation to the measured object. In
such case process of assessment of measurement results accuracy may take too much
time and be difficult to automate, which hardly fits in to the requirements formulated by
the fourth industrial revolution.

The simulation methods often utilize concept of so-called virtual machines, the
metrological models of measuring systems. Such models should take into account main
factors affecting measurement accuracy, and allow multiple simulation of measurement
task. Then on the basis of obtained simulated results, the uncertainty can be estimated
using simple statistics. The concept is rather straightforward, however its application
for real measuring systems is challenging task. First of all the system for which such
model would be applied have to be studied in order to know the main factors which
influence its functioning. Next the impact of chosen factors on measurement accuracy
need to be assessed through appropriate experiments. Finally the measurement process
should be written in form of numerical model which accumulates influence of deter-
mined factors. These steps may be time-consuming, but after they are finished, the
model may be used to estimate measurement uncertainty in almost real time (depending
on computer performance).
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Historically, first fully operational, virtual machine was developed in PTB
(Physikalisch-Technische Bundesanstalt) for classic tactile CMMs. Two main factors
have been identified as crucial for measurement accuracy: errors of machine kinematics
and probing systems errors. Since then, many other solutions have been developed,
some of which are also commercially available, delivered as separate software or
additional functionality in existing metrological systems. Next paragraph presents
examples of metrological models for different coordinate systems which were devel-
oped by scientists from Laboratory of Coordinate Metrology (LCM).

2.6 Examples of On-Line Uncertainty Determination Systems
and Challenges for Their Future Development

Neuro CMM PK is a virtual machine developed for tactile CMMs. It utilizes artificial
neural networks for modelling of main errors contributors that affects measurement
accuracy. Two group of errors were indicated as dominant factors influencing the
machine performance: the errors of probing system and errors connected with machine
kinematic system. The virtual machine retain assumptions of the Matrix Method,
mainly the concept of grid of reference points in which the machine errors are deter-
mined. Basing on implementation experiments separate artificial neural networks are
prepared for modelling machine kinematics’ related errors and for each probing system
configuration including different stylus lengths, probe orientations or tip ball sizes.
After preliminary research are done, the model can be used to simulate all points
included in measurement task [4, 23].

Another virtual machine developed for classic tactile CMMs is called Virtual MCM
PK. The name of model is related to the fact that it is based on Monte Carlo Method.
As in previously described model, virtual machine consist of two main modules
responsible for modelling of machine kinematics and probing systems errors. However,
the model introduces fundamental innovations into the field of virtual machines
development. The module for kinematics modelling utilize concept of residual errors
distribution analysis. Residual errors are understood as errors that remains after
application of correction methods. The method assumes that machines that would be
modelled, utilize system of software correction of geometric errors, usually so-called
CAA matrix (Computer Aided Accuracy). This assumption is fulfilled for almost all
machines manufactured nowadays. In that case it is possible to experimentally deter-
mine the residual errors in points that was used during correction matrix determination.
It is done using laser tracking system of appropriate accuracy. Full experimental
procedure is given in [24]. Additionally model utilize spline and nearest neighbor
interpolation methods to obtain information about residual errors distribution in points
that weren’t included in preliminary experiments directly (which is the vast majority of
cases). For probing errors the idea of Probing Errors Function is used (for more details
see [24]). The errors modelling is done using Monte Carlo Method and the two-
dimensional interpolation method. The virtual machine is available for MODUS
software as a script added to the program template.

One of the newest innovation introduced in the field of tactile CMMs are so-called
five axis measuring systems that utilize articulated probing system with capability of
continuous indexation. In such systems the probing process can be performed by
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rotational movements of probing system, what minimizes or even eliminates influence
of kinematic structure on contact process. For some measurement tasks, especially
measurements of rotational elements it can reduce time needed for inspection even by
half comparing to classic three axes CMMs. The virtual machine for such five axis
measuring systems was developed at LCM [25]. The concept is similar as in case of
model that utilizes Monte Carlo method. The machine use two main modules
responsible for modelling of kinematic errors and errors of probing system. The
kinematic errors module is based on modelling of residual errors examined with laser
tracking system (methodology described in previous paragraph). The second module
was expanded in order to allow simulation of articulating probing system. The probe
can rotate around two mutually perpendicular axes of rotation (vertical axis is called B,
while horizontal axis is named A). The model of such solution uses three variables to
link Probing Errors Function with appropriate probe orientation (determined by A and
B angles) and the approach direction. Data needed for model functioning is obtained
through series of measurements of material standard (reference ring) which is placed in
machine volume in such a manner to cover whole working range of probing system
(Fig. 5a). Then the results of such experiment is used as an input for Monte Carlo
simulations. Three dimensional interpolation is used to calculate appropriate parame-
ters for all orientations not included directly in experiment. Additionally the metro-
logical model of five axis system uses Denavit–Hartenberg notation for description of
kinematic of probing system. In order to know real geometric parameters of probe head
the geometrical calibration is needed. Developed virtual machine was validated with
methodology based on the concept of statistical consistency (for description of this
concept see [26]). It was compared to normalized calibrated workpiece method. For
validation the multi-feature standard was used which allows to check system perfor-
mance for majority of typical measurement tasks (Fig. 5b). All results obtained during
verification measurements proved correct functioning of the model. Moreover, it
should be noted that presented methodology used for virtual machine development may
also be used for modelling of five axis machine tools equipped with probe heads.

Fig. 5. a) Preliminary tests for probing system module; b) Verification measurements
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Virtual models are created not only for CMMs. Such solution was successfully
developed for Articulated Arm Coordinate Measuring Machines (AACMM) [27].
These devices are very popular in industry due to their mobility and ease of use. The
virtual model is based on the Denavit-Hartenberg notation and forward kinematics
equations. Values obtained from angular encoders during real measurements are treated
as model input. Multiple simulation of measurement is done using Monte Carlo
Method. Model was successfully applied for different types of AACMMs, with
absolute and incremental encoders and with different number of joints utilized in
kinematic structure. It can also be used for industrial robots modelling. For now it is
available as addon for PC-Dmis software.

As was shown in the previous sections virtual models can be successfully devel-
oped for different types of Coordinate Measuring Systems, utilizing different concepts.
However there are still many challenges which must be overcome before virtual
machines become a commonly used solution. In case of CMMs one of the biggest
problems is large ambient conditions (mostly temperature) variation typically meet in
industry. That is why virtual machines are usually used only by research or calibration
laboratories which can ensure appropriate thermal stability. The solution of that
problem was proposed in virtual machine based on residual errors modelling (Virtual
MCM PK). The distribution of errors was checked for different temperature ranges
below and above 20 °C. Then the new input data set were developed for kinematic
errors module. Depending on the temperature in which points were measured, virtual
machine change between data sets and adjust its behavior to changing ambient con-
ditions. However, such approach requires more time for preliminary tests that need to
be done prior virtual machine implementation. During these test machine is excluded
from its normal functioning so it doesn’t fulfil its basic tasks and generating losses for
customer. Thus, another problem with virtual machines implementations is excessive
length of pre-installation tests. By now the solution for this issue was proposed only by
Virtual MCM PK. The series of experiments were conducted aimed at finding such
number of points utilized by kinematic errors and probing system modules which
guarantee good reality representation but also decrease experiments duration as much
as possible. As an effect the whole installation process was limited to one day including
virtual machine validation. The Virtual MCM PK model was implemented in one of the
companies from automotive industry localized near Cracow [28].

New challenges for simulation methods of uncertainty estimation are also con-
nected with development of new types of measuring systems. The rapidly growing
number of multisensor machines which utilizes additionally contactless sensors
demands virtual models that would take into account error sources typical to this kind
of systems. Although growing interest in industrial CTs such systems hasn’t been yet
modelled. PTB developed virtual machine for laser tracking systems, however there is
still problem of large influence of ambient conditions on laser light which is hard to
assess and model for real-life conditions. Another issue that is barely studied is impact
of operator influence on manually operated systems which can be one of major factors
on resultant accuracy. As can be seen, there are many areas where additional research
and work are required, however the advantages of the simulation approach seem to
confirm that this subject will be very popular in the following years.
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3 Summary

Changes in dimensional metrology that are related to fourth industrial revolution opens
new area of research for metrologists. Development of novel measuring systems,
possibility of usage of wide variety of sophisticated sensors and new tasks in theoretical
metrology related to measurement errors and uncertainty cause that people profes-
sionally dealing with metrology will not complain on boredom for a long time.

The most important challenges for uncertainty determination in dimensional
metrology put by Industry 4.0 revolution that were identified include:

1. Assuring traceability of in-process measurements through development of calibra-
tion and verification methods for in-process control systems. This task is strictly
related to uncertainty determination in in-process metrology as there is not much
sense in determination of uncertainty methods of measurements that are not
traceable to primary standards of units.

2. Development of uncertainty determination methods for in-process metrology sys-
tems. Methods based on usage of numerical simulation models of manufacturing
and measurement processes seems to be the most promising in solving this task.

3. Development of correct methodologies and relevant material standards for uncer-
tainty determination based on usage of ISO 15530-3 standard guidelines in in-
situ/in-line measuring systems.

4. Development of virtual model-based uncertainty determination methods for CTs,
optical measurements using different working principles (structured-light, laser
triangulation, digital image processing, confocal measurements, multi-focus tech-
nique, white light interferometry, etc.).
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Abstract. Cognitive Twins (CT) are proposed as Digital Twins (DT) with
augmented semantic capabilities for identifying the dynamics of virtual model
evolution, promoting the understanding of interrelationships between virtual
models and enhancing the decision-making based on DT. The CT ensures that
assets of Internet of Things (IoT) systems are well-managed and concerns
beyond technical stake holders are addressed during IoT system development. In
this paper, a Knowledge Graph (KG) centric framework is proposed to develop
CT. Based on the framework, a future tool-chain is proposed to develop the CT
for the initiatives of H2020 project FACTLOG. Based on the comparison
between DT and CT, we infer the CT is a more comprehensive approach to
support IoT-based systems development than DT.

Keywords: Cognitive Twins � Decision-making � Knowledge Graph � Internet
of Things

1 Introduction

Internet of things (IoT) is a network of items embedded with sensors which are con-
nected through the internet [1]. One IoT system consists of computing devices,
physical plants and networks defined as a system-of-systems (SoS) [2]. During
developing IoT systems, architectural dependencies across the entire SoS are chal-
lenged because of the massive compositions among them. During the lifecycle of IoT,
virtual model assets for system, subsystems and components are needed to specify,
detect and resolve dependencies across domains, such as interface definition. Com-
positions from different domains and hierarchies of IoT system are evolving fast. Well
managed and predictable evolution dynamics reduce the risks brought by new com-
positions, such as new characteristics and interoperability. Moreover, the architecture
of IoT systems should be permitted with easy connectivity, control and communication
among domain-specific applications. Thus, understanding the interrelationships
between systems, subsystems and components is very important.

The motivation of our work is to overcome the challenges identified in the above
paragraph and provide a new concept and framework to support IoT system devel-
opment as follows. First, during IoT development, the virtual model asset should be
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managed in a systematic way during initial phases. An integrated information infras-
tructure with virtual models should enable to describe the interrelationships of IoT
compositions to promote the understanding of their dependency and traceability.
Second, the dynamics of model evolution need to be identified in order to predict the
evolution of IoT system, subsystem and compositions. Third, topologies between
virtual model assets enable to represent interrelationships of IoT compositions. Thus,
the topologies are required to be managed.

Our contribution is to illustrate a new concept called Cognitive Twins (CT) and a
knowledge graph (KG)-centric framework supporting CT development. We first define
the concept of CT and digital twins (DT) to distinguish the differences between them.
Then based on the concept of CT, a KG-centric framework is proposed to develop CT.
Using KG, the topologies of virtual model assets are identified and managed. More-
over, a tool-chain concept is designed to support the framework for developing future
CT. The results will be used in the H2020 projects FACTLOG and QU4LITY.

The rest of the paper is organized as follows. We discuss the related work in Sect. 2
and introduce the definition of CT in Sect. 3. Moreover, the KG-centric framework is
proposed in this section to create CT models. In Sect. 4, a future tool-chain concept is
proposed for the related developments in the H2020 project FACTLOG1. Finally, we
discuss about CT in Sect. 5 and offer the conclusions with a summary in Sect. 6.

2 Related Work

The concept of DT was fostered by the rapid development of various existing tech-
nologies such as 3D modeling, system simulation, digital prototyping etc. [3]. In the
whitepaper [4] published in 2014, Grieves defined the concept of DT and proposed a
three-dimension model of DT based on the previous conception of “a virtual, digital
equivalent to a physical product”. According to Grieves, a DT model should at least
consist of three main parts including: physical products in Real Space; virtual products
in Virtual Space; and the connections of data and information that tie the virtual and
real products together [4]. Since then, DT and relevant technologies have been
evolving rapidly, which reflects that the virtual world and the physical world are
becoming increasingly linked to each other and integrated as a whole [5]. Tao F. et al.
extended the existing three-dimension DT model by adding two more dimensions, DT
data and services, and proposed a five-dimension model to promote the further
applications of DT in more fields [6]. In a recent study, Qi et al. [5] reviewed the
application fields, enabling technologies and tools for DT. Based on this study, it is
concluded that universal design and development platforms and tools for DT are
required to facilitate the integration of different technologies and tools which may have
different formats, protocols and standards.

Data from different platforms and sources might be heterogeneous in syntax,
schema, or semantics, which make data integration difficult. Semantic technologies
provide solutions to achieve semantic interoperability in a heterogeneous system [7].

1 H2020 Project FACTLOG: http://factlog.eu/.
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Semantic models enable to capture complex systems in an intuitive fashion, which can
be summarized in standardized ontology languages, and come with a wide range of off-
the-shelf systems to design, maintain, query, and navigate semantic models [8]. This
characteristic makes semantic modelling a promising paradigm to address the chal-
lenges that DT development is facing currently. The authors of [8] employed semantic
technologies to design a system that supports semantics-based DT. Many of existing
researches use ontologies as the knowledge base, but the manual construction of
ontologies is a very time-consuming task [9]. To overcome this limitation, more
advanced techniques such as KGs are being used. According to [10, 11] KGs acquire
and integrate information into an ontology and utilize a reasoner to derive new
knowledge and they can model information in the form of entities and relationships
between them. KGs have been adopted in some studies to accelerate the implemen-
tation of DT. For example, in [12] the authors anticipated the paradigm of the next
generation DT and KGs were considered as one of the main enabling technologies to
link and retrieve all kinds of data, descriptive and simulation models etc. In [13], the
authors analyzed the feasibility of backing DT with enterprise KGs based on the fact
that DT could be strengthened by using semantic technologies to provide a formal
representation of the DT domain. In [14] a graph-based query language was utilized to
extract and infer knowledge from large scale production line data, to help generate DT
models and therefore enhance manufacturing process management with reasoning
capabilities.

Despite the importance of semantic technologies and KGs for the development of
DT, there are still many gaps to be bridged, such as the lack of unified implementation
architecture, integration of enabling technologies and tools etc. More research efforts
are required for this topic.

3 Cognitive Twins

In this chapter, basic concepts of DT and CT are first introduced. Then the charac-
teristics of IoT are introduced in order to formulate the problem of IoT systems. Then a
KG- centric framework is proposed to construct CT for IoT systems.

3.1 Basic Concepts

In this chapter, concepts of DT and CT are introduced, as shown in Fig. 1, separately.
Based on their respective concepts, the differences between them are summarized.
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Digital Twins (DT). DT is a digital duplication of entities with real-time two-way
communication enabled between the cyber and physical spaces [4]. It aims to support
integration of IoT for connecting the physical and virtual spaces. As shown in Fig. 1, if
the physical twin is defined as an areo-engine, the virtual entities of areo-engine include
CAD models, FEM models etc. In this study, the concept of DT is formally defined as
follows:

DTSys ¼ PE Sysf g[VE RModel Ms;Mp;Mt;Ml;Mt;Mmð Þf g [
Comm RData EntitySt;EntityDe;Dtype;Datacontentð Þf g ð1Þ

where DTSys refers to a DT of system Sys; PE{Sys} refers to the physical twin of Sys;
VE{RModel(Ms, Mp, Mt, Ml, Mt, Mm)} refers to a collection of models related to Sys.
Each model includes several items:

• Ms (Model Structure): topology of models, inputs, outputs and parameters.
• Mp (Model purpose): the views of modeling, “why is the model needed?”
• Mt (Modeling theory): the mathematical foundation of modeling, e.g. differential-

algebraic system of equations.
• Ml (Modeling language): any language expressing information or knowledge or

systems in a structure that is defined by a consistent set of rules.
• Mt (Modeling tool): tools implementing models.
• Mm (Modeling method): a set of concepts to explain “how to develop models using

a given language in one modeling tool to represent the formalisms?”, e.g. finite
element modeling and structural equation modeling.

Fig. 1. Digital Twins vs Cognitive Twins
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Comm{RData(EntitySt, EntityDe, Dtype, Datacontent)} refers to data and infor-
mation flows between physical entities and virtual entities. Each flow includes several
items:

• EntitySt (Entities of Start): start of the data and information flow.
• EntityDe (Entities of Destination): destination of the data and information flow.
• Dtype (Type of data): type of data, such as real-time data and off-line data.
• Datacontent (Content of data): the data used in this data flow.

Cognitive Twins (CT). DTs are expected to support the industrial area of design,
production, prognostics, and health management, etc. [15]. Each DT has different
models which are difficult to manage, because the model versions are updated across
the lifecycle. Moreover, the virtual models in DT are across domains which are difficult
to identify their interrelationships. The CT is proposed to solve this problem as shown
in Fig. 1. One timestamp for each lifecycle spot is added to each virtual model.
Moreover, topologies of models are required to be described.

CTSys ¼ PE Sysf g[VE RModelt Mtt; Mpt; Mtt; Mlt; Mtt; Mmtð Þ;f
Ontopology entities, relationshipsð Þg [Comm RData EntitySt, EntityDe, Dtype, Datacontentð Þf g;
t ¼ 1; 2; 3; . . .; timespots in lifecycle

ð2Þ

Where CTSys refers to a CT of system Sys; PE{Sys} refers to the physical twin of
Sys; VE{RModelt(Mst, Mpt, Mtt, Mlt, Mtt, Mmt), Ontopology(entities, relationships)}
refers to a collection of models related to Sys. Different from DTs, each model in the
CT is added with a timestamp in the lifecycle. Except for the items in DTs, Ontopology
(entities, relationships) refers to ontology to represent the topology between Models.

• The entities refer to all the information related to models, such as compositions.
• The relationships refer to all the interrelationships of entities.

3.2 Problem Formulation

Based on the basic concept of proposed CT, a KG-centric framework is proposed
for supporting our EU Projects FACTLOG and QU4LITY and Swiss
InnoSwiss IMPULSE project on DTs. These three projects are mainly focusing on IoT
systems using DT. Based on the initiative definition [16], several technological and
social aspects related to IoT are investigated to identify the industrial concerns for
developing the framework in the next section.
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As shown in Fig. 2, seven aspects are considered during the entire lifecycle of IoT.
The details are introduced as follows:

• Social impacts of IoT, such as impacts and acceptance of users.
• Business models and ecosystems, a new business model for IoT systems.
• Services and application, including domain specific services.
• Software architecture, such as operational systems, middleware.
• Enabling technologies and systems architecture, sensors, energy management
• Security and privacy, such as management of personal data.
• Management, such as autonomics and self-organization of large IoT systems.

3.3 A KG-Centric Framework for Cognitive Twins

Fig. 2. IoT concerns

Fig. 3. A KG-centric framework for CT
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In order to construct CT for IoT systems, a KG-centric framework is proposed as
shown in Fig. 3. It requires inputs from business domains and performs outputs to asset
domains. The five main patterns of the KG-centric framework are shown in details as
follows:

Process Modeling and Simulation. IoT systems consist of computational composi-
tions, sensors, networks and plants which are considered as hybrid systems including
continuous systems and discrete systems [17]. DT is an integrated system consisting of
mathematical models and data, which is closed to a real-time synchronization between
real physical systems and their own virtual entities [18]. Such process can be repre-
sented as entire workflows where the computing composition and other plant nodes are
linked together. In this pattern, a process modeling and simulation approach is used to
formalize these workflows and to simulate the hybrid system behaviors.

Ontology-Based Knowledge Graph. KG models are at core to represent the topo-
logical interrelationships between physical entities and cognitive entities. Before
developing KG models, ontologies for KG models are first designed in order to develop
the semantics and syntax. Based on the basic concepts of CT and problem formulations
in Sect. 3.3, the ontology includes:

• IoT domains. This part focuses on the contents related to IoT domains including
physical entities and communications. Seven aspects in Sect. 3.2 are considered
when defining the ontology.

• Model objects. This part mainly focuses on the contents related to CT, such as
model structure and Ontopology (topology between models).

• Organizations. This part mainly focuses on the organizations related to IoT,
• such as suppliers and stores.
• KG objects. This part mainly focuses on the knowledge graphs including

description, structure, methodology, decision-making, reasoning and manuals.

Cognitive Twins for Dynamic Process Simulation. Artificial Intelligence (AI) APIs,
KG models, historical data and process models with dynamics are integrated to gen-
erate CT models. CT models aim to support decision-makings for dynamic processes of
physical entities.

CT-Based Analytics for Process Optimization. Based on the CT models and real-
time data, a tool is used to support process optimization. The optimization results are
performed to make decisions for manipulating the physical entities.

Service-Oriented Interfaces for Data Interoperability. Aservice-oriented approach
is proposed to develop interfaces for heterogeneous data. All the assets and business
domain data are transformed to unified formats through the developed interfaces. Such
unified data are used to support other patterns in the framework.
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4 A Future Tool-Chain for Developing Cognitive Twins

Based on the proposed KG-centric framework, a tool-chain is developed for developing
the CT models in which several tools are adopted as compositions of the tool-chain, as
shown in Fig. 4. The detailed tools are introduced in Table 1. MetaGraph is a DSM
tool to develop process models based on IDEF0 [19]. Moreover, MetaGraph generates
CIF models for process dynamic simulation for process models. The domain data
including process dynamic simulation results, real-time data and historical data of IoT
systems are represented as Open Services for Lifecycle Collaboration (OSLC) services
through datalinks (a tool for developing OSLC adapters). The OSLC services are
RESTful services for linking data through defined URIs. Moreover, we make use of
Protégé to formalize process models, process dynamic simulation results and OSLC
services from domain data. AI APIs including TensorFlow and KNIME are used to
generate CT models based on ontology and OSLC services. The CT models are used
for supporting optimize the IoT plants which optimization algorithms are developed
using Matlab and Python.

Fig. 4. Overview of the tool-chain

Table 1. The initial tool-chain for developing CT models

Tools Descriptions

MetaGrapha & MetaEdit+ [20] Process modelling
CIF simulator [21] Process dynamic simulation
Protégé [22] Ontology modeling
KNIME [23] & Tensorflow [24] Develop CT models
Datalinksb Developing OSLC services for domain data
Matlab [25] & Python [26] Design optimization toolset for the dynamic processes
aA Domain-Specific Modeling tool of Z.K. Fengchao http://www.zkhoneycomb.com/.
bA tool for developing OSLC services [27] of Z.K. Fengchao http://www.zkhoneycomb.
com/.
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5 Discussion

Currently, DTs are proposed to support the entire lifecycle of IoT. Physical entities,
virtual entities, data, service and connections between them are always concerned by
industries, such as NASA [15]. From the literature review, traditional DTs at core focus
on connections between the physical entities and virtual entities. The main difference
between DT and the proposed CT are replacing the virtual entities by CTs. The CTs
add timestamp for each model and provide topologies between all the models. Thus,
the cognitive models are dynamically evolved rather than being static according to the
physical entities. Several use cases are defined when CT is used (Table 2):

Taking an example of aeroengines, DTs are used for constructing the prognostic
health management system, which the physical engine is connected with the digital
models in order to realize real-time aeroengine monitoring and fault detection. How-
ever, the lifecycle of aeroengine is very long leading to that there are various versions
of models used before the aeroengine is finalized. Moreover, the aeroengine consists of
different compositions which are used for different scenarios of production, operation
and maintenances. The topologies between different virtual models with different
versions, domains and hierarchies identify the lifecycle dynamics and domain inter-
relationships of each model which provide clues about dynamics of system lifecycle
and a decision-making solution based on system-level data. Thus, several advantages
are summarized:

• The time stamps for each model of CTs promote the dynamics of the virtual model
evolution. Based on this dynamics, decision-making based on the CTs enable to
predict not only the behaviors of physical entities, but also the model updates of the
virtual entities (concepts in DTs).

• Ontology for representing interrelationships between models also provides more
clues for analyzing the behaviors of physical entities.

This paper focuses on IoT system development, operation and maintenance. The
IoT system developers expect to have a good dependency from requirement, function,
behaviors and architecture when developing IoT systems. Moreover, the lifecycle of
IoT systems is shorter than traditional equipment, such as areo-engine. The components

Table 2. The initial tool-chain for developing CT models

Use case Description

Lifecycle dynamics The added timestamp for each model is used to analyze the dynamics
of virtual model evolutions

Decision-makings The lifecycle dynamics provide clues for decision-makings for the
system evolution

Data analysis across
domains

The topology of virtual entities provides a unified description of
across domain data which is the basis for data analysis at entire
system level
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are renewed quickly which means the entire IoT systems evolve fast. Furthermore, IoT
requires flexible and standardized interfaces during they are developed because of such
fast evolutions.

Based on the summarized advantages of CT, ontology promotes the understanding
of dependencies between models, such as requirement models. In order to support fast
evolution of IoT systems, dynamics of virtual models are useful to analyze the system
changes and to identify the requirements for new system components. The flexible and
standardized interfaces also require a good understanding of interrelationships between
physical components or between models. Totally, CT has the better capabilities to
support IoT system development compared with DTs.

6 Conclusion

This paper presents a conceptual definition of CTs supporting IoT system development
and maintenance. Based on the definition, a knowledge graph based framework is
proposed to develop CT models. Based on the framework, a future tool-chain concept
is used to support an initiative solution for the H2020 project FACTLOG.
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project (825030) QU4LITY Digital Reality in Zero Defect Manufacturing and the
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Abstract. The tremendous amount of data generated in the industry provides a
massive opportunity to mine that data for decisions, such as prediction of out-
going product quality, process monitoring, etc. In addition, unlike computer and
social networks, in the industrial data, the information is not directly observable
and is embedded in the signals emitted during the corresponding processes, etc.
However, in many cases and for many reasons these sensor signatures are not
properly received at the very source causing missing segments in the signal sets.
On the other hand, in many manufacturing facilities, large amounts of historical
records of past sensor readings are available and can be used to enhance and
reinforce the signal recovery process. In this paper, we propose the so-called
match matrix methodology which uses signal similarity metrics to regenerate the
missing segments in a signal from historical signal records. Three different
incomplete signal set situations are simulated using a large dataset from a
modern semiconductor manufacturing fab. The proposed method is validated
utilizing the dataset and the results demonstrated a high fidelity in signal
recovery in the all three cases.

Keywords: Signal recovery � Big data � Industry 4.0 � Match matrix �
Prediction

1 Introduction

It is not widely known that industrial equipment is generating more data than computer
and social networks, with almost double the growth rate, leading to tremendous
amounts of pertinent data [1]. This provides a massive opportunity to mine that data for
decisions, such as prediction of outgoing product quality, process monitoring or
optimization of operations. In addition, this data can be used to extrapolate the
knowledge learnt from past historical observations of the manufacturing process to
facilitate better design and control of some new processes. However, unlike computer
and social networks, in the realm of industrial data, events that are relevant to modeling
and characterization of the underlying system are embedded in the data and are not
directly visible. For instance, beginning and ending moments of a reaction in a
chemical reactor, or moment and location of particle emission and trajectory of a
particle in a semiconductor vacuum tool – all this information is not directly observable
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and is embedded in the signals emitted during the corresponding processes. Finding
and characterizing such events in industrial data can leverage tremendous advance-
ments in Artificial Intelligence (AI) and Machine Learning (ML) in the domains of
computer and social networks and places great significance on one’s ability to accu-
rately and reliably perform process or quality control.

However, in many cases and for many reasons, the sensor readings are not properly
received at the very source causing missing segment(s) in one or more signals. It can be
expected that transmitted sensor data are lost or corrupted due to many reasons, such as
power outage at the sensor’s node, random occurrences of local interferences, or a
higher bit error rate of the wireless radio transmissions as compared with wired
communications. Simply re-querying data is a naïve and often unfeasible alternative, as
it may induce long delays, quicken the power exhaustion of the node, and above all, it
is still not guaranteed to recreate the original readings. Hence, enabling the use of
missing or corrupted sensor readings, a much more plausible and feasible option is to
estimate the missing stream values from the available historical sensor records [2].

A variety of techniques have been used in the past for time series modeling and
prediction in order to recover the missing parts from the signals [3, 4]. Parametric linear
prediction techniques, such as Auto-Regressive Moving Average (ARMA) [5, 6] or
Kalman filtering [7], may work well only for short-term predictions and they could not
capture the information from longer terms data. On the other hand, Recurrent Neural
Networks (RNN) are used for short-term predictions of time-series in order to perform
signal recovery [8]. In addition, variety of approaches has been studied in the literature,
namely, fuzzy time series and clustering [9, 10], multi-resolution wavelet models [11–
13] and neural networks [14]. However, without a priori knowledge about the signals
under consideration, selecting an appropriate non-linear model and its structure is a
challenging task.1

On the other hand, in many manufacturing facilities, large amounts of historical
records of past sensor readings are available and can be used to enhance and reinforce
the signal recovery process. In this paper, we propose the so-called match matrix-based
method to regenerate the missing segments in the sensor readings. The employs inter-
signal similarity metrics described in [16] to reconstruct the missing signal portions via
weighted combination of corresponding portions of the signals available in the his-
torical data records.

The rest of the paper is organized as follows. In Sect. 2, the new match matrix-
based signal recovery method is introduced. The newly proposed approach has been
tested on data generated during processing of 300 mm diameter wafers in a modern
semiconductor manufacturing fab, with the results being shown in Sect. 3. Section 4
provides conclusions and future work.

1 The commonly used gradient descent algorithms for RNN training exhibit certain problems during
training, such as having difficulty dealing with long-term dependencies in the time series [15], which
in turn limits their capability of achieving accurate long-term predictions. In addition, finding a
suitable number of hidden neurons and appropriate RNN structure is another challenging problem
[16].
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2 Methodology

Let us assume that a manufacturing process is described by a multiple time series of
sensor readings. In order to reliably recover the missing signals or their portions, we
need an estimation method that effectively utilizes the existing historical records of
sensor readings, which are connected to the corrupt sensors that are being reconstructed
via common dynamics of the underlying process or machine. This task will involve
comparison of sensory time series from a potentially large number of past production
cycles and fusion of the results of those comparisons that enables estimation of the
missing signals or signal portions of the current production cycle.

The Mahalanobis distance is commonly used to evaluate the distance between
multidimensional feature vectors whose components are quantities that have different
ranges and amounts of variations [17]. Following [16], in this paper, we will utilize a
Mahalanobis distance-based similarity metric between two feature vectors, which is
calculated as follows:
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consists of n sensor readings observed at sample i of the past cycle p, vector
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consist of the readings of the same n sensors, observed at sample j of the current pro-
duction cycle, while r2k is the variance of the sensor reading k calculated from the signals
corresponding to nominal system behavior. It is obvious that similarity Spi;j between
vectors of sensor readings at sample i of the past production cycle p and sample j of the
current production cycle approaches 1 if those samples look alike (if the Mahalanobis
distance between them approaches zero), and tends to 0 of those two samples happen to be
very different (as Mahalanobis distance between them tends to infinity).

Let us also assume that a specific process in different manufacturing cycles takes
the same time and sampling rate for all sensors are the same.2 Thus, if each signal has
n number of samples in the current and past runs (i; j ¼ 1; 2. . .; n), the resulting match
matrix will be in n� n dimensions. In addition, if one has historical records of P past
production cycles, then one can observe P so-called match matrices Spi;j; p ¼ 1; 2; . . .; p
between the current cycle and all previously observed production cycles.

2 In order to compare feature vectors, they need to be in the same length. If the sampling rates are
different for different sensors, one may need to resample them to be in the same length.
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Figure 1 illustrates the procedure of creating and updating the match matrices.
Figure 1(A) shows a match matrix between the current cycle and the past cycles p. The
red square in the Fig. 1(A) is a gray-scaled representation of Spi;j, the similarity between

the feature vector ~fj
� �

Curent
from the current cycle and the feature vector ~fi

� �

p
from the

past cycle p. Figure 1(B) demonstrates how a gray-scaled color represents the similarity
between two feature vectors where white color shows identical similarity and black
color shows no similarity. Figure 1(C) illustrates how we can update all the P past match
matrices. Every time a new feature vector in the new cycle is extracted from sensor
readings, its comparison with all the past feature vectors based on (1) incorporates a
column of similarity measures to all P match matrices. This involves

PP
p¼1 Kp com-

parisons, where Kp represents number of feature vectors in the pth past cycle.

If all the feature vectors are collected from identical sensors and under identical
conditions, one would expect similar sensor readings to permeate across multiple
production cycles. Thus, in case of having incomplete signals, one could use the
previous sensor readings to recover the missing segments in the signals. In this paper,
we utilize the time series made of the best match indices in match matrices between the
current production cycle and the past production cycles to fill the missing vectors of
sensor readings with the most similar feature vectors in the past cycles. Figure 2
illustrates a typical index curve generated from a match matrix.

Nevertheless, previous experiences with industrial datasets demonstrate that very
frequently, the feature vectors extracted out of real-life manufacturing processes con-
tain a considerable level of noise. In order to reduce the variation of the best match
indices, the expected index of similarities is calculated from each column j of any
match matrix as

Fig. 1. Match Matrix based on two feature vectors (FVs) from the current cycle and a past cycle
p. (A): X-axis and Y-axis are representing the sample numbers associated with the signals in the
current cycle and past cycle p respectively. (B): A gray-scaled color representation of the
similarity between two feature vectors. (C): The procedure of updating all the p number of past
match matrices.
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where n denotes the number of feature vectors (i.e. length of signals) in the past cycle.
The time series of mean best match indices makes it possible to apply the linear
parametric prediction technique based on ARMA modeling [4] to predict the future
values of the time series of mean best match indices between the current and the past
cycles. Furthermore, ARMA prediction also allows one to analytically evaluate the
uncertainty of prediction of the mean best match indices.

Let us assume that there areP past cycles, whichmeans that there arePmatchmatrices
for a specific manufacturing cycle, each yielding a time series of expected indices of the
best matches. Missing values of mean best match indices can be predicted using a linear
utilizing as ARMA model-based prediction3, with structure of the model is identified
using e.g. Akaike Information Criterion (AIC) [4]. The predicted value of the best match
index points to the index of the feature vector in the corresponding past cycle that is likely
to be similar to the feature vector of the current cycle in the missing time steps. In order to
emphasize the similarity of the past cycles, a linear combination of the P feature vectors
(one from each match matrix, which correspond to each past production cycle) is eval-
uated to form a predicted feature vector. The weights are determined based on the average
similarities Wp associated with match matrices p ¼ 1; 2; . . .;P and calculated as

Wp ¼
P

�SpP
k
�SK

; p ¼ 1; 2; . . .;P ð3Þ

Fig. 2. Sample index curve generated from a match matrix

3 One advantage of utilizing an ARMA model is it allows analytical expression for the variance of
prediction errors and can therefore yield uncertainty/confidence intervals for the prediction of the
mean best match indices.
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�Sp denotes the average similarity between the latest several feature vectors in the
current cycle with the feature vectors in the pth past cycle. Such weighting places
stronger emphasis on the features observed in cycles that display higher similarity with
the current cycle whose behavior we are trying to predict.

Three different situations of missing/corrup segments are studied in this paper.

i. In situation (i), one or more segments are missing from one signal (in the extreme
case, the entire signal may be missing). In this case, one has a complete curve of
expected best match indices from each match matrix, since the curves can be
generated based on other elements of feature vectors along with the remaining
elements from the missing feature vector. In other words, match matrix enables
one to predict the incomplete signals based on the behavior all other signals, as
well as that of the corrupt signal before and after the incompleteness occurs.

ii. In situation (ii), one or more segments is missing at exactly the same time portions
from all the signals (i.e. there are no feature vectors available in specific time
interval of the current cycle). In this situation, the expected best match index
curves from all match matrices will be incomplete in those samples and one must
predict the incomplete curves using adequate ARMA models. In order to increase
the accuracy of the proposed method, the prediction is performed from both
directions (forward and backward) in time, and two predicted results are being
merged by weightings based on closeness (in time) to the nearest complete signal
segments. Once the prediction is done, one could recover the missing feature
vectors utilizing the estimated mean best match indices and the corresponding
feature vectors from the past cycles.

iii. Finally, situation (iii) deals with the very extreme case where there are no feature
vectors in the current production cycle (i.e. all the signals are missing), which
means that there are no expected best match index curves. In this case, weighted
expected valued of indices from a small portion of the most similar past cycles to
the previous cycle will be used to regenerate the best match index curve and thus
recover all the signals from scratch.

3 Results

In this section, we will demonstrate the results of applying the proposed methodology
to a large industrial dataset. The match matrix created via the proposed method along
with the expected best match index curve associated with that matrix will be used to
reconstruct signals corrupt via one of the three mechanisms described at the end of the
previous section. Capability to reconstruct the corrupt signals or signal portions will be
demonstrated through comparisons of the recovered signals or signal portions with
their corresponding actual signals or signal portions.
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The dataset used in this research consists of sensor readings from a Plasma
Enhanced Chemical Vapor Deposition (PECVD) process from a modern semicon-
ductor manufacturing fab involving processing of 300 mm diameter wafers. PECVD
tools are used for depositing thin films onto silicon wafer substrates, which is one of the
key steps in manufacturing of logic and memory circuitry in semiconductor manu-
facturing. Inside a PECVD tool chamber, reactive gases pass over a silicon wafer and
are absorbed onto its surface to form a thin film layer. The gases are excited into a
plasma state using a strong radiofrequency (RF) electromagnetic field, which allows the
film deposition to take place at lower temperatures, more suitable for integrated circuit
fabrication on large silicon wafers [18]. This dataset contains sensor readings corre-
sponding to three different recipes of thin film depositions involving the total of over
100,000 wafers, with readings from 11 different sensors collected using a 10 Hz
sampling rate.

Initial set of sensor readings from 100,000 wafers was assumed to be available in
the historical records, with sensor readings from the very next wafer being treated as
the “current production cycle”, which was corrupted in multiple ways and then
reconstructed using the newly proposed methodology. Thus, we have 100,000 we deal
with 100,000 match matrices and corresponding expected best match index curves (one
for each past cycle). Each of the 11-simensional feature vectors (i.e. all sensor signals
form all 100,001 wafers) nominally consisted of 125 sample points sampled at the same
time-moment.4

The 100K match matrices are generated form the raw data in about 20 min using an
ordinary Personal Computer.5 Figure 3 illustrates one of the constructed match
matrices, while Fig. 4 shows the 2-dimensional version of the match matrix shown in
Fig. 3, with white color representing the similarity of 1 and black indicating that there
is no similarity between the corresponding feature vectors.

Based on the index numbers on the Y-axis (past cycle) and similarity values
associated with those indices, we create the expected best match index curve for each
match matrix. Figure 5 shows the progression of the expected value of the best match
indices associated with the match matrix shown in Figs. 3 and 4 (note that the ideal
expected value index curve is a perfect diagonal line from (0,0) to (125,125) points;
nevertheless, natural process noise and variations cause deviation from that ideal
pattern).

For each match matrix, the average similarity of all its elements is used to ensure
that past signals that show more similarities with the current one end up having more
weighting in the signal reconstruction process. Weights are formed using the afore-
mentioned average similarities and reconstruction is accomplished as a weighted
average of missing signals or signal portions from the past, with all weights summing
up to one.

4 If the sampling rates are different for different sensors, one may need to resample them to be in same
length.

5 All evaluated on a PC with 32.0 GB RAM and Intel® Xeon® CPU E5-1650 v4 @ 3.60 GHz
processor, 6 cores.
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Fig. 3. Three-dimensional match matrix illustration. X-axis represents the current cycle and Y-
axis represents one of the past cycles (cycle #80), and Z-axis shows the Mahalanobis-based
similarity between these two cycles.

Fig. 4. Two-dimensional match matrix illustration. X-axis represents the current cycle and Y-
axis represents one of the past cycles (cycle #80).
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Figure 6 shows the average similarity values associated with the first 200 match
matrices. Note that these similarities seem to vary fairly randomly, which is under-
standable, given that we are dealing with a highly stable process in which dramatic
signal changes and drifts are prevented through a very tight process control.

Fig. 5. Expected value best match index curve for match matrix number 80

Fig. 6. Average similarity values associated with the first 200 match matrices.
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In order to validate the proposed methodology, the three scenarios discussed in the
previous section are designed in the following manner. In the first case study, data
points 60 to 90 of only one signal out of 11 signals are removed in the current cycle.
We repeated this process for each of the 11 sensor readings and Fig. 7 shows the
recovered and original readings for two different sensors. Average adjusted R2 value
over all 11 signals was 0.9723, ranging between 0.9316 and 0.9893.

Figure 8 illustrates the extreme situation in which the whole signal is missing from
the current production cycle. In this case, the signal is reconstructed solely based on the
past behavior of other signals. This experiment was also conducted for all 11 signals,
resulting in average adjusted R2 of 0.8902, ranging between 0.8643 and 0.9245.

Finally, let us consider the extreme situation that all signals are completely missing
for the current production cycle. An experiment with 1,000 randomly chosen cycles in
our dataset showed that the immediately preceding production cycle (wafer) seemed to
be the most similar to the current one in more than 96.3% of times. Therefore, in the
situations in which we do not have any information about the current cycle, we selected
the top 0.5% most similar cycles to the previous cycle and estimated the missing sensor
readings for the current cycle as the weighted average of signals that are reconstructed
from the corresponding match matrices.

Consequently, the same production cycle considered in this section was corrupted
in a way that all 11 signals disappeared completely. Figure 10 shows the result of
reconstructing two of the 11 signals from the database. The average adjusted R2

measure over all 11 signals was 0.7639, ranging between 0.7166 and 0.8274.

Fig. 7. Recovered and true signals along with the 95% confidence interval (UB - upper bound;
LB - lower bound) associated with recovery of Process Pressure and Throttle Valve Angle
signals. Data points 60 to 90 are missing.
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Situation (ii) was simulated by corrupting (removing) samples 60 to 90 from all the
signals in the current cycle. In this case, the best match index curves in each match
matrix will miss indices 60 to 90 and those indices need to be reconstructed. First, the
top 5% most similar match matrices are selected, and missing portions of the expected
best match index curves are estimated using weighted predictions forward from the
index series prior to the corrupted signal section, and backward from the signal portion
following the corrupted section. The two predictions were combined into the estimated
best expected match via weighted averaging, where weights associated with the
backward and forward predictions were assessed based on how far each one of them
needed to go to estimate the missing index. Once the curve of the expected best match

Fig. 8. Recovered and true signals along with the 95% confidence interval (UB - upper bound;
LB - lower bound) associated with recovery of Process Pressure and Throttle Valve Angle
signals. Note that the entire signal is missing in the current cycle.

Fig. 9. Recovered and true sensor readings for 6 (out of 11) sensors, as obtained for situation
(ii), when all 11 sensors were corrupted during the same time-interval (between samples 60 and
90).
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indices was constructed, the corresponding past sensor readings could be pulled from
the past to reconstruct the missing signal portions in all 11 sensors, with Fig. 9 showing
the recovered and true sensor readings for six out of 11 of those signals. The average
adjusted R2 value for all 11 sensors was 0.9361, ranging between 0.9143 and 0.9766.

4 Conclusions and Future Research

In this paper, we propose the so-called match matrix-based method to regenerate the
missing segments in sensor readings using past historical records of sensor readings
and signal similarity metrics between those signal records and the sensor readings that
are being reconstructed. Multiple situations of signal corruption were simulated using a
large dataset from a modern semiconductor manufacturing fab and comparison
between reconstructed and actual sensor readings demonstrated a high fidelity in signal
recovery in all considered cases.

In the future research, an unsupervised clustering method will be applied into match
matrices to decrease the computational load of the method. Thus, instead of creating
and utilizing entire number of match matrices and accordingly best match index curves,
a selected proportion (such as cluster centroids) could be used for the signal recovery
process.

Acknowledgements. This work is based upon work supported in part by the National Science
Foundation under Cooperative Agreement No. EEC-1160494. Any opinions, findings and
conclusions or recommendations expressed in this material are those of the author(s) and do not
necessarily reflect the views of the National Science Foundation.

Fig. 10. Recovered and true signals along with the 95% confidence interval (upper bound – UB,
and the lower bound – LB) associated with recovery of Process Pressure and Throttle Valve
Angle signals – the whole feature vectors from the current cycle are missing in the current cycle.
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Abstract. Direct Energy Deposition is a metal additive manufacturing tech-
nique that has raised great interest in industry thanks to its potential to realize
complex parts or repairing damaged ones, but the complexity of this process still
requires much effort from practitioners to achieve functionally sound parts. One
of the recurring flaws of such parts is the phenomenon of over-deposition, which
may occur due to unpredicted local increases of energy density.
The deposition of uniform metal tracks is critical in many practical cases,

when parts are composed by a significant number of layers and/or when com-
plex tool paths induce heat build-up, for example in thin structures. Therefore,
detecting anomalies such as over-growth in real-time and dynamically correct-
ing them is of paramount importance for achieving repeatable, first-time-right
parts.
This work studies the use of a closed-loop control system for Direct Energy

Deposition, proposing to adjust on-line the power of the laser beam according to
the feedback provided by the analysis of melt pool images. The images are
acquired by a camera, mounted coaxially into the optical chain of the deposition
head, which records images at 100 fps while the process is running. The pro-
posed approach is explored experimentally by comparing the over-deposition
measured on sample test geometries obtained with a traditional feed-forward
approach with the over-deposition obtained through the developed closed-loop
control laser deposition system.

Keywords: Metal additive manufacturing � Vision systems � Process
monitoring � Process control � Predictive model

1 Introduction

In the Additive Manufacturing (AM) process known as Direct Energy Deposition
(DED), a mixture of carrier gas and metal powder particles is blown out from a set of
nozzles [1]. The particles are projected toward the target deposition spot, where a laser
beam fuses them along with the underlying substrate, forming a melt pool, i.e. a drop of
molten metal. As the deposition head moves, the melt pool cools down, evolving into a
solid metal track of the desired geometry (Fig. 1).
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Despite the increasing diffusion of this technology and the multitude of foreseen
benefits, improvements in process monitoring and control still have to be done for the
stable adoption of DED in industry [2]. Compared to other metal AM techniques, like
Powder Bed Fusion (PBF) and Electron Beam Melting (EBM), DED is less mature,
and metal parts formed by this technique may present various defects: significant
deviations from the reference geometry, low mechanical performances, presence of
pores and residual stresses [3]. These poor qualities may arise when producing new,
untested geometries and materials, because of the high complexity of this AM process.
For these reasons, many researchers have been actively developing modelling and
control of DED in recent years, trying to get the most out of such a promising
technology.

In this work we propose a monitoring and control setup for DED, with the aim of
improving the geometrical accuracy of deposited tracks when producing complex
features. We propose a monitoring configuration based on beam-coaxial imaging, and
show the results of controlling laser power during the deposition of reference
geometries, called V-tracks, which are known to exhibit over-deposition phenomena.

The paper is structured as follows. Section 2 presents the state of the art of DED
process monitoring and control. Section 3 presents the chosen setup and the experi-
mental framework. Section 4 shows the results of the first tests of the proposed solu-
tion. Section 5 presents some concluding remarks about the presented control solution
and future developments of on-line process control for DED processes.

Fig. 1. Scheme of the DED functioning principle.
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2 State of the Art

This section describes the process monitoring methods proposed up to the present day
in DED literature along with the control approaches, including the choices of command
signals, feedback signals and control algorithms.

2.1 Process Monitoring

As far as process monitoring is concerned, various approaches have been examined in
literature. In DED the occlusion caused to radiation-based sensors by the deposition
head represents an additional difficulty to be overcome in the design of a monitoring
system, with respect to PBF where there is normally a lot of empty space above the
sample in production.

When monitoring is performed “recurrently”, i.e. layer-wise, the deposition head
can be moved away from the deposition plate, leaving space for inspection equipment
to acquire information about the deposition status. In [4, 5] the use of fringe projection
scanning during process interruptions is proposed, to acquire the actual geometry of the
partially manufactured part and to evaluate its deviations from the reference geometry.
In [6], this task is performed using a profilometer.

Various publications, as this paper, propose a configuration that includes sensors
into the optical chain of the deposition head such as pyrometers, visible-light cameras,
thermal or hyperspectral cameras and triangulation lasers [7]. These solutions allow
acquiring information coming from the melt pool region following coaxially the laser
path. The main advantage is a preferential top view of the region where the part is
building up, even if signals might be heavily weakened by the passage through lenses
or mirrors included into the optical chain of the deposition head. A hybrid solution has
been proposed in [8] and is implemented on machines by DM3D Technology LLC: a
set of three cameras and one pyrometer that are mounted onto the deposition head but
outside the optical chain, and point towards the laser spot from an angled view. With
this configuration great attention needs to be payed while the process is running to
avoid collisions between sensors and machine or workpiece.

Among the aforementioned radiation-based monitoring technologies different
trade-offs between signal quality, richness and frequency can be identified, as discussed
in the following.

• Dual-color pyrometers can use Planck’s radiation law evaluated in two different
frequencies to measure temperature while eliminating the effect of material
reflexivity. The traced temperature is an average over the measurement spot, and
this single value can usually be streamed to the monitoring platform at very high
frequencies (e.g. 100 kHz). This requires a calibration procedure to be performed in
the exact optical configuration considering the used frequencies, as the optical path
modifies the intensity of the signal, potentially in a different way at different fre-
quencies. Also spurious information, like the temperature of the melt pool vapor
plume, can affect the measured signal, although in a lighter way with respect to
visible-light imaging, since the molten metal is normally the strongest source of
radiation that is targeted by the measurement spot. The order of magnitude of the
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signal standard deviation at constant temperature while monitoring in-axis a DED
deposition process by pyrometry is about 50–100 K, so although the signal fre-
quency is very high, it must be filtered in a proper time window to be used reliably
for temperature measurement. This variability is due to both the complexity of the
phenomenon and to disturbance and attenuations introduced by the optical chain, in
the case of in-axis pyrometers. Interestingly, [9] proposed an in-axis pyrometer as
an indirect height measurement device, stating that when the laser spot is out of
focus, the energy density on the target is lower, and the pyrometer reads a lower
temperature.

• Visible-light cameras, on the contrary, can be heavily affected by phenomena that
emit strong light, although they are possibly colder than the melt pool, e.g. sparks or
vapor. Narrow band or NIR filters are often used, to exclude this spurious infor-
mation and to avoid aberrations like ghosting and flares. For example, [10] shows
how using an 850 nm filter improves the signal-to-noise ratio in the detection of
intensity spikes due to over-deposition in track corners.
The melt pool intensity is not directly interpretable as a temperature, but some
authors performed ad hoc calibrations to try to interpret color or greyscale values as
such [11]. The obvious advantage of using a camera is that the collected infor-
mation is 2D and it may have a quite high resolution, e.g. 10 lm, at the expense of
framerate. High-speed cameras used in literature can in some cases run at up to
1000 Hz, although the resolution can be limited and image processing can hardly
run so fast, depending on its complexity, so usually sampling frequencies in the
order of hundreds of fps are used.
An interesting alternative is proposed by [12], which describes a system for Wire-
DED that illuminates the welding area by a laser at 640 nm and collects only light at
this frequency by a camera equipped with a proper narrow band filter. This solution
could be effective for capturing more accurately the track geometry, although in this
case the thermal information is completely lost.

• Thermal cameras are theoretically the best trade-off between pyrometers and
visible-light cameras, but practically they are too limited in acquisition speed, and
often in resolution, to be effective as matrix cameras, and on the other side they
don’t use dual-frequency, so their temperature measurements are valid only after a
very specific calibration for very specific process conditions. Nonetheless, for low
speed requirements and controlled experimental conditions, they can provide
accurate and distributed information about the temperature map of the DED sample.
Hyperspectral imaging has the potential to solve some of the limitations of thermal
imaging, by using multiple frequencies to fit temperature on a pixel matrix. [13]
worked on this approach on PBF, proposing also a method to evaluate and possibly
account for the disturbance generated by the light radiation of the vapor plume.

All these methods offer, to some degree, information about cooling rates and/or
thermal gradient, which are correlated to the resulting mechanical properties of the part
[14]. Matrix sensors can provide information also about the geometry of the track in
progress, from a 2D perspective.

Also some 3D measurement devices have been proposed by researchers. The two
most notable may be the 3-cameras setup by [8], about which we have no information
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on performances, and the triangulation laser for track height proposed in [15]. This can
be a promising tool to maintain the stand-off distance uniform during the whole
deposition, even in presence of anomalies.

Other, less used monitoring methods have been proposed, mainly based on acoustic
emissions. In [16], for example, a setup with two acoustic sensors placed at the sides of
a deposition substrate has been proposed, with the aim of detecting cracks forming into
the deposited part.

Remarkably, monitoring the part in production is not the only way to improve
process quality. For example, [17] focuses on monitoring the powders flow, whose
stability is undoubtedly important for the predictability of deposited features. The
authors use a piezo-electric transducer to monitor acoustic emissions sampled in the
powder transport tube, to estimate the actual flow of powders.

Considering also cost and ease of integration, beam-coaxial imaging with a visible-
light camera remains a convenient and cost-effective solution, as many deposition
heads for DED are equipped with a port for including a monitoring camera into the
optical chain. For this reason, in this work we focus on a vision setup that is capable of
detecting anomalies in the energy content of the melt pool, thus allowing the prediction
and correction of potential deviations from the desired deposition result.

2.2 Process Control

The literature about on-line process control for DED is still limited, nonetheless some
of the solutions proposed in the last years started providing promising results for the
development of these techniques. Most researchers focus their attention on laser power
modulation, based on the signals by one or more pyrometers and cameras, because it is
a convenient solution for various reasons: first of all, it influences the deposition rate in
an approximately linear way [18]; moreover, the system response time is quite low,
compared to changing the powder feeding rate and waiting for the updated powder flow
to reach the nozzles; finally, it does not affect motion dynamics, which may have
unexpected consequences when modulating deposition speed.

Due to the difficulty of monitoring and interpreting feedback signals in real time,
many authors focus on a feed-forward approach, possibly enriched with information
updated recurrently by inspecting the partially deposited part during a process pause.

A basic approach to the estimation of the feed-forward component of the process
control scheme is presented in [19], where a regression study that uses power, velocity,
powder flow and layer number as regressors and melt pool width as response yields the
optimal nominal parameters to obtain thin walls with uniform thickness. This approach
can provide good results only in the same conditions used during the experimental
campaign, i.e. with thin walls in this case, but it is a good starting point for determining
the process parameters before closing the control loop.

[4, 5] propose a recurrent scheme where a 3D scan of the partially manufactured
part is analyzed and an updated deposition strategy is generated for the remainder of the
process. This kind of global approaches can be used complementarily to real-time
control, which can act rapidly and locally but could hardly include dynamic tool path
regeneration.
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In [20] the process recipe is adapted after the deposition of each layer, based on the
geometry acquired with a profilometer. The authors consider the layer-by-layer
structure of a 2.5D deposition as a discrete time process, and after each layer scan they
adapt the velocity profiles over the whole following layer to tune the resulting mass
deposition rate. The result is a visible improvement on the regularity of thin-wall
longitudinal profiles.

[6] proposes a hybrid approach in the middle of real-time and layer-wise, i.e. a
“track-wise” approach. Basing on a profilometer, if the temperature near the end of the
last deposited track is too high, they choose to start the next track from the opposite
side, instead of continuing with the planned zig-zag path. According to their results,
this approach yields more uniform microstructure, due to the reduced thermal gradients,
and a slightly higher hardness.

[21] proposes an alternative approach to the regulation of deposition rate, by
developing a system to modulate the powder flow. The modulation is performed in a
feed-forward manner, basing on previous experiments on right-angled tracks, and
shows improvements in the uniformity of track size. On the other side, this result could
potentially be obtained also by modulating power and/or speed, in the same feed-
forward way, with faster response times.

Since there are no available monitoring methods that can provide the full track
geometry in real time, researchers who decided to pursue real-time control focused on
stabilizing the available feedback signal on a reference value, establishing in advance
the one yielding a “good quality” deposition. The control is performed with a variety of
methods, ranging from proportional-integral-derivative (PID) controllers to generalized
process control (GPC).

[22] use a PI controller with a pre-determined feed-forward component to stabilize
the estimated melt pool width on a reference value, showing improvements in the
uniformity of thin-wall cylinders.

[9] proposed the use of an off-axis pyrometer as feedback signal for a GPC that relies
on a 4th order state space model. The controller aims at a temperature target that is
considered normal at the right stand-off distance, and tunes laser power when the
temperature appears lower due to lack of deposition, i.e. stand-off higher than expected.
The experimentally induced lack of deposition (a 3 mm step) was compensated in a few
layers. This approach has been extended in [8], where the system was coupled with a
height controller based on three cameras mounted on the deposition head, pointing from
the outside towards the melt pool. The solution is a proprietary system by DM3D, and
uses a similar GPC approach with two feedbacks to improve the flatness of a part top.

[23] proposes a control loop involving both the laser power and spot movement
speed, highlighting the potential of using both command variables to improve the
deposition quality. Also [24] proposes an optimal controller that involves both power
and velocity for controlling track height and shape, although such an approach has been
tested only on simulations based on real process data. This work also proposes a
general methodology for aligning acquired melt pool images to deposition geometry
data, which is the basis for building systematically the datasets required for estimating a
process model.
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In this work, we chose to start from a simple PI controller, to validate the potential
of using on-line image features to assess the status of the on-going deposition. Par-
ticularly, the image intensity will be used as a feedback to modulate laser power.

3 Experimental Setup and Proposed Control Methodology

This work assesses the potential of a feedback-based approach, which could dynamically
adjust process fluctuations to achieve specific deposition quality targets, without needing
to refer to a previously tested geometry/material/strategy and deposition history.

The proposed approach exploits on-line vision data, available in most DED
machines, thus offering a simple and cost-effective monitoring solution. In this study,
the objective has been focused on controlling track geometries: local variations of
energy density and heat drift influence track size, and these phenomena may be
revealed by the processing of melt pool images, thus allowing geometry control by
power-based closed-loop control.

The proposed prototype of monitoring and control solution has been implemented
in the framework of a proportional-integral process control: the considered monitoring
signal is compared to a desired value, which can be considered a proxy of track height,
and the residual is used to generate a new control action for laser power.

3.1 Machine and Materials

The DED machine used for the experiments is a 3-axis Laserdyne 430 laser cutting
machine, retrofitted to DED by the integration of an Optomec 4-nozzle deposition head
(Fig. 2). The Convergent CF1000 fiber laser source has 1 kW maximum power, and a
spot diameter of 1 mm. The deposition head includes a slot for connecting a c-mount
camera for a beam-coaxial view of the melt pool, thanks to a dichroic mirror that
reflects the emitted radiation [2].

The reference material used in the experiments is a high carbon content steel (C
0.85%), with grain size range 40–100 µm. This material presents good hardness,
therefore it is an interesting material for the tooling and mold & die sectors, where DED
is a strategic technology, thanks to its capability of performing repairs on any kind of

Fig. 2. Laserdyne machine (a) and deposition head (b).
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geometry. The base plates used have the same chemical composition of the deposited
material and a thickness of 12 mm.

3.2 Reference Experiment: V-Tracks

The baseline geometric features taken into account in this work are single tracks with
corners, V-tracks in the following (Fig. 3a), as a test bench for the vision-based process
control solution. Such features represent one of the main building blocks of almost any
complex deposition, i.e. performing trajectories with changes of direction or curvature.
Even simple rectangular geometries may present important deviations from the desired
geometry, in regions where the heat concentration is higher (Fig. 3b–c).

V-tracks represent an interesting type of basic features, since they present the
typical presence of over-deposition, i.e. anomalous height and/or width of the track
section, in the corner location, where both the high curvature and the acceleration
ramps of the machine axis motion induce a local increment of energy density and a
higher incident powder flow per surface unit. Moreover, the linear segments before and
after the corner allow establishing a reference for track height.

3.3 Monitoring Setup

As anticipated, the monitoring camera is mounted on the deposition head, as repre-
sented in Fig. 2b. The dichroic mirror that reflects melt pool radiation toward the
camera filters out the high-power laser frequencies, i.e. a narrow band around 1080 nm.
Moreover, an 850 nm band-pass filter is added, to eliminate artifacts and improve the
signal robustness. The used camera is equipped with a 2.3 Mpix CMOS SonyIMX174
sensor and connected via GigaEthernet to a dedicated PC that receives and stores the
images acquired during the deposition process.

The post deposition quality inspection (track geometry) is executed by means of a
Keyence VHX-6000 digital microscope with zoom lenses up to 2000X for a spatial
resolution of 0.11 µm/pixel.

In this work, we focused our attention on a very simple image feature, the mean
intensity I (in the following simply intensity) of images converted to greyscale. This
value integrates all the light content of the image, so it should be highly correlated with
the overall energy content of the melt pool. This insight is confirmed by plots like the
one presented in Fig. 4a, which shows the intensity along two V-tracks. In this plot, the
intensity has been normalized so that the mean and standard deviation within the first

Fig. 3. Example of V-track (a) and of over-deposition phenomena in tool path corners (b-c).
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linear segment of the V-track were transformed respectively to 0 and 1. The clearly
visible peak can be found in correspondence of the corner of the V-track, where the
energy density increases and over-deposition occurs. Image intensity is also very fast to
compute, so it is a good mean to validate the potential of retrieving information
regarding deposition outcomes from melt pool images.

The correlation between image intensity and melt pool total energy implies indi-
rectly correlation between intensity and profile height, as confirmed by the microscope
measurements reported in Fig. 4b: the track presents a bulk in correspondence of the
track inversion corner.

3.4 Closed Loop PI Process Control

Focusing on track geometry, depositing a track of reasonably uniform height, inde-
pendently from the performed trajectory, is an important target to achieve process
stability and repeatability. This objective has been pursued by designing a control
scheme through the following pipeline:

1. estimation of the feed-forward components, i.e. the process recipe and the relation
between the latent, desired outcome (track height) and the observable feedback
(image intensity);

2. choice of a control plant;
3. identification of the dynamic system generated by the process;
4. use of the identified system to tune controller gains in a virtual environment.

1. In detail: First of all, a feed-forward component has been estimated, based on a
preliminary experimental campaign run on single tracks. The experimentation
allowed determining the relations:

h ¼ f P;Vð Þ; I ¼ g P;V ;Mð Þ;

where h represents track height, P and V represent laser power and cruise TCP
velocity, I represents the image intensity and M represents an array of monitoring

Fig. 4. (a) Normalized mean image intensity traced during the deposition of two different V-
tracks. The peak height is, in both cases, well above the threshold of 2 standard deviations from
the average value on the first linear segment. (b) V-track height profile.
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parameters (e.g. exposure time, gain and white balancing). Notice that h ¼ f P;Vð Þ
represents the process recipe, which is used also when the monitoring system is
deactivated. When the optimal M is established as a function of P and V , we can
obtain indirectly a relation I ¼ I hð Þ between image intensity and deposition height.
The correlation between track height and image intensity allows adopting the fol-
lowing approach:

• Use the process map h ¼ f P;Vð Þ to decide the nominal power Pnom and the
cruise speed Vnom to be used during the whole deposition to obtain the desired
track height h. This yields also I ¼ I h

� �
.

• Stabilize I in time around the target value I Since I is a proxy of h, its regularity
allows the achievement of a uniform track height.

2. The stabilization of image intensity is realized through the implementation of a PI
(proportional-integral) controller (Fig. 5). A derivative component has not been
included, as it yielded no significant benefits to the reduction of signal settling
oscillations in the experiments considered for this work. In the future, a wider
experimental campaign will reconsider the effects of the derivative component
directly on the desired process outcome, i.e. track height.

3. The tuning of the PI controller is performed first of all by commanding a random
power signal to the dynamic system (the DED process) and acquiring the sensor
feedback, i.e. image intensity. The unknown dynamic system is then identified as a
state-space model, using the subspace method. The estimation yielded a stable
fourth degree state-space model, coherently with the similar model identification
approach used in [9].

Figure 6 shows the comparison between a validation signal, generated with a
new input, and its simulation by the identified model, which provides a good
prediction of the model output.

4. The identified model has been then used to evaluate the step response and conse-
quently to tune the KP and KI parameters. The results of the tuning are displayed in
Table 1.

Fig. 5. PI control loop.
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4 Approach Validation and Experimental Results

The preliminary experimental campaign, aimed at determining the feed-forward control
component, has been performed by acquiring single tracks at nominal power levels
Pnom from 100 to 1000 W with step 100 W, and by measuring track heights at the
positions where images were taken, as described in [24]. The cruise velocity has been
fixed to V ¼ 100 mm/min, to simplify the experimentation and its further analysis.
A linear regression analysis on collected data allowed to estimate the relation h ¼ f pð Þ,
which can provide a comprehensive set of process recipes to obtain the desired ref-
erence heights. The preliminary deposition runs have been exploited to capture the
image intensities at 100 fps, while keeping V and the vision settings M fixed (in
particular the exposure time of 10 ms). This provided the required function g that gives
image intensities in relation to P;V ;M.

The effectiveness of the proposed control scheme has been tested by depositing
multiple times V-tracks at P = 300 W, V = 100 mm/min and a powder flow rate of
30 mg/s. Five reference V-tracks have been deposited without melt pool control, while
five samples with the same process parameters have been deposited with the melt pool
control loop enabled, using the parameter values reported in Table 1.

Table 1. PI tuning results.

KP 2.5
KI 0.1
Rise time 80 ms
Sample time 10 ms

Fig. 6. Validation of identified dynamic model: acquired (dashed line) vs. simulated response
(solid green) to random power input.
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For each track, the peak height in the corner region was measured, while track
height in linear segments (before and after the corner) has been determined by aver-
aging measurements taken in 80 equally-spaced positions along the track centerline (40
on the corner-entering branch and 40 on the corner-exiting branch). The resulting track
heights in linear regions presented mean values in the range 562–779 µm and standard
deviations in the range 42–63 µm. Compared to peak heights in the corners (931–
1142 µm) the track heights resulted significantly different, as confirmed by one-sided
Wilcoxon tests (p-values < 1e-3 in all cases).

The over-deposition ratios, i.e. the ratios between peak height and linear section
height of each track, have been averaged across the repetitions with and without power
control enabled. The results, resumed in Table 2, show that in tracks deposited with
melt pool control enabled the over-deposition in the corner region (see Fig. 7) is
reduced (*17% of the track height in linear regions). A Wilcoxon test confirms this
difference, yielding a p-value lower than 5% for a one-sided two-samples test.

Fig. 7. V-track deposited with melt pool control enabled.

Table 2. Deposition tests summary

Open loop Closed loop

mean st. dev. mean st. dev.
Over-deposition ratio (averaged on 5 tracks) 1.66 0.08 1.49 0.07
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5 Conclusion and Future Works

The article presents a closed loop PI control approach for reducing the over-deposition
rate in parts presenting sharp angles printed by DED; this AM process had not yet been
studied in literature with a similar closed-loop approach. The proposed control system
runs on a 3 axes machine and modulates the laser power in relation to the melt pool
image intensity captured with an in-axis camera sensor. The implemented PI process
control model shows the potential of this approach in treating height over-shootings,
which have been reduced by 17% in the performed tests. Such improvement is to be
appreciated especially in the tool path corners, where the risk of over-deposition is
quite high as a result of increased local energy.

The proposed control model will be enriched by implementing the computation of
different and more complex image features, and analyzing their correlation with process
outcomes by more advanced regression methods, such as convolutional neural net-
works. Moreover, microstructural outcomes, like porosity, will be measured on track
cuts and introduced into the control scheme. The approach will be tested on various
reference geometries, starting from thin walls, where the heat build-up is faster, small
3D bulks, which require several and frequent motion inversions, and tensile samples,
which will allow relating melt pool features, geometric and metallurgic quality also to
the static mechanical behavior of a DED sample. Finally, the preliminary tests will
scale up to more refined control approaches, such as GPC based on the identified
dynamical model of the process, and to the integration of additional feedback and look-
ahead signals, like the instantaneous laser spot velocity.
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Abstract. The use of advanced process planning methodologies has enabled
manufacturers to predict and optimize manufacturing processes in the planning
stage. However, process faults and non-optimal conditions are always inherent
to the manufacturing environment. The advent of Industry 4.0 has given rise to
cyber-physical systems wherein online process monitoring and control can be
performed autonomously. This paper discusses process monitoring and control
in the context of Industry 4.0. With the focus on digital connectivity driving
Industry 4.0, the advantages of cloud-based computing and knowledge inferred
from a plethora of manufacturing processes can be leveraged for process
monitoring and control to improve production speed, quality, and reliability.
This paper presents a holistic framework for process monitoring and control in
the context of Industry 4.0, where macro-level process control is conducted in
the cloud and device-level process control occurs at the edge. A case study of
tool life enhancement using such a framework is presented. Limitations of
process monitoring and control in the context of Industry 4.0 are discussed along
with proposals for new avenues of research.

Keywords: Process monitoring � Process control � Industry 4.0 � Edge
computing

1 Introduction

No matter how well manufacturing processes and schedules are planned, they are
subject to unforeseen disturbances that can result in scrap, rework, reduced process
efficiency, or suboptimal operating conditions. Therefore, all production processes
require process monitoring and control capabilities to ensure defect-free and optimal
operation. The development of Industry 4.0 has resulted in increased digital connec-
tivity at the machine and factory-floor levels [1]. A natural byproduct of the increased
connectivity is the development of cyber-physical representations of manufacturing
systems, which include digital twins of manufacturing processes. These cyber-physical
representations can be used to provide near real-time and historical machine and/or
process state information during production. The natural utility of cyber-physical
systems is to use them for automated decision-making and control to ensure optimal
operation in the presence of process disturbances.
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This paper discusses recent advances and future research opportunities in process
monitoring and control in the context of Industry 4.0. Figure 1 shows an Industry 4.0
enabled communication paradigm for process monitoring and control. While the
paradigm is generic, the focus of this paper is on application of this paradigm to process
monitoring and control of discrete manufacturing processes. The paradigm consists of
three major elements:

• Machine: The machine executes the manufacturing process(es) relevant to fabri-
cation of the part of interest. With the advent of Internet of Things (IoT) tech-
nologies that have enabled easier digital connectivity, more legacy machines can be
linked to a cloud-based computing infrastructure. In addition, manufacturing
equipment vendors are selling more machines with network capability for cloud
applications. Hence, a large number of machines in geographically distributed
locations are able to participate in this architecture from a process monitoring
viewpoint.

• Edge Device: The edge device consists of hardware/software that performs local
data collection for real-time process monitoring and control of the machines and
processes, while providing a communication interface with the cloud. While having
a direct connection between the manufacturing machines and the cloud reduces
complexity arising from multiple components and interfaces, edge devices reduce
the need for high network data transmission rates, enable cloud connectivity for
legacy machines, and provide an extra layer of security. Hence, edge devices have
been proposed in smart cities [2] and in autonomous driving infrastructures [3].
Note that conducting edge processing does not necessarily require external sensors.
Recently, manufacturing equipment vendors have enabled built-in sensor fusion and
native network communication capabilities into their machines, which enable
automatic edge computing and communication with the cloud [4].

• Cloud: While edge computing can be seen as a natural byproduct of Industry 4.0,
the interconnectivity of geographically distributed cyber-physical systems through
the cloud is where the maximum benefit of Industry 4.0 lies. The cloud is a software
environment that hosts on-demand databases and computational resources without
active management by the user [5]. This implies ease of connectivity from a variety
of edge devices to the cloud in addition to vast computational and data storage
capabilities. However, network transmission speeds between edge devices and the
cloud are relatively low and inconsistent compared to edge device transmission
speeds. For instance, network data rates have been shown to be on the order 100 ms
compared to their 100 µs counterparts at the edge [6]. Hence, the cloud is suitable
for storing large amounts of long-term trend data thereby relaxing edge computing
requirements.

Note that a cloud architecture can have multiple levels of hierarchy. For instance, a
local factory can have its data hosted on a factory level cloud while a higher cloud
environment can manage data from several factory level clouds. This type of hierar-
chical architecture can give individual work environments the freedom to interface with
their own cloud environment. In addition, note that measured process data does not
always directly provide the state information of interest (e.g., acceleration data does not
directly give information of part accuracy). Hence, process models that relate process
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data to process conditions of interest for process control applications are critical in both
edge and cloud computing. Note that other architectures in Industry 4.0 have been
proposed. For instance, Lucke et al. [7] have proposed an architecture involving direct
communication between the cloud and machines without the use of edge devices. In
addition, their cloud only hosts communication between offline planning and manu-
facturing machines, whereas the architecture in Fig. 1 directly hosts the planning and
control scheme that monitors the factory.

2 Edge Device Monitoring and Control

Edge-based monitoring and control is performed at the machine level. Conducting
these actions at the edge enables faster, machine-specific process control that cannot be
conducted at the cloud level due to data transmission latencies associated with the
Local Area Network (LAN) and/or the Wireless Local Area Network (WLAN). In
addition, edge processing can condense high frequency data for transmission to the
cloud to minimize data transmission volumes and the likelihood of security breaches.
This section describes an overview of the sensing and localized control methods using
edge processing.

2.1 Process Monitoring

The development of external sensors to obtain process data dates back at least 50 years
[8, 9]. However, the scalability and decentralized requirements of Industry 4.0 have
created a push for cheaper, flexible sensing technologies that can be useful at the edge
processing level. Vibration signals using Micro-Electro-Mechanical Systems (MEMS)
accelerometers have been demonstrated to be ideal due to their low cost and their ease

Fig. 1. Process monitoring and control paradigm.
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of interfacing with embedded computers [10]. For systems with limited space for
mounting external sensors, sound vibration measurements using low-cost microphones
have been utilized for process monitoring [11]. Force measurements have been
demonstrated since many process conditions are correlated with force. For instance,
Suprock et al. [12] demonstrated the use of wireless strain sensors to monitor cutting
forces in milling applications. In addition, low-cost temperature measurements gen-
erally include thermocouples for applications including monitoring defects, especially
in additive manufacturing applications [13]. With the rise of more powerful embedded
systems to process vision data, machine vision systems have increasingly been studied
for in-situ process monitoring. For instance, vision systems have been used to measure
die cracking in forging operations [14]. Generally, machine vision sensors generate
extremely large amounts of data compared to time series measurements, and therefore
machine vision data processing must be done at the edge for real-time control. Not all
the aforementioned sensing techniques are generally used individually. Sensor fusion
has been demonstrated to improve the fidelity of process state measurements and for
decision making [15, 16].

2.2 Process Control

Because of the larger data throughput between edge devices and machines, the com-
munication architecture shown in Fig. 1 requires that high bandwidth process control
be implemented at the edge device level. To leverage the power of external sensors at
the edge device level, researchers have attached external add-ons to machines for
control. Generally, external process control methods coincide with external process
monitoring capabilities, thus making them ideal for edge-based process control. For
instance, Van de Wouw et al. [17] added an Active Magnetic Bearing (AMB) system in
conjunction with eddy current sensors for chatter control. In addition, Farshidianfar
et al. [18] added an infrared camera in conjunction with an external CNC feed drive
controller to control temperature rates, and therefore microstructure, in additive man-
ufacturing using PID control of the feed drives.

However, current industry trends show that manufacturers are still hesitant to allow
control of their machines from external edge processing devices because of potential
safety, security, and trade secret violations. A hypothetical IoT architecture could simply
allow the machine to execute its native control strategy while the edge device just
measures process data and the control outputs. However, machine vendors’ planning
and control algorithms are generally proprietary and difficult to obtain for edge pro-
cessing. For instance, the remote sensor interface for KUKA industrial robots (KUKA
RSI) includes knowledge of the robot joint encoders and motor torques [19]. However,
the interface does not allow users to see important control details including robot
trajectory interpolation strategies or end effector setpoints, and thus the information is
unavailable for use at the edge device or cloud levels. This significantly limits the
capabilities of machine-level process control in the context of Industry 4.0 as the lack of
insight into the machine controller means that machines cannot leverage the benefits of
external sensors and decision models that have been developed for Industry 4.0.
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2.3 Process Models

In general, only gathering sensor data does not automatically provide knowledge of the
state variable of interest (e.g., part quality, tool life). For instance, vibration mea-
surements do not directly provide knowledge of the remaining useful life of a cutting
tool. Hence, process models must be utilized to relate sensor data to the process
condition or state variable of interest. Note that process models should be used in both
cloud and edge-based process monitoring applications. With the recent rise of data-
driven models and advancements in computational power, process models can easily be
implemented in the cloud or in an edge device with minimal change in structure.

Physics-based models have been previously used to relate sensor data to the process
condition. Physics-based models benefit from minimal calibration experiments,
extrapolation ability, and model transparency. However, the addition of more sensors
requires more complex physical models that relate sensor measurements to the process
condition. Therefore, data-driven models have been developed to account for these
flaws. Dating back at least 20 years, force sensors were used as an input to Neural
Networks to predict tool wear [20] and tool breakage [21]. With the recent develop-
ment of lower cost sensors and more sophisticated data-driven models, multiple low-
cost sensors have been used in data-driven models to infer process condition [22, 23].
Implementation of data-driven models derived from multiple sensor inputs have been
demonstrated to increase decision making fidelity over a single sensor [24]. However,
combining sensors generally requires longer model calibration and prediction times,
which has been mitigated somewhat by advances in computing hardware.

However, note that data-driven models suffer from drawbacks including increased
computational complexity, the need for more data for model calibration, and greater
uncertainty when predicting outside the calibration range. These limitations suggest the
need for the development of hybrid process models that combine physics-based models
with data-driven models to take advantage of both model types. A majority of hybrid
models have been implemented for offline applications including surfacefinish prediction
[25]. An example of the hybrid approach would be to use a physics-based model to create
an initial model, and then utilize data-driven statistical techniques, such as Bayesian
inference, to update themodel. Alternatively, sensors can be used as inputs into a physics-
based model, and the model’s output is then fed into the data-driven model. This par-
ticular framework has been demonstrated in prediction of material removal rate in
chemical mechanical planarization [26]. However, methods incorporating both physics-
based models and data-driven models for process monitoring still pose unique challenges
for researchers to study, such as quantifying improvements in processing time.

3 Cloud Process Monitoring and Control

Because communication speeds to cloud-based applications in Industry 4.0 are limited
[27], process monitoring and control at the cloud level is often restricted to monitoring
long term process trends and achieving an overarching goal such as optimize cost,
develop equipment maintenance policies, etc. In addition, process models in the cloud
have access to data gathered by edge devices and can therefore implement global
actions that affect all edge devices.
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3.1 Process Monitoring

Edge devices have the capability to send raw or processed sensor data to the cloud.
Note that since sensor data are usually sampled at extremely high rates, raw data cannot
be directly streamed to the cloud without suffering from internet bandwidth and latency
limitations. However, segments of sensor data can be stored and then sent to the cloud
at regular intervals e.g., after a process is completed. This enables the cloud to have
access to all the data. However, transmission of all process data by edge devices
increases cost, as cloud service providers charge based on data usage. In addition,
recording all raw data in the cloud creates a high-risk environment where data hackers
can access all the data related to a company’s production facility.

Hence, processing the sensor data on the edge device before transmitting it to the
cloud is a more desirable approach. This approach has been proposed by other
researchers as a method to alleviate cloud computing constraints [28]. However, pro-
cessing sensor data at the edge can lead to loss of information, which can result in the
inability to diagnose faults. In addition, edge processing of sensor data imposes more
computational burden on the edge device and can result in failure to achieve real-time
process control speeds.

Note that use of multiple cloud hierarchies can result in a combination of both
processed and raw sensor data being streamed to the multiple clouds in the hierarchy.
For instance, a recently proposed cloud architecture recommended a local cloud for raw
sensor data streaming, which would then stream only training datasets to a remote
cloud [29]. However, an edge device that monitors a subset of the manufacturing
machines can also replace a local cloud.

3.2 Process Control

For a production environment to enact corrective actions without minimizing machine
downtime, the correction from the cloud must be automated. Research on automatic
process control from the cloud is limited compared to cloud process monitoring and
predictive data analytics. Previous research demonstrating cloud based process control
involves sending digital notifications to equipment operators to make manual correc-
tions to the process [30]. In addition, an architecture was proposed to utilize an agile
approach to manually adjusting a pick and place robotic system using IoT data [31]. In
the context of Industry 4.0, however, the cloud must automatically react to process
model predictions and perform the corresponding corrections.

Note that automated cloud control actions are limited in the terms of cyber-physical
systems, primarily owing to the latency constraints of LAN and WLAN protocols. For
instance, Nguyen et al. [27] found that LAN and WLAN are slower than protocols that
do not utilize networks owing to the larger overhead and longer distances. Hence,
control action from the cloud can only involve less time constraint tasks including
sending machine programming (G-code or PLC programs), general process models to
edge devices, and on-off control. Machine programming from web applications
is already in place in many production facilities, particularly through Systems
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Applications and Products (SAP) systems [32]. However, an interesting use of cloud
based feedback control is to send generic data-driven models from the cloud to edge
devices that are updated for their machine specific configurations [33].

An interesting cloud based control concept is multi-input on-off (bang-bang)
control [34]. A majority of residual thermostats are on-off controllers that attempt to
achieve an analog setpoint only with on-off commands. On-off control refers to control
performed by the cloud to activate/deactivate machines to achieve a global, long-term
goal. This type of control architecture has been proposed by the autonomous driving
research community where cars are relegated to the standby mode by the cloud to
minimize energy consumption while minimizing customer wait times [35]. The cloud
can utilize process monitoring data from all machines to create a global data-driven
model that can be used to activate/deactivate particular machines to accomplish an
objective. Research is being conducted to solve on-off controller issues including
inertia effects and accelerated wear via fuzzification and machine learning control [36].
Note that research in autonomous cloud-based control will naturally grow as more
cyber-physical representations of manufacturing systems are created.

4 Case Study

An example case study that utilizes the cloud-based process monitoring and control
paradigm shown in Fig. 1 is summarized here. In this case study, edge and cloud-based
process monitoring and control were implemented to enhance tool life in turning
operations. The experimental setup utilized is shown in Fig. 2.

In this work, a cloud-based process model forecasted the remaining useful tool life
using real-time data from the machine tool controller and a low-cost thin-film poly-
vinyldene difluoride (PVDF) dynamic strain sensor mounted on the cutting tool. When
the remaining useful tool life dropped below a threshold, spindle speed override control
was executed from the cloud to the edge device connected to the machine to extend tool
life. The architecture is shown in Fig. 3. The primary components consist of:

Fig. 2. Case study experimental setup [27].
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• CNC Lathe: An Okuma SpaceTurn LB2000 was used to conduct dry turning
experiments of stainless steel 316L bars using an uncoated tungsten carbide insert
mounted onto a 0° rake angle tool holder. The initial bar diameter (25.4 mm) was
turned at a depth of cut of 1.27 mm, a length of cut of 38 mm, and a feed of
76 µm/rev. The average flank wear was measured intermittently using a Leica
M125 digital optical microscope. The tool life was defined as when average flank
wear exceeded 300 µm (ISO Standard 3685) [37]. The tests were used for both
model calibration and system architecture validation.

• Edge Devices: The edge devices (denoted as Sensing Gateway and Correction
Gateway in prior work) consisted of two Raspberry Pi 3B’s [27]. The Sensing
Gateway edge device collected machine state data (spindle load, axis load, and
active machining time) obtained via the MTConnect protocol and analog voltage
data from a PVDF piezoelectric polymer thin film sensor mounted on the tool. The
Sensing Gateway sent condensed data (average and root mean square for the
MTConnect and PVDF data, respectively) to the cloud. The Correction Gateway
received spindle speed override commands from the cloud and transmitted them to a
G-Code machine variable via RS232 communication.

• Cloud Platform: In this case study, the cloud platform environment (Siemens
MindSphere) hosted the process models that received real-time data from the edge
device and predicted the remaining useful tool life and the spindle speed override
decisions required to extend tool life. The data-driven supervised learning model
used to predict the average flank wear from process data was based on Gaussian
Process Regression. If the average flank wear was larger than a predetermined
threshold (225 µm), the cloud would send a control signal to alter the spindle speed
of the machine to enhance tool life.

This case study was shown to improve tool life by 60% through spindle speed
override control implemented via the cloud [27]. However, the process modelling and
decision making was conducted in the cloud, and not at the edge devices as recom-
mended in this paper. The authors of this case study found that the system had a
maximum latency of 980 ms, and the majority of the latency (950 ms) was due to the
interfacing of the Raspberry PI edge device with the cloud. Hence, process control from
the cloud would not be suitable for applications requiring smaller latency, such as

Fig. 3. Case study system architecture [27].
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chatter detection and suppression, which should be performed at the edge. In addition,
only one machine tool was used in this study and the capability of leveraging sensor
data from multiple machines to make sophisticated macro-level decisions was not
demonstrated.

5 Conclusions

In this paper, a framework for process monitoring and control in the context of Industry
4.0 technologies was discussed. However, the following fundamental limitations and
challenges currently restrict the development of IoT based manufacturing process
monitoring and control:

• Security Concerns. If any component of the network ranging from the individual
sensors to the control infrastructure is breached, intentional flaws can be introduced
into the manufacturing process. This is a broader concern in Industry 4.0 applica-
tions that extend beyond manufacturing environments. For instance, researchers in
the medical field reported that medical devices including insulin pumps and
pacemakers can be hacked through the network with the potential to alter patient
health [38]. In addition, third party hosting of cloud services reduces transparency
in the network infrastructure for manufacturers to discover hacking attempts.
However, the security issue is difficult to address, as the nature of interconnectivity
in Industry 4.0 naturally results in a less secure infrastructure. Innovative methods,
such as leveraging blockchain technology in cloud manufacturing environments
have been proposed [39], though actual physical implementation and testing of
these solutions are limited.

• Lack of Profit Analysis for Adoption. For industry to adopt Industry 4.0
methodologies, an analysis of the cost versus benefit is required. However, owing to
the variety of manufacturing machines and processes in a typical production
environment, determining integration costs into the Industry 4.0 architecture is a
complex task. The integration of edge computing for new manufacturing machines
alleviates this problem, though cloud maintenance and development costs are still
difficult to ascertain. A recent Cisco study showed that 39% of IoT adopters stated
that the top unexpected benefit was profitability [40], meaning that profit was not
considered during the adoption stage. For manufacturing environments, concrete
and tangible use cases must be identified to demonstrate realistic profitability for
adopting Industry 4.0 approaches in a production environment.

• Lack of Combined Development Effort. A large number of papers have proposed
Industry 4.0 concepts. However, these papers document work by individual
research groups with little physical experimental setup or testing. For instance, one
research group will propose their own architecture for process monitoring while
another will propose another cloud architecture for model-based decision-making.
Thus, these research efforts appear disjointed and piecemeal. A comprehensive
research effort into all aspects (e.g. process monitoring, decision-making, and
control) simultaneously demonstrated in a laboratory scale must be performed for
production environments to understand the potential cost versus benefit of Industry
4.0 technology implementation.
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In light of these limitations, there is still a significant amount of work to be done
before the advantages of Industry 4.0 are fully realized in manufacturing. However,
overcoming these limitations provides opportunities for innovation and collaboration
amongst all facets of manufacturing.
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Abstract. Additive manufacturing is a set of technologies potentially covering
the needs of many industrial sectors, some of which require the certification of
the final product. This is the main motivation explaining why the International
Organization for Standardization (ISO) and the American Society for Testing
and Materials (ASTM) are putting significant efforts into defining standards
covering different topics in this area. Efforts that very soon have become joint
efforts to rapidly realize common standards under the name of ISO/ASTM
standards. In this paper, the state of the art of these efforts is presented and
discussed.
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1 Introduction

Additive manufacturing is blooming and spreading with a variety of technologies and
applications. Each of the seven process categories additive manufacturing technologies
are classified in is a quite complex collection of methods, machines, and materials,
potentially covering the needs of many industrial sectors, from medical to aerospace.
Some of this industrial fields require for the certification of the final product, through
the certification of the product design stage, of each manufacturing steps, and of the
workers involved in.

This is the main motivation explaining why the International Organization for
Standardization (ISO) and the American Society for Testing and Materials (ASTM) are
putting significant efforts into defining standards covering different topics in this area.
Those efforts were initially separated efforts, therefore bringing to separate ISO and
ASTM standards, but very soon the two standardization bodies realized that they were
doubling the efforts with no reasons and publishing slightly different standards, just
creating confusion among the potential users. Therefore, the relevant decision to join
the efforts to rapidly realize common standards under the name of ISO/ASTM
standards.

In the following the additive manufacturing standards structure is presented and
discussed.

© The Editor(s) (if applicable) and The Author(s), under exclusive license
to Springer Nature Switzerland AG 2020
L. Wang et al. (Eds.): AMP 2020, LNME, pp. 156–172, 2020.
https://doi.org/10.1007/978-3-030-46212-3_11

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-46212-3_11&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-46212-3_11&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-46212-3_11&amp;domain=pdf
https://doi.org/10.1007/978-3-030-46212-3_11


2 Additive Manufacturing Standards Structure

2.1 ISO AM Standards Structure

The ISO Technical Committee ISO/TC 261 Additive manufacturing is active since
2011, with the following scope [1]: “Standardization in the field of Additive Manu-
facturing (AM) concerning their processes, terms and definitions, process chains (Hard-
and Software), test procedures, quality parameters, supply agreements and all kind of
fundamentals.” The ISO/TC 261 has 25 participating and 8 observing members, from
all over the world.

The expected benefits achievable through AM standardization effort are:

1) systematic development, modification and use of AM processes resulting in inno-
vative products;

2) guidelines to select the appropriate technology for the specified product demands;
3) specification of appropriate quality parameters and relative test procedures to assess

the quality of products and processes;
4) standardization of AM process chains securing functionality and compatibility and

of data formats and structures for AM models;
5) standardization of vocabulary required to define products and processes.

In order to achieve the considered benefits, ISO/TC 261 is organized in the fol-
lowing Working Group (WG) and Joint Working Group with other ISO/TCs (JWG):

• ISO/TC 261/WG 1 Terminology
• ISO/TC 261/WG 2 Processes, systems and materials
• ISO/TC 261/WG 3 Test methods and quality specifications
• ISO/TC 261/WG 4 Data and Design
• ISO/TC 261/WG 6 Environment, health and safety
• ISO/TC 261/JWG 10 Additive manufacturing in aerospace applications (Joint

ISO/TC 261 - ISO/TC 44/SC 14)
• ISO/TC 261/JWG 11 Additive manufacturing for plastics (Joint ISO/TC 261 -

ISO/TC 61/SC 9)

Table 1 shows the published standards by ISO, while in Table 2 the results of the
joint cooperation of ISO and ASTM are presented.

2.2 ASTM AM Standards Structure

ASTM Committee F42 on Additive Manufacturing Technologies is active since 2009,
with the following scope [2]: “The promotion of knowledge, stimulation of research
and implementation of technology through the development of standards for additive
manufacturing technologies”. These standards are expected to play a preeminent role in
all aspects of additive manufacturing technologies.

ASTM Committee F42 is composed of subcommittees addressing the following
specific segments:
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• F42.01 Test Methods
• F42.04 Design
• F42.05 Materials and Processes
• F42.06 Environment, Health, and Safety
• F42.07 Applications

– F42.07.01 Aviation
– F42.07.02 Spaceflight
– F42.07.03 Medical/Biological
– F42.07.04 Transportation/Heavy Machinery
– F42.07.05 Maritime
– F42.07.06 Electronics
– F42.07.07 Construction
– F42.07.08 Oil/Gas
– F42.07.09 Consumer

• F42.91 Terminology
• F42.95 US TAG to ISO TC 261

Table 1 shows the published standards by ASTM, while in Table 2 the results of
the joint cooperation of ISO and ASTM are presented.

2.3 ISO/ASTM AM Standards Structure

In order to eliminate duplication of efforts, in September 2011 ISO and ASTM have
signed a cooperative agreement to govern the ongoing collaborative efforts between the
two Organisations to adopt and jointly develop International Standards that serve the
global marketplace in the field of additive manufacturing.

The active Joint Group are the following:

• ISO/ASTM JG51 - Terminology
• ISO/ASTM JG52 - Standard test artifacts
• ISO/ASTM JG53 - Requirements for purchased AM parts
• ISO/ASTM JG54 - Fundamentals of design
• ISO/ASTM JG55 - Standards specification for Extrusion Based AM of Plastic

Materials
• ISO/ASTM JG56 - Standard practice for Metal Powder Bed Fusion to meet rigid

quality requirements
• ISO/ASTM JG57 - Process-specific design guidelines and standards
• ISO/ASTM JG58 - Qualification, quality assurance and post processing of powder

bed fusion metallic parts
• ISO/ASTM JG59 - Non-destructive testing for AM parts
• ISO/ASTM JG60 - Guide for intended seeding flaws in AM parts
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• ISO/ASTM JG61 - Guide for anisotropy effects in mechanical properties of AM
parts

• ISO/ASTM JG62 - Guide for conducting round robin studies for AM
• ISO/ASTM JG63 - Test methods for characterization of powder flow properties for

AM applications
• ISO/ASTM JG64 - Additive Manufacturing File Format (AMF)
• ISO/ASTM JG66 - Technical specification on metal powders
• ISO/ASTM JG67 - Technical specification for the design of functionally graded

AM parts
• ISO/ASTM JG68 - EH&S for 3D printers
• ISO/ASTM JG69 - EH&S for use of metallic materials
• ISO/ASTM JG70 - Optimized medical image data
• ISO/ASTM JG71 - Powder quality assurance
• ISO/ASTM JG72 - Machine – Production process qualification
• ISO/ASTM JG73 - Digital product definition and data management
• ISO/ASTM JG74 - Personnel qualifications
• ISO/ASTM JG75 - Industrial conformity assessment at AM centres
• ISO/ASTM JG76 - Revision of ISO 17296-3& ASTM F3122-14
• ISO/ASTM JG77 - Test method of sand mold for metalcasting
• ISO/ASTM JG78 - Safety regarding AM-machines

The main structure of the joint efforts in standardization is shown in Fig. 1.
The first level is the general top-level AM standards concerning topics like: Ter-

minology, Design guides, Data formats, Qualification guidance, Inspection Method,
Test methods, Test artifacts, System performance and reliability, Round robin test
protocols, Safety.

The second level is related to specific category, and is divided with respect to
materials, process and equipment, and finished parts. Then, the following levels refer to
specific materials or processes, and to applications, at present mainly related to aero-
space, medical, and automotive sectors.

The results of the ISO/ASTM joint efforts are shown in Table 2 as published
standards, in Table 3 as standards under development, and in Table 4 as preliminary
work items.
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Table 1. ISO and ASTM published standards.

Number Title

ISO 17296-2:2015 Additive manufacturing - General principles - Part 2: Overview of
process categories and feedstock

ISO 17296-3:2014 Additive manufacturing - General principles - Part 3: Main
characteristics and corresponding test methods

ISO 17296-4:2014 Additive manufacturing - General principles - Part 4: Overview of data
processing

ISO 27547-1:2010
(confirmed in 2015)

Plastics - Preparation of test specimens of thermoplastic materials
using mouldless technologies - Part 1: General principles, and laser
sintering of test specimens

ASTM F2924-14 Standard Specification for Additive Manufacturing Titanium-6
Aluminum-4 Vanadium with Powder Bed Fusion

(continued)

Fig. 1. ISO/ASTM additive manufacturing standards structure
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Table 1. (continued)

Number Title

ASTM F2971-13 Standard Practice for Reporting Data for Test Specimens Prepared by
Additive Manufacturing

ASTM F3001-14 Standard Specification for Additive Manufacturing Titanium-6
Aluminum-4 Vanadium ELI (Extra Low Interstitial) with Powder Bed
Fusion

ASTM F3049-14 Standard Guide for Characterizing Properties of Metal Powders Used
for Additive Manufacturing Processes

ASTM F3055-14a Standard Specification for Additive Manufacturing Nickel Alloy (UNS
N07718) with Powder Bed Fusion

ASTM F3056-14e1 Standard Specification for Additive Manufacturing Nickel Alloy (UNS
N06625) with Powder Bed Fusion

ASTM
F3091/F3091M-14

Standard Specification for Powder Bed Fusion of Plastic Materials

ASTM F3122-14 Standard Guide for Evaluating Mechanical Properties of Metal
Materials Made via Additive Manufacturing Processes

ASTM F3184-16 Standard Specification for Additive Manufacturing Stainless Steel
Alloy (UNS S31603) with Powder Bed Fusion

ASTM F3187-16 Standard Guide for Directed Energy Deposition of Metals
ASTM F3213-17 Standard for Additive Manufacturing - Finished Part Properties -

Standard Specification for Cobalt-28 Chromium-6 Molybdenum via
Powder Bed Fusion

ASTM F3301-18a Standard for Additive Manufacturing - Post Processing Methods -
Standard Specification for Thermal Post-Processing Metal Parts Made
Via Powder Bed Fusion 1, 2

ASTM F3302-18 Standard for Additive Manufacturing - Finished Part Properties -
Standard Specification for Titanium Alloys via Powder Bed Fusion

ASTM F3318-18 Standard for Additive Manufacturing - Finished Part Properties -
Specification for AlSi10Mg with Powder Bed Fusion - Laser Beam

Table 2. ISO/ASTM published standards.

Number Title Note

ISO/ASTM
52900:2015

Additive manufacturing - General principles -
Terminology

Will be replaced by
ISO/ASTM DIS
52900

ISO/ASTM
52901:2017 (JG
53)

Additive manufacturing - General principles -
Requirements for purchased AM parts

ISO/ASTM
52902:2019

Additive manufacturing - Test artifacts -
Geometric capability assessment of additive
manufacturing systems

Will be replaced by
ISO/ASTM AWI
52902

(continued)
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Table 3. ISO/ASTM standards under development.

Number Title Note

ISO/ASTM DIS
52900 (JG 51)

Additive manufacturing - General principles -
Fundamentals and vocabulary

Approved as
FDIS

ISO/ASTM AWI
52902 (JG 52)

Additive manufacturing - Test artifacts - Geometric
capability assessment of additive manufacturing
systems

New project
approved

ISO/ASTM FDIS
52903-1 (JG 55)

Additive manufacturing - Material extrusion-based
additive manufacturing of plastic materials - Part 1:
Feedstock materials

Close
Voting

ISO/ASTM DIS
52903-2 (JG 55)

Additive manufacturing - Standard specification for
material extrusion based additive manufacturing of
plastic materials - Part 2: Process - Equipment

Ballot

ISO/ASTM CD
52903-3 (JG 55)

Additive manufacturing - Standard specification for
material extrusion based additive manufacturing of
plastic materials - Part 3: Final parts

Project
Deleted

ISO/ASTM DTR
52905 (JG 59)

Additive manufacturing - General principles - Non-
destructive testing of additive manufactured products

Approved as
DIS

(continued)

Table 2. (continued)

Number Title Note

ISO/ASTM
52904:2019 (JG
56)

Additive manufacturing - Process
characteristics and performance - Practice for
metal powder bed fusion process to meet
critical applications

ISO/ASTM
52907:2019 (JG
66)

Additive manufacturing - Feedstock materials -
Methods to characterize metal powders

ISO/ASTM
52910:2018 (JG
54)

Additive manufacturing - Design -
Requirements, guidelines and
recommendations

ISO/ASTM
52911-1:2019
(JG 57)

Additive manufacturing - Design - Part 1:
Laser-based powder bed fusion of metals

ISO/ASTM
52911-2:2019
(JG 57)

Additive manufacturing - Design - Part 2:
Laser-based powder bed fusion of polymers

ISO/ASTM
52915:2016

Specification for additive manufacturing file
format (AMF) Version 1.2

Will be replaced by
ISO/ASTM FDIS
52915

ISO/ASTM
52921:2013

Standard terminology for additive
manufacturing - Coordinate systems and test
methodologies

Will be replaced by
ISO/ASTM DIS
52921
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Table 3. (continued)

Number Title Note

ISO/ASTM CD TR
52906 (JG 60)

Additive manufacturing - Non-destructive testing
and evaluation - Standard guideline for intentionally
seeding flaws in parts

Committee
Draft

ISO/ASTM AWI
52908 (JG 58)

Additive manufacturing - Post-processing methods -
Standard specification for quality assurance and post
processing of powder bed fusion metallic parts

Project
Started

ISO/ASTM AWI
52909 (JG 61)

Additive manufacturing - Finished part properties -
Orientation and location dependence of mechanical
properties for metal powder bed fusion

Project
Started

ISO/ASTM CD TR
52912 (JG 67)

Additive manufacturing - Design - Functionally
graded additive manufacturing

Approved as
DIS

ISO/ASTM
52915:2013

Standard specification for additive manufacturing file
format (AMF) Version 1.1

Withdrawn

ISO/ASTM FDIS
52915 (JG 64)

Specification for additive manufacturing file format
(AMF) Version 1.2

Close
Voting

ISO/ASTM WD
52916 (JG 70)

Additive manufacturing - Data formats - Standard
specification for optimized medical image data

Working
Draft

ISO/ASTM WD
52917 (JG 62)

Additive manufacturing - Round Robin Testing -
Guidance for conducting Round Robin studies

Approved as
CD

ISO/ASTM CD TR
52918 (JG 64)

Additive manufacturing - Data formats - File format
support, ecosystem and evolutions

Committee
Draft

ISO/ASTM WD
52919-1 (JG 77)

Additive manufacturing - Test method of sand mold
for metalcasting - Part 1: Mechanical properties

Approved as
CD

ISO/ASTM WD
52919-2 (JG 77)

Additive manufacturing - Test method of sand mold
for metalcasting - Part 2: Physical properties

Approved as
CD

ISO/ASTM DIS
52921 (JG 51)

Additive manufacturing - General principles -
Standard practice for part positioning, coordinates
and orientation

Approved as
FDIS

ISO/ASTM DIS
52924 (JWG 11)

Additive manufacturing - Qualification principles -
Classification of part properties for additive
manufacturing of polymer parts

Close
Voting

ISO/ASTM DIS
52925 (JWG 11)

Additive manufacturing - Qualification principles -
Qualification of polymer materials for powder bed
fusion using a laser

Close
Voting

ISO/ASTM AWI
52931 (JG 69)

Additive manufacturing - Environmental health and
safety - Standard guideline for use of metallic
materials

New project
approved

ISO/ASTM WD
52932 (JG 68)

Additive manufacturing - Environmental health and
safety - Standard test method for determination of
particle emission rates from desktop 3D printers
using material extrusion

Working
Draft

ISO/ASTM WG
52938-1 (JG 78)

Additive manufacturing - Environmental health and
safety - Part 1: Safety requirements for laser beam
powder bed fusion machine using metallic feedstock

Working
Draft

(continued)
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Table 4. ISO/ASTM preliminary work items (PWI).

Number Title

ISO/ASTM PWI 52911-
3 (JG 57)

Additive manufacturing - Technical design guideline for powder
bed fusion - Part 3: Standard guideline for electron-based powder
bed fusion of metals

ISO/ASTM PWI 52913
(JG 63)

Additive manufacturing - Process characteristics and
performance - Standard test methods for characterization of
powder flow properties

ISO/ASTM PWI 52914
(JG 54)

Additive manufacturing - Design - Standard guide for material
extrusion processes

ISO/ASTM PWI 52920-
1 (JG 75)

Additive manufacturing - Qualification principles - Part 1:
Conformity assessment for AM System in industrial use

ISO/ASTM PWI 52920-
2 (JG 75)

Additive manufacturing - Qualification principles - Part 2:
Conformity assessment at Industrial additive manufacturing
centers

ISO/ASTM PWI 52922
(JG 54)

Additive manufacturing - Design - Directed energy deposition

ISO/ASTM PWI 52923
(JG 54)

Additive manufacturing - Design decision support

ISO/ASTM PWI 52926-
1 (JG 74)

Additive manufacturing - Qualification principles - Part 1:
Qualification of machine operators for metallic parts production

ISO/ASTM PWI 52926-
2 (JG 74)

Additive manufacturing - Qualification principles - Part 2:
Qualification of machine operators for metallic parts production
for PBF-LB

ISO/ASTM PWI 52926-
3 (JG 74)

Additive manufacturing - Qualification principles - Part 3:
Qualification of machine operators for metallic parts production
for PBF-EB

(continued)

Table 3. (continued)

Number Title Note

ISO/ASTM FDIS
52941 (JWG 10)

Additive manufacturing - System performance and
reliability - Standard test method for acceptance of
powder-bed fusion machines for metallic materials
for aerospace application

Approved as
FDIS

ISO/ASTM FDIS
52942 (JWG 10)

Additive manufacturing - Qualification principles -
Qualifying machine operators of laser metal powder
bed fusion machines and equipment used in
aerospace applications

Approved as
FDIS

ISO/ASTM DIS
52950 (JG 67)

Additive manufacturing - General principles -
Overview of data processing

Approved as
FDIS
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Table 4. (continued)

Number Title

ISO/ASTM PWI 52926-
4 (JG 74)

Additive manufacturing - Qualification principles - Part 4:
Qualification of machine operators for metallic parts production
for DED-LB

ISO/ASTM PWI 52926-
5 (JG 74)

Additive manufacturing - Qualification principles - Part 5:
Qualification of machine operators for metallic parts production
for DED-Arc

ISO/ASTM PWI 52927
(JG 76)

Additive manufacturing - Process characteristics and
performance - Test methods

ISO/ASTM PWI 52928
(JG 71)

Powder life cycle management

ISO/ASTM PWI 52930
(JG 72)

Guideline for Installation - Operation - Performance Qualification
(IQ/OQ/PQ) of laser-beam powder bed fusion equipment for
production manufacturing

ISO/ASTM PWI 52933
(JG 68)

Additive manufacturing - Environment, health and safety -
Consideration for the reduction of hazardous substances emitted
during the operation of the non-industrial ME type 3D printer in
workplaces, and corresponding test method

ISO/ASTM PWI 52934
(JG 69)

Additive manufacturing - Environmental health and safety -
Standard guideline for hazard risk ranking and safety defence

ISO/ASTM PWI 52935
(JG 74)

Additive manufacturing - Qualification principles - Qualification
of coordinators for metallic parts production

ISO/ASTM PWI 52936-
1 (JWG 11)

Additive manufacturing - Qualification principles - Laser-based
powder bed fusion of polymers - Part 1: General principles,
preparation of test specimens

ISO/ASTM PWI 52937
(JG 74)

Additive manufacturing - Qualification principles - Qualification
of designers for metallic parts production

ISO/ASTM PWI 52938-
1 (JG 78)

Additive manufacturing - Environmental health and safety - Part
1: Safety requirements for laser beam powder bed fusion machine
using metallic feedstock

ISO/ASTM PWI 52943-
1 (JWG 10)

Additive manufacturing - Process characteristics and
performance - Part 1: Standard specification for directed energy
deposition using wire and beam in aerospace applications

ISO/ASTM PWI 52943-
2 (JWG 10)

Additive manufacturing - Process characteristics and
performance - Part 2: Standard specification for directed energy
deposition using wire and arc in aerospace applications

ISO/ASTM PWI 52943-
3 (JWG 10)

Additive manufacturing - Process characteristics and
performance - Part 3: Standard specification for directed energy
deposition using laser blown powder in aerospace applications

ISO/ASTM PWI 52944
(JWG 10)

Additive manufacturing - Process characteristics and
performance - Standard specification for powder bed processes in
aerospace applications

ISO/ASTM PWI 52951
(JG 73)

Additive manufacturing - Data packages for AM parts
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3 AM Published Standards Overview

In the following a short overview of the published standards is presented, according to
structure presented in Fig. 1.

3.1 General AM Standards

3.1.1 ISO 17296 Series of Standards [3–5]
This series of standards is devoted to general principles related to additive manufac-
turing. In particular, ISO 17296-2:2015 gives an overview of existing process cate-
gories and describes the process fundamentals. It also explains how different process
categories make use of different types of materials to shape a product’s geometry. ISO
17296-3:2014 specifies the main quality characteristics of parts and appropriate test
procedures. It is aimed at machine manufacturers, feedstock suppliers, machine users,
part providers, and customers to facilitate the communication on main quality char-
acteristics, whatever the process category is. ISO 17296-4:2014 specifies terms and
definitions which enable exchanging information on geometries or parts. It is aimed at
users and producers of additive manufacturing processes and associated software
systems.

3.1.2 ASTM F2971 [6]
It describes a method for reporting results by testing or evaluation of specimens pro-
duced by AM. This practice provides a common format for presenting data for two
purposes: to establish further data reporting requirements, and to provide information
for the design of material property databases.

3.1.3 ISO/ASTM 52900 [7]
It establishes and defines terms used in AM technology. The terms have been classified
into specific fields of application. New terms emerging from the future work within
ISO/TC 261 and ASTM F42 will be included in upcoming amendments and overviews
of this International Standard.

3.1.4 ISO/ASTM 52901 [8]
It defines and specifies requirements for purchased parts made by additive manufac-
turing. It gives guidelines for the elements to be exchanged between customers and the
part providers at the time of the order, including the customer order information, part
definition data, feedstock requirements, final part characteristics and properties,
inspection requirements and part acceptance methods.

3.1.5 ISO/ASTM 52902 [9]
This standard covers the general description of benchmarking test piece geometries
along with quantitative and qualitative measurements to be taken on the benchmarking
test piece to assess the performance of AM systems. This performance assessment may
serve to evaluate capability and to calibrate AM systems. The benchmarking test piece
is primarily used to quantitatively assess the geometric performance of an AM system.
It describes a set of geometries, each designed to investigate one or more specific
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performance metrics and several example configurations of these geometries into test
piece. It prescribes quantities and qualities of the test geometries to be measured but
does not dictate specific measurement methods. This document does not discuss a
specific procedure or machine settings for manufacturing a test piece, which are cov-
ered by other standards.

3.1.6 ISO/ASTM 52910 [10]
It gives requirements, guidelines and recommendations for using additive manufac-
turing (AM) in product design. It is applicable during the design of all types of
products, devices, systems, components or parts that are fabricated by any type of AM
system.

3.1.7 ISO/ASTM 52915 [11]
It provides the specification for the Additive Manufacturing File Format (AMF), an
interchange format to address the current and future needs of additive manufacturing
technology. It does not specify any explicit mechanisms for ensuring data integrity,
electronic signatures and encryptions.

3.1.8 ISO/ASTM 52921 [12]
It includes terms, definitions of terms, descriptions of terms, nomenclature, and acro-
nyms associated with coordinate systems and testing methodologies for additive
manufacturing (AM) technologies.

3.2 Materials Category-Specific

3.2.1 ASTM F3049 [13]
This guide introduces the techniques for metal powder characterization useful for
powder-based AM processes including binder jetting, directed energy deposition, and
powder bed fusion. It refers to other existing standards that may be applicable for the
characterization of new and used metal powders processed in AM systems.

3.2.2 ASTM F3122 [14]
This standard serves as a guide to original or variations of existing standards that may
be applicable to determine specific mechanical properties of metal materials made with
an AM process.

3.2.3 ISO/ASTM 52907 [15]
It provides technical specifications for metallic powders intended to be used in additive
manufacturing and covers the following aspects: documentation and traceability,
sampling, particle size distribution, chemical composition, characteristic densities,
morphology, flowability, contamination, packaging and storage. It also gives specific
requirements for used metallic powders in additive manufacturing. It does not deal with
safety aspects.
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3.3 Process Category-Specific

3.3.1 ASTM F3187 [16]
This standard is intended to serve as a guide for defining the direct energy deposition
applicability, system set-up considerations, machine operation, process documentation,
work practices, and available system and process monitoring technologies.

3.3.2 ISO/ASTM 52904 [17]
It describes the operation and production control of metal powder bed fusion machines
and processes to meet critical applications such as aerospace components and medical
implants. The requirements contained herein are applicable for production components
and mechanical test specimens using powder bed fusion with both laser and electron
beams.

3.3.3 ISO/ASTM 52911 [18, 19]
This series of standards specifies the features of laser-based powder bed fusion of
metals (PBF-LB/M) and provides detailed design recommendations. It also provides a
state-of-the-art review of design guidelines associated with the use of powder bed
fusion. In particular, ISO/ASTM 52911-1:2019 refers to metals and ISO/ASTM 52911-
2:2019 refers to polymers.

3.4 Process Material-Specific

3.4.1 ISO 27547 Series of Standards [20]
This series of standards is devoted to general principles related on testing specimen. In
particular, the ISO 27547-1:2010 specifies the general principles to be followed when
test specimens of thermoplastic materials are prepared by laser sintering. It provides a
basis for establishing reproducible sintering conditions. Its purpose is to promote
uniformity in describing the main parameters of the sintering process and also to
establish uniform practice in reporting sintering conditions.

3.4.2 ASTM F2924 [21]
It covers additively manufactured Titanium-6Aluminum-4Vanadium (Ti-6Al-4V) parts
using powder bed fusion such as electron beam melting and laser melting. The parts
produced by these processes are used in applications that typically require mechanical
properties similar to machined forgings and wrought products. Parts manufactured to
this specification are often, but not necessarily, post processed via machining, grinding,
electrical discharge machining, to meet necessary surface finish and dimensional and
geometrical requirements.

3.4.3 ASTM F3001 [22]
It covers additively manufactured Titanium-6Aluminum-4Vanadium with extra low
interstitials (Ti-6Al-4V ELI) parts using powder bed fusion. The parts produced by
these processes are used in applications that typically require mechanical properties
similar to machined forgings and wrought products. Parts manufactured to this spec-
ification are often, but not necessarily, post processed via machining, grinding,
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electrical discharge machining, polishing, and other finishing processes, to meet nec-
essary surface finish and dimensional and geometrical requirements.

3.4.4 ASTM F3055 [23]
It covers additively manufactured UNS N07718 alloy parts using powder bed fusion.
The parts produced by these processes are used in applications that typically require
mechanical properties similar to machined forgings and wrought products. Parts
manufactured to this specification are often, but not necessarily, post processed via
machining, grinding, electrical discharge machining, polishing, and other finishing
processes, to meet necessary surface finish and dimensional and geometrical
requirements.

3.4.5 ASTM F3056 [24]
It covers additively manufactured UNS N06625 alloy parts using full-melt powder bed
fusion such as electron beam melting and laser melting. The parts produced by these
processes are used in applications that typically require mechanical properties similar to
machined forgings and wrought products. Parts manufactured to this specification are
often, but not necessarily, post processed via machining, grinding, electrical discharge
machining, polishing, and other finishing processes, to meet necessary surface finish
and dimensional and geometrical requirements.

3.4.6 ASTM F3091/F3091M [25]
This specification describes a method for defining requirements and ensuring integrity
for plastic parts created using powder bed fusion processes. Materials include unfilled
formulations and formulations containing fillers, functional additives, and reinforce-
ments or combinations thereof.

3.4.7 ASTM F3184 [26]
It covers additive manufacturing of UNS S31603 alloy parts by means of powder bed
fusion processes. The parts produced by these processes are used in applications that
typically require mechanical properties similar to machined forgings and wrought
products. Parts manufactured to this specification are often, but not necessarily, post
processed via machining, grinding, electrical discharge machining, polishing, and other
finishing processes, to meet necessary surface finish and dimensional and geometrical
requirements.

3.5 Finished Parts Material-Specific

3.5.1 ASTM F3213 [27]
It covers additively manufactured cobalt-28 chromium-6 molybdenum alloy parts with
similar chemical composition to UNS R30075 by means of powder bed fusion pro-
cesses. The parts produced by these processes are used typically in applications that
require mechanical properties similar to cast or wrought products. Parts manufactured
to this specification are often, but not necessarily, post processed via machining,
grinding, electrical discharge machining, polishing, and other finishing processes, to
meet necessary surface finish and dimensional and geometrical requirements.
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3.5.2 ASTM F3301 [28]
It specifies the requirements for thermal post-processing of parts produced via metal
powder bed fusion to achieve the material properties and microstructure required to
meet engineering requirements.

3.5.3 ASTM F3302 [29]
It covers additive manufacturing of parts by means of powder bed fusion processing of
titanium alloys. The parts produced by these processes are used typically in applica-
tions that require mechanical properties similar to wrought products. Parts manufac-
tured to this specification are often, but not necessarily, post processed via machining,
grinding, electrical discharge machining, polishing, and other finishing processes, to
meet necessary surface finish and dimensional and geometrical requirements.

3.5.4 ASTM F3318 [30]
It covers additively manufactured AlSi10Mg (similar to DIN EN 1706:2013-12 EN
AC-43000) parts using powder bed fusion. The parts produced by these processes are
used in applications that typically require mechanical properties similar to or exceeding
those of cast aluminum products of equivalent alloys. Parts manufactured to this
specification are often, but not necessarily, post processed via machining, grinding,
electrical discharge machining, polishing, and other finishing processes, to meet nec-
essary surface finish and dimensional and geometrical requirements.

4 Conclusions

Standardization is essential for the use of AM in critical applications such as energy
saving applications in aerospace or implants fabrication for medical applications.
Standards will enable the certification and approval for medical and aerospace appli-
cations. Without standards such certifications and approvals are very complicated if not
impossible. For Jörg Lenz, Former Chair of ISO/TC 261 on Additive Manufacturing,
“the industry really needs International Standards to provide clarity and dispel con-
cerns, to provide reliability, acceptance and safety, and to further push the technology
in the market” [1].

The International Organization for Standardization (ISO) and the American Society
for Testing and Materials (ASTM) are putting significant joint efforts into defining
standards covering different topics in this area: from terminology and data formats, to
design guidelines, parts and processes qualification assessment and health and safety
issues, considering both general and specific aspects and applications.

Nevertheless, all these efforts are missing a relevant point as suggested by [31–33]:
the geometric dimensioning and tolerancing of additively manufactured parts. As a
matter of fact, the AM processes enabled “complexity for free” requires new design
approaches and the appropriate methods to define the geometrical product specifica-
tions, so that the uncertainty may be properly managed along the lifecycle of the AM
products.
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Abstract. Performance verification of 3D optical based scanners is currently a
topic of great discussion, since they are ever more used in the industrial man-
ufacturing field for the dimensional verification of components. Among their
advantages, there is the capability of acquire large amounts of points in a very
short time, regardless the geometrical complexity of the object under mea-
surement. Although, traceability is still critical and the uncertainty assessment
conducted using artefacts calibrated through the more traceable Coordinate
Measuring Machines (CMMs), is still the most implemented method. In this
paper, some of the most interesting geometries used for the performance veri-
fication of optical based scanners have been reported, considering the most
widespread measuring tasks which require the use of these instruments, both
prismatic geometries and freeform shapes.

Keywords: 3D scanners � Calibrated artefacts � Traceability � Uncertainty �
Freeform � Performance verification

1 Introduction

Optical scanners are ever more used thanks to their many advantages and the variety of
geometries and materials, which can be easily acquired and measured. Those systems
fulfil most of the requirements of the new paradigm of Industry 4.0 in terms of fast,
accurate and holistic measurement systems. Among their advantages, with respect to
the more traditional Coordinate Measuring Machines (CMMs), there is the capability of
acquire large amount of points in short time, regardless the geometrical complexity of
the part to be measured, thus, the time needed for the measurement of wide and
complex shapes is strongly reduced. It is a really great advantage, since the widespread
adoption of the additive manufacturing techniques, whose main advantage is the
freedom in choosing the part geometry, creates the need for measuring instruments
capable of acquire freeform parts [1]. However, traceability of those systems is still an
issue. The main difference with respect to CMMs, is the dependency of the mea-
surement results from the object material, intended as optical properties of its surface.
This aspect is further emphasized by the wide range of materials and geometries
usually acquired via optical systems, among which, there are polymers. This means that
considerations regarding accuracy and reliability of an optical based scanner are not
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generalizable and they have to be evaluated for each specific case, determined by the
combination of geometry-material-measuring principle, which is identifiable with the
term measuring task. One way to deal with the calibration of those instruments is the
use of properly designed and calibrated artefacts.

Due to these limitations, in all cases where accuracy is of paramount importance,
the use of measuring techniques capable of acquire the real shape of the test surface
with measurement capabilities an order of magnitude better than the desired, is still
necessary for understanding the behavior of the optical based scanners. This leads to
the necessity of calibrating the object under measurement through a more traceable
instrument. Several geometries have been implemented and tested in literature. Those
geometries have some common characteristics and are specifically designed for the
identification of inaccuracies and errors affecting the measuring instruments.

Usually, artefacts suggested by the currently available standards are simple
geometries, such as gauge blocks and spheres made of well known materials charac-
terized by very low thermal expansion coefficient (steel and ceramics). However, in
most cases these artefacts are not well representative of the complexity of the mea-
suring tasks actually required by the industrial reality, in terms of both geometry and
material.

Indeed, due to the increase of polymers used many industrial fields, measuring
polymers components with 3D optical scanners became a widely spread measuring task
considering both, conventional manufacturing processes and the newer additive tech-
nologies. Although, they exhibit optical properties, which interact with the measuring
system in a way dependent on the specific scanner and material and this aspect has to
be properly considered [2].

In this paper, some of the most interesting geometries, both freeform and prismatic,
used for the performance verification of optical scanners are described with their
applications and their main results achieved. The focus is on those artefacts related to
the most interesting measuring tasks characterizing the manufacturing field. The optical
scanners considered are 3D scanners adopted for the dimensional verification of
components in the close range, with measuring ranges below one meter and structural
resolution on the order of few cents of millimeters or below. The accuracy and
uncertainty of those scanners, considering the measuring tasks analysed in literature
and reported in this paper, is comprised within 0.020 mm.

The term physical standard will be used within the paper referring to calibrated
artefacts used for assessing the measuring performance of 3D optical scanners.

2 State of the Art of the International Standards

International standards represent the main tool for communicating in a global economy.
In the context of measuring systems, among other things, they regulate the relation
between manufacturers of those systems and customers especially in a global com-
mercial context. The measurement limits and characteristics, such as accuracy, preci-
sion, as well as, resolution of a system should be obtained using standardized methods
so that the manufacturer can provide specifications meaning something to the customer.
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Even though, 3D optical scanning systems have been developed and used for a few
decades, they are still considered to be an emerging technology [3].

2.1 Performance Verification and Testing of Optical Instruments

Performance verification tests are widely used as acceptance testing for optical 3D
imaging systems [3]. Acceptance and reverification tests are fundamental for manu-
facturers (acceptance) and users (reverification) for:

• proving the applicability of a given system to the task (fitness-for purpose);
• comparing different instruments using proper methodologies and metrics;
• managing instrument warranty issues;
• reducing costs through effective use of 3D imaging systems;

The quality parameters for the acceptance tests are clearly defined in terms of
recommended artefacts, the procedure, the method to calculate the results, and their
interpretation. The reverification of the optical 3D measuring systems ensures long-
term compliance with limits specified by the user and it allows to detect trends for
preventive maintenance.

In this context and with these purposes, physical standards, along with the different
tests methods, are used to characterize 3D optical imaging systems.

The ISO standards dealing with the performance verification of optical measuring
instruments are quite recent: ISO 10360-7 [4], ISO 10360-8 [5]. Both these standards
refer to the CMMs equipped with optical based systems: in particular, the ISO 10360-7
deals with CMM equipped with imaging probing systems, while the part 8 deals with
CMM equipped with optical distance sensors.

The German VDI/VDE, as well, has been very active in defining standards for
coordinate metrology, in particular, for coordinate measuring machines (CMMs)
equipped with optical probing and, more importantly, for stand-alone 3D optical
measuring systems.

• VDI/VDE 2617 Part 6.2 (2005) – Guideline for the application of ISO 10360 to
coordinate measuring machines with optical distance sensors;

• VDI/VDE 2634 Part 2 (2012) – Optical 3-D measuring systems: Optical systems
based on area scanning;

• VDI/VDE 2634 Part 3 (2008) – Optical 3-D measuring systems: Optical systems
based on area scanning in several single images.

The VDI/VDE 2617-Part 6.2 proposes a revision to the ISO 10360-2 tests specific
for coordinate measuring machines equipped with an Optical Distance Sensor (ODS),
which could be both triangulation and interferometry-based sensors. The VDI/VDE
2634 series closely follows the recommendations of the VDI/VDE 2617 but the optical
measuring systems can be mobile and considered as standing alone.

Part 2 and Part 3 of the VDI/VDE 2634 [6, 7] are important to manufacturers and
users for verifying systems compliance with required performance specifications. This
is realized through acceptance tests performed by the manufacturers and verification
tests performed by the users. Part 2 include single-view optical systems based on area
scanning and Part 3, multiple-view systems. Area scanning is based on triangulation
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methods, which include fringe projection, moiré techniques, and photogrammetry or
scanning systems with area-based measuring capabilities. According to these standards,
all the involved parameters (e.g. probing error, length error, flatness error, etc..) are
usually computed on a single point cloud or multi-view registered point clouds;
however, not all 3D imaging systems provide data in that format. For this reason, the
possibility to use polygonised or triangulated data files is discussed in the VDI\VDE
2634. Filtering and pre-processing of the measured values are allowed only if they are
part of the boundary conditions or it is a routine operation of the system’s software
procedure.

2.2 Uncertainty Assessment of a 3D Optical-Based System

With the aim to fully characterize a measurement result obtained with an optical based
system, as for every other measuring instrument, the uncertainty assessment has to be
reported together with the measured value. Although, quantifying the uncertainty
associated to an optical-based system is not a trivial task due to the complexity of those
systems. If, on one hand, they allow to conduct very tough measuring tasks, on the
other hand, there are many sources of error affecting these systems. For these reasons, a
specific procedure for the uncertainty computation of a 3D optical scanner does not
exist and some approaches are usually implemented. Generally, the base guideline for
the uncertainty assessment is the GUM approach (ISO/IEC Guide 98-3 – “Guide to the
estimation of Uncertainty in Measurement”) [8], however, this approach often results to
be hard and not easily implementable in a production environment. Thus, starting from
this fundamental guideline, other method for the uncertainty assessment have been
developed. In particular, the ISO 14253-2 [9] is a guidance for the estimation of the
uncertainty in the Geometrical Product Specification field (GPS) and comprises
methods for calibration of measuring equipment and for product verification. The ISO
14253-2 introduces a guideline for the uncertainty assessment, which encompasses the
GUM [8] and it is an iterative procedure with a value of target uncertainty (PUMA
method [9]). It is well suited for the industrial environment, to reduce time, risks and
costs. The method for the uncertainty computation, proposed in this standard, com-
prises all the possible sources of error of a measuring system. Each source of error,
which produces an uncertainty component, is considered in the uncertainty budget and
computed according to the GUM approach. The latter [5] comprises type A and type B
uncertainty components, depending on the method used for their computation, statis-
tical method, type A, or non-statistical method, type B. The approach described in the
ISO 14253-2 is defined as an upper-bound model, due to the natural overestimation of
the resulting uncertainty and it is a precautionary measure in order to avoid wrong
decisions based on measuring results.

The use of artefacts for calibrating optical base scanners, takes inspiration by the
standard ISO 15530-3 [10], which is related to Coordinate Measuring Machines
implemented in industrial environment. Indeed, with some adaptations, it has been
extensively adopted for optical and x-ray-based scanners [11, 12].

Generally, in the field of dimensional verification, most of these standards were
developed for CMMs and, in particular, a well-known method, widely used in the
production environment is the substitution method explained in the ISO 15530-3 [10].
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It transfers traceability from a calibrated reference object to an actual part and it is
considered also a good method for assessing the uncertainty of an optical based system
related to a specific task and within specific conditions. The ISO 15530-3 is addressed
to CMMs and describes a simplified method for the computation of the uncertainty. It is
thought for the application in the industrial environment and it implements the sub-
stitution approach. The basic concept is the transfer of the traceability from an artefact
with known uncertainty to an actual artefact with unknown uncertainty, under some
specific conditions and assumptions, which are identified as similarity conditions.
Similarity includes: the identical measuring equipment, procedure and environmental
conditions, as well as, closeness of the two artefacts (calibrated and actual) in terms of
material, mechanical properties and thermal expansion coefficient. All the variations
respect to the similarity requirements must be taken into account in the total uncer-
tainty. Indeed, due to the great flexibility of optical systems, it is almost impossible to
calibrate them for all measuring tasks and a correct approach could be to calibrate it for
each measuring task, under specified measuring conditions. Although, even if the ISO
15530-3 seems to fit the needs of optical based systems, the uncertainty assessment,
currently implemented in that standard and used for contact probing systems, cannot be
directly applied to optical-based instruments, due to the necessity to add or neglect
some specific error sources. In particular, for the ISO 15530-3, the similarity
requirements must be satisfied not just as similar dimensions or form error or material,
but also as surface finishing, colour and in terms of the same optical characteristics. In
Fig. 1, typical error sources for a 3D optical-based instrument are reported in the form
of an Ishikawa diagram [13].

Differently from contact instruments, there are other factors affecting the
measurement:

• Lens distortion and aberration;
• Algorithms for reconstruction;
• Algorithms for point clouds and mesh managing;
• Algorithms for analysis;
• Optical interaction with the object surface;
• Interaction with the environmental conditions.

Among them, the interaction between the measuring system and the object is of
paramount importance. The optical properties of the object, transparency, translucency
and reflectivity play a fundamental role and, according to their suitability to be acquired
via optical systems, there is a distinction between cooperative and non-cooperative
surfaces. Generally, the latter produce large measurement errors undermining the
application of those systems.
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2.3 Physical Standards

As described, the international standards ISO 10360 series and the German guideline
VDI/VDE 2634 require the use of physical standards for the performance verification
of optical based scanners. However, the required reference objects used for acceptance
and reverification tests are basic geometries, such as spheres with certified form and
diameter and flat planes with certified flatness (Fig. 2).

These simple geometries are sufficient for characterizing some of the test param-
eters reported in the VDI/VDE which can be grouped in Form Error Measurement
parameters and Length Measurement Error parameters [14, 15].

The physical standards must be measurable and they are chosen for their physical
and optical qualities, since optical instruments can be more or less sensitive to a
specific surface characteristic depending on their measurement principles. For example,
interferometry-based and confocal-based are capable of measuring opaque, transparent
and translucent materials, while triangulation-based techniques require reference arte-
facts with cooperative optical surface characteristics (the optical and mechanical sur-
face should coincide and the colour should be compatible with the light source). For
these reasons, metallic surfaces are sometimes treated to make them diffusely reflecting.

Fig. 2. Standard reference objects for testing optical based scanners [16].

Fig. 1. Typical error sources for a 3D optical-based instrument [13].
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Some surface treatments, like vapour blasting, light particle blasting, or spray particle
coating, are able to change a specular surface into a diffusely-reflecting surface (Fig. 3).

Although, basic geometries such as spheres and gauge block are not well repre-
sentative of the geometrical complexity characterizing the real industrial cases. With
the aim to cover most of criticalities related to 3D optical instruments when measuring
complex artefacts, other reference objects have been designed in [17] to aid a better
understanding of 3D optical scanner main factors: resolution, orientation, illumination
effect, sensitivity to surface colour, material and finishing.

Other artefacts, closer to the real cases, were developed and are discussed in the
next sections.

3 Artefacts for Performance Verification of Freeform Shaped
Parts

The measurement of freeform shaped objects (Fig. 4) is a topic of great discussion in
literature. It represents, indeed, a complex measuring task for several reasons. Firstly, a
unique and overall accepted definition does not exist: a freeform geometry is usually
described as a geometry not referable to any known simple geometry.

Fig. 3. Examples of spheres plates coated or treated in order to reach Lambertian conditions [3].
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Another fundamental issue is related to the instruments actually capable of mea-
suring those objects. If just the geometrical complexity is considered, a non-contact
measuring system should be selected as the best choice, thanks to its capability to
acquire large amounts of points in short time, regardless the complexity of the object’s
shape. Although, there is a big issue related to the traceability of those systems, which
strongly depends on the considered measuring task. For complex surfaces, comparative
measurement between optical based scanners and CMMs is the most implemented way
to ensure traceability, since, generally, from a metrological point of view, CMMs are
still considered the best choice for dimensional verifications with low uncertainties.
Nevertheless, their traceability is not completely assured when measuring freeform
objects, due to the difficulties in determining the contact direction and point. For this
reason, the use of artefacts showing a freeform shapes as a result of composition of
basic solid geometries, (e.g. spheres, planes, cones, etc.…), enables a meaningful
CMM measurement and, as a consequence, a meaningful optical scanner/CMM results
comparison. One example is the NPL free form artefact (Fig. 5) [16] which has been
already tested in [16, 18, 19]. This artefact was designed in order to highlight all the
main weaknesses of optical based systems. It allows to conduct a double analysis:
considering each single basic shape, such as sphere, cone, torus and their relations
(distances), or considering the resulting composed shape as a freeform shape.
Regarding the former, it is possible to compare results obtained from the optical
scanners with highly reliable CMM results; for the latter, a 3D comparison (Fig. 6) can
be carried out for comparing optical scanners and CMM values, but considering the
previous highlighted limitation of the CMMs when used for measuring freeform parts.

Fig. 4. General purpose freeform artefact [15].
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In [19] the NPL freeform artefact has been successfully used for the performance
verification of instruments suitable for in line measurements of additive repair
processes.

Fig. 6. Errors coloured maps of four different optical based scanners: Structured Light Scanner,
SLS, Photogrammetric Scanning System with Rotary Table, PSSRT, Laser Line Scanner, LLS
and Laser Scanning Arm, LSA [19].

Fig. 5. Photograph and schematic representation of NPL freeform artefact [19].
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In literature, there are also examples of reference objects featuring both prismatic
shapes and freeform shapes. In [20] a reference object intended to be employed for the
evaluation of the performance of several contactless digitizers in computer-aided
inspection has been presented (Fig. 7). The reference object part was designed with
attention to the industrial sector of production tool manufacturing (moulds and dies).

Several classic features and a couple of sculptured free-form geometries (NURBS)
were rationally organized so that the part can be representative of a wide range of
products (Fig. 8).

4 Prismatic Artefacts

In literature, there are many examples of prismatic artefacts. In this section some of the
most significant have been described.

Fig. 8. Example of a coloured map of deviations evaluated on a NURBS surface [20].

Fig. 7. Artefact proposed in [20]
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4.1 Step Gauges

Step gauges are typically obtained by assembling typical gauge blocks made of steel or
ceramic, since they have been developed for the performance verification of Coordinate
Measuring Machines. Although, these kinds of materials are very difficult to acquire
with an optical-based system due to their optical properties, or, as well, with a CT
scanner due to their high density. Polymers represent a good alternative even if they
present well known drawbacks, in terms of stability over time and machinability with
sufficient accuracy and surface quality [21]. Step gauge artefacts were originally
designed in [22] and subsequently adopted to characterize and correct systematic errors
in a CT scanning system [23–25]. The step gauge geometry is well suited for detecting
and correcting systematic deviations since it features unidirectional as well as bidi-
rectional lengths. The former are suitable for scale correction and they can be used for
assessing the accuracy of a measuring system. Bidirectional lengths take into account
the “probing” effect and they can be used for detecting effects due to the interaction
between the measuring instrument and the optical properties of the workpiece (Fig. 9).

Step gauges have been recently implemented for several purposes.
A miniature step gauge characterized by high surface cooperativeness and suitable

for the verification of optical based scanners was introduced for the first time by
replication using a bisacryl material for dental applications (Luxabite) [26]. Afterwards,
miniature step gauges manufactured using different materials, such as aluminium, steel
and polymers, were successfully used for correcting systematic errors in CT scanning
[25]. In connection with studies related to Computed Tomography, Polyphenylene
sulfide (PPS) with 40% of glass was found to be a good material, featuring low form
errors, similar to those obtained using aluminium and steel, good thermal stability, low
density, and good surface cooperativeness [25].

In [27], a miniature step gauge made of black polyphenylene sulfide (PPS) was
used for the performance verification of three different optical scanners: a structured
light scanner (SLS), a laser line scanner (LLS), and a photogrammetry-based scanner
(PSSRT), having comparable resolutions and working volumes. The same sample was
used by the authors for the evaluation of the reduced depth of field due to the increase

Fig. 9. Examples of unidirectional and bidirectional length definition on a scanned surface.
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of the magnification level, typical of measuring systems suitable for small objects. Its
geometry structured in steps resulted to be well suited for this kind of tests and allowed
to conduct a quantitative analysis of the consequences of the reduced depth of field on
the reconstruction quality and accuracy.

One of the biggest limits of the optical-based techniques is their dependency on
optical surface characteristics, because of the possible different interaction with the
measuring system [17]. This topic has become of fundamental importance, since the
usage of polymeric materials has strongly increased in many manufacturing fields.

In [2, 28] the interaction among 3D optical scanners and objects realized with
different materials and colours was investigated. The interaction is mainly related to the
translucency of some materials, such as polymers, which is a category of materials ever
more demanded in industry. Translucency causes a subsurface scattering effect that has
been modelled for certain cases and affect the dimensional accuracy of measurements,
as well as, the quality of reconstruction. In this work [2], the investigation involved 3D
optical scanners exploiting different measuring principles: laser, structured light based
on phase shifting and Gray code, and photogrammetry. This was done in order to study
how the subsurface scattering effect can vary with the materials, colours, and, also, the
measuring principle used. With this purpose, five miniature step gauges made of dif-
ferent polymers and different colours (Fig. 10) were used for evaluating the effects due
to their different optical properties and, according to the results obtained, translucency
of materials has a dual and significant effect: a measurement bias and an increase of the
uncertainty due to the different quality of reconstruction retrieved. Thus, it has to be
considered properly, for each case.

4.2 Other Artefacts

Other artefacts have been designed for the performance verification of specific optical
based systems (Fig. 11). In [29] performance verification test objects have been
designed and measured with a laser line scanner mounted on a CMM head.

Fig. 10. Polymer step gauge used in [2].
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Other reference objects have been specifically designed for photogrammetric
scanners, such as the one reported in [14], which is a low-cost mechanical artifact for
the metrological verification of photogrammetric measurement systems. It is mainly
composed of spheres and cubes manufactured in different sizes. A set of circular targets
are fixed on these elements to aid the photogrammetric reconstruction.

In [30] four pyramidal artefacts with complex surface and sub millimeter features
were used for the validation of a Photogrammetric Scanning System with Rotary
Table (Fig. 12). The pyramidal geometry, and the presence of various features such as
holes of different sizes, chamfers and grooves, make the samples particularly useful to
test the suitability of the photogrammetric scanner or the reconstruction of complex
objects with submillimeter features. Since, the proposed artefacts were made in alu-
minium characterized by high reflectivity, chemical etching was performed in order to
make the object surface more cooperative.

More recently, in [31] the implementation of a 3D reference object, in the form of a
staircase artefact, for the performance verification of the same Photogrammetric
Scanning System with Rotary Table has been evaluated (Fig. 13). In this work, the
staircase geometry was used for a double aim: the estimation of the external orientation,
scale adjustment, which is a peculiar characteristic of the photogrammetric scanner and
for the uncertainty assessment of the same implemented scanner.

Fig. 11. Possible artefacts for verification of laser line scanners: (a) steps; (b) edges, (c) sphere-
plane combination, (d) faceted sphere, (e) double-curved surface [29].

Fig. 12. Example of pyramidal artefacts used for validating a photogrammetric scanner with
rotary table when measuring complex shapes with sub-millimeter features [30].
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The effectiveness of this reference artefact was proved through the reconstruction a
pyramidal artefact. The reference object used for the external orientation computation
was designed considering characteristics which aid the photogrammetric reconstruc-
tion, such as the presence of clearly visible edges and a good surface texture, where
with the term “texture” the photogrammetric definition is considered.

The reference object was then designed being inspired by the one developed in
[32], a staircase-like artifact, with converging steps used to calibrate a 3D SEM
instrument.

Another category of artefacts are the ones used for machine tool verification. An
example is reported in [18], where, in order to assess the capability of a photogram-
metric measurement system in a metrology assisted robotic machining application, two
artefacts were chosen: the NPL freeform artefact, and the prismatic machine tool test
artefact NAS 979, better known as circle-diamond-square (Fig. 14). In the next future,
measuring instruments are called to be used directly in the production cells. This leads
to a double purpose of the testing artefacts: the machine tool verification and the
evaluation of capabilities of the measuring instruments called to assess the conformity
of the manufactured components in the same production cell.

Fig. 14. Circle diamond square NAS 979 [18].

Fig. 13. Staircase artefact [31]
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5 Conclusion

Some of the most interesting artefacts used for the performance verification of optical
based scanners have been presented in this paper, considering different kind of
geometries, freeform and prismatic and highlighting the main purposes and results.

This is a topic of great interest due to the potentiality of these 3D scanners with
respect to the more traditional CMMs. In particular, the ones considered as testing
instruments in this paper, are 3D scanners adopted for the dimensional verification of
components in the close range, with measuring range below one meter and structural
resolution on the order of cents of millimeters or below. The accuracy and uncertainty
of those systems, considering the measuring tasks analysed in literature and reported in
this work, is comprised within 0.020 mm.

Using optical scanners, the measuring task has to be accurately specified every time
since the measurement result is strictly related to it, and it is really difficult to char-
acterize the scanners with a single performance value. With the use of the reported
artefacts, freeform and prismatic, optical based scanners have been tested considering
different kinds of geometries and materials and they registered very good results with
low uncertainty in most cases. Moreover, the use of proper geometries, such as the step
gauge geometry featuring unidirectional and bidirectional lengths, allows to better
understand the optical interactions with the materials in order to correct for them.
Further works have to be conducted in order to improve the performance of 3D optical
scanners and the knowledge about their main sources of error.
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Abstract. The framework for smart manufacturing metrology model (S3M),
are based on integration of digital product metrology information through
metrological identification, application artificial intelligence techniques and
generation of global/local inspection plan for coordinate measuring machine
(CMM). S3M has an extremely expressed requirement for better control,
monitoring and data mining. Limitations still exist in data storages, networks
and computers, as well as in the tools for complex data analysis, detection of its
structure and retrieval of useful information. This paper will present recent
results of our research on building of S3M as support Industry 4.0. Presented
approach to S3M development includes four levels: (i) mathematical model of
the measuring sensor path, which establishes a connection between the coor-
dinate systems; (ii) generating the needed set of information to integrate the
given tolerances and geometry of the parts by applying an ontological knowl-
edge base; (iii) the application of AI techniques such as ACO and GA to
optimize the measurement path, numbers of measuring part setup and config-
uration of the measuring probes; (iv) simulation of measurement path for a
collision check. After simulation of the measurement path and visual checks of
collisions, the path sequences are generated in the control data list for appro-
priate CMM. The experiment was successfully carried out on the examples of
prismatic part and two turbine blades or its free-form measuring surfaces.

Keywords: Smart metrology � Industry 4.0 � Inspection planning �
Free-form surfaces � Prismatic parts � CMM

1 Introduction

In today’s rapidly changing world, globalization, products customized to customer
requirements and automation play a decisive role in the development of the industry,
especially mechanical engineering. Introducing advanced technologies and techniques
that will change products, processes and supply chains this industry is at the top of
Industry 4.0. This industry also enables even greater connectivity through IC
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technologies, enabling producers to maintain their competitive benefit and respond
flexibly and quickly to customer requirements [1].

Industry 4.0 in manufacturing plays a key role in three areas [2, 3]: (a) smart supply
chains - greater coordination and flow of information in real time, enabling better
tracking of goods and raw materials in an integrated business planning model and
production. This provides new models for coordination and collaboration between
supply chains; (b) smart manufacturing - the use of data analytics and new manufac-
turing techniques and technologies (such as autonomous robots, multi-purpose pro-
duction lines and augmented reality) helps to improve quality and accelerate
production. This enables new business models such as mass customization, and
(c) smart products - rapid innovation and faster delivery times to the market are made
possible by data acquisition about the product, along with user feedback, collected
through social networks on the Internet. This data also enables remote diagnostics and
predictive maintenance.

Industry 4.0 is an intensive digital transformation of producing and other industries
in a connected environment of data, people, processes, services, systems and the
Internet of Things (IoT) - industrial resources assets with the generation, use and reuse
of information that can be applied as a way and means to accomplish smart industries
and ecosystems, based on industrial innovation and collaboration.

Industry 4.0, as a German strategic initiative, aims to create intelligent (smart)
factories where manufacturing technologies are upgraded and transformed into SFS,
IoT and cloud computing [4–6]. Such factories, in addition to the key roles mentioned
above consist of components such as smart production, smart metrology and smart
machine tools.

Generating of detail model from the quality measurements process in manufac-
turing requires the development of dedicated framework, like to the example CP3M.
Based on testing model of CP3M, we have encountered the generation of a number of
huge data sets that required processing, finding of correlations between data and
extraction of useful information to be shared between CP3M modules [7].

The contribution of this paper refers to development smart manufacturing metrol-
ogy model as support I4.0 concept based on the existing CP3M [7] and the application
of AI techniques such as EO, ACO, and GA to optimize the measurement path, the
number of measuring part setups, as well the configuration of the measuring probes.

Testing of the developed model in practice was performed on a prismatic parts
manufactured on machine tool HMC 500 and two turbine blades manufactured using
AM technology on the SLS machine. The geometry of the blades was first checked on a
CMM NIKON Altera 10.7.6 using non-contact method and in the second part on a
CMM DEA Epsilon 2304.

2 Outline of the Concept

In the presented 5C CPS architecture [8] in-process quality control represents key asset.
Namely, modern understanding of measurements of quality in manufacturing is that
their purpose is to enable adequate monitoring and tracking relevant process parame-
ters, based on which any deviations away from their nominal behavior can be corrected
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via manual intervention, or automatically. Development of CPS offers new opportu-
nities to accomplish this function via detailed models (ideally, “twin models”) of the
underlying process and product. Timely generation of these models requires extraction
of useful information from bulk data using big data analytics and different data mining
methods. The increasing role of big data leads to continuous growth of research in these
fields including [9, 10]: (a) machine learning methods such as different kinds of
regression (support vector machines, neural networks, ANOVA) to gain insight into
trends within the data, (b) pattern recognition methods including supervised classifi-
cation and clustering, which structure big data sets, and (c) expert knowledge, for
example using a lookup table.

Our model S3M primarily refers to the cloud manufacturing (CM), the part that
refers to the cloud of manufacturing metrology [7]. It is an approach to develop (smart)
manufacturing metrology as an integral part of CM (smart factory) with the using of
CMM, as support of Industry 4.0. The structure of our research model based on the
existing CP3M is presented on Fig. 1, and includes two basic components: physical
and cyber. Physical level consists from machined parts (prismatic part and turbine
blades) and real CMM.

Fig. 1. S3M framework
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The S3M covers all elements of planning, preparation and realization of parts
inspection on CMM, using the developed elements and structure links from the Fig. 1:

• EO module for definition, recognition of geometrical features from CAD model of
the measurement part and integration by ontology knowledge base, where we used
it for definition GD&T of metrological features;

• ACO module for building of measuring path optimization as first part of intelligent
inspection process planning, that contains methods for prismatic part and freeform
surfaces application;

• GA module for optimal part setup and probes optimization, as second part of
intelligent inspection process planning.

• Link between EO, ACO, GA and real CMM is control data list for CMM that is
transferred to CMM using cloud technology;

• Link between ACO and virtual CMM is inspection sequences for optimal part setup
and optimal configuration of probes.

• Link between EO and ACO is metrological features which involve in certain
standard type of tolerance.

Overall output S3M is module for analysis of results and generation of the final
measuring reports on real CMM stored on cloud. Cloud services within the organi-
zation provide the necessary information for integration of knowledge and data from
various phases in product design and manufacturing/metrology into inspection plan-
ning, and make available information about inspection results to all interested parties in
product lifecycle.

3 A Proposed Approach of Development S3M

As mentioned, the presented approach to S3M development includes four levels:
(i) mathematical model of the measuring sensor path, which establishes a connection
between the coordinate systems; (ii) generating the needed set of information to inte-
grate the given tolerances and geometry of the parts by applying an ontological
knowledge base; (iii) the application of AI techniques such as ACO and GA to opti-
mize the measurement path, numbers of measuring part setup and configuration of the
measuring probes; (iv) simulation of measurement path for a collision check.

3.1 Mathematical Model

The basic element from which the development start is the mathematical model pre-
sented in [11, 12]. Its primary role is to establish links between coordinate systems and
generate an initial (point-to-point) measurement path that will be later optimized in
purpose to shorten length of path and traveling time of the measurement probe. The
basic equation of the model is:

MrPi ¼ MrW þWrF þ FrPi ¼ MrF þ FrPi
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According to [11, 12] generating point-to-point measurement path defines distri-
bution of two sets of points: (i) set of measuring points, and (ii) set of nodes points.
Distribution of measuring points for different geometric features such as plane, circle,
hemisphere, cylinder, etc. is obtained by modifying Hamersley [13] sequences. An
example of formulas for calculation of measuring points coordinates Piðsi; ti;wiÞ in
Cartesian coordinate system for a plane according [11, 12] is given as follows:

si ¼ i
N
� a

ti ¼
Xk�1

j¼0

i
2j

� �
Mod2

� �
� 2� jþ 1ð Þ

 !
� b

wi ¼ 0

where is: a mm½ � - x-axis constraint value; b mm½ � - y-axis constraint value.
According to [11, 12] set of node points implies two sets Pi1ðsi1; ti1;wi1Þ and

Pi2ðsi2; ti2;wi2Þ, where is i ¼ 0; 1; 2; . . .; ðN� 1Þ and N – number of measuring points.
Sub-set Pi1ðxi1; yi1; zi1Þ presents points for the transition from fast to slow feed. The
distance between points Pi1ðxi1; yi1; zi1Þ and Piðxi; yi; ziÞ is presented (Fig. 2) by d1 -
slow feed probe path, and the distance between points Pi2ðxi2; yi2; zi2Þ and
Pi1ðxi1; yi1; zi1Þ is d2 - rapid feed probe path.

3.2 Implementing the Geometrical Features in the Software Protégé

Software Protégé is a free, open sours ontology editor and knowledge – base framework,
based on Java. Protégé implements a set of knowledge –modeling structures and actions
that support the creation, visualization, and manipulation of ontologies in various

Fig. 2. Mathematical model of S3M (adapted from [11, 12])
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representations data formats [14]. In this paper is used Protégé – OWL editor that
supports the web ontology language, as most recent development in standard ontology
language in purpose to development engineering ontology for domain coordinate
metrology. OWL ontology includes description of classes, properties and individuals.

According to [15–17] the implementation of metrological features in Protégé
includes: (i) modeling classes, (ii) modeling of class hierarchy, (iii) modeling of the
individuals, (iv) modeling the classes and individuals properties (object and data
properties). In Fig. 3 is shown part of the OntoGraf, which the ontological describes
measuring part in relation on coordinate system of the part.

3.3 Optimization Models

As mentioned, S3M incorporates a model for optimizing the measurement path based
on ant colony and models for optimizing the number of measuring part setup and probe
configurations based on GA.

3.3.1 ACO for Measuring Path
Application of ants colony optimization (ACO) in a coordinate metrology is based on
the solution of travelling salesmen problem (TSP), where the set of cities that the
salesman should pass through with the shortest possible path corresponds to the set of
points of a minimal measuring path length [18]. According to [19] ACO is based on
Eq. (1) for calculation of the measuring probe path during the measurement on N
measuring points:

min Dtotf g ¼ Kþ
XN�1

i¼0

ðmin Pi1Pðiþ 1Þ2
������!���

���
n o

_min Pi1Pðiþ 1Þ1
������!���

���
n o

_

_min Piðiþ 1ÞPðiþ 1Þ2
��������!���

���
n o

_min Pi2Pðiþ 1Þ1
������!���

���
n o

Þ

8><
>:

9>=
>; ð1Þ

Fig. 3. A part of the OntoGraf - ontological description of the geometrical primitives in relation
on coordinate system of the measuring part [16].
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where K ¼ N � 2 � d1 þ d2ð Þ presents constant part of path with constant lengths, d1 ¼
Pi1Pi
��!���

��� and d2 ¼ Pi2Pi1
���!���

��� as presented in mathematical model chapter. In order to solve

Eq. (1) and thus obtain the optimal path, it is necessary to solve TSP.
According to [20, 21] TSP can be represented by a complete weighted graph

G ¼ N;Að Þ (Fig. 4) with N being the set of nodes representing the cities, and A being
the set of arcs. Each arc i; jð Þ 2 A is assigned a value (length) dij, which is the distance
between cities i and j, with i; j 2 N. The goal in TSP is to find a minimum length
Hamiltonian circuit of the graph where a Hamiltonian circuit is a closed path visiting
each of the n ¼ Nj j nodes of G exactly once [20], so that an optimal solution to the TSP
is a permutation p of the node indices 1; 2; . . .; nf g.

After the conducted circulations and permutations, the decision on which path is the
shortest is obtained based on the criteria of the maximum number evaporated of ants
colony pheromones, i.e. the values of the weight coefficients sij and ηij. Coefficient ηij
represents the heuristic information or the influence of the distance between two nodes
of a graph, while sij probability that an ant leaving to node i visit as next node j.

3.3.2 GA for PMP Setup and Configuring of Probes
As it is known, inspection on three-axis CMM can be performed from three orthogonal
directions corresponding to the axes X, Y and Z. From these directions, can be derived
six directions corresponding to the axes of the machine +X, −X, +Y, −Y, +Z and −Z.
From the standpoint of access to the feature it is introduced the term feature approach
direction (FAD), while from the standpoint probes it is introduced probe approach
direction (PAD). The FADs are shown in Fig. 5b). They define possible directions of
access to the features and are used to analyze the setup of the measuring part. PADs are
shown in Fig. 5a). They define the possible directions of access the probe and are
oriented opposite to the FAD. Due to the setup of the measuring part at the working
table of CMM, one of the PADs is lost, so that of PADs can be a maximum of 5.

In order to apply GA, it is necessary to define the Boolean matrices of setup S and
configuration C. The elements of the matrix S links to the FADs and can be 0 or 1. For

Fig. 4. Principe of optimization path model [18]
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example, according to Fig. 5c) element of the matrix S (C,F#1) takes value 1 because to
the cylinder C can be accessed from FAD#1. Similarly, the element of the matrix S (F,
F#4) takes the value 0 because to the cylinder C cannot be accessed from the FAD # 4.

Analogous to the filling of elements of the matrix S, the configuration matrix C is
also filled to use PADs. It should be noted that the number of rows of both matrices is
equal to the number of features which creating tolerances. In this case, it is two types of
tolerance and three features.

Optimal solutions for the case of measuring parts setup are obtained by GA model
[12] and are represented by zero-columns. Optimal solutions for the case of probe
configuring (measuring heads) are also obtained by mentioned GA model, but repre-
sented by the unit-column.

3.4 Simulation Model

The simulation of the measurement path is based on [22] and is carried out in order to
configure the off-line CMM environment for programming and program verification
prior to the measurement process, as well as to avoid collision of the measuring sensor
with fixture and part.

The PTC Creo software and the CMM sub-module within it used to generate the
measurement path. According to [22] for generating a measurement path, are need to be
realized activities: (i) loading of reference CAD part for inspection; (ii) modeling of
components and assembly of CMM; (iii) defining of measurement operation and

Fig. 5. PMP setup and configuring of probes model of S3M
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selecting of task’ coordinate frames; (iv) configuring of measuring probes; (v) selection
of metrological (inspection) features according to specified tolerance; (vi) setting of
measuring parameters; (vii) import of measurement points, given as a result of the
output of the MatLab visualization code for the metrological features; (viii) generation
of measuring path; (ix) simulation of measuring path on configured Virtual CMM
including probe.

The basic purpose of configured virtual CMM is to collision check the programmed
measurement path in a CAD/CAM environment and generates an output file suitable
for further processing or post-processing [22].

A detail virtual CMM model in PTC Creo software [22], with basic components,
assembly and kinematic links between moving and non-moving components is shown in
Fig. 6. Moving kinematic links (sliders) are used for all translational movements (X, Y,
Z), Fig. 6a). They allow themovement ofCMMcomponentswithin the permissible limits
for each axis and realize the programmed path of the measuring probe as end effector.

Fig. 6. A CAD model of CMM and simulation of measurement path: a) CMM assembly with
kinematic types of link; b) coordinate frames, c) simulation of measurement path for a plane
surface, and d) simulation of measurement path for a truncated cone (adapted from [22]).
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According to [22] andmarks on Fig. 6b) it is necessary to define coordinate frames of:

• CMM working table (MACH_ZERO),
• workpiece (MACH_ZERO),
• sensor holder (TOOL_POINT), whose axes have the same direction and orientation

as the axes of the coordinate frame of the workpiece, and
• measurement probe (TOOL), if it is necessary modeling a non-standard (does not

exist in the software probes base) measuring probe

Matching theMACH_ZERO coordinate frame of workpiece with theMACH_ZERO
working table coordinate frame, enables the measurement part setup on the working table
of configured virtual CMM during simulation. The same procedure is for matching of
coordinate frames TOOL and TOOL_POINT for setting of probe in probe holder.

Summarized, of this simulation verified the measurement path based on a modified
Hamersley algorithm for distributing measurement points for basic geometric features.
The simulation of measurement path is implemented on a configured virtual CMM in
CAD/CAM environment. After the simulation, the measurement path was verified and
saved in a CL file (DMIS program) for further distribution in the purpose of executing
the measurement program on real CMM.

4 Experiment and Results

Testing of the developed model in practice was performed on two turbine blades
manufactured using AM (Additive Manufacturing) technology: on the SLS (Selective
Laser Sintering) machine of a well-known German manufacturer. Turbine blades are
mainly manufactured using forging, casting, and recently using some AM technologies.
In all these cases, fir-tree root, the part that serves for precise positioning on the rotor, is
processed by cutting (milling, grinding). Suction side and pressure side are not
machined, they remain the same as they were obtained by casting, forging or AM.

Fig. 7. Photograph of the turbine blades

An Approach of Development Smart Manufacturing Metrology Model 199



Both blades shown in Fig. 7 they are identical to the nominal geometry. These
blades have different surface quality, as well as the deviations of fir-tree root. Devia-
tions are the result of changing the parameters of the SLS process in order to obtain the
best possible parameter values that lead to the specified geometric requirements.

The geometry of the blades was first checked on a Coordinate Measuring Machine
using non-contact method (CMM: NIKON Altera 10.7.6, motorized probe head
Renishaw PH10M, laser scanner LC15Dx, software CAMIO8) and in the second part
using contact method (CMM: DEA Epsilon 2304, motorized probe head Renishaw
PH10M, touch trigger probe TP20, software Wilcox PC-DMIS 2019). Measurement of
the blade by contact and non-contact methods was used for comparison and analysis of
two different methods. Each method has its own advantages and disadvantages
depending on the set metrological task.

Figure 8 (left) shown blade design; nominal geometry at CAD/CAM system
(Siemens NX12) with all datum feature. Figure 8 (left) shows the geometric accuracy
requirements defined by PMI (Product Manufacturing Information) symbols. In Fig. 8
(on the right), the blade geometry is blanked to better notice the control sections, the
position of the coordinated system, and the reference planes.

The blade was first measured by laser scanning, and the coordinate system was set
as defined in the CAD model. The results of optical/laser scanning are shown in Fig. 9.
The turquoise color is represented by a measured geometry, while the gray color
represents the nominal geometry.

Fig. 8. Turbine blade nominal geometry and control sections
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Figure 9 clearly shows that the geometry of the working area of the blade (pressure
and suction sides) was moved away from the nominal geometry. Green arrow in Fig. 9
it shows the direction in which the measured geometry should be translated to match
the nominal geometry. The main reason for these deviations is the fir-tree root, which
must be processed by the cutting so that the position and orientation of the blade are
consistent with the project requirements. It should be understood for turbine blades, the
most important parameter is the gap between two adjacent blades, i.e. the pressure side
of one blade and the suction side of the neighboring blade (Fig. 10).

Figure 11 shows the final measurements of the control sections on the CMM with
contact probes; a left-isometric view with a selected 3 control sections total of 10
control sections (3 of 10 for image clarity). Figure 11 on the right shows the results of
measuring the reference cross section Z = 10 mm.

Fig. 9. Laser scanned geometry of the turbine blade

Fig. 10. Turbine blade positioned in the auxiliary tool
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The layout of the nominal cross section is shown realistically, the measured con-
tour, as well as the upper and lower tolerance field are displayed enlarged to more
clearly the direction of deviation. The image shows that the entire measured cross-
section geometry is located in a defined toleration field. Finishing the upper part of the
turbine blade is performed so that the corrected deviations are shown in Fig. 9 which
existed before the cutting of the fir-tree root.

The described procedure clearly indicates the complexity of manufacturing and
coordinate Metrology of turbine blades. Setting the coordinate system on aerodynamic
surfaces is crucial for successful completion of the work, as described in the mono-
graph [23]. Optimization of the number of control sections, as well as the number of
control points of the airfoil turbine blades for each of the sections is explained in [24].
For turbine blades of large dimensions and longer chords, the control sections must be
located in cylindrical sections [25].

5 Conclusion

The output from the simulation on virtual CMM is a CL file (DMIS program). Gen-
erating this file and developing the appropriate postprocessor leaves the possibility to
create a control data list for programming NUMMs different producers. As it known,
CMMs are programmed in the language of their producer, therefore the proposed
concept of this simulation and its output (file) could be useful in terms of the unification
format of CMM programming languages and software.

Testing of the developed model in practice was performed on two turbine blades
manufactured using AM technology on the SLS machine. The geometry of the blades
was first checked on a CMM NIKON Altera 10.7.6 using non-contact method and in
the second part on a CMM DEA Epsilon 2304. Measurement of the blade by contact
and non-contact methods was used for comparison and analysis of two different
methods. Each method has its own advantages and disadvantages depending on the set
metrological task.

Fig. 11. Turbine blade measured result; control section Z = 10 mm
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Abstract. The goal of the Industry 4.0 is the Smart factory which provides
flexible and adaptive production processes in complex production conditions.
Smart factory is a solution for manufacturing conditions that have hyper-
dynamic character and are rapidly changing. The automation and constant
optimization of production are inevitable and enable maximal utilization of
workforce and production resources. The main task of technologies and services
within the Smart factory is the implementation of artificial intelligence in all
aspects of production. In this way, the smart manufacturing is achieved where
the tasks are focused on finding optimal solutions in the preparation of pro-
duction as well as the prediction of errors before they occur in production stages.
Smart manufacturing relies on the concept of Cloud manufacturing in which
different services are based on artificial intelligence. Smart services utilize
various intelligent tools such as nature-inspired metaheuristics, search algo-
rithms whose implementation in manufacturing has grown in the recent period.
In this paper, three modern nature-inspired metaheuristic algorithms will be
briefly introduced as an efficient tool in intelligent process planning optimization
and their performance will be presented on three experimental studies.

Keywords: Industry 4.0 � Smart factory � Smart manufacturing �
Intelligent process planning � Nature-inspired metaheuristics

1 Introduction

The final goal of the Industry 4.0 is the smart factory, i.e. intelligent manufacturing
environment in which all manufacturing resources and logistic systems are organized
without human intervention. Smart factory utilizes industrial internet of things and
cloud technology to connect to real and virtual world, Fig. 1. In this way, cyber-
physical system is integrated at all levels of manufacturing therefore enabling moni-
toring and reconfiguration of a production process [1]. Connecting embedded pro-
duction systems and dynamical business and engineering processes enables cost-
effective manufacturing according to personalized customer demands. In that case, one
of the most important components is smart manufacturing which presents the
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utilization of intelligent technologies and solutions for optimization of production
processes. Optimization relies on knowledge, services and applications that are inte-
grated within the cloud manufacturing environment.

Cloud services in smart manufacturing are autonomous and intelligent and often
utilize multi-agent technologies, various methods of self-organization and coordination
between agents as well as function block-based methods [2]. These services are used
when solving numerous tasks concerned with the production process and are based on
the utilization of various methods of artificial intelligence. One of the main tasks is the
preparation of production and generation and optimization of process plans. Intelligent
process plans are based on generative process planning which include the utilization of
AI methods, primarily nature-inspired metaheuristic algorithms.

As more advanced and complex approach, generative process planning minimizes
the employment of planners and enables rapid generation of process plans by utilizing
the advantages of decision-making logics, algorithms and wide use of artificial intel-
ligence methods. Four main groups of decision-making activities within the generative
process planning can be emphasized such as machining features recognition, operations
selection, machines and cutting tools selection and setup plan generation. In order to
obtain feasible and optimal process plans for an observed part or product these
activities have to be considered simultaneously. Therefore, intelligent process planning
problem had to be modelled in an optimization manner so that appropriate methods
could be used for their solving.

Fig. 1. Smart factory–link between cloud manufacturing and smart manufacturing technologies.
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2 Intelligent Process Planning Optimization

Process planning as a crucial function of manufacturing systems is primarily reflected
by the need for detailed prediction, planning, preparation and organization of manu-
facturing activities with the purpose of meeting high market and customer demands for
efficient production, development and business. The scope of process planning covers
the development and design of products, planning and development of documentation
and information for manufacturing, as well as all the measures and functions that
ensure and control the realization of manufacturing. The systematic approach to pro-
cess planning is the basic prerequisite for economical and productive manufacturing.

One of the main properties of process plans is their multiple alternativeness that can
be found in almost all planning stages. Alternative process plans are mostly affected by
the type of raw material, type and sequence of operations, manufacturing resources and
techno-economical effects [3]. In this paper, we considered the intelligent process
planning problem which is generally decomposed to the problem of selecting optimal
machines, tools and tool approach directions required for each machining feature of a
considered part or a product, as well as the problem of finding the optimal sequence of
machining operations [4]. The alternatives in this sense belong to the macro process
planning as one of the stages of production preparation. With the focus on prismatic
parts, apart from the mentioned two tasks it is inevitable to mention the presence of
precedence constraints which alleviate generation of feasible process plans [5]. These
constraints are most often formulated as matrices, graphs or networks [6].

The problem of optimizing intelligent process planning belongs to the group of
combinatorial problems considering the fact that the number of alternatives can be very
large and therefore requires high computational power. The process of solving
these problems boils down to the search for solutions within the discrete or finite set
of various alternatives. The intelligent process planning problem is an NP-hard poly-
nomial problem meaning that the problem dimensions, e.g. number of machines or
tools, affect the demands for computational time and memory (time and space com-
plexity) [7].

3 Nature-Inspired Metaheuristic Algorithms

Metaheuristics are search algorithms used in optimization for finding the most suitable
alternatives in a search space of possible solutions and in a reasonable time manner [8].
With the predetermined optimization criteria these methods are very efficient in solving
hard optimization tasks. Metaheuristics are primarily characterized with simplicity,
universality and stochasticity while the most important condition each metaheuristic
need to fulfil is to achieve an appropriate balance between local and global search
thereby defining two of their most important properties, intensification and diversifi-
cation [9].

Another significant feature of metaheuristic algorithms is the diverse source of
inspiration they get from social and natural behaviours that can be found in real life.
Since the extensive research has been carried out in the field of metaheuristics and their
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applications so far, in this paper we will emphasize only particular nature-inspired
algorithms. Figure 2 shows the illustrative representation of natural organisms that
inspired development of metaheuristics.

Nature is enriched with various individuals who express certain intelligent behaviour
mechanisms as well as individuals who express the same when being part of a larger
group. Therefore, mutual interaction among living organisms such as fish, fireflies, birds,
wolves, bees, ants who live in community are directed towards acquiring local infor-
mation which is valuable for the community itself. Their social intelligence most often
reflects on foraging or hunting behaviour. Also, intelligent behaviour of individual
organisms can be noticed in creatures such as dolphins, crows or frogs. Special group of
biologically-based solutions is inspired by evolution, genes, biogeography, flower pol-
lination etc. Whether based on collective or individual intelligent mechanisms many
authors from scientific community have developed various metaheuristic algorithms.
Here, we will point out the contribution made by authors in [8, 10, 11].

The search procedure of nature-inspired metaheuristic algorithms is based on
randomly generated population of individuals whether they represent fish, ants, bees or
any of the abovementioned organisms. It is worth saying that population-based
metaheuristics are generally more popular than single-based and therefore nature-
inspired metaheuristic algorithms as population-based search techniques are charac-
terized by social as well as individual intelligence. Algorithm’s dynamics is determined

Fig. 2. Natural inspiration behind metaheuristic algorithms. (Images taken from pixabay.com
and unisplash.com; shared with the courtesy of their authors)

208 M. Milošević et al.

http://pixabay.com
http://unisplash.com


by equations that characterize or emulate the observed natural behaviour on the basis of
which the population evolves. In other words, these individuals are being evaluated
using a predefined optimization criterion or criteria and the process is repeated for a
predefined number of iterations. Most popular and also most relevant optimization
criteria in intelligent process planning are manufacturing time and manufacturing cost.
By adjusting input parameters, the search process can be directed towards promising
regions of the search space.

So far, various metaheuristic implementations can be found in the scientific liter-
ature. Genetic algorithms, particle swarm optimization and ant colony optimization are
the metaheuristics that have been most often adapted to the intelligent process planning
problem. Here, we will focus on modern approaches that have been developed in recent
years.

3.1 Grey Wolf Optimizer

The grey wolf optimizer (GWO) belongs to the swarm intelligence algorithms of new
generation [10]. The inspiration of the GWO comes from the social hierarchy of grey
wolves and their hunting mechanisms, such as tracking, chasing, pursuing, encircling,
harassing and finally attacking the prey animal (Fig. 3a). Strict dominance hierarchy
makes the pack of wolves a very dangerous and adaptable group. The alpha is the
leader of the pack which makes most important decisions. The beta wolves are at the
second level in the hierarchy while the delta wolves are at the third level. The lowest
position is for omega wolves who are subordinate to all other wolves in the pack and
are usually as scapegoats and given the last priority when feasting on prey.

3.2 Whale Optimization Algorithm

The first case of implementation to process planning optimization will be the meta-
heuristic proposed by the same author as the GWO algorithm. Whale optimization
algorithm (WOA in the following) was originally developed for continuous opti-
mization so additional adaptation to combinatorial optimization problem had to be
considered [11].

WOA algorithm is inspired by the hunting style of humpback whales (Fig. 3b).
Whales are known to live in social groups called pods and whales such as humpback
whales hunt using a unique principle of encircling prey fish and then attack using the so
called bubble-net mechanism. This mechanism consists of shrinking to an appropriate
depth, then moving upwards following the spiral path and creating distinctive bubbles
along the spiral path. These bubble prevent prey fish from escaping which ensures
humpback whales can swallow them at the surface.

3.3 Crow Search Algorithm

Another nature-inspired metaheuristic is the crow search algorithm (CSA) proposed by
[12]. This method is inspired by clever behaviour of crows or ravens which by fol-
lowing the movement of other birds can find their food hiding sources and therefore
commit thievery (Fig. 3c). One specific and interesting idea that presents the crucial
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parameter in the CSA at the same time is crow’s awareness probability. If crow has a
slightly high awareness that makes her intelligent enough to avoid being pilfered by
other crows. In other case, with low awareness they are victims of thievery. This makes
the quick-witted game of strategy and deception in which a crow ends up being a food
saver or a food loser. Although a population-based metaheuristic, the CSA is based on
individual intelligence since crows do not pilfer other birds in flocks but individually.
This is not a swarm intelligence algorithm such as the WOA.

4 Nature-Inspired Metaheuristics in Intelligent Process
Planning

This section will give the short insight into the implementations of the previously
described nature-inspired metaheuristics for optimization of intelligence process
planning problem. All three algorithms have been coded in Matlab programming
environment on PC with modern configurations. Each algorithm’s search process ends
after the predetermined number of iterations. The algorithms were run ten times and
they obtained very good results but with further modifications their performance could
be largely increased.

To test these methods, classical problem from the literature have been involved.
Figure 4 shows solid models of prismatic parts that are frequently considered in case
studies conducted for testing many different metaheuristic approaches to intelligent
process planning. Since different approaches have been made, its complexity largely
differs. The represented models require thorough consideration of precedence rela-
tionships among operations and therefore the involvement of precedence graphs and
precedence matrices. In that sense, modified and adapted metaheuristic approaches
have to be taken into account. So far, different approaches to intelligent process
planning on the basis of precedence constraints have been proposed, such as those in
[13–16].

(a) (b) (c)

Fig. 3. Inspiration for GWO, WOA and CSA algorithms.
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On the other side, AND/OR networks or graphs have also been introduced when
dealing with intelligent process planning problem. The quality of this approach reflects
in the fact that all flexibilities are included on one graphical representation making it
the subject of many studies [6, 17]. The benefit of these networks is the fact that
feasible process plans are generated in each iteration so precedence constraints do not
have to be considered individually. Thus, in order to present the idea of how nature-
inspired metaheuristic algorithms can be used for solving intelligent process planning
problem within the smart factory concept, we have conducted three small case studies
based on the AND/OR graphs which will be briefly described.

The first experiment was taken from [18]. The part requires 15 machining opera-
tions and only machine alternatives with machining times are included. The GWO,
WOA and CSA algorithm were employed to solve this problem and the results proved
that they are efficient methods for this case study. We adopted 100 search iterations and
30 search agents in this experiment. To improve efficiency, we included mutation
strategy that influenced diversification of the search [19]. Table 1 gives insight into one
of the optimal process plans that were generated using one of the nature-inspired
metaheuristics. Minimal manufacturing time obtained by all three metaheuristics is 334
cost units.

The second and third experiment consider two cylindrical parts shown in Fig. 5
which were proposed in [6]. Apart from machine flexibility, these problems also cover
cutting tool flexibility and tool approach direction flexibility making it more complex
than the first one since the problem dimensions increase the number of alternative
solution to the problem. The second experiment (upper example in Fig. 5) contains six
features with 18 machining operations, 8 available machines and 12 tools while the
third experiment (lower example in Fig. 5) for six features requires 14 machining
operations with 6 available machines and 12 available tools. For these cases, we set the
number of iterations to be 200 and the populations sizes of all three metaheuristics to be
60 search agents. The algorithms were repeatedly executed 10 times in order to provide
credible results.

Fig. 4. Popular prismatic parts in intelligent process planning literature.

Table 1. Optimal process plan for the first experiment.

Operation sequence 1 2 5 9 10 11 13 12 14 15

Machines 3 3 3 3 4 5 5 8 9 12
Processing time 46 36 6 12 50 25 35 36 40 30
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Tables 2 shows one of the optimal solutions to these problem instances. The
minimal manufacturing time obtained by the GWO, WOA and CSA for the second is
74,8 cost units. To compare the performances of the GWO, WOA and CSA nature-
inspired metaheuristics, we present the convergence curves of these algorithms which
are given in Fig. 6. As it can be noticed, the CSA and WOA showed much better
convergence compared to GWO which did not obtain optimal results in ten runs. The
results of the CSA were most consistent compared to the GWO and WOA.

Fig. 5. Cylindrical part models. [6]

Table 2. Optimal process plan for the second experiment.

Operation sequence 1 2 5 6 7 8 10

Machines 1 6 6 6 1 1 1
Tools 1 10 6 8 1 1 1
Tool approach directions +z +z +z +z +z −z −z
Processing time 2,3 3,2 3,4 13,4 0,7 2,3 0,5

Fig. 6. Convergence curves of GWO, WOA and CSA for the second experiment.

212 M. Milošević et al.



As far as the third experiment is concerned, Table 3 shows one of the optimal
results and Fig. 7 gives the comparison of convergence curves of the three proposed
metaheuristics. Here, the GWO, WOA and CSA showed similar convergence towards
optimum which in this case varies between 83,1 and 83,4 cost units.

5 Conclusion

Nature-inspired metaheuristic algorithms as smart services of artificial intelligence for
intelligent process planning optimization within smart manufacturing and smart factory
concepts were proposed in this paper. Intelligent process planning is therefore achieved
by focusing on finding optimal process plans, i.e. optimal operation sequences and
optimal selection of machines, tools and tool approach directions for each machining
operation. The optimization of intelligent process planning mostly considers opti-
mization criteria such as manufacturing time or manufacturing cost. In this paper, we
gave brief biological background of three modern nature-inspired metaheuristic algo-
rithms and employed them on intelligent process planning problem. Grey wolf opti-
mizer, whale optimization algorithm and crow search algorithm proved to be efficient
when solving simpler case studies. In order to boost their performances, we adopted
one mutation strategy which improved their convergence rate. However, more complex
approach towards intelligent process planning based on precedence constraints require
additional modifications and improvements of the classical GWO, WOA and CSA.

Table 3. Optimal process plan for the third experiment.

Operation sequence 8 9 10 11 13 14

Machines 6 1 6 6 1 6
Tools 9 4 9 9 4 12
Tool approach directions −z −z −z −x +z +z
Processing time 2.8 0,4 6,8 2,9 1 0,5

Fig. 7. Convergence curves of GWO, WOA and CSA for the third experiment.

Intelligent Process Planning for Smart Factory and Smart Manufacturing 213



References

1. Majstorović, V.D., et al.: Cyber-physical manufacturing in context of Industry 4.0 model. In:
Lecture Notes in Mechanical Engineering, pp. 227–238 (2018)

2. Wang, X.V., Givehchi, M., Wang, L.: Manufacturing system on the cloud: a case study on
cloud-based process planning. Procedia CIRP 63, 39–45 (2017)

3. Denkena, B., Shpitalni, M., Kowalski, P., Molcho, G., Zipori, Y.: Knowledge management
in process planning. Ann. CIRP 56(1), 175–180 (2007)

4. Li, W.D., Ong, S.K., Nee, A.Y.C.: Integrated and Collaborative Product Development
Environment – Technologies and Implementations. Series on Manufacturing Systems and
Technology, vol. 2. World Scientific Publishing, Singapore (2006)

5. Lukić, D., Milošević, M., Erić, M., Đurđev, M., Vukman, J., Antić, A.: Improving
manufacturing process planning through the optimization of operation sequencing. Mach.
Des. 9(4), 123–132 (2017)

6. Petrović, M.: Artificial intelligence in intelligent process planning. Ph.D. thesis, University
of Belgrade, Mechanical Faculty (2016)

7. Rothlauf, F.: Optimization problems. In: Design of Modern Heuristics. Springer, Heidelberg
(2011)

8. Yang, X.-S.: Engineering Optimization: An Introduction with Metaheuristics Applications.
Wiley, Hoboken (2010)

9. Talbi, E.G.: Metaheuristics: From Design to Implementation. Wiley, Hoboken (2009)
10. Mirjalili, S.: Grey wolf optimizer. Adv. Eng. Softw. 69, 46–61 (2014)
11. Mirjalili, S.: The whale optimization algorithm. Adv. Eng. Sofw. 95, 51–67 (2016)
12. Askarzadeh, A.: A novel metaheuristic method for solving constrained engineering

optimization problems: crow search algorithm. Comput. Struct. 169, 1–12 (2016)
13. Dou, J., Li, J., Su, C.: A discrete particle swarm optimisation for operation sequencing in

CAPP. Int. J. Prod. Res. 56(11), 3795–3814 (2018)
14. Hu, Q., Qiao, L., Peng, G.: An ant colony approach to operation sequencing optimization in

process planning. J. Eng. Manuf. 231(3), 470–489 (2015)
15. Su, Y., Chu, X., Chen, D., Sun, X.: A genetic algorithm for operation sequencing in CAPP

using edge selection based encoding strategy. J. Intell. Manuf. 29, 313–332 (2015)
16. Milošević, M., Lukić, D., Đurđev, M., Vukman, J., Antić, A.: Genetic algorithms in

integrated process planning and scheduling – a state of the art review. Proc. Manuf. Syst.
11(2), 83–88 (2016)

17. Lian, K., Zhang, C., Shao, X.: Optimization of process planning with various flexibilities
using an imperialist competitive algorithm. Int. J. Adv. Manuf. Technol. 59, 815–828 (2011)

18. Lv, S., Qiao, L.: A cross-entropy-based approach for the optimization of flexible process
planning. Int. J. Adv. Manuf. Technol. 68, 2099–2110 (2013)

19. Huang, W., Hu, Y., Cai, L.: An effective hybrid graph and genetic algorithm approach to
process planning optimization for prismatic parts. Int. J. Adv. Manuf. Technol. 62(9), 1219–
1232 (2011)

214 M. Milošević et al.



Model-Based Manufacturing System
Supported by Virtual Technologies

in an Industry 4.0 Context

Vesna Mandic(&)

Faculty of Engineering Sciences, University of Kragujevac,
Kragujevac, Serbia

mandic@kg.ac.rs

Abstract. Industry 4.0 concept of the new industrial revolution is based on the
application of front-end and base technologies for producing digital solutions.
Converging Smart Manufacturing and Smart Products with Big Data and
Analytics plays a central role in implementing the I4.0 concept in today’s
industry. This paper presents the virtual components of the proposed Model-
based Manufacturing System and their role in the I4.0 context. Two different
industrial cases demonstrate the application and benefits of the MBM approach,
which integrates virtual and rapid technologies for the design, analysis and
validation of a product and its fabrication processes of sheet metal forming and
forging.

Keywords: Model-based manufacturing � Industry 4.0 � Virtual
manufacturing � Additive manufacturing � Virtual reality � Metal forming

1 Introduction

It is well known how challenging in the industry is to set up a new factory or product,
in terms of time, material and human resources. If the whole process is carried out in
traditional way, with numerous trial and error attempts in real production and by using
production resources, then such approach is not competitive in today’s increasingly
demanding market. Namely, the I4.0 concept enables companies to adopt and put into
practice the implementation of new approaches and techniques for digitalization, cloud
computing, the Internet of Things and big data, in order to gain a competitive
advantage [1]. New techniques are used to generate virtual and digitized environments
to simulate real processes and systems, at all stages of development factory, product,
production technology, even virtual quality control and behavioral prediction in real
conditions, as well as in other stages of product life cycle. Only after validation of the
virtual model it is possible to pilot verified solutions in physical production systems,
which are also supported by software for fine-tuning and monitoring. Some examples
available in the literature show that it is possible to set up an automotive part pro-
duction unit in three days, instead of three months as it used to be, through 3D
visualization of virtual plant, processes and interaction of workers and machines [2].
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In the future, the fourth industrial revolution, as a result of the introduction of the
Internet of Things and Services into manufacturing, will establish global networks with
shared production facilities and resources (Cyber-Physical Systems), which will con-
sequently have significant improvements in industrial production, material use, supply
chains and improved lives cycle management [3].

Industry 4.0 is conditioned by innovative technological advancements in the areas
as listed below. For all of them digitization is common across the entire industrial
environment and business activities, starting with business models, products and ser-
vices, production systems, machines and workers [4, 5]:

1. ICT technology - for digitalization of information at all stages of the product life
cycle, both within the company and beyond its facilities.

2. Cyber-physical systems - for monitoring and controlling physical processes and
systems, including embedded sensors, robots and additive manufacturing devices
[6, 7]

3. Network communications - for internal and external connection of machines,
products, systems and people, via internet technology

4. Simulation, modeling and virtualization - for virtual and rapid development of
product and manufacturing process, including virtual and augmented reality support
for designers and workers

5. Collection of data, analysis and exploitation - for collecting production data and
applying techniques for big data analysis.

Despite the fact that Industry 4.0 is considered to be new industry revolution,
initiated in the year of 2011, where above mentioned emerging technologies are
converging to produce digital solutions, there is still a lack of understanding of how
companies should approach their comprehensive adaptation and application in the
industry. In order to better understand the adaptation of I4.0 in companies, Frank et al.
[8] proposed a conceptual framework for I4.0 within which all technologies are divided
into front-end and base technologies. The first group includes technologies that are
classified into four pillars: Smart Manufacturing, Smart Products, Smart Supply Chain
and Smart Working. The second group is comprised of base technologies containing
four elements: Internet of Things, Cloud Services, Big Data and Analytics. A study
conducted in a sample of 92 companies found that the implementation of base tech-
nologies, especially Big Data and Analytics, is at a very low level, which is a future
challenge for companies. It has also shown that Smart Manufacturing plays a central
role in the implementation of the I4.0 concept in the industry and is highly integrated
with Smart Products technologies.

The term digital twin is often used in the literature for an integrative approach that
encompasses the physical product or process, the virtual product or process, and the
associated data that link the physical and virtual worlds in the industry [9]. It is applied
in all stages of the product life cycle, conceptual and detailed product design, design of
production technologies, but also in the control itself. Future research should define the
holistic approach of using digital twins in the entire process of product development
and production, including the problem of standardization and efficient information
flow.
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A significant limiting factor in the implementation of the I4.0 concept for com-
panies is the volume of information and data obtained in a cyber-physical system,
especially through the application of simulations, modeling and data acquisition from
manufacturing. Without a sophisticated approach to data analysis and software-assisted
decision-making in the system, one can hardly feel the direct benefits of the I4.0
concept for the company. Therefore, research is focused on the development of
Decision Support System based on CPS simulation and optimization [10].

The paper presents the results of applied research of the I4.0 concept carried out in
specific industrial cases, which relate to simulations and modelling of production
processes, so-called virtual manufacturing, additive manufacturing of products and
tools, as well as advanced 3D visualization techniques through the use of systems and
software for virtual reality. Their integrative application in rapid product development,
validation of the recommended production processes for its manufacturing, optimiza-
tion of influential process parameters on production outputs, visualization of the design
solution is also shown through certain case studies.

2 Virtual Technologies in Model-Based Manufacturing
System

Virtual technologies represent a whole set of interconnected engineering technologies
for product and process design and are based on the digitization of real objects and the
simulation of industrial processes with the acquisition of production data for the setting
of input parameters for system modeling [11]. Figure 1 shows the components of a
digital model-based manufacturing system for integrated product and process devel-
opment. Digital model is centrally positioned with all associated information on pro-
duct and tool design, technological processes, quality control requirements, production,
assembly, maintenance conditions, which are generated in the product lifecycle [12].

Reverse engineering (RE), CAD/CAM/CAE (Computer Aided Design/
Manufacturing/Engineering), Rapid Prototyping and Tooling (RP/RT), Virtual Manu-
facturing (VM), Virtual Reality (VR) have been identified as enabling technologies,
whose integration within I4.0 context will create the environment where companies
will be able to become more innovative and competitive.

Model-based manufacturing (MBM) implies technological merging of CAD/CAM/
CAE, as VP&M (Virtual Prototyping and Manufacturing) methods, with RP/RT/RM as
PP&M (Physical Prototyping and Manufacturing) methods. Virtual and rapid proto-
types obtained in this way can be used for testing the functionality of product or
assembly and different concepts in the early stage of design without expensive and
long-term trial-and-error attempts in traditional design and production. It creates not
only the model of a product/tool, but also the virtual simulation model of production
processes in computer environment, known as virtual manufacturing (VM) approach.
Based on nonlinear finite element analysis, it enables optimization of key factors of
production which directly influence profitability, as an efficient way to test “what if”
scenarios, to validate different concepts and optimize related parameters for shop floor.
In brief, a capability to “manufacture in the computer” is so powerful tool which
reduces the errors to the minimum, cuts the costs and shortens the time of product/tool
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design, as all modifications are made before the actual manufacturing process. Based
on the digital model of a product or tool, it is possible, using specialized CAM soft-
ware, to obtain an optimal fabrication strategy for CNC machines and to automatically
generate NC code for tool movement.

CAD and FEM/FVM models, which are basically digital models, can be obtained
in physical form using rapid prototyping technologies and equipment. Modern additive
manufacturing systems allow for rapid tooling approaches for production tools and
dies. In addition to creating CAD models, 3D model of a product/tool can be also
rapidly generated in digital form using reverse engineering, after that remodeled and
exported to one of the systems for rapid prototyping/tooling, lately more and more
known as Additive Manufacturing.

Model-based manufacturing approach also uses virtual reality (VR) as advanced
technology for 3D presentation of model structure, composition and behavior as if it
was physically manufactured. VR holds great potential in different engineering
applications, such as product design, modelling, shop floor controls, process simula-
tion, manufacturing planning, training, testing and verification thereby preventing
mistakes of physical try-outs.

Fig. 1. Virtual technologies and their interconnections [12]
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Thanks to the Internet of Things, nowadays it is possible to connect remote teams
and companies in a collaborative environment in order to share models and analyze
design solutions. All data regarding products, tools and associated manufacturing
processes are thus made available in digital form, which can be used for further quality
control in the production process, as well as for product life cycle modifications and
improvements. If digital models are presented in a 3D environment through equipment
and software for Virtual and Augmented Reality, such resources will provide a better
understanding of the design solution and of the entire system, for all development
professionals, engineers, designers, marketers, managers. It also provides easy main-
tenance and necessary training when digital resources are embedded in an augmented
reality application.

3 The Role of Virtual Technologies in an I4.0 Context

3.1 Additive Manufacturing

Although the I4.0 concept is based on ICT technologies and digital models, Additive
Manufacturing (AM), widely known as 3D printing or Rapid Prototyping, is considered
to be a vital component that connects virtual environments with physical one. It
combines quality and efficient production of customized products with sophisticated
shapes and new materials, which are difficult to produce with traditional production. It
enables an analysis of the product functionality within the assembly, checking of
design solution, ergonomic and other functional testing. Its application exhibited
reduction of the lead time for about 60% with respect to the traditional way. Currently,
more industrial sectors (automotive, aerospace, biomedical, manufacturing, agriculture,
healthcare, etc.) are adopting AM, incorporating greater flexibility and individualiza-
tion of manufacturing processes, and connecting all processes by IoT [13–15].

An interesting multidisciplinary use case is a combination of electronics and
mechanics in designing and rapid manufacturing of sensors and embedded electronics
for humanoid robots. Flexible sensors for robots fingers can be designed and fabricated
using AM in electronics as well as efficient motors (smaller, simpler, etc.) for achieving
more natural robots behavior, for example face mimics [16].

Trends in the development of AM, from the aspect of the I4.0, relate to the
development and application of new smart materials, then devices that would produce
functional parts, even assemblies/machines, in a single step of fabrication. The third
direction of development is related to the design issues limiting the AM process [17].

The choice of AM strategy, which includes parameters such as beam diameter and
current, preheat temperature, is critical for the evolution of the microstructure. Pre-
dicting deviations in the process of cooling or post-processing and residual stresses
using FEM simulations is a significant support for designers and AM operators [18].
The modeling of the AM process is not only a challenge to evaluate the final material
properties and quality of the model, but also provides a basis for improving the pro-
duction process. FEM simulations are very complex with multi-scale and multi-physics
endeavor and parameter interaction in complex algorithms [19, 20].
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3.2 Virtual Manufacturing

Virtual Manufacturing (VM) is a software-supported system for modelling, simulation
and optimization of production processes used in product manufacturing. It generates
the same information on the production environment and conditions that can be
observed in a real manufacturing system. It enables the reduction of costs and time of
product development, early evaluation of product alternatives and its fabrication
operations, as well as producibility and affordability, in integrative simultaneous
modelling and design of products, processes and resources. Virtual Manufacturing is,
in a word, “production in a computer” [21–23].

Process modelling is based on nonlinear FEM (Finite Element Method) or FVM
(Final Volume Method) analysis and simulation of all the processes in manufacturing
technology of a certain product. Technology simulation makes possible for companies
to optimize key factors which directly affect the profitability, like formability, final
form and accuracy, level of residual stresses, reliability in exploitation, etc. [24].

Since virtual models of production processes, obtained through virtual manufac-
turing concept, are very flexible, they allow us to examine the impact of design
changes, both product and tools geometry, as well as process parameters, on product
quality and production costs. This way, it is possible to perform sensitivity analysis
relatively quickly under the conditions of parallel numerical processing, and to identify
the areas of the optimized design solution. Moreover, it is possible to predict failure and
occurrence of defects in the product, optimal use of production equipment and tools,
assessment of tool wear and its life, as well as fracture prevention. The optimal choice
of relevant production parameters has positive consequences for reducing time-to-
market, production costs, materials and tools, as well as increasing the final quality of
the product [21].

Virtual Manufacturing is not only a tool for numerical simulation and optimization
of production processes, but also a tool to support the PLM (Product Lifecycle Man-
agement) system, for making the right decisions by company management in the early
stages of product development [25, 26]. The high complexity of models and analysis,
which basically has many different types of data, can lead to problems in the flow of
digital information and data. The PDM (Product Data Management) system offers a
solution for reliable storage and monitoring of data, so that the right information and
data are available in a timely manner and in the right location. Electronic data must be
available in different formats, in order to be easily transmitted between subsystems of
MBM systems, through appropriate interfaces (Fig. 1).

All this leads to the accumulation of a large amount of data which is not suitable for
analysis and decision making. Therefore, recent researches in I4.0 are concerned with a
structured and systematic reduction of data gathered during production processes.
Systems for the automatic control and integrated consideration of communication in the
MBM system with a networked components are being developed [27, 28].

3.3 Virtual and Augmented Reality

Virtual Reality (VR) can be defined as a simulation within which computer graphics are
applied to create a realistic-looking world, where the synthetic world is not static but
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responds in a certain way to user response and modifies in the real-time environment.
There is a great need for reality in presentation within a wide range of fields, from
education, art, medicine, to virtual production [11, 29].

The implementation of the immersive environment in I4.0 is realized in three ways:
Virtual Reality (VR), Augmented Reality (AR) and Mixed Reality (MR) [30]. AR can
be defined as a computer graphics technique where virtual symbols are superimposed
on a real image of the external world [31]. The application of these systems in the
industry is especially useful for assembly and maintenance processes, when training
and instructions for workers are prepared mainly in the AR technique. For this purpose,
expensive VR systems do not need to be used, but for example see-through glasses
equipped with camera and small projectors on lenses, or mobile devices like tablets or
smartphones. Immersive interfaces and workers’ experience are combined to achieve
better and more efficient procedures than in the conventional approach.

4 Industrial Application Cases

4.1 MBM Application in Sheet Metal Forming Process

The main objective of the presented case study is to apply an integrated approach to the
arbitrarily selected product or product component in the application of multiple virtual
technologies in the re-engineering of technological processes in sheet metal forming
processes and verification of the proposed tool design. The sheet metal handle, used in
the manufacture of different types of cookware, is obtained by processes of blanking,
punching, deep drawing and bending of sheet metal. The last bending and closing
operation of the handle may be unstable, depending on the workpiece shape in the
previous deep drawing/bending operation, and further conditioned by sheet anisotropy.

If the technology development and the tool design are based only on the designer’s
experience, having numerous physical prototypes of tools and try-outs is inevitable.
Virtual product development and optimization of technological processes by virtual
manufacturing significantly reduce development time and costs. In established MBM
environment based on digital models of the handle and tools, designers can propose
and validate several alternatives for product and tools design.

As it is presented in Fig. 2, the applied integrated MBM approach comprised the
following technologies [11, 12]:

• Reverse Engineering, for scanning of blank shape and free surfaces of handle, using
the multi-sensor coordinate measurement machine WERTH VideoCheck IP 250,
which is equipped with three sensors: optical, laser and fiber contact sensor,

• CAD modelling for generating 2D model of sheet blank and 3D models of the
handle and tools, based on RE data and created tools for recommended production
technology

• Virtual Manufacturing for FEM simulation and verification of proposed technology
and tool design by using Simufact.forming software

• Rapid Prototyping for physical verification of obtained digital FE model of handle
as VM result, by application of the PolyJet technology and the 3D printer ALARIS
30
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• Quality control for comparison between real metallic part and RP model of the
handle obtained by FEM simulation, using CMM WERTH and its optical and laser
sensors, and

• Virtual Reality for 3D visualization of virtual models in MBM system, as well as for
interaction with virtual models; for this purpose VR application was developed by
use of the following software and hardware components: Wizard VR Toolkit
program, 5DT Data Glove, Wintracker, magnetic 6DOF tracking device.

Advantages and possibilities of the MBM approach were demonstrated through the
presented industrial case, by applying the CAD/CAM/CAE, VM, RP/RM and VR
techniques. It was shown that engineering design and development can be very suc-
cessfully realized, with respect to quality, costs and time savings, by application of the
virtual/rapid prototyping/manufacturing technologies.

Fig. 2. Integrated MBM approach in sheet metal forming industrial case [12]
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4.2 MBM Application in Forging Process of the Artificial Hip Stem

Similar industrial case is the development of customized implant of artificial hip, with
wide application areas in medicine [32]. The reverse engineering technologies as
computed tomography (CT) and magnetic resonance imaging (MRI) have evolved over
the years as a beneficial tool in medical diagnostics. Both mentioned scanners generate
a certain number of 2D cross-sections (slices) of tissues. There were several proposed
techniques to reconstruct 3D objects from 2D DICOM sliced images. By this approach
it can be obtained customized shape and dimensions of artificial hip, that is its stem,
and it could be generated customized CAD model of hip and its stem.

As it is shown in Fig. 3, CAD model of stem is base for forging technology
optimization through numerical simulations (VM) and testing of tool design. After
verification of proposed technology, CAM modelling is applied for NC code devel-
opment for CNC machining of tool components. RP model is used to test prosthesis
assembly, and finally coordinate metrology on multi-sensor CMM for certification
requirements. The whole cycle in product development, from idea to certified product,
that is implant, is covered as total solution for industry application.

Fig. 3. Integrated MBM approach in design of customized implant and its fabrication processes
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By identification of geometrical properties of the hip stem applying reverse engi-
neering technology on CT or MGI devices (step 3), it was possible to develop its CAD
model using software CATIA and its modules Generative Shape Design and Part
Design (step 4). In step 5, the technology of forging a hip stem, of 2CrNiMo18143
alloy, was designed in two operations of preform and final forging. This was preceded
by the design of a CAD model of stem forging.

The FVM simulation of both forging operations was implemented in Simufact.-
forming software, to validate the tool design and proposed technology, especially the
preform shape. After validation of the design solution, a CAM strategy for CNC
machining of tools was prepared.

In addition to the VM validation results of the technology, the virtual forged model
obtained by FVM simulation was exported as an STL model and additionally printed
using PolyJet technology on a 3D ALARIS printer. For the final measurement and
verification of dimensions, a multi-sensor CMM WERTH machine was used, espe-
cially its optical and laser sensors.

The presented case confirms the benefits of implementing an integrative BMB
approach for the development of medical products tailored to the target patient.

5 Conclusions

The paper deals with a set of virtual technologies, whose integration provides the MBM
environment for modeling, simulation and analysis of product and its fabrication
processes, with the provision of software support for managing product data throughout
the life cycle. It enables easy transfer of data from different system components, from
design to analysis and verification, and provides a good foundation for virtual engi-
neering approach based on the application of base technologies that are integral part of
the I4.0 concept. The MBM environment provides designers and engineers with
visualization of products and manufacturing processes and a better understanding of
them, leading to quality improvements, shortening the time to market, providing the
right design solution without the need for a costly redesign later.

Through the presented case studies, MBM approaches for two industrial examples
of different products and technologies have been demonstrated.

The trend of future research is in the application of other physical and cyber
components of MBM system to evaluate their limitations and advantages, which should
be overcome by an integrative approach. Moreover, standardizing the interface and
data form for the exchange of information between different components of the MBM
system is a challenge for the future industrial applications of the proposed approach in
the I4.0 context.
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Abstract. The basic framework of the Industry 4.0 as an approach and phi-
losophy implies the introduction of new procedures and principles, as well as the
development and improvement of machine systems towards the introduction of
a high level of manufacturing digitalization. In order to meet the achievements
of Industry 4.0, very significant changes are also required in the design, mon-
itoring and maintenance phases of machinery. Therefore, all the research and
advancements in the field of calculation and design of machine elements and
assemblies have to be observed within the paradigm of Industry 4.0. This paper
outlines the main research tasks and aims within the determination of basic
principles and methods for suiting and improving machine elements and systems
in the context of the requirements of the Industry 4.0. Also, the part of the paper
gives the description of the new improved methodology and systems for
monitoring the parameters of rolling bearings during their operation, which
would significantly contribute to the prediction of the possible failure of the
rolling bearings and lead to important savings. The developed methodology is a
sample for new trends in the context of the vision of Industry 4.0 machinery and
respects the requirements for safety, energy efficiency and reliability.

Keywords: Industry 4.0 �Machine Design � Safety � Efficiency � Ball bearings

1 Introduction

The interest of the experts and scientists about the developments and implementations
in the framework of the new industrialization, called Industry 4.0, has increased in
recent years. The Industry 4.0, as a term, philosophy, and in a general sense, as a set of
new and completely different approaches, has been gaining more and more support
from year to year and is becoming a dominant trend. The most adequate terms asso-
ciates with Industry 4.0 indisputably are: Digitalization, Factories of the Future,
Computer Systems and Smart Machinery. But the scope of the new paradigm, referred
to as Industry 4.0 or the fourth industrial revolution, is certainly much broader and
enters all the pores of modern engineering, even everyday life, [1, 2]. In this context,
we must not dismiss the security and economic aspects, for which in the coming period
are expected to bear the greatest benefits of the new industrialization achievements.
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IT engineers, electronics and manufacturing engineers were already recognized
their roles and involvements in Industry 4.0 trends and in the development of the
Factories of the Future (FoF). The development of computer systems, as well as of the
mathematical methods which follow the development of high-performance systems for
data transfer, data processing, decision support and optimization, has contributed to the
creation of new opportunities in all areas of manufacturing and industry and has in
some ways led to the appearance of a new approach called Industry 4.0 [3]. The
development of electronic devices and new materials are also research areas whose
major advances in recent decades have laid the basis for new industrialization. All these
aspects have already been discussed and published, and in this paper we can appoint
them as a starting point for considering the development and research in Machine
Design within Industry 4.0.

2 Machine Design Within Industry 4.0 Framework

The introduction of Industry 4.0 in Machine Design and vice versa can and must be
discussed in interaction, comprehensively, in detail, but in same time critically. All
research in this area must be considered within the framework of methods and
objectives that will contribute to the improvement of safety, reliability, energy effi-
ciency and environmental protection. A representation of the implementation and the
impact of Industry 4.0 on Machinery and Machine Design are shown on Fig. 1.

Also, for defining the research goals of the Industry 4.0 framework in Machine
Design, the impact of the expected improvements on generally defined economic goals,
energy savings, sustainable development and the environment, as well as on education
and social peace must not be excluded. The advancement of industry development and
the introduction of a high level of digitalization and robotization in manufacturing
facilities and other manufacturing activities can have a very critical effect on reducing
the general level of employment and the appearance of a lack of adequately educated
staff. Therefore, in line with the development of industry within the paradigm of
Industry 4.0, intensive attention must be paid to adequate education, changes in edu-
cational programs, as well as additional education of working-age human resources,
and human-machine-human interaction in general [4]. Another aspect that should not
be forgotten is the ethical, social and national codes, which must protect the privacy
and emotional status of people, [5]. Therefore, as an inevitable part of development,
great attention is paid to all forms of electronic data protection, and major research in
cybersecurity.

The issue of applying Industry 4.0 and all its undeniable benefits to raising stan-
dards in human lives and significantly increasing profits, leads to the conclusion that
every step in the implementation of Industry 4.0 must be detail viewed, and that
different experts besides engineers must be involved, such as economists, psycholo-
gists, teachers and others.

In this paper, the main focus is on defining possible directions for the application of
Industry 4.0 in the field of Machine Design. However, the authors have tried to define
their research in the context of all above discussed observations and conclusions.
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Particular attention in this context deserves standardization: developing, harmonizing
and implementing new technical standards and national legislation that will accompany
the development of Smart Devices, Smart Machinery and Smart Factories, [3].

The machinery safety requirements, which are already subject of special attention for
more than a decade, should also be mentioned. The holders of the mandatory safety
rules, which have been incorporated into a large number of national regulations, have
noticed in recent years the need to amend the current Directive on machinery (Directive
2006/42/EC of the European Parliament and of the Council of 17 May 2006) in the
context of an Industry 4.0 perspective. The amending the Directive on machinery by the
TC199 Machine Safety Technical Committee within the ISO (the International Orga-
nization for Standardization) is underway. Also, Technical Comity TC199 is working to
adopt new standards of critical importance for safety in Industry 4.0 [6], such as ISO/DIS
21260 “Safety of machinery - Mechanical safety data for physical contacts between
moving machinery or moving parts of machinery and persons” [7], which is adopted in
collaboration with ISO/TC299 (Robotics) and which specifies limits for physical con-
tacts between the machine or parts of the machine and humans that are caused by the
movement of the machine as part of its intended use or foreseeable misuse. Technical
Comity ISO/TC199 has also issued Technical report IS/TR 22100-4 “Safety of
machinery - Relationship with ISO 12100. Part 4: Guidance to machinery manufacturers
for consideration of related IT security (cyber security) aspects” [8], which consists of
two main parts: one that analyzes the roll of IT Security for Machinery Safety, while the
other is the practical guidance for considering IT security aspects by manufacturers.

The basic requirements and standards related with the European Framework
Directive on Safety and Health at Work (Directive 89/391 EEC) must also be con-
sidered within the possible implications of the application of Industry 4.0 to occupa-
tional safety and health, [9].

Fig. 1. Machine Design within Industry 4.0 framework.
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2.1 Requirements for Digitalization in Machine Design

Considering the interaction of R&D in Machinery and Machine Design with the current
tendencies of Industry 4.0, it is clear that adapting all disciplines and research fields to
the new digitalization goals is inevitable. As a high degree of such development is
already achieved practically only in the field of CAD/FEA systems for design and
calculation of machine elements and systems, and CAM (Computer Added Manu-
facturing) systems, it is necessary to first identify all the requirements that Machine
Design must fulfill in terms of customization to Industry 4.0 principles in the next
period. The algorithm shown on Fig. 2 identifies some of the basic requirements that
need to be the subject of special attention in accordance with the specified goal.

Fig. 2. Requirements for digitalization in Machine Design.

230 R. M. Mitrović et al.



2.2 Benefits of Digitalization in Machine Design

Comparable to defining the requirements in front of the Machine Design experts, the
benefits that can be count on in this area by introducing the benefits of digitalization,
smart sensors, data transfer, data processing, and other Industry 4.0 capabilities can be
identified. An overview of the basic benefits in this area is shown by the algorithm
given on Fig. 3.

The algorithms shown on Fig. 2 and Fig. 3 can serve as guidelines for the devel-
opment of sub-disciplines within Machine Design and must be complemented and
discussed in further interactions. The existing of the undeniable expected benefits of
implementing the capabilities of Industry 4.0, but also the need for great commitment

Fig. 3. Digitalization benefits in Machine Design.
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and new multidisciplinary research by scientists and experts in the discussed field stem
from the analysis of the presented algorithms.

3 Rolling Bearings Monitoring and Damage Prediction
Within Industry 4.0 Framework – The New Methodology

Following the above postulates, results and observations, it is clear that significant
improvements and savings can be achieved in many areas and stages of the operation
life of machine elements: design, manufacturing, operation and maintenance. It is
indisputable that the specific benefits at the same time in terms of efficiency, economy
and safety can be expected through the development of new systems for monitoring the
condition of machine elements and systems and their timely maintenance or replace-
ment, [10].

This part of the paper defines and describes the new developed methodology and
the system for monitoring the parameters of the rolling-element bearings during their
operation, which would significantly contribute to the prediction of possible rolling
bearing failure. This methodology uses devices, computer systems and methods that
follow the development of Industry 4.0 principles. The proposed methodology is
shown by the algorithm on Fig. 4 and contains the continuous monitoring of the
operating parameters of the rolling bearings as an integral part of the responsible
assembly or structure, and continuous processing of measurement data into a system
that would be developed in order to decide about the rolling bearing’s capacity in the
condition of possible occurrence of damage at the raceways and the requirement for the
load reduction or bearing replacement.

The basic steps of this methodology are briefly described below:

• Basic design of rolling-element bearing
• Finite Element Analysis of rolling-element bearing
• Manufacturing and assembly of rolling-element bearing
• Mathematical prediction for Dynamic behavior of rolling-element bearing
• Sensor monitoring of rolling-element bearing
• Decision Support System
• Maintenance action

3.1 Basic Design of Rolling-Element Bearing

Figure 5 shows the step (phase) of rolling bearing design with all the influencing
factors. In addition to existing standards for calculations and applicable national leg-
islative, a design in according with the Industry 4.0 must focus on the application of
new materials, more precise systems for parts manufacturing and finishing, and
therefore more accurate considering of measures and tolerances. The trends in the
bearings design are thus directed towards the savings and optimization of all param-
eters of the rolling bearings, from the choice of type, dimensions, operating charac-
teristics, considering the necessary safety conditions and adapting to new computer-
monitored manufacturing systems and proactive maintenance systems. Therefore, the
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necessary changes in the shape of the bearing elements for the purpose of simple and
precise automatic manipulation during assembling and replacement, as well as for the
installation of sensors and other measuring devices for monitoring the parameters must
be foreseen in the earliest design stages of rolling bearings.

3.2 Finite Element Analysis of Rolling-Element Bearing

An indispensable part of all modern calculations and systems for ensuring the relia-
bility, efficiency and safety of machine elements and systems in recent decades has
been the calculation and analysis by the finite element method. This phase shown on

Fig. 4. Methodology for damage prediction on rolling-element bearing
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Fig. 6 is also an important part of the methodology developed and described. In this
case, the FEA (Finite Element Analysis) plays a multiple role. First, as a recognized
method, it is the verified approach to control the load capacity of the selected rolling
bearing type and dimensions for specific operating purposes. Also, as can be seen from
the diagram shown on Fig. 4, the CAD model of the rolling bearing from this phase of
the methodology can be successfully used in the next design phase. However, the FEA
has also a important role in this methodology in calculating the stress and deformation
state of the rolling bearings in case of varying the load conditions, and taking into
account the possible damages at the raceways and rolling elements. High-precision
geometry modeling and contact FEAs at this stage guarantee the very accurate results
obtained [11, 12], required in the next steps of the methodology. A series of these
results is the starting point in the phase of mathematical modeling of the rolling bearing
dynamic behavior.

Fig. 5. Basic design of rolling-element bearing

Fig. 6. Finite Element Analysis of rolling-element bearing

234 R. M. Mitrović et al.



3.3 Manufacturing and Assembly of Rolling-Element Bearing

The previously described rolling bearing design and modeling phases follow the future
of manufacturing brought by Industry 4.0 and have to be complementary with
CAD/CAM/CAE systems and the complete digitalization of rolling bearing manu-
facturing and assembling. CAD (Computer Added Design)/CAM (Computer Added
Manufacturing)/CAE (Computer Added Engineering) systems are high-level integrated
computer and digital systems, which have been developed and applied decades ago.
The development of these systems can be considered as one of the basic preconditions
and precursors to the complete digitalization that Industry 4.0 has been aspiring for in
recent years. Without these systems and adequate engineering education for developing
and using the advantages of the Industry 4.0 would be unthinkable. Therefore, it is not
unusual that the engineers and experts for these systems were among the first to be
involved in the realization of the goals of the Industry 4.0 and in the development of
Smart Manufacturing and Smart Factories. Accompanied by decades of development of
robots and robotic systems in the industry, these systems are the basis for the manu-
facturing and assembling of all machine elements, as well as of the rolling bearings,
which is shown in the developed methodology by a special phase (step), given on
Fig. 7.

3.4 Mathematical Prediction for Dynamic Behavior of Rolling-Element
Bearing

A special contribution of the developed methodology is given by the phase of math-
ematical modeling of the dynamic behavior of the rolling bearings, Fig. 8, which is
detail described in the previous works of the authors [11–15]. This phase involves the
development of a program for mathematical calculation (prediction) of vibrations under
given operating conditions and for the cases when the damage exists at raceways of

Fig. 7. Manufacturing and assembly of rolling-element bearing
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inner and/or outer bearing ring and/or rolling elements. Also, the introduction of a new
impact factor, its definition and calculation are provided. The data obtained in this step
represents the input to the final phase (step) - decision making about the required action
in the framework of the predictive maintenance.

3.5 Sensor Monitoring of Rolling-Element Bearing

The step of permanent sensor monitoring implies the use of highly sensitive vibration
sensors fully digital and remotely monitored within the proactive maintenance system,
which is one of the basic elements of Smart Machinery, [10]. The use of specially
developed and customized computer programs provides conversion of the output
signals to variables suitable for comparison with the values obtained by mathematical
modeling in the methodology step previously described, Fig. 9.

Fig. 8. Mathematical prediction for dynamic behavior of rolling-element bearing

Fig. 9. Sensor monitoring of rolling-element bearing

236 R. M. Mitrović et al.



3.6 Decision Phase

The last but not least important or simpler step in the developed methodology is to decide
on the maintenance action to be taken in order to achieve a high level of safety and
savings. This phase involves developing a Decision Support System (DSS) that will
contain all the necessary expertise and adapt to the new developments of Machine
learning, as one of the most important disciplines of contemporary Artificial Intelligence.

4 Conclusions

The research results presented in this paper clearly indicate that the intensive research
and improvements in the field of calculation and design of machine elements and
systems are necessary. Thus, this area of mechanical engineering, considered closed for
significant shifts and achievements for decades, is opening up as a new research field
with great potential, above all in terms of economic savings, reliability and safety. In
this paper the basics of the necessary directions for the development of machine
elements and systems in order to their adaptation to the main principles of the Industry
4.0 are defined. An overview of the potential benefits of applying Industry 4.0 in this
area has also been research and given. Definitely, the identification of more benefits can
be expected in the future.

Developing a system of proactive and predictive maintenance has been recognized
as one of the major contributing disciplines in next years. A proposal for a method-
ology and system for monitoring the parameters of the rolling bearings during their
operation, which would significantly contribute to the prediction of possible rolling
bearing failure, was developed and presented in the paper. It should be emphasized that
the proposed methodology defined continuous monitoring of the condition of the
rolling bearings, primarily as an integral part of the responsible assembly or structure,
and continuous processing of measurement data into a system that would be developed
in order to decide on the condition of the rolling bearings in the event of possible
occurrence of damage at raceways or rolling elements, and the requirements for
reduction the load or bearing replacement. Benefits of such a developed system can be
expected in terms of safety, cost reductions due to the failure of large and significant
machines and plants, or a longer out of work of the operation due to replacement of
failed parts. The proposed methodology is based on the application of state-of-the-art
computer systems as well as digital manufacturing and maintenance processes. In the
view of the expected increasing development of these areas, its implementation and
improvement can be expected, too.
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Abstract. Amidst the globalization of markets and within the framework of the
fourth industrial revolution - Industry 4.0, domestic enterprises face challenges
when it comes to business and market performance. Domestic enterprises lack
necessary productivity and product quality in order to compete on the global
market. In this paper cloud computing solutions in various industries are ana-
lyzed. The goal is to develop a cloud computing model for improving the
competitive ability of domestic enterprises. The model integrates several cloud-
based solutions and takes into consideration the business metrics of domestic
enterprises. Furthermore, future trends in cloud computing advances and its
application are discussed. The paper also presents suggestions and guidelines for
improving competitiveness of domestic enterprises through the application of
cloud computing solutions. The results of this study significantly contribute to
the existing body of literature and provide a solid basis for future research in the
domain of cloud computing application in industries in developing countries.

Keywords: Domestic enterprises � Cloud computing � Industry 4.0 �
Competitiveness � Model

1 Introduction

The globalization of markets has put a tremendous pressure on enterprises when it
comes to achieving and maintaining a competitive position on the international market.
The negative effects of globalization on the business performance of enterprises are
even more noticeable in Serbia, where the lack of modern equipment, low productivity,
and low product quality additionally contribute to poor competitive ability of domestic
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enterprises. In order to increase their competitive ability, domestic enterprises, and
enterprises overall, have to develop new, high quality products which will satisfy the
needs and wishes of customers. In addition to the pressure put on by the globalized
markets, enterprises have to transform, adapt and to conduct business within the
frameworks of the fourth industrial revolution - Industry 4.0 (Popkova et al. 2019).
Some of the main technologies which characterize Industry 4.0 are Radio Frequency
Identification (RFID); social product development cyber-security; 3D printing; cloud
computing and its industrial applications (cloud manufacturing, cloud logistics);
Internet of Things (IoT); Internet of Value (IoV); advanced robotics; wireless sensors;
and other advanced technologies (Lu and Xu 2019). This paper focuses on cloud
computing applications for increasing competitive ability of enterprises. Cloud com-
puting can be viewed as an integrated whole, on-demand network model, where
computing resources are shared. These resources are configurable and can take the form
of networks, mass storage, servers, applications and services. Cloud computing as a
model had, and still has, a tremendous impact on information-communication tech-
nologies (ICT), and it “cemented” its position as highly scalable, applicable and
adaptable technology in the domain of information technologies (IT). Cloud computing
has found its place in various industries in the form of cloud manufacturing, cloud
logistics, Internet of Things, cloud security and other business solutions (Zhou et al.
2018). Now, for example, the benefits of switching from traditional enterprise systems
to cloud enterprise systems depends on several factors such as compatibility, financial
support, industry pressure and support from vendors (Liu et al. 2017). It can be argued
that cloud computing and its implementation can positively affect business perfor-
mance, but also that the improvement depends on other business metrics as well.

In this paper the application of cloud computing technologies in achieving com-
petitiveness of domestic enterprises in Serbia is analyzed. The main goal is to develop a
theoretical model based on previous findings in the domain of cloud manufacturing,
cloud infrastructure, cloud logistics and other integrated cloud-based solutions. Based
on the developed model, suggestions and guidelines for improving the competitiveness
of domestic enterprises within the framework of Industry 4.0, are discussed. The whole
aim of the paper can be integrated into the following proposed hypothesis: H:
Implementing cloud computing-based solutions can increase the competitiveness of
domestic enterprises. Further, the testing process of the proposed hypothesis is guided
by the following research questions: What are the main issues of domestic enterprises
when it comes to international competitiveness? How and what type of cloud com-
puting solutions can be applied within various industries? How can cloud computing
affect the business performance of domestic enterprises?

The whole paper is consisted of four main sections (excluding the Introduction and
Conclusion sections). First, the paper addresses domestic enterprises and their lack of
competitive ability on the international market. Afterwards, a more detailed review of
cloud computing technology solutions are analyzed. Further, a model is developed and
potential trends in the domain of cloud computing advancement in Serbia are dis-
cussed. From here, suggestions and guidelines for improvement are presented. Finally,
conclusions are drawn and future research is suggested.
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2 Serbian Economy and the Competitiveness of Domestic
Enterprises

Globalization and Industry 4.0 are dictating newmarket paradigms. InSerbia, themajority
of SMEs lack adequate technologically advanced manufacturing equipment, productiv-
ity, product and service quality and ineffective use of knowledge and organizational
infrastructure (Ćoćkalo et al. 2019). The lack of productivity and quality in domestic
enterprises negatively affects their competitiveness on the international market. The low
quality, not innovative and not technologically enriched products, as well as, their selling
for a uncompetitive price can’t increase the competitive ability of domestic SMEs.
Therefore, domestic enterprises have to establish platforms (in this current paper the focus
is on cloud platforms) for R&D projects which will answer the demand from the glob-
alized market. Furthermore, current, foreign investments are labor-intensive, thus they
don’t majorly contribute to technological development (Ćoćkalo et al. 2019). Another
problem, may come from a more macro, government-level. Namely, while West Euro-
pean countries invest around 2% of their GDP into R&D (Radulescu et al. 2018), Serbia
invests only around 0.93% (World Bank Group 2019). Additionally, taken into consid-
eration that Serbia has a significantly lower overall GDP, it is evident that there is not
enough development and modern technology application. It is necessary to establish a
structured, long-term project which will enable, and motivate SMEs to implement and
applymodern technologieswith the goal to increase their competitiveness, thus increasing
the competitiveness on a national level as well. The lack of competitiveness on a national
level is also evident in the Competitiveness reports published by the World Economic
forum. The indicators used in the determination of the ranks were: Institutions, Infras-
tructure, ICT, Macroeconomic stability, Healthcare, Skills, Products market, Labor
market, Financial system, Market size, Business dynamics, and Innovation capability.
The data on competitiveness ranks are presented in Table 1.

Table 1. Competitiveness ranks of Serbia, its neighbors and developed EU countries.

2015 2016 2017 2018 2019

Serbia 84 90 78 65 72
Croatia 77 74 74 68 63
Slovenia 59 56 48 35 35
North Macedonia 60 68 / 84 82
Bosnia and Hercegovina 111 107 103 91 92
Montenegro 70 82 77 71 73
Romania 53 62 68 52 51
Bulgaria 54 50 49 51 49
Hungary 63 69 60 48 47
Albania 93 80 75 76 81
Austria 23 19 18 22 21
Germany 4 5 5 3 7
United Kingdom 10 7 8 8 9
France 22 21 22 17 15
Total number of countries evaluated that year 140 138 137 140 141

(Source: WEF reports from 2014 to 2019)
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Based on Table 1 it can be seen that in the last five years Serbia slowly achieved
slightly higher competitiveness rankings. However, among the presented countries,
only North Macedonia, Montenegro and Bosnia and Hercegovina have lower com-
petitiveness ranks. Overall, this indicates that there is potential, but also that there is a
lack of momentum, which further indicates that dramatic changes are necessary for a
stronger momentum in the right direction which is broad implementation of modern
ICT in SMEs, with the help of government incentives with the goal to achieve com-
petitiveness on the global market.

3 Cloud Computing Applications in Various Industries

Cloud computing technologies present a significant way of increased data sharing
across a company, within the framework of Industry 4.0. This data sharing can result in
with improved system performance in the form of increased flexibility, adaptability and
agility. In the same study it was noted that there are existing cloud-based manufac-
turing systems, however due to various parts of an enterprise (different modules,
subsystems, machines, tools, devices etc.). Some of the main advantages of cloud
computing include shared resources for applications, servers, and networks; higher
performance through bigger networks which allow higher processing capabilities;
reducing costs through pay-per-use business models where costs are linear to the
resources used; no need for maintenance as maintenance is carried out by the cloud-
service providers; massive scalability options and adaptable infrastructure; self-
regulating and self-organizing of resources; fast implementation measured in days,
sometimes just hours; large number of providers which leads to competition-driven
higher quality service; sustainability as cloud infrastructures don’t require massive data
centers, thus limiting the negative effects of excessive power consumption; virtual-
ization which enables separating different aspects of business from one another (lo-
gistics from manufacturing, packaging etc.); and the possibility to utilize Internet
technologies and applications (Radwan et al. 2017).

Further, lets analyze the various applications of cloud-based technologies in various
industries. One of the widely spread main cloud application is cloud manufacturing,
which can be viewed as a service oriented model which distributes manufacturing
resources with the goal to reduce costs and improve productivity. This approach can be
implemented in a way where the cloud platform can manage multiple manufacturing
task and procedures simultaneously (Liu et al. 2017). In the same research it was
pointed out that this type of approach to manufacturing task management is usually
supported by the logistics department. The cloud manufacturing architecture consists of
four main layers. These are the manufacturing resource layer (production facility,
design center, shipping facility, operational management center); virtual resource layer
(contains the cloud platform); service layer; and application layer which is accessed by
the user (Esposito et al. 2016).

Besides, managing manufacturing tasks, cloud manufacturing approaches may
integrate robotic applications with the goal to reduce labor costs and to increase pro-
ductivity. Within this, cloud robotic application approach, the communication routes
integrate the cloud database, robots and sensors, and human resource knowledge
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(Wang et al. 2017). Basically, this means that the human knowledge is communicated
on the cloud platform and a remote control is established with a specific manufacturing
robot (robotic hand, welding hand, stamping, laser engraving etc.). Now, the main
advantage of this approach is that the whole process is monitored and evaluated in real
time, thus timely optimization can occur. Information in the form of sound or image are
processed along with other raw data. So far, it is evident that cloud manufacturing
offers immensely more options when it comes to scalability, adaptability, and re-
configuration of manufacturing processes. Cloud manufacturing can be viewed as
advanced model of cloud-based solutions and it can integrate Internet of Things,
service-oriented technologies, and virtualization (Majstorovic and Mitrovic 2019).

Further, manufacturing task schedule management, and real-time manufacturing
tracking and optimization, cloud computing can also be applied in the process of
predictive maintenance. This process includes the measurements and metric data from
the production process. Collects them and processes them in order to timely detect
potential machine or equipment failure (Wang et al. 2015). Cloud computing platforms
are also suited for other types of maintenance, including corrective maintenance, and
preventive maintenance (predetermined and condition based) (Schmidt and Wang
2016). Some of the applied ICT are Supervisory Control and Data Acquisition
(SCADA), Condition monitoring (CM), Enterprise Resource Planning (ERP) and other
technologies (Schmidt and Wang 2016). It can be argued that, cloud manufacturing,
and cloud maintenance can integrate a large variety of tools and technologies, hence the
exact combination of these tools and applications depends on the type, size, and goals
of the enterprise. Also, cloud manufacturing platforms can be used as a collaboration
tool between SMEs in regards of different products and services (raw material, trans-
port, execution procedures, remote distance manufacturing etc.) (Zhou et al. 2018).

Another approach to improving manufacturing efficiency is through cloud logistics
and the integration of cloud manufacturing with RFID (Radio Frequency Identification)
and Internet of Things (IoT). This approach also includes Big Data analytics and is the
basis of IoT-based cloud manufacturing (Zhou et al. 2018). Improved logistics capa-
bility can be achieved through a logistics resource sharing network, or a logistics pro-
duct service system (LPSS). This type of system utilizes RFID in various stages of
product manufacturing as well as with production vehicles and robots. This way, an
“interaction” is maintained between the manufacturing equipment and semi-products or
finished products. Similarly to the previously reviewed cloud-based solutions, cloud
logistics is also “fueled” by information from various manufacturing stages and pro-
cesses. Additionally, cloud computing can be used for efficient and effective knowledge
management and intellectual capital allocation within an enterprise (Bakator et al. 2016).
This way intellectual capital-based innovations could be made in a timely manner, and
the overall intensity of new innovations could increase business performance.

It can be argued that cloud manufacturing is heavily based on information distri-
bution, and this information often contains sensitive business metric data, therefore
adequate cloud security has to be established. One of the main issues with cloud
manufacturing is the potential risk of breaching, retrieving and/or modifying sensitive
data. Therefore, there are several potential solutions for this issue of security such as
encryption (but still vulnerable of malicious attack from insiders); cryptographic keys
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(must be effectively managed), fast and timely identification of breaches (Esposito et al.
2016). In the majority (68,8%) of SMEs, managers rely on expert evaluation of security
threats to the cloud platform. However, this approach can significantly increase
managing costs, and may not be profitable for enterprises with low revenue streams.

Overall, cloud computing-based solutions can be implemented in various industries
(transport, healthcare, construction, education, telecommunication, computer, agricul-
ture and others). Some of the main types of services within cloud computing are storage
and backup solutions; enterprise resource planning systems; web-based e-mail services;
computer networks; customer relationship management; software developing and
testing tools; business intelligence and analytics; online service software; and similar
technological, cloud-based solutions (Radwan et al. 2017).

4 A Cloud-Computing Based Model for Improving
Competitiveness

The cloud computing-based model for improving the competitive ability of domestic
enterprises in Serbia relies on the existing findings in literature and practice. The model
is generic in nature as the goal is to be suitable for wide variety of enterprises in various
industries. During the development of the model, literature addressing cloud manu-
facturing application systems (CMASs) (Guo 2015); on-demand cloud manufacturing
service (Lu and Xu 2019); collaborative cloud manufacturing, resource selection in
distributed manufacturing (Wang et al. 2017); smart manufacturing systems (Zheng
et al. 2018), was taken into consideration, as well as the reviewed studies in the
previous section. The developed model is shown on Fig. 1.

Fig. 1. Cloud computing-based model for improving competitiveness.
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The model on Fig. 1 includes fourteen main elements and additional details
regarding each element are: Users - administrators, managers, employees, operators,
technicians. Through a device (desktop pc, smartphone, tablet device etc.) the end-user
accesses the User Interface Layer which graphically presents the options, data (inputs,
outputs), and configuration of the Cloud platform. From here, significant insight into the
manufacturing process, and all other business activities can be monitored and managed.
Firewall security - Authentication and access allowance to the UIL and Cloud platform.
The firewall can be in the form of software and hardware. Every input and output is
scanned through this “filter” in order to increase security and reduce the risk of data-
breach. Manufacturing - the manufacturing process which includes employees and
machines. Here, RFID could be used for some parts of a product, or finished product for
every machine, effectively collecting data on how many products were produced on
which machine, with quality control (QC) data and other important metrics. Distribu-
tion - product shipments, or resource shipment, truck route tracking are available within
the cloud platform. This allows the managers to effectively plan out distribution
schedules. Warehouse - similarly to the distribution and manufacturing processes,
within the warehouse, RFID can be used to track orders, delivered products and pending
for delivery products. User interface layer - the main layer where the end-users
(technicians, employees, managers etc.) access data and information within the cloud
platform Cloud platform - the core of the cloud computing model. It integrates several
databases (knowledge data, data from manufacturing, warehouse and other), resources,
and the optimization module.Knowledge base - includes data and information collected
from employees. It includes organized, ready-to-serve information which can be used
for decision-making, innovation development and other R&D activitiesManufacturing
resource monitor - includes modules which track RFID products in the manufacturing
process. Web server - includes applications regarding Internet websites and other
online applications. Manufacturing resource manager - an integral part of the man-
ufacturing process. This module allows effective and efficient. Database - stores data
from every module and allows access to this data for authorized personnel. Resources -
can be in the form of networks, servers, storage, memory allocation units.Optimization
- an important part of the cloud-based solution. Through the optimization module
resources are allocated in accordance of prioritized modules which are the integral parts
of the model as a whole. Further, the trends in cloud computing in Serbia and domestic
enterprises are analyzed. The newest available data on the usage (in %) of cloud-based
solutions in Serbian and EU SMEs, is presented in Table 2.

Based on Table 2 it can be seen that compared to the EU, Serbia has significantly
lower percentage of enterprises which use a cloud-based solution. What is even more
concerning, that the majority of the data from 2018, from Serbia, was unreliable,
therefore data from 2017 is also presented. Further, data on the use of ICT in SMEs in
Serbia is given in Table 3.

Based on Table 3 it can be seen that there is a positive trend in several segments of
where the percentage of enterprises who have a website rose by a few percent. Based
on the presented data, and the reviewed literature, a trend-line graph is presented on
Fig. 2, depicting the competitiveness of Serbia, and future competitiveness taking into
consideration the potential of cloud computing technology implementation within
domestic enterprises.
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Table 2. Cloud-based solutions application in Serbian and EU SMEs in 2018 (Eurostat).

2018 Serbia EU-28

Cloud computing services used over the Internet 15% 26%

E-mail cloud computing Data not reliable for 2018, 5% in 2017 18%

Cloud computing office software Data not reliable for 2018, 4% in 2017 14%

Enterprise database hosting Data not reliable for 2018, 5% in 2017 13%

Storage of files Data not reliable for 2018, 5% in 2017 18%

Finance and accounting software Data not reliable for 2018, 3% in 2017 10%

Customer relationship management services Data not reliable for 2018, 1% in 2017 8%

High cloud computing services Data not reliable for 2018, 1% in 2017 6%

(Source: Eurostat 2018)

Table 3. ICT usage in domestic enterprises from 2015 to 2019.

Enterprise size 2015 2016 2017 2018 2019

Enterprises who use a computer
for their business activities

10–49 employees 100 99.6 100 99.4 100
50–249 employees 100 100 100 99 100
250+ employees 100 100 100 100 100

Enterprises who use the Internet
in their business activities

10–49 employees 98.9 99.8 99.7 99.7 99.7
50–249 employees 100 99.9 99.6 100 100
250+ employees 100 100 100 100 100

Enterprises which have a website 10–49 employees 71.2 77.9 76.9 80.1 80.5
50–249 employees 88 89.8 92.1 90.4 93.7
250+ employees 92.9 93.9 93.6 94.8 93.1

(Source: Statistical Office of the Republic of Serbia 2018)

Fig. 2. Competitiveness of Serbia and the potential of cloud computing technology
implementation
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On Fig. 2, it can be seen that there are three potential scenarios proposed, when it
comes to future competitiveness ranks of Serbia according to the World Economic
Forum. In the context of cloud computing-based technologies, Scenario A is the most
optimistic one where a large number of domestic enterprises would implement a cloud-
based solution. In addition, clusters between enterprises could be formed where
information and support is shared through the cloud platform. This approach would
increase innovation frequency, and overall more effective R&D projects would arise
from mutual collaboration between SMEs. This would further result in lower pro-
duction costs, higher quality products, which are innovative compared to the compe-
tition, thus effectively increasing the competitive ability of not only one, but several
enterprises which are part of that specific cluster. The second scenario, scenario B, is
the case where enterprises don’t fully accept the “cloud-way” of conducting business,
and only implement simple, low-cost cloud-based solutions which are convenient, but
not “powerful” enough in order to increase the value which is distributed to the cus-
tomer. The third, the worst-case scenario, scenario C, is the situation where domestic
enterprises give resistance to change and digitalization of business activities.

5 Suggestions and Guidelines

Based on the developed cloud computing model and literature review the following
suggestions and some guidelines for improving the competitiveness of domestic
enterprises through cloud computing-based solutions are proposed:

• domestic enterprises have to analyze the international market and to obtain infor-
mation on trending products and technologies;

• based on the obtained information from the international market, innovations
throughout the business must occur;

• establishing and implementing a cloud-based solution can improve business per-
formance but also can eat into profits, thus enterprises should consider the best cost-
to-benefits ratio when implementing a cloud computing technology;

• through cloud platforms multiple enterprises could collaborate by sharing infor-
mation and by mutual support of specific business activities (ex. transport logistics,
manufacturing equipment scheduling for mutual benefits etc.);

• clustering through cloud platforms could be simplified and made more effective, as
it reduces bureaucratic procedures;

• the government should incentivize the digitalization of enterprises and provide
financial and infrastructural support;

• cloud computing solutions should be viewed as a necessity for achieving compet-
itiveness and managers and employees have to embrace it, rather than to resist its
inevitable implementation;

Overall, domestic enterprises have to commit to advanced ICT. The managers of
SMEs need to understand that the globalized markets ask for high-tech, high-
innovation products, and the only way to be more competitive is to be more innovative,
while product quality is an imperative, and there should be no compromise in the
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domain of quality. well-integrated cloud computing solution can improve not only
product quality, but also enhance other business processes making them more effective
and efficient.

6 Conclusion

Globalized markets have taken their toll on SMEs who were and are not prepared for the
constant changes regarding market segmentation and fragmentation and competition
intensity. In this paper the potential of cloud computing for improving competitiveness
was analyzed. The three main research questions which guided this paper were:

What are the main issues of domestic enterprises when it comes to international
competitiveness? The research results indicate that low productivity, low product
quality, old manufacturing equipment, the lack of modern management tools and
techniques, the lack of modern technology application and the lack of intellectual
capital are the main issues of domestic enterprises which have to be addressed.

How and what type of cloud computing solutions can be applied within various
industries? Cloud computing as a model is a generic term and it can take virtually a
massive number of applications. The main applications of cloud-based solutions
addressed in this paper were cloud manufacturing, cloud logistics, cloud security, and
robotic applications.

How can cloud computing affect the business performance of domestic enterprises?
Based on the literature review, it can be proposed that the cloud computing tech-
nologies if implemented in an adequate manner, can positively affect business pro-
cesses and overall business performance.

Further, the results of the conducted research indicates that the proposed hypothesis:
“Implementing cloud computing-based solutions can increase the competitiveness of
domestic enterprises.” is failed to be rejected. The research data and conceptual study
support the hypothesized proposition. Now, it can be concluded that domestic enter-
prises and Serbia overall, have solid potential when it comes to implementing modern
ICT. The paper provides a significant contribution to the existing body of literature in
the domain of cloud computing solutions in developed countries. In addition, it presents
a solid basis for future research. In this future research, a nation-wide survey could be
conducted regarding the use of cloud computing technologies in domestic SMEs.
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Abstract. Small and Medium Enterprises (SME) in Japan has been facing the
difficulties of global competition caused by manufacturing commoditization as
well as by collapsing affiliation system known as “Keiretsu”. Effective measure
for this SME issue would be regarded as potential remedy not only for Japan but
also for other countries including Germany and Serbia because of their high
percentage of SME ratio in industries.
This study attempts to make positive effects on the said issue by providing the

new perspectives for SME to obtain driving force to create a survival path with
utilizing digital technologies. This approach also covers robotics industries
which has strong possibilities for SME to strengthen the basis for versatile
growth and to facilitate SME to implement Industry 4.0.

Keywords: Digital manufacturing � Mass customization � Robotics � PLM �
SME � Additive manufacturing � 3D printer

1 Introduction

SME (Small and Medium Enterprises) ratio in industry in Japan is 99.7% and a
considerable number of them has been suffering from current global competition. One
of the effective ways to overcome this situation is to utilize recent digital technologies
and the previous paper introduces a new perspective called Value Linkage Concept
with the digital technologies. This concept provides the way to set the target for new
path in the market for SME by adding value to existing items in order to create new
service, to focus on customized area and to reflect and to incorporate the realities of the
market.

This study attempted to apply Value Linkage Concept to the field of robotics and its
applied result shows that the concept is fully applicable to the development aspect of
robotics field. Furthermore, it is also discussed that the robotics field itself has some
potential opportunities suited for SME. This applied concept in robotics field are
expected also to cover SME in Serbia which has the same high percentage SME ratio
such as 99.7% as in the case with Japan and Germany. This study provides new
perspective to make positive effects for the purpose of contributing to the issues stated
below:

a. To promote the development of lifestyle support robot by SME: The perspective
will assist SME to find a path or clue of new development work which helps
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improve their activities to growth. Since more and more lifestyle support robots are
recently introduced to practical use, it follows that the communication technology
such as the interaction between human and robot comes to be indispensable.

b. To take advantage of utilizing the SME’s expertise in the industries: SME in general
are not good at conducting R&D work due to their various tendencies. The ele-
mental technologies of special parts and components as in sensing, actuation for
interaction used for robot are usually the areas of specialties for SME and they
could do their best there. SME can utilize their existing own skills and technologies
for their R&D work in such an elemental parts and modules in robotics field.
Especially lifestyle support robot is consumer-oriented product which still have
wide area to be developed and customized. The perspective is also expected to help
reinforcing R&D work of SME and enhancing the company structure.

c. To change from competing the performance of hardware into promoting the
cooperation between hardware and service performance: The emergence of newly
industrialized countries brought the global competition which has resulted in
making mass-production items such as bulk electronic appliances just ordinary
“commodity”. Therefore, it is important to seek the value in network quality rather
than in mechanical property. The perspective suggests to change the SME situation
from this commoditization, as in only hardware production, into adding service
performance to hardware with digital technology.

2 Background

Recent engineering innovation in industries has decreased the overall value of fabri-
cating process in manufacturing field, which has resulted in structural change in total
manufacturing process. Fabrication is one of the major manufacturing parts and is
located in the middle of value chain process. Fabrication used to be a value-added
process but the progress of modularization technology has made it much simple to be
handled easier and quicker. At the same time, the rise of emerging countries has
decreased the value of fabrication part both in time and in cost. Afterwards this progress
of fabrication technologies encourage the emergence of newly industrialized countries
such as Asian countries and areas to play an increasingly important role in manufac-
turing industries, and eventually bulk electronic products primarily became just ordi-
nary “commodity”, not special and custom-made product. This commoditization
rapidly expanded to various products such as many types of appliances, TV, Personal
computer, mobile phone and even automobile, which resulted in battered
Japanese SME industries. This trend of the lower value in fabrication part in manu-
facturing industries is called “smile-curve effect” which means, in the graph of added
value vs process parts from design thorough sales, the added value on both ends of the
process are relatively higher than the middle of the process, that is, the value of design
part (left end) and marketing and sales part (right end) are always higher than fabri-
cation part (middle). This shape looks like the mouth when smiling.
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Let’s trace a quick path through the situation of SME in Japan. They have played a
great role in economic growth in Japan after World War 2. In the years of high-growth
economy, SME have a function as Sub-Contractors in vertically integrated organization
of production. It’s a pyramid structure and top of the pyramid is big company, which
strongly controlled whole activities and they also educated and trained SME people on
the other hand. The pyramid structure has been transformed into more sophisticated
style, namely KEIRETSU, which is more strategic and systematic grouping to share
common interest. However, the structural change of manufacturing industries in Japan
has induced a transformation of the relation between dominant big companies and
SMEs and then disrupted the ties among them. Currently still KEIRETSU is active but
sometimes it is often unable to function for such a huge organization to move quickly
against significant changes in business such as ICT field. Therefore, in the near future,
current manufacturing structure should be changed to be more flexible style, which
means SME should change into more specialized style and the partnership such as
divisional cooperation should be more important factor for industry in general. It could
be a good opportunity for SME to grow and expand their business. Knowledge and
experiences in this innovative change has possibility to create new digital-divide issues.
It would not be an overstatement to mention that the proper action to this change can
ensure to keep a company and its technology alive, especially in case of SME.

In the meantime, a digital technology has made significant progress in revolution-
izing manufacturing processes. The digitalization continues ever after by creating a new
designing system known as PLM (Product Lifecycle Management) which handles each
step of the process virtually by using digital data, namely in computer system. This
digital manufacturing process is simply based on the utilization of key characteristics of
digital technology which has made a significant contribution to product innovation. In
other words, digital manufacturing creates to obtain the right product at the right time,
i.e. to get the product which matched the needs of the market. This trend is called Mass
Customization which is examined and discussed in the later in this study.

3 Findings

The study reveals to apply “value linkage Concept” to the robotics field in possible future
development schemes. The value linkage is key concept in the study to consider about the
possibilities of future products and services. The concept indicates how to take action
against new streamof change showingmainlymass customizationmovement, that is, how
to manufacture as process strategies and what to manufacture as product strategies. In the
future perspective from recent IOT trend, it is presented to the discussion about the
importance to consider “value” which is linked to the relationship of “product-service-
market” coordination and its enhancement, which is called Value Linkage in the previous
study. The recent digital technology is powerful tool in order to ensure effective utilization
of the Value Linkage concept, which consists of three types of Value, namely Service
Value with Hardware, Diversified Value by Mass Customization and Market Value with
Service. These three types of value handling are discussed as case study to apply Value
Linkage Concept to the development work of robotics. Also, these three types of value are
mutually linked with one another to interact more effectively.
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3.1 Service Value with Hardware

In the first connection in Value Linkage Concept, the value signifies adding service
value to hardware itself. In this case the key factor of the product is not its independent
performance but its collaborative capability through other connected hardware and/or
services. Current trend in market is from “simple hardware production” toward
“hardware with support and aftercare (services)”, in other words, from “selling out
hardware only” toward “selling something with some service”, which naturally places
higher value on the existing product in market. Adding service value creates new
product with service, which cannot be performed by original hardware alone. When we
apply this service value concept to robotics field, we will find that its direction is not
manufacturing robot itself as hardware but create some service by robot, such as life
support type, by focusing on its collaborative capability between robot and human
behavior. In another words, we should not simply look at the mechanism of robot but,
as a matter of high priority, consider to generate some service by robot for human using
adding service value concept.

3.2 Diversified Value to Mass Customization

In the second connection in Value Linkage Concept, the value signifies adding various
type of functional value to simple hardware. In this case the key factor of the product is
not in its routine job performance but in offering a wide range of services by its
diversified capabilities for human. These values are based on Mass-customization
purposes. General meaning of Value Linkage Concept in the second connection is the
hardware which is capable to perform a variety of tasks depending on the demand,
which is basically the opposite of the one for mass production. Mass production is a
conventional system in industry and this system is suited for manufacturing stan-
dardized products in high volume. Another category, “high-mix low-volume manu-
facturing” is also widely accepted for creating greater variation of products, but its each
volume is usually small. Ideal status of the second connection in Value Linkage
Concept matched to mass customization is “high-mix high-volume manufacturing”.
Currently 3D printer displays great ability to showing variation in building objects.
However high-volume manufacturing by 3D printer is still not be enough under present
circumstances and this is one of the points we expect to be improved by digital
technology towards the future high-mix high-volume manufacturing.

In case of the situation applied for robotics, this concept can be described as the robot
with diversified value. This robot could respond and react differently and flexibly toward
various request not only by the same person but also by a certain number of people who
have different personalities among each other [6, 11, 12]. Recent sensor technologies
including face and voice recognition functions is able to allow robot to individuate its
response to react differently to the same person as well as to the different people by using
collected data by various sensors, that is, interaction and interface tools. The reactions by
robot are mass customized differently depending on response and behavior by human [5].
Figure 1 shows three possible factors to approach mass customized product and service
are “multi and continuous system”, “local production for local consumption” and “upper
process dominance” and more in detail is shown in discussion part [8].
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3.3 Market Value with Service

In the third connection in Value Linkage Concept, the Value can be in the data obtained
from the market and the content of the existing service should be modified on demand
and/or response to that collected data. In other words, the collected data is considered to
be reference of market demand by which the existing service is updated through
analysis and estimation of that data to be the most updated performance. What we call
“big data” is a type of accumulated data through internet service or IOT, which usually
has influence as the form of collected and analyzed data to the service or activities to be
updated. This analyzed or modified data or information makes original service more
flexible to the market trend and, in this manner, existing routine service can be mod-
ified to be new service in accordance to the market demand.

When we apply this third value concept to robotics field, we will find that the
performance of the robot reflects the data collected from outside circumstances. Big
data is one of the examples of the data from outside circumstances. Case studies are
shown in discussion part.

4 Discussions

After reviewing recent development in robotics briefly, discussions show the case
studies and the analysis which confirms relevance of the Value Linkage Concept
applied to robotics field. The order of description is in the same way as in Findings part,

Fig. 1. Key factors to approach mass customized production
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that is, Service Value, Diversified Value and Market Value. Last part of discussion
shows that Value Linkage is also effective for the development work by SME.

4.1 Recent Development in Robotics Field

The development of robotics is one of the encouraging fields to apply the Value
Linkage concept. Industrial robots have been matters of mutual concern in manufac-
turing field for a long time in the past. Those robots are the machines which is mainly
operated in the simple fixed action patterns by instructions from human. The working
range of these industrial robots mostly have good distance from activity area of human
and they are usually surrounded by physical wall or in fenced area. In the meantime,
some types of robot have been developed to work more and more closely to people.
Those are called service robot, which includes communication robot, assistant robot,
guidance robot etc. They are working closely in the area of people’s life. This expand
of working territory have finally reached almost just to human body. Those are, what
they call, muscle suite type of system such as HAL by CYBERDINE Inc [3]. The
muscle suite is a cyborg-type wearable system for assisting and enhancing body
function for such people that work in hospital, health care facility, logistic business etc.
In this way robot itself have become more accessible hardware for individuals,
therefore safety and favorable interaction with robot for the purpose of coexistence and
cooperation are important and major concern for recent development aspect [15, 20].

4.2 Value Linkage to Robotics–Service Value

The typical case study on adding service value in manufacturing field is KOMTRAX,
which is machine tracking system for 300 thousand dump trucks and construction
machines etc. sold already in the world by Komatsu company in Japan [14]. Each
machine has network sensors which send all operation data to remote office via satellite
and mobile phone station. Those data are analyzed for customer for the purpose of
planning efficient operation, reducing maintenance cost etc. as well as for Komatsu
themselves for advance maintenance suggestion, sales forecast and so on. This is a good
example to learn about “Hardware+Service” concept which means that they not only sell
hardware only but sell them with some backup service via network [9]. This implies that
they had turned mere hardware-only production around toward the hardware with some
other service for human life. Their service function apparently promotes product sales
itself. This case simply indicates what digital service featuring IOT is.

Adding service value to robotics field in the way as above allows you to take
advantage of Value Linkage Concept. The recent sensor and network technology
enable various type of interface for the communication between robot and human. It
follows that adding various services to hardware, i.e. robot itself is much easier than
before and more and more lifestyle support robots have recently come to the actual
daily life [5, 21].

Guidance robot provides the service which supports disabled and elderly person (as
operator) to lead to move around as intended direction in a hospital or public space.
Operator can put a hand on the robot and push the grip toward intended direction, then
internal sensor transfers its intention to instruct the robot to move as operator’s
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intended direction. Operator can set the intended destination to reach, then the robot
leads the operator to the intended destination by its own program with leaser and
location sensors navigating obstacles on the way. LIGHTBOT manufactured by NSK
Ltd. is the example of guidance robot [13, 16, 17].

Value Linkage Concept suggests us to pay attention to the importance of this
service concept when we develop and design hardware (i.e. robot itself) in robotics
field. V model development is effective tool for thinking about the service concept
behind hardware. V model is basic and standard operating procedure in mainly soft-
ware development, but we can apply this model to hardware production in robotics
also, which is shown in Fig. 2. The design procedure usually starts from requirement
definition down to integration positioned at the bottom and from integration the
checking procedure goes up to operation validation. Whole procedure in this case, both
design side (left) and checking side (right), handles mechanical related (or engineering
and hardware related) phase and no human related phase there. Since we are discussing
to pay attention to the relation between robot and human, it is important to consider
about upper process before requirement definition because this upper process deeply
related to human activities and its environment as in society and lifestyle. We should
call this upper process as society & lifestyle phase, which contains the background,
needs, cooperation, analysis, vision, assessment etc. and those are higher concept to
drive the intension of human to expect its total system design [10, 18, 19].

4.3 Value Linkage to Robotics–Diversified Value

When we closely consider the reality of the recent consumer market, we can witness
the transformation in consumer’s behavior toward the diversification of their preference
patterns. In old days it was a time of shortage and people most likely would like to have

Fig. 2. V-Model in robotics development with value linkage concept
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something the same as what other people had. Manufacturers’ responsibility at that
time was to try to supply standardized commodities as much quantity as possible to
clear the supply shortage and people satisfied those ready-made articles. Once the
shortage has gone, people began to want different things. Presumably they would like
to have different color, shapes, something different from what their neighbors had, in
other words, variant products were the target for manufacturers at that time. What
happened next is that people started to think that the commodity should be suitable for
owner’s character, preference, personality……, namely the time of diversity. Conse-
quently, more and more mass customized product (bespoke product, that is, product
with diversified value) has been in the marketplace for customers. What we may see
next in the future when we further deepen and develop this personal direction would be
something like the product featuring uniqueness for each individual.

Currently mass customized production (the high-mix and high-volume production)
is not so efficient and effective in comparison with standardized mass production,
because adding huge number of diversified values easily to a large amount of product
still remains to be established yet. However, three ways shown in Fig. 1 as mentioned
previously are possible key factors to approach mass customized production. The three
key factors in Fig. 1 include “Multi and Continuous machine system” in hardware,
“Local Production for Local Consumption” and “Upper Process Dominance” in digital
manufacturing process as well as digital service production process. First key factor,
what we call Multi and Continuous system, is connected and/or assembled process by
combination of different methods. This is also called Multi-Systemization in which
multi ways of production method is connected mutually to produce customized products
efficiently [9]. The research work by Fraunhofer ILT in Germany shows an example of
this method featuring 3D printer for a bio-fabrication system for artificial tissue engi-
neering [4]. This multi and continuous process is the one connected with some different
methods such as Inkjet, SLA, MPP and ES depending on its cell structure.

Local Production for Local Consumption, the second key factor, means that the
production has been changing from a big fixed factory to local production firm by using
network technologies such as IOT [1]. No matter where the production place is, they
could deliver the design data through network. They execute production at the nec-
essary point of consumption by using digital manufacturing system including 3D
printer, which results in less logistics of finished products but more logistics of
materials. Quite simply, for example, in case of space station far from the earth, they
deliver materials and build something needed on site in the space station. The Local
Manufacturing for Local Consumption helps producing bespoke products depending
on its various necessity on site.

The last key factor for high-mix high-volume production is Upper Process Dom-
inance, which means that the progress of PLM method makes upper part of the whole
process much more dominant in terms with total optimization. Once digital manu-
facturing process completely covers the flow, we could control final product at rather
beginning part of the total flow and which results in an easier way to mass customized
products.

As noted as above, future direction of production would be mass customization in
accordance with evolving customer preferences, that is, adding diversified value to
existing product. Eventually production process should be changed towards high-mix
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high-volume production. Digital technologies and an equipment such as the 3D printer,
as a leading-edge example, have encouraged sophisticated and diversified public
demands in various industries. The typical and simple case example for the above
stream of change, namely mass customization, is hearing aid. Hearing aid is a small
medical equipment to support hearing-impaired individuals. The equipment should be
fit precisely to ear canal. If not, the body of hearing aid is coming loose because one’s
ear canal itself moves during one is speaking or eating. Each person has a different
inner shape of ear canal, therefore manufacturing process of hearing aid had been fully
handmade and time-consuming product for shaping its outer shell depending on cus-
tomer’s ear canal. However recent digital manufacturing method made it possible to
create full customized outer shell built by 3D printer. Digital technology can make it as
precisely as customized demand.

Robotics is the possible fields also to apply the adding diversified Value from Value
Linkage concept. Adding diversified value to hardware (i.e. robot) suggests us to create
new service or function to match each customer’s various type of desire, demand or
necessity. Among recent digital technologies, 3D printer has good capability to create
bespoke product which meets various need as explained. 3D printer as cooking robot is
the second case study for adding diversified value category. This application of 3D
printer as cooking robot is prepared mainly for patients in hospital and its building
object in this case is various type of care food for them. Healthy person can eat
everything as far as it is food, but patient needs properly prepared food depending on
sickness or body conditions, not only in terms of nutrition but also easiness of chewing
or swallowing. Usually in the kitchen at the hospital they cook food suitable for each
person for each day, which is so complexed and sensitive work, therefore it requires
proper arrangement with less care. Biozoon in Germany implemented and made it fit
for practical applications by using 3D printing technology [2].

Recent development of digital and sensor technologies has begun to guide robots to
behave in a similar or in much the same way as human do. Such a felicitous action can
be achieved by recent interaction technologies as in using voice and facial recognition
technologies appealing to our sense. These technologies allow robot to response timely
and well-chosen action toward human side. Another possible and desirable feature of
lifestyle support robot is to individuate it to act differently depending on different
person by using some sensing technology such as facial recognition system, which
verifies adding customized value from Value Linkage concept. Network technology
also give them some flexible response feature from the market such as various web-
sites, which shows market value in Value Linkage concept.

4.4 Value Linkage to Robotics–Market Value

Market value from Value Linkage Concept means the data collected, analyzed and
modified from the circumstance of the target (i.e. normally existing service) which we
would like to apply the value [9]. The collected data is considered to be the possible
market demand and analyzed and modified data have some influence on the existing
service. This analyzed or modified data or information makes original existing service
more flexible to the market trend and, in this manner, existing routine service can be
updated to be better service in accordance with the market trend and demand. The base
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matrix of the collected data is usually called big data. The matrix data is not necessarily
big data and the information around the target (existing service) is good enough to
handle.

Digital data is handled and utilized not only in manufacturing field but also in
various area of our real society where our activities are. Those activities could be
captured through network in the form of digital data, for example, text, image, sound,
picture, video at the time when using SNS, purchasing commodities and services,
transporting and so on. Those digital data are accumulated, analyzed and estimated and
then its result is transformed into the data as a form of added value. The value-added
data are given back to real society using application in mobile phone, cloud service,
SNS etc. The data recirculation between our real activities and virtual world in our
society is effective and rather easy to handle because of nature of digital data as in
unlimited replication which enables high productivity and error-less transmission by
which we can communicate signals exactly as it is without any change or noise.

Simple case study is a various type of communication robots which have been
achieved a substantial improvement by interaction and interface technologies such as
voice and facial recognition system put into commercial realities recently. Smart
speaker is a typical communication robot which has widely gained in popularity.
Network technology also give them some flexible response feature from the market
such as various web-sites, which shows market value in Value Linkage concept. All
three aspects of value connection in Value Linkage Concept is shown in Fig. 3.
Nursing care system and robot in hospital and public institutions and facilities are
another example of utilizing network system and interaction technology [7].

Fig. 3. Value linkage in robotics development
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4.5 Digital Technologies for SME

Industrial automation and digital manufacturing including NC machinery and PLM
have facilitate the development and growth of Japanese economy after damage and loss
of WW2. Efficient and capable efforts performed by SME have contributed its rapid
growth mainly as sub-contractors. PLM usually consists of Designing, 3D Modeling,
CAE, 3D Prototyping, Knowledge Engineering, CAT etc. In those process digital data
plays a prominent role and is commonly utilized among each steps of the process. This
virtual system has been called Digital Manufacturing and widely applied for years
mainly in the production of automobile, consumer appliances and other major manu-
facturing industries. Recently network technology has even greater role, for example,
mobile phone and wireless LAN have brought IoT system.

SME is usually defined as the company with employee 250 and less and turnover
50 million EUR and less. SME in a comparison with countries indicates that Japan and
Germany have some similar factors as in very high SME percentage in industry, R&D
framework performed by public institute and long-term employment system. However
more different aspects we should pay attention to these 2 countries is that they still try
to take advantage in manufacturing industry in the world. That’s Industry4.0 and Smart
Society in Japan and the policy has come from trying to utilize the abilities and power
of SME in each country. The comparison also implies that industry in Japan has rather
vertical integration-oriented structure but, on the other hand, Germany is more indi-
vidualistic and prefer differentiation. Two countries have common factors having come
from its own background and different natural tendencies. Serbia, in comparison with
the above two countries, shows quite similar figure of very high percentage of SME in
industry, which is approximately 99.7%. Since SME in general plays a great role in
economic growth, this figure means each of these three countries has strong industrial
potential in society.

5 Conclusions-Robotics, Advantageous Field for SME

IT and digital technologies are mainly used in robotics industries. As mentioned in
introduction, the effective way to overcome the suffered situation among SME is to
utilize recent digital technology. Because one of the key characteristics of the digital
technology is its inexpensive infrastructure, which SME could afford to install in their
facilities. Most IT infrastructure is much less expensive compared with other ones in
conventional industries as in steel making, automobile and so on. IT investment is
relatively easier for SME and digital facility could be powerful weapon for them.

Secondly the Robotics field could be better suited for handling by SME due to the
facts that robot generally consists of the technologies including sensing, actuation. and
intelligence and the first two skill are fit for SME to develop since those are the
elemental technology which is generally the area of specialties by SME.

The market of lifestyle support robot is also suite for SME because it is basically
consumer-oriented product and still have wide area to be developed. The market
includes health care, medical, daily life, those of which needs wide range of cus-
tomization depending on customer’s life situations, conditions and preferences.
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Furthermore, if you make efforts to apply Value Linkage Concept to the devel-
opment of robotics and achieve some products or services in a certain field, it could be
invaluable knowledge and experience as SME since research and development is the
weakness area of SME. Also, we will see the business would shift from mass pro-
duction to value-oriented structure. The concept could strengthen and enhanced the
company structure and its business quality.
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Abstract. Digital disruption is propelling manufacturers to move on towards
digital transformation and deliver digital services based on predictive analytics.
The literature agrees that digital technologies (i.e. big data) facilitate the service
innovation of manufacturers by creating digital servitization. However, little
research has specifically focused on the empirical data that analyze use of digital
technologies in manufacturing firms in terms of technological intensity. The
present study investigates the interaction between big data analysis, as a digital
service, and firm characteristics (i.e. firm size and technological intensity). Our
analysis used the Serbian dataset of 240 manufacturing firms from the European
Manufacturing Survey conducted in 2018. The empirical results show that, in
manufacturing firms, digital service based on predictive analytics is highly
utilized in medium size firms. Furthermore, results indicate that high technology
manufacturing firms in Serbia are not yet utilizing digital technologies to
facilitate the service innovation in comparison to other innovation intensity
characteristics.

Keywords: Digital servitization � Big data � Manufacturing firms

1 Introduction

Transition towards digitalization characterized by fast-paced technological advance-
ments (i.e. artificial intelligence) is triggering complex challenges for micro, small and
medium manufacturing companies [1–3]. The literature agrees that digital technologies
(e.g. Internet of things, cloud computing and big data) facilitate the service innovation
of manufacturers by creating digital servitization [4]. However, little research has
specifically focused on the empirical data that analyze use of digital technologies in
manufacturing firms in terms of technological intensity [5]. With this paper, we aim to
guide researchers and practitioners with insights related to the use of big data analytics
within the technological intensity framework.

In this paper, we complement the existing qualitative literature on big data as a
digital service with a descriptive statistic. In addition, we provide a comprehensive
overview of different firm size classes and different degrees of technological intensity
using firm-level data covering 240 firms from Serbia.
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2 Theoretical Background

2.1 Big Data Analytics as a Digital Service

Research reports highlight that intelligent products, connectivity, cloud computing and
big data analytics are expected to be disruptive for companies’ business strategies and
operational execution [4, 6]. Looking through history and humankind’s relation to data
and new knowledge, for the most part, data and knowledge were not recorded in any
way [7]. Only through the invention of writing, data could be stored and preserved for
future use, still activity of preservation of data and information was time consuming
[7]. With the development and the increased use of modern information technologies
tools we can record, store and analyze data on a new level. Due to digital revolution,
huge amounts of digital data are generated by and collected from many different
technical sources, like sensors, cameras, smart watches, social networks, mobile
devices, Global Positioning System devices, Radio-Frequency Identification tags [8].
With this enormous quantity of data coming daily from billions of sources around the
world, next step is to see how we can use it for a purpose, gain value from this
inexhaustible source, and provide it as a service.

Big data are defined as dynamic information that is generated in complex systems
with the characteristics of the three Vs: volume, velocity and variety [9]. Volume
represents the amount of the data that is created, velocity represent the speed with which
data is being created and variety represent the various types of data being gathered.
Equipment and infrastructure necessary for setting up the big data systems are costly and

Fig. 1. Architecture of big data system [10].
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needs lot of funds. In order to maintain the standards that are required for proper
application of these technologies, it is essential to design intelligence systems that can
efficiently gather, store and analyze real-time and historical data (see Fig. 1) [10].

In global market competition is ever growing. Companies are looking on how the
generated data can help to achieve competitive advantage through smarter use of their
data, especially data that through history were treated as side effect of business activity
and regarded as no valued data [11]. In the past manufacturing companies used
gathered data to solve issues related to product quality, organization of manufacture,
storage, fault detection, maintenance etc. [12]. In the present big data has been
established as an valuable tool for knowledge acquisition from the databases from
manufacturing companies [13]. Development of the internet of things, cloud computing
and predictive analytics makes possible the instalment of smart factories with linked
devices and networks that are now capable to exchange information and communicate
in real-time, thus improving operation performance [14].

2.2 Technological Intensity

Technological intensity is defined as the level of knowledge about manufacturing
process incorporated in firms’ products, and this indicator is typically measured rela-
tionship between research and development and firm’s revenue [15]. The Organization
for Economic Cooperation and Development and Eurostat are responsible for the
classification of industrial sectors according to their level of technological intensity
[16]. According to this classification, manufacturing firms are divided in four levels:
high, medium-high, medium-low and low technological intensity. Moreover, techno-
logical intensity could be measured as the indicator of development and successful of
manufacturing firms [15, 17, 18]. Furthermore, prior research shows that technological
environment in which firms operate conditions the opening up of the innovation
potential that determine largely the manufacturing firm’s capacity to make success
through their business models [19–21].

On the other side implications of the introduction of technological intensity in the
application of innovative digital services, in the context of servitization in manufacturing
firms have been neglected [1]. Thus, there are the need to study technological intensity in
the field of digital manufacturing service with an eye on industry related factors.

3 Data and Methodology

For the purpose of our research descriptive survey research was employed, which is
conducted under the international project European Manufacturing Survey (EMS).
EMS is an international project coordinated by the Fraunhofer ISI Institute from
Germany, which is oriented towards innovation in manufacturing companies consid-
ering all aspects of a manufacturing process in a standardized and systematized way
[22–24]. The survey takes place every three years and considers manufacturing com-
panies (NACE Rev 2 codes from 10 to 33) that have more than 20 employees. The
dataset employed for the analysis in this research is built from 2018 data collection
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gathered from Serbian manufacturing companies. The dataset includes 240 companies
of all manufacturing sectors. About 46% of the companies in the sample belong to the
group of small companies having between 20 and 49 employees, additional 43% of the
companies are medium-sized companies that have between 50 and 249 employees, and
final 11% of the companies belong to the group of large companies having more than
250 employees.

Given our descriptive purpose, our data analysis relies on simple statistics. More
specifically, we used descriptive statistics.

4 Results

In this research, we have analyzed the use of digital services based on big data analysis
considering the size and the technological intensity of manufacturing companies.

The results of the use of digital services based on big data analysis by the size of
companies are presented in Fig. 2. Most of the companies that use digital services based
on big data analysis are medium sized companies with the share of 50%, followed by
large companies with the share of 33% and small companies with the share of 17%.

Figure 3 depicts classification of manufacturing firms in Serbia, which used digital
services based on big data analysis according to technological intensity. There are no
firms with high-technology intensity in Serbian manufacturing firms, which use digital
services based on big data analysis. Moreover, there is the same number of manu-
facturing firms in the high-medium, low-medium and low technology intensity which
use digital services based on big data analysis.

Fig. 2. The use of digital services based on big data analysis by the size of companies.
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5 Discussion

The results presented in this study contribute to the existing literature in multiple ways.
First, the data obtained through a large, multisectoral survey allowed insights into
digital servitization in transitional countries beyond evidence from case studies. Sec-
ond, the analysis offers new information regarding the relationship between serviti-
zation in manufacturing firms and their size, as well the relationship between
technological intensity of a manufacturing firm and the application of innovative digital
services. Since there are no high-technology firms in Serbia that use digital services
based on big data analysis, and there is an even distribution among the medium-high-
technology firms, medium-low-technology firms and low-technology firms when it
comes to operationalization of the above mentioned digital services, it could be con-
cluded that there are other factors influencing this relationship. These results are not in
line with previous studies on servitization and innovation intensity [25]. Having in
mind the transitional character of the country of Serbia where the survey was per-
formed, the lack of resources could be one of the significant contributors to the
potentially insufficient utilization of the advanced services.

On the other hand, the classification according to the size of the companies, offers a
more insightful perspective, showing the prevalence of medium companies that utilize
the advanced digital services. Since medium and small companies represent most of the
sample, it could be anticipated that the medium companies are the group that shows the
highest occurrence of digital services deployment. As small companies have smaller
operating budget and limited resources, the higher costs and risk of encompassing the
implementation of novel business practices puts them in an inherent inferior position.
Since large companies can operate without the strict budget constraints, there is a high
number of large firms that utilize the digital services based in big data analysis. The
study provides an alternative explanation for the interplay between digitalization and
firm size [5].

Fig. 3. Classification of manufacturing firms according to technological intensity.
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6 Conclusion

The present study set out to challenge the simple assumptions underlying the causal
relationship between big data analysis, company size, and technological intensity. The
empirical results indicate that medium size companies tend to use more digital tech-
nologies (i.e. big data) to provide service in comparison to small and large firms.
Furthermore, our results indicate that high technology manufacturing firms in Serbia
are not yet utilizing digital technologies to facilitate the service innovation.

As with every study, the current study is not without limitations. The present study
uses a relatively small sample of Serbian manufacturing companies, which may limit
generalizability. For further research, authors could make a comparative context, pri-
marily focusing the differences among developed and transitional economies. Fur-
thermore, as the present study tested the link between only one digital service and firm
characteristics (i.e. firm size, technological intensity), the effects of digitalization
should be further studied to a variety of additional digital technology variables, such as
Internet of things and cloud computing as a service.
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Abstract. Nowadays, the use of additive technologies is increasing. Despite the
exceptional capability to produce complex geometries, additive technologies are
unable to produce components or functional surfaces within tight tolerances and
integrity demands. With other words, “as build” surface qualities are poorer in
comparison to a conventional machined surfaces. Therefore, components have
to be post-machined. Lately, abrasive flow machining (AFM) is offering
improvements in such cases. However, many process parameters, e.g. abrasive
media property, temperature, velocity, etc. influencing the performance of AFM
and their understanding is crucial for successful implementation of AFM into
the industrial applications. This paper presents critical scientific review of AFM,
with an emphasis on post-machining of 3D printed metal parts.

Keywords: Abrasive flow machining � Complex geometry � Additive
manufacturing � Surface quality

1 Introduction

Additive technologies or 3D printing methods make it possible to produce products of
complex shapes which are difficult or impossible to process with conventional ones. In
this area, the Abrasive Flow Machining offers advantages especially in the machining
of internal channels, such as cooling channels in tool inserts. Due to this advantage, the
process is currently of particular interest in the molding tool industry. The paper will
present the basic characteristics of the AFM process, as well as the current research on
the processing of 3D printed products with the help of AFM and other processes.

2 Abrasive Flow Machining

The Abrasive Flow Machining (AFM) is a polishing process where polymeric medium
with added abrasive is used as a tool. Deformability and non-Newtonian behavior of
the abrasive medium (shear-dependent behavior) allows to process parts with complex
geometries which processing by conventional methods is not possible [1].
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2.1 AFM System

The AFM machining system consists generally of an AFM machine, workpiece and
abrasive medium [2]. Depending on the direction of movement of the abrasive med-
ium, the AFM devices are divided into [3]:

– one-way AFM: in this process, the abrasive medium is pushed only in one direction,
as shown in Fig. 1a,

– two-way AFM: In this process, the abrasive medium is alternately pushed first in
one direction and then in the other, as shown in Fig. 1b,

– orbital AFM: in addition to the flow of the abrasive medium, the orbital vibrations
are also present in the process, as shown in Fig. 1c.

As the authors of the contributions [4–6] wrote, the main influencing parameters
affecting AFM are divided into:

– the setting parameters to be set on the machine,
– on the properties of abrasive media,
– using the auxiliary tools/structures/mechanisms and
– the properties of the workpiece.

The selected parameters which has the biggest influence on the AFM are shown in
the Table 1.

Fig. 1. Types of abrasive flow machine [3]

Table 1. Main influencing parameters on AFM [3]

Configuration
parameters

Media properties Workpiece properties

Extrusion pressure
Number of cycles

Type of carrier medium
Type of abrasive
Rheological properties of the abrasive
medium
Abrasive mesh size

Chemical composition
Hardness
Geometry

Concentration of the abrasive
in the carrier medium additives

Initial surface texture and
roughness
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An AFM is a completely mechanical machining with cutting based on undefined
cutting geometry. The abrasive medium consist of a viscoelastic medium and abrasive,
which allow it to machine the surface. The main material removal mechanisms that
occur in AFM treatment are: elastic deformation, plastic deformation (ploughing of the
abrasive grains on the surface) and micro-cutting of the material [3].

3 Review of the Former Researches

In the field of AFM machining of conventional produced metal materials, a lot of
different studies have been done, but there is a lack of studies on 3D printed metal
materials. The reason for this is probably in a fairly new 3D printing technology that is
still being developed and introduced in the industry.

Peng et al. [7], were investigating a surface improvement of the 3D printed
AlSi10Mg aluminum alloy which was post-processed with a two-way AFM process.
The efficiency of the processing was measured by drilling a hole into the surface of the
3D printed sample, which was then used as a reference for the determination of the
height of the material removed in the measurements with the confocal laser microscope
VK-X250. In Fig. 2, a surface topology after 15, 90 and 390 AFM cycles is displayed.
They stated that after 15 cycles, only some of the particles that were adhered to the
surface were removed, after 90 cycles, these larger particles were mostly removed, but
craters remained. The craters were almost completely removed after 390 cycles. The
surface roughness was reduced from the initial Sa = 14 lm to Sa = 1.8 lm.

Regarding the material removal, they stated that in the initial cycles it is mostly due to
the removal of adhered particles on the material, and in subsequent cycles, the removal of
the base material becomes more apparent. The residual stresses were also measured,
where they found that there are tensile stresses on the surface of the printed product, but
after AFM machining, compressive residual stress is induced on the surface.

Fig. 2. Surface topology during AFM process at the reference hole [7]

272 L. Kastelic et al.



Tina Bremstein et al. [8] measured the wear of abrasive grains before and after
machining of an austenitic stainless steel X2CrNiMo17, which was produced by the
Selective Laser Melting process (SLM). They found that worn-out abrasives reduce the
efficiency of the process, and the roughness of the treated surface increases, as the
plating and rolling of the abrasive particles along the workpiece surface increases. Due
to the higher concentration of abrasive particles in the abrasive medium, this becomes
more solid and more elastic, which forces the abrasive particles deeper into the surface,
resulting in a more rough finish. It was found that the use of worn abrasive media leads
to up to 20% lower quality of the surface and up to 30% lower machining efficiency
compared to the machining where a new abrasive is used.

The die-casting or plastic injection molding tools, are heavily stressed due to
temperature extensions and shrinkage. The roughness of the surface and the residual
tensions on the surface thus significantly affect their lifetime. Duval-Chaneac et al. [9],
therefore found that the viscosity of the polymer and the concentration of the abrasive
influence the roughness and residual stresses of the heat treated and non-heat treated
samples from the maraging 300 steel that were produced by the SLM process. Two-
way AFM system was used, during the experiments the normal force on the sample
wall, the temperature of the sample and the abrasive medium were controlled, so the
constant conditions were ensured. After 25, 50, 75, 150 and 200 cycles, the surface
roughness Sa and Sq was measured, and it was found that the heat treatment had no
significant effect on the roughness of the machined surface, but the viscosity of the
carrier medium, the abrasive concentration and the size of abrasive grains do. The
samples on which the machining was carried out with higher viscosity mediums had a
lower surface roughness Sa and Sq. The higher concentration of abrasive grains also
affects faster processing, and the lower roughness of the machined surface after the
same number of cycles performed. When measuring the residual stress on the surface of
the sample, it was found that in the case of untreated samples, the compressive residual
stresses after AFM machining occur in the longitudinal direction (0°) and in the
direction perpendicular (90°) to the abrasive flow. In the case of heat-treated samples,
the compressive residual stresses, were induced in the longitudinal direction (0°), but in
direction perpendicular (90°) to the abrasive flow, no significant residual stress was
measured. These results indicate that in the case of untreated samples there is a greater
effect of plowing or lateral material flow than in the heat-treated samples, which is the
reason for higher residual compressive stress on the surface of the non-heat treated
samples.

Uhlmann et al. [10] were working on CFD (Computational Fluid Dynamics)
simulations of the AFM process, simulating the flow of the abrasive medium at the
treatment of the sample piece and the turbine blade. The properties of the abrasive
medium were obtained by means of experiments, and then they were compared with
Maxwell’s model. The viscosity dependence of the shear rate was introduced into the
CFD simulation using the Cox-Merz rule. The simulations were performed on the basis
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of solving the Navier-Stokes equations in a stable state. As a result of the simulation,
the removed material was not monitored, as this would result in much more complex
simulations. Instead of that, they compared the level of shear on the surface of the
workpiece with the final finished surface, where both results showed that the height of
the shear is the highest and therefore the most effective machining at the center of the
surface. In addition, an important conclusion is also, that the rounding of the edges is
inevitable as it is a consequence of the flow of the abrasive medium, which, due to the
damping pressure, removes the material at the edge. They also concluded that the flow
of the abrasive medium can be made as uniform as possible with appropriate
obstructions or directors of the abrasive medium which can be placed along the
workpiece.

On the combination of abrasive and chemical machining, Mohammadian et al. [11]
worked. The samples were made of the Inconel 625, manufactured using the SLM
method. Since the chemical and AFM treatment were combined, the viscoelastic
polymer was not used for the carrier medium of abrasive particles, as it usually is at
AFM, but an acid with abrasive added. They found that the combination of abrasive
and chemical flow machining reduces the polishing time by as much as two-thirds
compared to the use of individual procedures. In addition, it has been found that
increasing the fluid velocity increases the polishing depth.

William Gilmore, in his master’s thesis [12], compared the surface of the samples,
which were processed by ultrasonic peening and abrasive flow machining. The sample
material was 316L stainless steel which was manufactured using the SLM process.
With experiments he found that both processes have their advantages and disadvan-
tages, so none is universal for machining of 3D printed products. When machining with
AFM, a lower roughness of the treated surface can be achieved, but the restriction is
characterized by rapid changes in the cross section, which makes it impossible to reach
evenly treated surfaces. AFM is a really good process for channels processing which
are adapted for the flow of the fluid. The advantage of ultrasonic surface treatment is
that the surface is hardened and the change of the workpiece size is minimal, since the
material is not removed. However, the roughness of the treated surface is worse than at
AFM machining, and the treatment of internal surfaces is limited or strongly dependent
on their geometry.

4 Industrial Example: Polishing of Plastic Injection Molding
Tool

Abrasive flow machining (AFM) is also usefull in practice, as demonstrated by the
project in which the AFM process was introduced for polishing the multi-nozzle plastic
injection molding tool [13]. For plastic products manufactured by injection molding, a
high quality surface of the finished product is often required. In order to achieve this, it
is necessary to produce tool or tool inserts which functional surfaces are polished. This
can be achieved by manual polishing, which is very time-consuming, monotonous, and
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tiring for the worker. For this purpose, the polishing of tool inserts with the abrasive
flow machining (AFM) process was introduced in this project. The 3D model of the
tool insert is shown in the cross section in Fig. 3, where the polished surfaces are
marked with blue color.

Together with Extrude Hone Corporation in Germany, a clamp preparation was
made to fit the tool inserts onto the AFM machine and perform experiments. Polishing
with AFM, as compared to manual polishing, has provide a 12-times shorter polishing
cycle. This is particularly important for multiple nesting tools where time and cost
savings are significant, and the customer gets the ordered products quicker, which
increases competitiveness on the market. The quality of AFM polished surfaces did not
achieve high gloss finish, such as manual polishing, but sufficient according to cus-
tomer requirements. However, improvements would be needed, in particular, on the
construction of the clamping device of the cartridge, and in the parameters of the AFM
process, in order to achieve a better and more uniform quality of the polished surface.

5 Innovative AFM for Increasing Supervision and Efficiency
of the Process

In the field of abrasive flow machining, the current development trend focuses on
increasing efficiency and control over the process itself. The latter was analyzed by the
Laboratory for Machining (UNI-LJ) [14]. The results demonstrate the positive effect of
AFM machining on roughness and residual stress on the surface of AISI D2 tool steel

Fig. 3. Cross section of the tool insert.
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after EDM (Electrical Discharge Machining). Depending on the findings, AFM treat-
ment reduces unwanted tensile residual stresses left after EDM treatment, and reduces
the roughness of the treated surface.

Additionally, an Abrasive Flow Machining with movable mandrel (AFMmm) [15]
was developed, using a special pin with which it is possible to increase and locally
control the speed profile of the abrasive medium. Figure 4 shows the velocity profile
inside the workpiece as a result of the Finite Element Model (FEM), where the speed
profile of the abrasive medium is increased at the point of narrowing the slit due to the
fixed/movable pin.

With this system, it is possible to increase the control over the topography of the
machined surface and to shorten the processing time which also affects on the lower
energy consumption of almost 20%. The innovation (Fig. 5) is in the patenting pro-
cedure [16].

In Fig. 5, a moving pin (ball) is shown on sketch 1, which can be used for polishing
non-linear channels; in sketch 2, a pin is fixed to the machine piston, the pin on the
sketch 3 is used for polishing channels where it is necessary to polish on several
different diameters. Moving pin on the sketch 4 can be moved independently with
respect to the machine piston or also rotate with the concept on the sketch 5. This area
requires the implementation of moving pins on the machine itself, as the technical
implementation of the movable pins is quite demanding, and currently standard AFM
machining machines are not yet adapted for processing with AFMmm.

Fig. 4. The abrasive media speed profile of the FEM analysis (AFMmm) [15]
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6 Conclusions

According to literature review and previous research, it has been found that AFM is
mostly used in tooling, for polishing cooling channels and/or effective surfaces of
molds, and is also used to process the surfaces of turbine blades, nozzles, etc. The
researches were focused primarily on the determination of the influence of the process
parameters on the roughness of the treated surface, the residual stress on the surface and
the efficiency of the machining.

Fig. 5. Various versions of movable pins [16]
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Abstract. The world of business economics (and management) traditionally
has been viewed as relatively linear. In such context, competitive dynamics
depends on contingency between structural factors and contextual factors, as
well as characteristics of a representative company. But, the context has been
changed under the impact of Industry 4.0. By synthesizing the breakthroughs
from cyber and physical (and/or biological) worlds, it gave rise to an almost
endless stream of combinatorial innovations. There are two major consequences
of the previous transition. First, universal connectivity as the new free good
enables that the world of engineering reaches the levels of complexity and
dynamism typical for non-linear systems. Second, emerging amalgams of cyber
and physical breakthroughs trigger in business management transformation of
linear value chain into exponential value chain (or platform), actually a non-
linear system. Mentioned structural changes lead to convergence of the engi-
neering and business management in conceptual terms. In this paper we explore
the ways in which Industry 4.0 can offer a powerful and consistent platform for
implementation of conventional business management tools. We have been
inspired by two achievements. First, to map out the impact of Industry 4.0 on
double paradigm change, both in macro and micro (or business) management.
Second, to explore, with key details, the impact of the paradigm change in
business management on effectiveness of conventional management tools. By
doing this, we wish to promote the broader and systemic thinking, synthesizing
micro and macro management perspectives into a single point of view that is
actually based on the reversibility principle.

Keywords: Industry 4.0 � Paradigm change � Combinatorial innovation �
Reversibility principle � Exponential value chain � Information value loop �
Micro management tools

1 Introduction

The Great Recession of 2008 definitely confirms that the neoliberal model of growth and
related economic policy platform do not lead to a sustainable and inclusive growth, both
toward the people (full employment and decent jobs) and the nature (environmental
conservation). When a complex system like economy grows within a materially finite
context and with ignorance of negative external effects and adverse implications, some
deviations from expectations like financial bubbles, pollutant gases bubble, income
inequality, and environmental degradation in particular, could only be explained as
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consequences of the model’s premises. The last crisis has reminded us that adherence to
the current economic system represents a betrayal of future generations. No doubt, the
market forces cannot stop the negative external effects and stagnation trap.

Behavior of business organizations and economy as a whole should provide better
balance between the society and the nature. The previous perspective has been
addressed in many discussions dedicated to the new economy rules, particularly in the
Stockholm Statement [2]. In contrast to the neoliberal model of growth based on
market fundamentalism and the Washington Consensus [22] as related policy platform,
the new consensus illuminates that the market on its own is not capable of managing
serial structural transformations inspired by Industry 4.0. So, new interest around
mission-driven industrial policies is growing.

The impact of Industry 4.0 is ambivalent, it holds both promises and perils. If not
managed properly, it will exacerbate existing structural imbalances from the past, create
the new ones, and slow down the progress towards climate crisis resolution. Business
organizations and economy as a whole can no longer continue to operate under the old
rules. Rewriting the rules, in fact, means a paradigm change in management. The
reversibility principle (or feedback loop) as a basic principle of functioning in physical
systems is the foundation of a double paradigm change in economics (and macro
management) and business economics (and micro management).

Implementation of this principle in macro management leads to the growth model
inspired by the idea of circular (regenerative or shared) economy and heterodox eco-
nomic policy platform [6], both combining economic progress with environmental and
social responsibility. Paradigm change in micro management triggers radical changes
in business model, organizational structure, and strategy of business organizations. It
enables proliferation of combinatorial innovations through economy, as a whole. The
implementation of the same principle in new macro management paradigm, in fact,
means broadening the existing development goals, introduction of new development
initiatives focused on environmental sustainability and mission-oriented industrial
policies for tradable sector combined with automatic stabilizers in core economic
policies (monetary, fiscal, and competition).

Search for solutions of the legacy problems is also relevant. Circular economy is an
alternative to linear production systems.Also, “green transition”needs coordination of the
visible hand of the state and invisible hand of the market. So, heterodox policy platform
provides at the same time verticalization of research and development within frontier
technologies development and education improvements (long life education for reskilling
and upskilling workforce) through the “visible hand” of the state along with horizontal-
ization of innovative products and services through the market “invisible hand”.

In Industry 4.0, creation and use of actionable information gives to the reversibility
principle the role of a key transformation rule. Related performance improvements on a
micro management level trigger the paradigm change on a macro management level in
the same direction. Namely, feedback loop is another focal point which should be
respected in the model of growth and related economic policy platform definition.

Universal connectivity is the ultimate free good in Industry 4.0. It orchestrated an
almost endless stream of combinatorial innovations, by enabling a greater efficiency and
superior value proposition. The explanations come from the fact that a deeper man-
agerial visibility of the structure of component costs combined with better insights into
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the client needs triggers broadening of actionable information data base and, as a
consequence, adequate decisions. Above all, paradigm change rejuvenates conventional
micro management tools, making their implementation more effective and efficient.

The last stance is exactly what this paper tries to promote. Our intention is to
present a comprehensive picture of the ways in which the business platform, as the key
consequence of universal connectivity and combinatorial innovations, can offer reju-
venation of conventional micro management tools like quality control, activity-based
costing, value-based management, manufacturing execution system, and enterprise
resource management.

The structure of the paper follows the abovementioned. After the introduction, the
second part deals with the impact of major contextual forces on paradigm change in
micro management. The third and the fourth part explain the consequences of paradigm
shift in micro management from two relevant angles: business model (and organiza-
tion), and strategy. The fifth, and most important part, reveals rejuvenated applications
of some conventional micro management tools. The last part presents some concluding
remarks and thoughts.

2 Paradigm Shift in Business Management

Paradigm change in business management is in urgent need for updating, having come
under the impact of universal connectivity and combinatorial innovations.

Despite great potential of Industry 4.0, gaps around spread of noise (or misinfor-
mation), cybercrime, and problems with algorithmic biases and big data are still large.
Moreover, complexity of the business ecosystem grows faster than the system itself.
Figure 1 indicates that the possible interconnections (or flows) in business ecosystem
grow with the square of the number of participants (or nodes). Consequently, ability to
use transaction data (find, classify, aggregate, and analyze) in order to get the so-called
“actionable information” grows faster than the opportunity of using it for concrete
decision making. Indeed, it is a significant threat not only for prosperity, but also for
business continuity.

In all sectors actionable information is a prerequisite of a competitive advantage.
New dynamic favors the pursuit of fast growth and incentivizes business organizations
to expand from value chain to value network with the aim to gain control of critical
infrastructure, data flows and actionable information. In the new context the
reversibility principle is going to be a key rule for capitalization of actionable
information.

Advanced (or additive) manufacturing, sometimes called smart automation,
implemented on production phase of the linear value chain is a typical example of the
reversibility principle. Advanced manufacturing is actually an amalgam of cognitive
technologies, artificial intelligence, and robotics. Cognitive technologies via digital
tweens of the innovative product communicate with the machinery in a unique way to
tell it what to do.

Value creation based on information is a similar process with value creation from
the physical value chain. The “Information Value Loop” concept developed by
M. Raynor and M. Cotteleer [18] is the framework that allows a multiple feed-back
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loops of information or flow of transaction data from physical to digital and back to
physical content. It is the nexus of activities and related data that are successively
created, classified, summarized, analyzed, and communicated in order to be trans-
formed in actionable information (see Fig. 2).

Fig. 1. Relations between nodes and flows

Fig. 2. The Information Value Loop, Source: Modification based on [18, p. 55]
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Each loop consists of three activities: creation of digital record (transaction data)
related to the physical activity, real time exchange of transaction relevant data between
data bases with the aim of creating actionable information, and implementation of some
algorithms to translate actionable information in concrete business actions (or trans-
formation of digital context into physical context). Consequently, the concept incor-
porates physical-to-digital-to-physical loop (or PDP loop).

The previous example explains how reversibility principle is implemented in value
chain by enabling creation of the feedback loop from physical back to digital, from
digital back to physical, and from digital back to physical content. Each stage of the
loop is supported by specific technologies, virtual and/or physical. For example, an
activity, monitored by sensor technology, creates some transaction data. Analysis of
transaction data are meant to explain all kinds of analytical support of data analytics to
operations stage of the value chain. Artificial intelligence helps to complete the loop. It
enables the automated and autonomous action of machinery to be implemented through
actionable information.

3 Business Model (and Organizational Structure) Change

Domination of standardized technologies and/or products is one of the key charac-
teristics of the previous stage of economic development. The related business model
has been developed, more or less, as a reaction to a predictable demand pattern.
Conventional business economics set of rules is based on behavior of a representative
company. Under such proposition, a business organization was structured for
efficiency/effectiveness. This orientation leads to division of labor and functional
hierarchy. Unfortunately, functional silos restrict collaboration, limit knowledge shar-
ing, as well as identification and annulation of a competence gap. They continuously
decrease the ability to react adequately to frequent, interrelated, and radical changes.

Reactive business model and functional hierarchy do not work when symbiosis of
different technologies is the main rule of competitive dynamics. Being in the inter-
section between the physical and virtual world, a modern business organization has
started to make digital transformation, in terms of virtualization and sharing. The
combinatorial innovation as a hallmark of Industry 4.0 goes hand in hand with a
cognitive diversity. Empowered network of teams is infrastructure for this symbiosis.
Namely, new organization provides a network of teams. Teams must be formed and
disbanded rapidly and with minimal transaction costs.

Rapid advances in connectivity and industrial internet of things (IIoT) are
becoming critical for the new business model. In mapping the future beyond the digital
frontier, we see that singular technologies are ingredients in combinatorial innovations
as well as a recipe for transformation. In the near future, the ways people interact with
technology should be replaced with synchronous intelligent interfaces.

Industry 4.0 offers ongoing competitors huge and vigorous opportunities for dif-
ferentiation based on advanced manufacturing and deeper client insights along with
cost-cutting based on real time costing methodologies. Combinatorial innovations also
create new competitors, threatening incumbents, reshaping conventional value chains
and industries, as well as promoting new business models with transformation power
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for the economy and the society, as a whole. According to Ch. Christensen [4],
combinatorial innovations are mainly disruptive.

After digital (and organizational) transformation, there are so many possible
choices for a player of the competitive game regarding suppliers, buyers, technology
vendors, communication protocol providers, and system integrators [3]. To bring
together different resources and technologies and make them usable in an optimal way,
business organizations need facilitators or some form of platform.

A platform is a physical and virtual space enabling participants to realize their
intentions. Actually, the platform is a business model (or ecosystem) of business
organizations in which multiple players are connected and attracted (see Fig. 3).
Important functionality of the platform is pricing. Namely, the platform is a two-sided
market space, in which one party affects the volume of transactions while balancing the
price level paid by the other parties.

The platform connects different technologies in a combinatorial way. Technologies,
from sensors and communication protocols, to networks technologies like 5G, data
analytics (big data, cloud computing, broad band, etc.), and cognitive tools and, their
integration within IIoT, artificial intelligence, virtual reality, etc., are key enablers of
growth. Members of the emerging ecosystem then use row technologies to create tailor-
made solutions with the aim to reach the user’s demand simultaneously with cost
reduction. Technology suppliers provide alternative pathways by offering a possibility
for different users to find relevant content, services, and solutions within a platform.

Fig. 3. Platform as a business model
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Indeed, the platform provides a trial-and-error mechanism for new combinatorial
innovations. Companies frequently use prototyping to learn about the potentials of
some combinatorial innovation before performing a large scale production. Thinking
about big ideas and starting with small implementation is compatible with fast scaling.
Along with diversification effect, the economy of scale effect is also possible, even for a
niche player, based on the agglomeration effect on the global market.

In the face of identified opportunities generated by the platform, many companies
are diving precipitately into digital transformation. To escape obstacles on this journey,
related tools remain a valuable guide.

4 Broadening the Strategy Scope

Conventional business economics proposes that the perfect market structure leads to
optimal resource allocation. In such case, beating rivals is the purpose of the strategy.
Competitors which calculate higher profit margin on total cost and marginal costs are
ready to decrease the margin keeping in mind that any competitor entering the industry
will contribute in aggregate supply only if its price covers total costs per unit, at least.
Fundamental defect of such line of reasoning is that such market structure is more or
less static, as well as the positioning based on pricing strategy.

Static industry structure and static positioning are irrelevant when a continuous
stream of combinatorial innovations influences dynamic competition, by making a new
entry, substitution effect and, even more, disruption of incumbents. When “disrupt or
be disrupted” is the name of the competitive game, without adequate strategy, the threat
of being left behind the technological frontiers increases dramatically.

In M. Porter’s strategy formulation framework, [14, 15], the key to success in the
competitive game lies not in a low price with the aim of taking away the market share
from the main competitor, or eventually from the whole market (“winner-takes-all”),
but in ability to create a unique and value-based competitive advantage. When com-
petition is based on actionable information, a better analogy for industry dynamics
might be the win-win instead of the zero-sum-game.

The level of complexity, rapidity of change, uncertainty, mutual interactions, and
the level of ambiguity that strategists need to deal with in a modern business ecosystem
are going up. Indeed, the deep understanding of major forces of change helps to
amplify their transformative power beyond M. Porter’s framework, promoting cost-
cutting, differentiation, and focusing as generic strategy options.

The paradigm shift in business management means that the focus of strategy covers
not only cost reduction, but also, and predominantly, the value creation. Namely, cost-
cutting and differentiation are not mutually exclusive alternatives. Robotics, smart
automation, and cognitive technologies can lead simultaneously to cost reduction that
is much more significant than the historical standards, while still allowing much higher
consumer satisfaction.
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Interaction between the borderless environments (both internal and external) with
the fast development of frontier technologies causes transformation from linear to
exponential value chain. Respect toward mentioned requirements needs broadening of
the strategy scope. In M. Porter’s terminology the value chain is perceived to be linear.
Connectivity makes the linear value chain augmented by transforming it into expo-
nential, dynamic value chain with circular feedback loops of resources, money, and
information.

In the new setting the collaboration dominates over competition. Collaboration
enables platform participants to optimize their global footprint, by building strategic
alliances across the platform. We live in the era when the technology change is
facilitating the formation of strategic alliances and partnership with external parties
which can deliver different material components and intangibles in the value chain of
single participants. In the new context, the linear value chain of one industrial orga-
nization needs to be understood as a part of the exponential value chain or network of
independent value chains of suppliers, customers, competitors, innovative start-ups,
online sellers, off-line sellers, and other stakeholders (regulators, platform providers,
cloud providers, big data providers, etc.). Figure 4 provides a schematic view of the
exponential value chain.

The exponential value chain is the weapon to trounce rivals based on strategy,
particularly keeping in mind that in an environment with endless combinatorial inno-
vations multiple winners can thrive and coexist.

Fig. 4. Exponential value chain
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5 Deconstructing Rejuvenation of Micro Management Tools

Changes in the focus and the scope of strategy already discussed triggered rejuvenation
of some tools and their alignment in strategy formulation and implementation. The
following analysis exhibits certain evolutionary links between traditional framework
and contemporary practice.

5.1 Quality Management

Industry 3.0 with ICT breakthroughs in the background of operations, actually, boosted
the usability of the variety of quality control management techniques. Since the early
1980 s, inspired by a “zero defect”, the adoption and improvement of the quality
control management techniques such as Six Sigma [13] and Total Quality Management
[1] was growing.

In Industry 4.0 the new wave of ICT breakthroughs, along with combinatorial
innovations from the virtual and physical world, enable a continuous quality control
(actually “controlling”), or the shift from intermittent quality control to strategic quality
controlling.

The new concept is based on a triple feedback loop (see Fig. 5). Let us suppose that
one of the strategic initiatives to improve the market position of a company producing
machinery is to increase the life span of key components of its products. First activated
feedback in the process is strategic learning. This feedback contributes to the formation
of the digital twin of innovative products. Artificial intelligence uses data from data
analytics, based on cognitive technologies. The second feedback considers making
forecasted value based on resource allocation in advanced manufacturing. The third
feedback is a traditional quality control feedback. Sensor technology can create
information about the rotation, vibration and temperature of machinery communicating
transaction data with the central server where they can be classified, aggregated and
analyzed through artificial intelligence in conjunction with standards and clients’
expectations identified by cognitive technologies. In doing so, a business organization
can create predictive model of failure of the key parts, taking actions on maintenance
only when failure is likely. Such system of strategic quality controlling would create
value in the form of extended pre-maintenance life time of the machinery and reduced
maintenance costs.

5.2 Cost Management

Activity-based costing (ABC) is the tool developed in Industry 3.0 with the aim to
solve deficiencies of standard costing method by covering all activities that drive costs.

The method is causing an organization to manage activities not costs, recognizing
the cost as simply an outcome of undertaken activities. This method has been inspired
by cost optimization through identification of specific drivers for direct costs and
overhead costs (secondary and tertiary) depending on the activity from the value chain.

ABC assumes two steps. First, resource costs are tied to activities in the value
chain, using various resource drivers. Second, activities are tied to cost objects
(products, parts, services, etc.), using various activity drivers. Cost optimization is
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based on linking modules (or activity pools) by using resource and activity drivers
which show the relationship between the sources of costs and destination and allocation
of activity cost pool to product/services.

In Industry 4.0 we see dramatic changes in cost structure, making ABC a more
attractive costing method. Overhead expands significantly, particularly inspired by
digital transformation, emerging as a major component cost. Also, variability of
overhead is a matter of fact. Overhead variability is driven in accordance with the range
and complexity of the products, customers and selling channels. When overhead
dominates direct cost and variability of overheads is a matter of fact, ABC is a more
relevant costing method than direct costing.

Initially, the concept proved highly useful during the mass automated production
[7, 12]. In this way, ABC led to efficiency improvement and performance measurement
improvement. Also, it provides better base for optimization of the product mix [5].

Also, ICT breakthroughs offer new possibilities regarding costing methods, since
they allow for real time data acquisition and the shift toward real time ABC [19, 21].
Namely, the data about resource drivers and activity drivers are collected in real time
using sensor technologies (ID readers, RFID, etc.), and other virtual technological
breakthroughs like IIoT, BD, cloud computing, broadband, etc. New technologies
rejuvenate conventional ABC which is, in some sense, time consuming and costly,
difficult to scale and related with the granularity of data problem. Also, ICT break-
throughs embedded the use of real-time ABC in the wider context as a decision support
system that provides a robust basis for business analytics.

Fig. 5. Strategic quality controlling
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5.3 Performance Management

In Industry 3.0 cash flow became a key metrics in performance measurement system
(“cash is a fact, profit is an illusion”). The related performance management system is
based on the creation of the value through identification, measurement, and the use of
broader base of value drivers as factors increasing cash inflows and cost drivers as
factors influencing cash outflow increase. There are various techniques evolving from
A. Marshal’s concept of economic profit to economic value added [16, 17]. Balanced
Scorecard (BSC) developed by R. Kaplan and D. Norton [9] as a truly holistic tool
actually integrating leading indicators (or cash flow based) and lagging (or profit based)
indicators of the company success.

Mentioned tools provide ground breaking advance in assuming more strategic
approach to performance measurement system [8]. The overall comprehensive platform
integrating a number of interrelated techniques aimed at maximization of the
client/customer’ life time value with shareholders’ value is known as Value Based
Management or VBM [23].

5.4 Strategic Management

In Industry 3.0, Enterprise Resource Planning (ERP) performs as the backbone of
management information system. Traditional ERP is capable of supplying strategists
predominantly with cost data. However, this is only one way of supplying the
actionable information, integrating the data about standardized costs. Also, traditional
ERP system provides the information on an aggregate level, while real time records
about working hours, utilization of machines, material loss, and the like can hardly be
provided.

Manufacturing Execution System (MES) is a hallmark of operations management.
MES will make an optimal production plan by considering how to arrange the
advanced manufacturing in accordance with formulated strategy [10]. In the operations
stage of the value chain, all resources are tracked and their real time status data is
displayed in the MES. Namely, the production line can be broken down into individual
machines to collect the data (quantity of raw material, machine time, manpower time,
etc.). Also, the collection of the quality control data can be used to achieve quality
management.

We are living in a time when innovative products and processes fundamentally
determine the strategic vision. An innovative production strategy is a way to reach
strategic objectives based on frontier technologies, enabling the implementation at
various points of the value chain, particularly in front stages (design, construction and
digital twin) and operations. Figure 6 represents a simple abstraction of two building
blocks of the strategic management process including micro management tools like
ABC, BSC, VBM, and ERP as hallmarks. The flow diagram is used to simplify
complex relations, decision-making points, and feedback loops that lie in the
background.
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Executing strategy is about organization focused on strategy. In fact, it is about
managing performance toward a predetermined direction. Big Data combined with
Business Intelligence is going to be the core of emerging real time ABC, BSC and
VBM based on them. Precisely, the real time ABC provides actionable information
about resource drivers and activity drivers and VBM provides break-even and value
drivers, all playing the role of inputs for strategy formulation based on BSC.

VBM is also a complementary method with strategic management based on BSC.
More precisely, VBM aligns management processes of the quality control and strategic
management with the value creation [24]. VBM plays across several areas like for-
mulation and implementation of the strategy with the highest potential for the long-
term value creation, identification of the key performance indicators and their corre-
lations with value drivers on a company, business unit, product, brand, or customer
level.

The very essence of the operational part of the VBM is the identification of the
specific performance variables or “value drivers” that lead to value creation given the
business strategy. Industry 4.0 impacts the value drivers in two ways. First, in the
digital environment there are new value drivers, such as strategic quality controlling (or
digital quality management) in the quality control area, real time supply chain opti-
mization in the inventory management area, human-robot collaboration and digital
performance management in the operations area, etc. On the other hand, improved
MES allows real time data acquisition about value drivers. This way the information
about the value drivers plays the role of the lead performance indicator.

Big data, cloud computing technologies, and broadband technologies can be used
for real time decision making. Namely, after real time data acquisition, a machine-to-
machine data feedback allows for the advanced manufacturing. The entire cyber-
physical system is used to integrate the data to automatically manage and control
production processes in real time, as well as to measure the operating performance [20].
As a result, decisions about innovative products, optimal product mix, equipment
layout, and production protocols can be made to achieve the defined value proposition.

Fig. 6. Strategic management tools: integrated view
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Thanks to the ERP-MES link, operations management database turns transaction
data into actionable information. During the strategy implementation, all resources used
are tracked with real time ABC.

These days, ERP is only one way of supplying standard costing. The strategy
formulation is derived from the immense quantity and quality of information used for
identification of the demand level, resource drivers, activity drivers, and value drivers.
When translating strategy defined in BSC format into a business plan and investment
projects, the cost drivers, the cost targets and the value drivers simultaneously play the
role of the critical success factors, operating goals and the performance measures.
Before the operations take place, MES database integrates the information about unit
quantities for material, labor, and overhead, and the value drivers turn them into
actionable information (production process mapping) thanks to the ERP-MES link
[10]. Namely, in advanced manufacturing environment, VBM, BSC and ABC are
embedded in ERP system and, then, connected to MES.

6 Conclusion

In Industry 4.0 framework business management and engineering are viewed as non-
linear systems. In both cases the reversibility principle is going to be a silver lining of
systems being managed. Considering previous, in this paper we briefly present snap-
shots of recommendations based on views of economists supporting circular economy
new deal and heterodox economic policy platform.

Summarizing the emerging contours on the new paradigm in business economics
(and management), we see that business organization of the future should be con-
centrated not only on further cost reduction, but first and foremost, on combinatorial
innovation and value creation, not violating circular economy proposals. Harmonizing
contradictory requirements of different stakeholders with the sustainable and inclusive
vision of future development, the company of the future is going to be the “symphonic
company” operating in the new space and with the new way of competing.

The symphonic company will change the strategy focus and broaden the strategy
scope. Key consequences of these changes are combinatorial innovations as a propo-
sition of competitive dynamics and exponential value chain (or platform) as infras-
tructure. Both changes provide rejuvenation of conventional business management
tools and their improvement with new functionalities. Tools like strategic quality
controlling, real time ABC, advanced BSC, VBM, and new releases of MES/ERP are
in focus. Along with IIoT, BD, cloud computing, broadband, 5G network, and other
components of the digital infrastructure, these tools define the new way how data are
being acquired on a real time basis and transformed into actionable information through
the Information Value Loop to create values which are environmentally not damaging.
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Abstract. The goal of this paper is to present studies of the influence of ori-
entation of steel samples during additive manufacturing to their fatigue beha-
viour. The samples were produced from maraging steel EOS MS1 and stainless
steel EOS PH1 using direct laser metal sintering technology. Three sets of
samples were manufactured for each of the materials, with slopes of longitudinal
axis of the samples being 0° (horizontal), 45° (slanted) and 90° (vertical) with
respect to the horizontal building plane. All the samples were post-processed by
heat treatment, shot-peening and machining, and tested according to the ISO
1143 standard. The curves for finite life domain were calculated using ISO
12107, and an estimation of the fatigue limit was made by Dixon-Mood method.
The obtained results show that the building orientation has no significant
influence on fatigue strength of maraging steel samples, while the stainless steel
samples with slanted orientation of the axis have fatigue strength of up to 20%
higher than the samples with horizontal or vertical orientation of the axis.

Keywords: Fatigue behaviour � Fatigue limit � S-N curve � Additive
manufacturing � DMLS � Build orientation

1 Introduction

The paper is focused on studying of dependence of the fatigue strength on the orien-
tation of steel samples during the process of direct metal laser sintering (DMLS). The
study is a part of a research program, carried out within the framework of the Horizon
2020 project A_MADAM, that aims to improve knowledge about the dynamic
behavior of additive manufacturing products [1].

Additive Manufacturing (AM) technologies represent a family of manufacturing
technologies that, unlike more conventional subtractive and forming technologies, build
a part by addition of raw material. The most important advantages of AM are their
ability to be used for manufacturing of products with complex shape and the short lead-
in times due to the independence of the manufacturing equipment on product. These
advantages make AM technologies the optimal choice for production of prototypes
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(“rapid prototyping” applications) and small series of products (“rapid manufacturing”
applications), but also leaves them as the only choice in numerous shape-integrated
applications (lightweight products based on cellular design, tools with conformal
cooling channels, highly efficient turbine blades and heat exchangers, etc.) [2].

All the current AM technologies have layerwise production principle, which means
that a product is made by addition of successive parallel thin layers of material. Each
layer represents a cross-section of the product, which is calculated by software for
preparation of production on the basis of the CAD model. Regarding that the whole
manufacturing process is controlled by the computer software, the AM technologies
became available after “IT revolution” and massive production of low-cost computers
by the end of XX century.

As the mechanical strength is an important characteristics of components of
mechanical systems, the choice of AM technologies that are used for manufacturing of
mechanical parts is limited to a narrow set of technologies that may process metals,
alloys, high-performance polymers and composite materials. Such AM technologies
are based on the principle of joining of the powder of material by high-energy beam,
and they are called powder-bed-fusion technologies. The most common powder bed
technologies are Direct Metal Laser Sintering, Selective Laser Melting and Electron
Beam Melting that are used for processing of metals and alloys and the Selective Laser
Sintering for processing of polymers and polymer-based composites [3–5].

Direct Metal Laser Sintering (DMLS) technology uses laser beam as the high-
energy beam for melting of powders of iron, copper, nickel, aluminium and titanium
alloys. The materials and their densities used in AM are comparable to metal alloys
obtained by traditional technologies, which makes DMLS technology the most popular
technology for AM production in automotive and aerospace industry, but also a
preferable choice for production of advanced tools and cooling components. The key
breakthrough in improving the DMLS technology was development of appropriate
“scanning strategies”, i.e. time order of the exposition of different parts of a layer to the
laser-beam [6].

As all the other AM technologies, DMLS is still new, and the knowledge of the
mechanical properties of the metal parts produced with AM technologies is still scarce.
In the literature are mostly presented the results which describing the static charac-
teristics and very few papers presents the fatigue testing of the parts produced with AM
of the steel, titanium, aluminium and nickel alloys [7–19]. It is still not known if the
calculation principles developed for traditional technologies may be applied to the parts
manufactured by the DMLS technology, and not even if the parts manufactured by
DMLS technology have deterministic behaviour regarding the fatigue strength. The
questions of influence of the production process parameters and post-processing pro-
cedures to the dynamic behaviour of DMLS products are still open. On the other hand,
the dynamic behaviour of products is critical in all automotive and aerospace appli-
cations, and this discrepancy between the existing and knowledge and needs was
inspiration for the research and results presented in this paper.
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2 Experiment

The conducted experimental study is based on ISO 1143 standard for fatigue testing by
rotating bending [20]. This standard defines the testing procedure, the load scheme, and
the sample geometry. The four-point bending load was selected as one of the possible
loads defined by the standard, and the sample geometry for this type of testing is
presented at the Fig. 1. The hourglass shape of the samples with 6 mm diameter at the
gauge and 10 mm diameter at the head was chosen as the smallest shape recommended
by the standard. With the selected testing strategy, the bending moment has constant
value over the whole gauge length and stress is equally distributed within the gauge, as
it is presented in Fig. 2.

The samples were tested at the Alma Mater Labs of University of Bologna/Italy/,
on the machine for four-point bending load shown in Fig. 2. All the tests were per-
formed under reverse bending load (stress ratio R = −1) at the frequency of 60 Hz.
Before testing, all the samples were measured to check their diameters at the gauge and
at the head. Roughness measurement and throughout were also checked against
nominal values provided by ISO 1143 standard. The initial stages of testing of each
sample set were aimed at determining fatigue behaviour in finite life domain(-N
relation) and rough estimation of fatigue limit. The modified Dixon staircase method
was used to obtain more accurate estimation of fatigue limit with related maximum
likelihood band [21]. The processing of data in finite life domain has been performed
according the ISO 12107 standard [22]. Stress and life cycles were linearly interpolated
in logarithmic coordinates. The lower and upper limits of the -N curves were deter-
mined based on standard deviation with probabilities of failure of 10% and 90%
respectively for 90% confidence level. The series of failure and non-failure tests out-
comes have then been processed by Dixon method for a life duration of 10 million
cycles, which was set as the run-out limit.

Fig. 1. Sample geometry [20].
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Samples were produced by DMLS machine EOSINT M280 (EOS GmbH – Electro
Optical Systems, Krailling-Munich/Germany/) in the “3D Impulse” laboratory of
Faculty of Mechanical and Civil Engineering in Kraljevo/Serbia/. The EOSINT M280
machine is equipped with Ytterbium 200 W laser.

Materials used for sample manufacturing are maraging steel EOS MS1 equivalent
to DIN 1.2709 [23] and the stainless steel EOS PH1 equivalent to DIN 1.4540 [23].

For the selection of the production process parameters were used recommendations
of the manufacturer of the machine for the presented materials. For MS1 maraging steel
were applied process parameters defined according as EOS “Performance” set of the
parameters, with the layer thickness set to 40 lm. For PH1 stainless steel was used the
EOS “Surface” set of the parameters, with the layer thickness set to 20 lm.

During the manufacturing process, the samples were connected to the base plate
with the support structures. These structures have double role, first to remove the heat
from the manufacturing area, and second to keep the parts at fixed positions during the
manufacturing process.

After the DMLS manufacturing process, the samples were first shot-peened by steel
spheres with approximate diameter of 0.7 mm for the purposes of cleaning of residual
powder and improvement of the surface quality. After the shot-peening, heat treatment
was performed according to the EOS materials data sheet recommendations [23], which
means that the MS1 samples were exposed to temperature of 490 °C for 6 h, while the
PH1 samples were exposed to temperature of 482 °C for 3 h. Heat treatment consid-
erably lowers the amount of residual stress accumulated in samples due to the tem-
perature gradients that arise during the manufacturing process. Finally, after the heat
treatment, the samples were removed from the building plate using wire electro dis-
charge machine (EBM).

In order to study the influence of the samples orientation during the production
process, six sample sets were manufactured, a three sets for each of the two materials.
During the production, the samples of each of the three sample sets had different

Fig. 2. Rotating bending machine with load distribution shematics.
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orientations of the longitudinal axis with respect to the building plane. The longitudinal
axis of the samples of the first set were normal to the horizontal building plane (vertical
axis-denoted by “V”), the longitudinal axis of the samples of the second set were
parallel to the horizontal building plane (horizontal axis-denoted by “H”), while the
longitudinal axis of the samples of the third set were inclined to the horizontal building
plane by the angle of 45° (slanted axis-denoted by “S”), as it is shown in the Fig. 4. In
this way, the samples with vertical axis had layers normal to the longitudinal axis, and
the samples with horizontal axis had the layers parallel to the longitudinal axis (Fig. 3).

All the produced samples have the diameters increased by 1 mm for MS1 and
2 mm for PH1 samples. The increased diameters enable to achieve the surface quality
required by the ISO 1143 standard by additional machining.

The complete list of the manufactured samples is presented in the Table 1.

Fig. 3. Samples orientation on the base plate

Table 1. Produced number of the samples for testing

Orientation of the longitudinal
axis

Material (thickness of the allowance for machining)
Maraging steel MS1
0.5 mm

Stainless steel PH1
1 mm

Vertical MS1-V: 8 samples PH1-V: 10 samples
Horizontal MS1-H: 8 samples PH1-H: 10 samples
Slanted MS1-S: 8 samples PH1-S: 10 samples
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3 Results

The results of the fatigue testing are presented in Table 2 (MS1 and PH1 samples). In
the table is given the information about the longitudinal axis orientation of the sample.

Table 2. Results of testing of samples made from MS1 and PH1

Vertical
Sample Stress

[MPa]
Life
[cycles]

Failure Sample Stress
[MPa]

Life
[cycles]

Failure

MS1-V1 699 2277295 Y PH1-V1 651 4834809 Y
MS1-V2 665 3374203 Y PH1-V2 711 1871476 Y
MS1-V3 596 6090458 Y PH1-V3 590 108926 Y
MS1-V4 524 – N PH1-V4 590 68686 Y
MS1-V5 560 – N PH1-V5 470 – N
MS1-V6 560 – N PH1-V6 560 43729 Y
MS1-V7 596 – N PH1-V7 530 – N

PH1-V8 560 2807208 Y
PH1-V9 530 2564861 Y
PH1-V10 500 5047111 Y

Horizontal
Sample Stress [MPa] Life [cycles] Failure Sample Stress [MPa] Life [cycles] Failure

MS1-H1 699 3780607 Y PH1-H1 420 – N
MS1-H2 665 4926903 Y PH1-H2 550 144726 Y
MS1-H3 579 – N PH1-H3 524 167829 Y
MS1-H4 610 8225283 Y PH1-H4 500 – N
MS1-H5 579 1642162 NV PH1-H5 500 728708 Y
MS1-H6 579 – N PH1-H6 475 8423284 Y
MS1-H7 610 9262114 Y PH1-H7 651 47315 Y

Slanted
Sample Stress [MPa] Life [cycles] Failure Sample Stress [MPa] Life [cycles] Failure

MS1-S1 699 1368541 NV PH1-S1 640 – N
MS1-S2 665 1042346 NV PH1-S2 670 8344160 Y
MS1-S3 550 – N PH1-S3 640 – N
MS1-S4 579 8997765 Y PH1-S4 670 – N
MS1-S5 699 3582162 Y PH1-S5 700 – N
MS1-S6 665 4309539 Y PH1-S6 880 573080 Y
MS1-S7 550 – N PH1-S7 730 9012402 Y
MS1-S8 579 – N PH1-S8 790 4974052 Y

PH1-S9 820 1776278 Y
PH1-S10 850 497854 Y
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For each of the sample orientations, the results of testing of each of the samples
from the sample set are described by the sample identifier (column “Sample”), the
nominal stress value at the gauge (column “Stress”), the observed number of cycles
(“Life”) and by the final outcome of the test (column “Failure”). In the last column, the
failure outcome is indicated by “Y”, the run-out outcome is indicated by “N”, while the
“NV” indicates that the test is not valid because the break occurred at the head, instead
at the gauge, of the sample (Fig. 4). The samples without indication of the testing
outcome were not tested because they were broken during machining process (two
samples from MS1 and three samples of PH1).

Since DMLS manufacturing process is expensive, at the initial experiment plan
consisted of eight samples per set, as this was considered as the minimum number size
of a set to obtain finite life domain curve and fatigue limit value. At the time of
planning, there was no indication of potential problems that could arise during
machining or testing process. After the problems appeared with the MS1 samples that
were tested first, the number of the samples in the PH1 sets was increased to ten.

The number of the samples that passed the planned test is given in Table 3.

4 Discussion

4.1 r-N curves

The results were processed according to the ISO 12107 standard to determine curves in
finite life domain. The bending stresses and the corresponding number of cycles to
failure were presented in log-log diagram, and the r-N curves were retrieved using
linear regression. Run-outs are indicated by arrows.

Fig. 4. Failure on sample head

Table 3. Final number of tested samples

Orientation of the longitudinal axis Material and thickness allowance for
machining
Maraging steel MS1
1 mm

Stainless steel PH1
2 mm

Vertical MS1-V: 7 samples PH1-V: 10 samples
Horizontal MS1-H: 7 samples PH1-H: 7 samples
Slanted MS1-S: 8 samples PH1-S: 10 samples
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If more than one run-out occurred at the same stress level, the number of run-outs is
written at the end of the arrow (for example “2�” indicates 2 run-outs). Details about
material type, sample orientations and type of load are also included in diagrams. Six
plots are presented at figure Fig. 5. The three vertical plots on the left side present the
trends of the r-N curves derived from testing of the MS1 samples for with vertical,

(a) MS1 vertical (d) PH1 vertical 

(b) MS1 horizontal (e) PH1 horizontal 

detnals1HP)f(detnals1SM)c(

Fig. 5. r-N curves for maraging steel MS1 and stainless steel PH1
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horizontal and slanted axis ((a), (b) and (c) respectively). The three vertical plots on the
right side are trends of the r-N curves derived from testing the PH1 samples with
vertical, horizontal and slanted axis ((d), (e) and (f) respectively). This three by two
array of plots makes easy to compare the influence of the building orientation (by
columns) and the results of different materials (by rows).

By comparison of the graphs (a), (b) and (c) at the figure Fig. 5, it can be notices
that the slopes of the graphs are very similar for all three MS1 sample orientations. It
can also be noticed that their run-outs are at similar stress levels and that the probability
bands are narrow (close to r-N curve).

The results of the PH1 samples tests are strikingly different. The most important
difference is that the slope of the r-N curve for samples with slanted axis is not similar
to the slopes of the r-N curves of the samples with vertical and horizontal samples. The
obtained results suggest that the PH1 samples with horizontal and vertical axis seem to
be more sensitive to dynamic loads than PH1 samples with slanted axis. Further
difference in comparison with MS1 samples is that the run-outs of PH1 samples with
slanted axis occured at higher stress values than run-outs of the PH1 samples with
horizontal or vertical direction (and MS1 samples for that matter). The third difference
in comparison with MS1 samples is that the probability bands for all three PH1 sample
orientations are wider than for the MS1 samples. Finally, the results of the PH1 sample
tests in finite life domain show larger data scattering than the results of the MS1
samples.

4.2 Fatigue Limit (FL)

Without of the post-processing procedure (in the “as-built” state) the ultimate tensile
strength (UTS) was 1100 MPa for MS1 samples and 1050 MPa for PH1 samples [23].
After the post-processing by age hardening the UTS osMS1 and PH1 become 1930 MPa
and 1310 MPa, respectively [23]. It may be noticed that, while the UTS of the materials
differ by about only 5% in the as-built state, the age hardening causes substantial dif-
ference between the UTS of the materials, raising it to 47% in favour of MS1 [23].

The fatigue limit values were calculated with 95.5% confidence level using the
modified Dixon staircase method for all six sample sets. Comparative diagram of FL
for MS1 samples with the three axis orientations is given at Fig. 6. The FL ispresented
with the bar graphs with appropriate confidence bands considering twice standard
deviation. It can be noticed that all three sample sets have close values of FL.

Fig. 6. Fatigue limits for MS1 Fig. 7. Fatigue limits for PH1
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While MS1 samples show consistent FL around 30% of UTS regardless the ori-
entation of the longitudinal axis during production, the PH1 samples show different
behavior. The samples with vertical and horizontal axis have similar estimated FLs of
507.4 MPa (38.7% of UTS) for vertical orientation and 479.85 MPa (36.6% of UTS)
for horizontal orientation. The PH1 samples with slanted axis, on the other hand, have
estimated FL of 692.5 MPa, which is 52.9% of UTS. It is unexpected that even if UTS
of PH1 is lower than for MS1, the PH1 samples with slanted axis have higher FL value
than MS1 sample sets. The fatigue limits of PH1 samples with all three orientations of
the axis are compared in the bar graph on Fig. 7, with their confidence intervals
considering the twice standard deviation. One may notice that for all the samples
except the PH1 samples with slanted orientation have FL/UTS ratios much lower than
the commonly accepted 50% value for metallic materials [24, 25].

5 Conclusion

The paper presents results of analysis of influence of build orientation to the fatigue
strength of parts manufactured by direct metal laser sintering (DMLS). Six sample sets,
three per material type, were manufactured on EOSINT M280 DMLS machine and all
were machined to final dimension according ISO 1143 standard for rotary bending
testing. The obtained results of testing were sufficient to construct and process r-N
curves with their confidence bands (for 10% and 90% failure probability and 90%
confidence level) in finite life domains and fatigue limits for all six sample sets
involving 49 samples. The fatigue behaviour of the DMLS produced samples shows
deterministic nature which leads that the standard methodologies for calculation of the
fatigue strength may be applied.

The statistically processed results for maraging steel MS1 have indicated that part
orientation has no significant influence on fatigue strength in finite or infinite life
domain. FL were estimated to be close to 30% of UTS for this material. Regarding the
stainless steel PH1, the processed results show higher FL/UTS ratio close to 40% for
the samples with horizontal and vertical axis. These FL are considerably lower than FL
of MS1 samples with corresponding orientations, which is in accordance to lower
values of UTS for PH1 samples than for MS1 samples. These results suggest that, in
general, the DMLS production process leads to products with lower fatigue resistance
than traditional technologies. The most probable reason for this is presence of increased
amount of material defects, porosities and irregularities in microstructure of the DMLS
material [18, 19]. The most intriguing results, however, were obtained for PH1 samples
with slanted axis. With fatigue limit of 692.5 MPa, which is around 53% of UTS, these
samples showed the highest fatigue strength of all studied sample sets. The obtained
result suggests that the proper selection of the building orientation of the parts can
improve their fatigue resistance even if the basic material has lower UTS. Therefore,
the DMLS may have even some positive effects to fatigue strength of the products. The
most probable explanation of the observed effect is that boundaries between layers
prevent or extend crack propagation [17–19].
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Further research is needed to better understand the effects of DMLS microstructure,
residual stresses, the optimal post-processing methodologies and studies of other
materials.
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Abstract. The task of international standardization to provide design, manu-
facturing and quality assurance teams the specification tools based on clear and
unambiguous rules is discussed. The current state in implementation of the
ISO/TC 213 new approach to develop complete set of rule based standards in
the field of geometrical tolerancing is analysed. It is mentioned that fourth
edition of the ISO 1101 standard that establish fundamentals for geometrical
tolerancing is still case based standard without directly listed rules that make this
standard difficult for digital utilization. Proposal of rewriting clause from the
ISO 1101 in the rule based way is given. The currently available ISO GPS
standards that are rule based are listed and shortly reviewed.

Keywords: Geometrical tolerancing � GPS rules � GPS tools � ISO 1101

1 Introduction

Term Digital Twin that is associated with Industry 4.0 idea has a number of definitions.
Regarding geometrical product specification (GPS) the following definition The Digital
Twin is a set of virtual information constructs that fully describes a potential or actual
physical manufactured product from the micro atomic level to the macro geometrical
level. At its optimum, any information that could be obtained from inspecting a
physical manufactured product can be obtained from its Digital Twin shall be recalled
[1]. It is stated in [2] that the application of fully automated techniques within planning
processes is not yet common practice. That opinion is still valid. Deficits are observed
in the course of the use of a fully automated data acquisition of the underlying process
data, a key element of Industry 4.0. The aim of this paper is to point the deficits reasons
regarding currently available tools for geometrical product specification as well as to
discuss new specification tools given in recently publish standards and trends in the
development of new standards that aim to fully incorporate geometrical tolerances into
product digital model.

The ISO Technical Committee ISO/TC 213 Dimensional and geometrical product
specifications and verification is responsible for international standards relating to the
tolerancing specification and verification of mechanical components. The brief analysis
of new set of customer-facing ISO GPS tolerancing standards is shown in [3]. The
authors present set of tools that enable a designer precise description of his intend and
specification how far the actual product may be away from its nominal model and still
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work properly. Particularly twenty two ISO GPS modifiers for tolerancing of linear and
angular size given in the ISO 14405-1,3 are enumerated and new specification tools
from recently published ISO 1101:2017 standard are listed in the tables with some
comments and examples of application. The new modifiers are allocated in following
categories: four dispersion parameters (P, V, T, Q); six objective functions and con-
straints for association operations (C, G, X, N, E, I) and five symbols for association
operations (Ⓒ, Ⓖ, Ⓣ, Ⓧ, Ⓝ). Recalled new parameters were introduced to give a
designer tools that enable more precise specification of characteristics to determine
functional performance of a component and take advantage of possibilities of their
verification offered by coordinate measuring systems that are not available in traditional
metrology based on measuring equipment such as callipers, micrometres, measuring
plates, dial indicators and hard gauges.

The GPS standards are only mentioned once in [4], but analysis of 49 references
provide a reader excellent overview of other aspects of the geometrical variations
management in the context of Industry 4.0.

2 Geometrical Tolerancing Standards – Sets of Examples
or Sets of Rules

The awareness that plus/minus tolerancing is not sufficient for unique definition of the
parts geometry (Fig. 1) raised up in industry in the middle of XX century. Finally in
1969 recommendation ISO/R 1101-1: Tolerances of form and of position – Part 1
Generalities, symbols, indications on drawings was published. It was replaced in 1983
by first edition of the standard ISO 1101 Technical drawings – Geometrical toler-
ancing – Tolerancing of form, orientation, location and run-out – Generalities, defi-
nitions, symbols, indications on drawings. Similar needs in the USA drove to publish
standard USASI Y14.5-1966 Geometric dimensioning and tolerancing that was pre-
ceded by three editions of military standard MIL-STD-8. Currently the 4th edition of
International Standard ISO 1101:2017 and 6th edition of American Standard ASME
Y14.5-2018 are valid.

Fig. 1. Plus/minus tolerancing does not provide the clear specification for verification of the
distance between the hole axes. Even if holes form deviations are neglected, at least four
measurement results are possible. Specification is ambiguous because datums and geometrical
tolerances are not used.
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The both standards were significantly improved and expanded from their first
editions. However there are still published as set of examples of various application of
fourteen geometrical tolerancing symbols for selected typical cases. Each drawing is
accompanied by explanation. A user of the standard shall interpolate/extrapolate given
examples to specify tolerance for his particular component with intended function. This
is pretty simple for typical cases similar to presented in the standards however may be
error prone for complex requirements and highly depends on a designer skills.
Therefore, successive editions of the ISO 1101 [3, 5] were more and more extensive,
with more and more drawings with new examples being given in the standard.

To overcome various shortcomings in the traditional tools for specifying geomet-
rical requirements of components the ISO Technical Committee ISO/TC 213 decided
to develop unambiguous standards stating clear rules and propose adequate tools for
drawing indication and specification of all necessary conditions that might affect any
measurement result [6]. In the ISO/TC 213 works two aims may be distinguish:

• creation of new tools (symbols) that enable precise translation of particular more
sophisticated functional requirements to specification;

• transformation and systematization of current standard statements that are world-
wide verified in industrial practice into set of rules.

The goal to publish all standards related to geometrical tolerancing with explicitly
formulated rules is ambitious and difficult. The ISO 1101 standard represents the initial
basis and describes the required fundamentals for geometrical tolerancing. It is stated in
the ISO 1101 scope: This document defines the symbol language for geometrical
specification of workpieces and the rules for its interpretation. More over the Note 1 in
the scope starts from the statement: This document gives rules for explicit and direct
indications of geometrical specifications. So a user that start to study this standard may
have impression that he can find exhaustive set of rules that enable him tolerancing of
form, orientation, location and run-out according any of his needs. The ISO 1101 has
not been developed in this way. The traditional way in which the standard is written is
user friendly and makes it more understandable for greenhorn designers or program-
mers for coordinate measuring systems (CMS). On the other hand lack of directly
formulated rules is a drawback during attempt of development interfaces between 3D
drawings and CNC machines software (for manufacturing) or interfaces between 3D
drawings and CMS software (for components verification). Such links are necessary to
realise the concept of digital twins.

The GPS system more advanced user may extract a number of statements from the
ISO 1101 text and rewrite them as rules that shall be applied for unique specification of
geometrical tolerances (Fig. 2 and Fig. 3). For example based on the Clause 6 Geo-
metrical features the following rules may be formulated:

• Rule #X1: A geometrical specification applies to a single complete feature unless
specifically indicated otherwise (repetition of feature principle from ISO 8015);

• Rule #X2: When the geometrical specification refers to the integral feature, the
geometrical specification indication shall be connected to the toleranced feature by a
reference line and a leader line terminated on …;
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• Rule #X3: When the geometrical specification refers to a derived feature (a median
point, a median line, or a median surface), it shall be indicated by a reference line
and a leader line terminated by an arrow on the extension of the dimension line of a
feature of size …;

• Next Rules ….

Above may be also done by CNC or CMS software developers. The given example
is simple and obvious. It is almost sure that any vendor will create rules with identical
meaning, but the crucial question is: Will it work for all necessary rules? Unfortunately
rather not, because if it will be so simple the last edition of the ISO 1101:2017 prepared
by the ISO/TC 213 experts would be developed as a set of rules. So it is very risky to
let CNC or CMS software developers to formulate relevant rules that they will use to
develop appropriate reliable interfaces for digital processing of geometrical specifica-
tions that is crucial for realizing the digital twin.

The first standard in which the ISO/TC 213 implemented new rule based approach
was the ISO 2692 GPS – Geometrical tolerancing – Maximum material requirement
(MMR), least material requirement (LMR) and reciprocity requirement (RPR). It was
published in 2006 with 14 rules.

Currently in the following ISO GPS standards sets of rules that shall be applied to
achieve unique specifications are given:

• ISO 1660:2017 GPS – Geometrical tolerancing– Profile tolerancing and combined
geometrical specifications; includes 12 rules;

• ISO 2692:2014 GPS – Geometrical tolerancing – Maximum material requirement
(MMR), least material requirement (LMR) and reciprocity requirement (RPR);
includes 14 rules (3rd edition, but 2nd edition with implemented rule based
approach);

• ISO 5458:2018 GPS – Geometrical tolerancing – Pattern and combined geomet-
rical specifications; includes 5 rules;

• ISO 5459:2011 GPS – Geometrical tolerancing – Datums and datum systems;
includes 10 rules.

The ISO 8015:2011 GPS – Fundamentals – Concepts, principles and rules con-
tains 13 principles that due to their content may be considered as general rules

Fig. 2. Straightness of the generating line
– example of the Rule #X1 and Rule #X2
implementation.

Fig. 3. Straightness of the axis – example of
the Rule #X1 and Rule #X3 implementation.
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supplemented by rules for indication of default specification operators and rules for
indication of special specification operators as well as rule for statements in
parentheses.

The above summary shows new trend in the ISO/TC 213 policy – in majority of
recently published standards concerning geometrical tolerancing the rule based
approach is applied. The advantage of the rule base approach implemented in the ISO
5458:2018 is shown below. The drawings in Fig. 4, 5 and 6 are made with application
of: Rule B: constraints, Rule C: indication of single indicator pattern specification and
Rule D: indication of a multiple indicator pattern specification.

For specification in Fig. 4: (*) the axis of each of the two cylindrical position
tolerance zones is perpendicular to datum A and is within a radius 20 mm with respect
to datum B; (**) the symmetry plane of each pair of parallel planes that establish two
symmetry tolerance zones is perpendicular to datum A and passes through datum B.

For specification in Fig. 5: (*) two cylindrical tolerance zones create combined
zone; their axes are situated on one plane perpendicular to datum A that passes through
datum B and are within a radius 20 mm with respect to datum B; (**) two tolerance
zones established by pairs of parallel planes create combined zone; their symmetry
planes are situated on one plane perpendicular to datum A that passes through datum B.

For specification in Fig. 6: (*) axes/symmetry planes of tolerance zones are situated
on two mutually perpendicular planes that are also perpendicular to datum A and pass
through datum B; (**) axes of two cylindrical tolerance zones are situated within a
radius 20 mm with respect to datum B.

Combination of individual geometrical specifications, grouping tolerance zones
together was always a bit tricky and complicated task. Due to rules listed in the ISO
5458 securing of functional requirements on drawings has become easy and unique.

Beside standards prepared by the ISO/TC 213 standard ISO 16792:2015 Technical
product documentation – Digital data practices that refers to the ISO GPS standards
shall be recalled. The requirements for preparation, revision and presentation of digital
product definition data are given in this standard. The ways to indicate geometrical
tolerances in 3D models (Fig. 7) created in CAD systems are shown in the ISO 16792.

Fig. 4. Each feature is toleranced indepen-
dently. There are no constraints for angle
between holes, grooves. holes and grooves.

Fig. 5. Pattern of two holes and pattern of
two grooves are toleranced independently.
There are no constraints for angle between
patterns.
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3 Conclusions

In recent years the ISO/TC 213 in new GPS standards implemented number of new
tools that enable precise specification of geometrical requirements and determination
how far actual component may be away from its nominal geometry and still work
according a designer intend. More over many statements in standards were formulated
more precise due rule based approach when standards were revised.

The components in Fig. 2, 3, 4, 5 and 6 are intentionally presented on 2D drawings.
The latest editions of the ISO 1101 and the ISO 1660 contain 3D drawings with
geometrical tolerances. However when components are specified in 3D drawings only
their nominal geometry may be imported by CMS software. So the attempts towards
incorporation of geometrical tolerances in digital processing of component models are
made, but the software developers have to work out and implement suitable algorithms.

Fig. 6. Four tolerance zones: two cylindrical tolerance zones for position tolerance and two
zones between two pairs of parallel planes for symmetry tolerance are locked together. The four
tolerance zones have internal constraints (location and orientation) to each other and external
constraints to datums A and B (location and orientation).

Fig. 7. Model with displayed tolerance indications [ISO 16792]. Current CMS software is not
able to extract data for geometrical tolerancing from CAD model. Only nominal geometry can be
processed.
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Abstract. The multi-agent path finding (MAPF) problem is a combinatorial
search problem that aims at finding paths for multiple agents (e.g., robots) in an
environment (e.g., an autonomous warehouse) such that no two agents collide
with each other. We study a general version of MAPF, called mMAPF, that
involves further challenges, such as multi-modal transportation modes, a set of
waypoints to visit for each agent, and consumption of different types of
resources. We introduce a declarative method to solve mMAPF, using answer
set programming that provides a flexible formal framework to address all these
challenges while optimizing multiple objectives.

Keywords: Multi-agent Path Finding � Answer Set Programming � Declarative
problem solving � Autonomous warehouses

1 Introduction

Autonomous robot teams are increasingly deployed for industrial applications in
warehouses and production. Commonly tasks are within intralogistics in which the goal
of the team is to efficiently transport crates and pallets between stationary locations
such as packing stations and conveyer entry points. For example, in Amazon’s Kiva
system or Ali Baba’s smart warehouses, there exist multiple robots picking and
delivering relevant shelves with products to human workers so that orders can be
completed efficiently in time. While these systems heavily depend on engineered
infrastructures, i.e., warehouses build from scratch with movable shelves, a substan-
tially larger fraction of intralogistics problems are arising from scenarios with existing
infrastructure in which the aforementioned solutions generally do not apply. Challenges
for robots in conventional environments are robust methods for Simultaneous Local-
ization and Mapping (SLAM) and Multi-agent Path Finding (MAPF). Whereas lidar-
based approaches are successfully deployed for solving the SLAM problem today, only
inflexible baseline approaches have been deployed for MAPF so far.

MAPF problem aims to find a plan for multiple agents to reach their destinations in
a certain environment with static obstacles, subject to some constraints on the maxi-
mum or the total plan length. Every agent can be considered as a dynamic obstacle for
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other agents. Therefore, obstacles and agents are leading to some constraints for the
executability of the plan: agents cannot pass through obstacles, and agents cannot
collide with each other. While single-agent shortest pathfinding can be solved in
polynomial time [7], MAPF (with constraints on the plan length) is an intractable
problem [19] due to the latter constraint that no two agents can be in the same location
at the same time.

MAPF has been investigated in Artificial Intelligence by utilizing various heuristic
search algorithms. Some of these studies address time efficiency and minimize the
maximum plan length of an agent. Some of them address energy efficiency and min-
imize the total sum of distance traveled by the agents. However, many realistic con-
ditions observed in warehouses have not been considered in these studies. For instance,
the robots’ battery levels change as they travel around, and it may be necessary for
them to be charged to complete their tasks. Furthermore, some parts of the warehouses,
for instance with human occupants or tight passages, may necessitate robots to move
slowly to ensure safety.

Along these lines, to handle more realistic autonomous warehouse scenarios, a
mathematical model general enough to handle multi-objective optimizations and multi-
modal transportation conditions is needed. Furthermore, the computational framework
is required to be flexible such that a large set of variations of MAPF problems can be
addressed.

Motivated by these challenges, we mathematically model a general version of
MAPF (called mMAPF – multi-modal MAPF with resources) as a rich graph problem
and introduce a flexible method to solve mMAPF declaratively.

Our method relies on the declarative programming paradigm Answer Set Pro-
gramming (ASP) [2, 3, 15, 17, 18]. By utilizing an expressive formal language and
efficient solver of ASP, our method can handle the following variations of MAPF:

• Multi-objective optimization: Our method can find priority-based optimal solu-
tions with respect to time optimization (the minimum plan length), energy opti-
mization (the sum of distances) and their combinations.

• Waypoints: Our method can handle scenarios where robots can visit several
locations (to pick and deliver different items) on their way to the goal. Note that the
determination of the order of items to be collected requires further decision making
while computing optimal solutions.

• Resource constraints: In addition to time constraints and total energy consump-
tion, our method also considers individual resource such as battery consumption of
each robot. As robots travel, their battery levels decrease. There exist charging
stations scattered around the warehouses such that robots can charge their batteries.
Therefore, while finding optimal solutions, our method also considers battery
consumption and the possibility of including charging stations in their itineraries.

• Multi-modal transportation: Our method considers different transportation
modes, for instance, for regions where robots should move slow or where they are
allowed to move fast, while computing optimal solutions.
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In the following, once we define our mathematical model for mMAPF as a graph
problem, we describe how to solve mMAPF using ASP. We illustrate an application of
our method with an interesting scenario, emphasizing the advantages listed above.

2 Related Work

There are mainly two kinds of MAPF solvers: some of them use search-based problem
solving (mostly based on a variant of A* search), and some of them use declarative
problem solving.

For instance, Silver [21] introduces an incremental method where the paths of
agents are computed one by one with A* [13]; once a path is found for an agent, it is
considered as an obstacle for other agents. Luna and Bekris [16] propose to compute
the paths of agents independently, and then resolve the conflicts (i.e., when two agents
collide with each other) with respect to some push-and-swap rules (e.g., there should be
at least two free vertices in the graph). Chouhan and Niyogi [5, 6] propose a similar
solution where the paths are computed independently; but the conflicts are resolved
differently by assigning priorities to agents. Other search-based algorithms, like [8, 14,
25], also compute paths independently; in case a collision occurs, it is resolved by
replanning one of the conflicting agents’ route. Sharon et al. [20] propose a different
method that performs a search on a tree based on the conflicts between agents.

Declarative methods reduce MAPF to formal frameworks (e.g., ILP, SAT, ASP)
and use general problem solvers to find plans. Yu and Lavalle [26] model MAPF as a
network flow problem and use an ILP solver to optimize the makespan (the time when
the last robot reaches its goal) or the total distance traveled by all robots. Surynek et al.
[23, 25] reduce MAPF to SAT and use a SAT solver to optimize the makespan or the
sum of costs. Erdem et al. [9] model MAPF as a logic program and use an ASP solver
to optimize the makespan or the distance.

None of the earlier works is applicable to multi-modal transportation and considers
utilization of different resources. Our flexible method for mMAPF generalizes Erdem
et al.’s ASP-based solution for MAPF [9] by including different transportation modes
that allow priority-based optimization of multiple resource utilizations, and deciding
the order of waypoints/charging stations visited by the agents on their ways to the
goals.

3 mMAPF: Multi-modal MAPF with Optimal Resource
Utilization

mMAPF can be viewed as a generalization of MAPF to enable multiple transportation
modes and to take resource consumptions of the robots into account.

Let us first introduce some concepts and notation before we define mMAPF.
A traversal f of a path P ¼ w1;w2; . . .;wnh i in a graph G, where every wl 2 V and

every wl;wlþ 1h i 2 E within some time t 2 Z
þ ; is an onto function that maps every

nonnegative integer less than or equal to t to a vertex in P or to intransit, such that, for
every wl and wlþ 1 in P and for every x\t.
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• ifmode wl;wlþ 1h ið Þ ¼ normal and f xð Þ ¼ wl, then f xþ 1ð Þ ¼ wl or f xþ 1ð Þ ¼ wlþ 1.
• if mode wl;wlþ 1h ið Þ ¼ slow and f xð Þ ¼ wl, then f xþ 1ð Þ ¼ wl, or f xþ 1ð Þ ¼

intransit and f xþ 2ð Þ ¼ wlþ 1.

We denote by f Pð Þ a traversal f of a path P (within time t).
Let fi and fj be traversals of two different paths Pi and Pj by agents ai and aj

respectively, in a graph G within some time t. We say that the traversals fi and fj do not
collide with each other within time t if the following three cases hold:

Case 1. For every time x; x0 � t such that fi xð Þ 6¼ intransit, fj x0ð Þ 6¼ intransit the fol-
lowing holds: if fi xð Þ ¼ fj x0ð Þ then x 6¼ x0. That is, if the same vertex is visited by agents
ai and aj then it should be visited at different times. Intuitively, no two agents can be at
the same location at the same time. The type of collisions eliminated in this case are
illustrated in Fig. 1.

Case 2. For every time x\t such that mode fi xð Þ; fi xþ 1ð Þh ið Þ ¼ normal, the following
holds: if fi xð Þ ¼ fj xþ 1ð Þ then fi xþ 1ð Þ 6¼ fj xð Þ. That is, a normal edge cannot be visited
by agents ai and aj in reverse directions at the same time. Intuitively, no two agents can
swap their locations along a normal edge at the same time. The type of collisions
eliminated in this case are illustrated in Fig. 2.

Fig. 1. Case 1. A collision occurs when two agents are at the same location at the same time. In
this figure, either mode w2;w3h ið Þ ¼ normal and mode w3;w4h ið Þ ¼ normal, or mode w2;w3h ið Þ ¼
slow and mode w3;w4h ið Þ ¼ slow. In the former case, the collision occurs at time t2 ¼ t1 þ 1, after
the agents start moving towards w3 at time t1. In the latter case, the collision occurs at time
t2 ¼ t1 þ 2, after the agents start moving towards w3 at time t1.

Fig. 2. Case 2. A collision occurs when two agents in the left figure move along the normal edge
w2;w3h i at time t1 towards each other, as they try to swap their places as in the right.
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Case 3. For every time 0\x� t � 2 and for every vertex u; v 2 V , such that
mode u; vð Þ ¼ slow and fi xð Þ ¼ u; fi xþ 2ð Þ ¼ v,

• if fj x� 1ð Þ ¼ v and fj xð Þ ¼ intransit, then fj xþ 1ð Þ 6¼ u; and
• if fj xð Þ ¼ v, then fj xþ 2ð Þ 6¼ u.

The first condition ensures that no two agents can swap their places along a slow edge
if one of them is already in transit. The second condition ensures that no two agents can
swap their places along a slow edge, if they are already located at the endpoints of the
slow edge. The collisions eliminated in these cases are illustrated in Figs. 3 and 4.

Now we can define mMAPF as a computational problem, in terms of its input and
output, as shown in Fig. 5. Intuitively, graph G characterizes the warehouse where the
agents move around, set C describes where charging stations are located in the
warehouse, set S describe where agents can be located initially and in the end, set O
denotes the parts of the environment covered by the static obstacles, set M denotes
transportation modes, function mode denotes the parts of the corridors where the agents
should travel slowly or where they are allowed to go faster, positive integer n denotes
the number of agents, set A denotes the set of n agents, functions init and goal describe
initial locations and goal locations of agents, set B describes the battery levels, function
init battery describes the initial battery levels of agents, set Wai describes the set of
waypoints for each agent ai, and positive integer s is an upper bound on plan lengths.

Given these input, mMAPF asks for, for each agent ai, a path Pi in G from init aið Þ
to goal aið Þ, a traversal fi of this path within time u� s, and a battery level function bi
showing how the agent’s battery level changes during the traversal. mMAPF ensures
about Pi that all the waypoints Wai are visited by the agent ai without colliding any
static obstacles O. mMAPF ensures about fi that the agents do not collide with each
other while traversing their paths. mMAPF ensures about bi that the agents’ batteries
have sufficient amount of energy (by charging at stations C, when needed) so that the
agents can complete their plans.

Fig. 3. Case3(a). A collision occurs when two agents try to swap their places along a slow edge
w1;w2h i and one of them is a bit ahead in transit.

Fig. 4. Case3(b). A collision occurs when two agents located at the endpoints of a slow edge
w1;w2h i try to swap their places.
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mMAPF is an intractable problem: unless P 6¼ NP, there does not exist a poly-
nomial time algorithm to solve this problem.

4 Solving MMAPF Using ASP

Answer Set Programming (ASP) [2, 3, 15, 17, 18] is a knowledge representation and
reasoning paradigm that is oriented towards combinatorial search problems as well as
knowledge-intensive applications. The idea of ASP is to represent a problem and
relevant knowledge as a “program” and to reason about the program by computing its
models (called “answer sets” [11, 12]). These models characterize solutions of the
problem, and can be computed by “ASP solvers” such as CLINGO [10].

We solve mMAPF using ASP by (i) representing it as a program in an ASP
language (in this case, the input language of the ASP solver CLINGO), (ii) using an
ASP solver (in this case, CLINGO) to find the answer sets for the program, and
(iii) extracting the solutions from the answer sets, if there is an answer set.

Let us describe how we represent mMAPF in the input language of CLINGO, so
that the interested readers can use it directly to experiment with it.

Fig. 5. Problem definition
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Describing the input and the output. In the following, suppose that t is the maximum
possible length for a plan (i.e., s) and b is the maximum battery level (i.e., maxBat-
teryLevel). We represent the vertices of G by atoms of the form vertex(X) and
edges by atoms of the form edge(X,Y). The agents can be located at vertices but also
may be in transit, so we define locations explicitly:

location(Y) :- vertex(Y).
location(intransit).

The transportation modes are described by atoms of the forms mode(X,Y,n) or
mode(X,Y,s) for normal and slow modes of edges respectively. The vertices cov-
ered by static obstacles are described by atoms of the form obstacle(X). Agents are
described by atoms of the form agent(A). The initial and goal vertices for each agent
are defined by atoms of the form init(A,X) and goal(A,Y) respectively. The
initial battery levels are described by atoms of the form init_battery(A,B).

We describe the output by atoms of the forms plan(A,T,X) (agent A is at location
X at time T) and batteryLevel(A,T,B) (agent A has battery level B at time T).

Generating the paths and their traversals. We generate plans of agents recursively.
Every agent A starts its plan at time step 0 at its initial location X.

plan(A,0,X) :- init(A,X), agent(A).

Consider any agent A who visits location X at time T. Agent A can wait at its current
location X (if X denotes a vertex but not intransit) until the next time step T + 1:

{plan(A,T + 1,X)}1 :- plan(A,T,X), vertex(X), time(T), T < t.

Alternatively, the agent can move to the adjacent vertex Y. Then agent A will be at Y at
the next time step, if X and Y have a normal edge between them.

{plan(A,T + 1,Y)}1 :- plan(A,T,X), edge(X,Y), mode(X,Y,n),
time(T), T < t.

If there is a slow edge between X and Y, the agent moves to Y in two time steps: in the
first step, it becomes intransit state; in the second step, it becomes at Y.

{plan(A,T + 1,intransit)}1 :- plan(A,T,X), edge(X,Y),
mode(X,Y,s), time(T), T < t-1.
1{plan(A,T + 2,Y): edge(X,Y), mode(X,Y,s)}1 :-
plan(A,T + 1,intransit), plan(A,T,X), time(T), T < t-1.

Validity of paths and their traversals. The second rule above utilizes cardinality
expressions [22]. The paths generated recursively above should satisfy the existence
and uniqueness constraints: every agent should be at some location at each time step;
every agent cannot be at two different locations at the same time.

:- {plan(A,T,Y): location(Y)}0, agent(A), time(T).
:- 2{plan(A,T,Y): location(Y)}, agent(A), time(T).
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Note that these constraints ensure that there are not forks in a path and the path is
connected without any gaps.

Every agent should visit its goal as well as the waypoints.

:- goal(A,X), not visit(A,X).
:- waypoint(A,X), not visit(A,X).

Here visit(A,X) describes which vertices are visited by each agent.

visit(A,X) :- plan(A,T,X).

If there is an obstacle on vertex X, no agent visits it.

:- plan(A,T,X), obstacle(X), agent(A), time(T).

Collision constraints. No two agents are at the same place at the same time, except
when they are both in transit.

:- plan(A1,T,X), plan(A2,T,X), agent(A1;A2), A1 < A2,
X! = intransit.

This constraint eliminates the types of collisions described in Case 1 (Fig. 1).
Swapping is not allowed along a normal edge.

:- plan(A1,T,X), plan(A1,T + 1,Y), plan(A2,T,Y), A1 < A2,
plan(A2,T + 1,X), agent(A1;A2), mode(X,Y,n), T < t.

This constraint eliminates the types of collisions described in Case 2 (Fig. 2).
Swapping is not allowed along a slow edge, either. For that, we first define the

transition of an agent along a slow edge (X,Y) starting at time step T:

slow(A,T,X,Y) :- plan(A,T,X), plan(A,T + 1,intransit),
plan(A,T + 2,Y), mode(X,Y,s), T < t-1.

Then, we ensure that swapping is not allowed on a slow edge.

:- slow(A1,T,X,Y), slow(A2,T-1,Y,X), T > 0, T < t-1, A1! = A2.
:- slow(A1,T,X,Y), slow(A2,T,Y,X), T < t-1, A1 < A2.

These constraints eliminate the types of collisions described in Case 3 (Figs. 3–4).

Battery levels should remain positive. We define the battery level of an agent recur-
sively starting from its initial battery level.

batteryLevel(A,0,B) :- init_battery(A,B), agent(A).

At each step T, if the agent is not at a charging station, its battery level reduces by 1.

batteryLevel(A,T + 1,B1-1) :- batteryLevel(A,T,B1),
plan(A,T,X), not charging(X), agent(A), time(T), T < L,
planLength(A,L).
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If the agent is at a charging location, its battery level may quickly get to the maximum
level or the agent can move forward without charging its battery.

1{batteryLevel(A,T + 1,b); batteryLevel(A,T + 1,B1-1)}1 :-
plan(A,T,X), batteryLevel(A,T,B1), charging(X),
agent(A), time(T), T < L, planLength(A,L).

Then we ensure that the battery level cannot be less than the minimum level 1.

:- batteryLevel(A,T,B), B < 1.

Optimizing the plan length. We identify, for each agent, when it reaches the goal (i.e.,
the time step L) ensuring that it visits all of its waypoints on the way.

planLength(A,L) :- #max{T: plan(A,T,X), goal(A,X)} = L,
agent(A).
:- plan(A,T,X), waypoint(A,X), planLength(A,L), L < T.

Note that L denotes the plan length for each agent.
Then we identify the maximum of the plan lengths for all agents.

maxPlanLength(M) :- #max{T: planLength(A,T)} = M.

and ask CLINGO to minimize it by the following weak constraint [4]:

: * maxPlanLength(M). [M@1]

Further optimizations. We can ask CLINGO to minimize the total plan lengths to
reduce the total energy consumption:

: � planLength(A,L). [L@1,A]

or we can also ask CLINGO to minimize the total number of charging the batteries:

: � batteryLevel(A,T,b). [1@1,A,T]

For multi-objective optimization, suppose that we want to minimize the maximum
plan length first since we want the tasks to be completed by a given time. Next, we
want to minimize the total energy consumption and ensure that robots do not wander
around redundantly. Finally, we want to ensure that robots charge their batteries only
when needed, by minimizing the number of times they charge. We can express these
multiple optimizations by setting the priorities of weak constraints accordingly.

Solving a problem instance using CLINGO. Once the input is described by a set of
facts, we can compute an answer set for the program above using the ASP solver
CLINGO. After that, we can extract the atoms of the forms plan(A,T,X) and
batteryLevel(A,T,B), to identify the traversals of agents and how their battery
levels change along the way. An example scenario is illustrated in the next section.
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5 An Example MMAPF Scenario

Let us illustrate how our method can be applied to solve an examplemMAPF scenario,
illustrated in Fig. 6. In this example, the warehouse consists of three shelf units denoted
as obstacles (black cells). The charging stations are located at cells 24 and 27 high-
lighted by yellow, and the corridor where the agents should go slowly, covers cells 3–8
highlighted by red. There are two robots located at opposite corners of the warehouse.
Robot A1 start with an initial battery level of 10, while robot A2 has an initial battery
level of 8. The maximum battery level is set to 10. Each robot wants to collect some
items on its way (denoted by stars that match the color of the relevant robot) and to
deliver these items to the opposite corner of the warehouse. Therefore, eventually, they
want to swap their places.

A solution for this mMAPF instance is computed by CLINGO. Colored paths in
Fig. 7 denote paths followed by the robots. Note that each robot visits its waypoints on
the way to the goal. The traversals of these paths are shown in Table 1. The traversal of
each slow edge (e.g., A2 moving from cell 6 to 5) takes two time steps. The battery
levels of the robots are also shown in this table. The battery level decreases at each time
step, unless a robot is at a charging station. The battery level gets to its maximum when
robots decide to charge while at a charging station. For instance, A2’s battery level
increases to 10 when the charging station at cell 27 is visited.

Fig. 6. A mMAPF instance. Initially, robot A1 is located at cell 1 and robot A2 is located at cell
30. The goal of A1 is to deliver some items to cell 30, while the goal of A2 is to deliver some
items to cell 1. Each robot’s waypoints are shown by stars with the same color as that robot.

Table 1. The table presents (i) the traversals of the blue and green paths shown in Fig. 7, by the
blue robot A1 and the green robot A2, respectively, from time step 0 to 18, and (ii) how the
battery levels of these two robots change during these traversals.

Time 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18

A1 location 1 2 3 t 4 14 24 25 26 27 17 7 t 8 9 10 20 30 –

A1 battery 10 9 8 7 6 5 4 3 2 1 10 9 8 7 6 5 4 3 –

A2 location 30 29 28 27 17 7 t 6 t 5 t 4 14 24 23 22 21 11 1
A2 battery 8 7 6 5 10 9 8 7 6 5 4 3 2 1 10 9 8 7 6
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6 Conclusion

We introduced a general mathematical model for mMAPF problems as a rich graph
problem that allows different transportation modes for parts of the environment,
priority-based optimization of multiple resource utilizations, and agents to visit way-
points to pick/deliver some items on the way to the goal. Based on this model, we
introduced a method to declaratively solve mMAPF using the expressive formalism
and efficient solvers of ASP. The generality of our model and its declarativeness
provide a formal yet flexible framework to investigate alternative solutions in auton-
omous warehouses. Particularly the flexibility of our framework allows to tailor
solutions for highly diverse scenarios comprising various constraints, as they can arise
in industrial domains.

Based on the theoretical setup provided in this paper, we plan to extend our studies
with a comprehensive experimental evaluation to better understand the scalability of
our method, and by considering changes in the environment as investigated in our
earlier studies [1].
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Abstract. Carbon fiber reinforced plastic (CFRP) composites are being used at
a greater scale which is increasing the demands on automated production to
improve productivity. These types of materials can be stronger than steel, about
40% lighter than aluminium, up to 80% lighter than steel and as stiff as titanium.
Composite materials represent a good alternative to engineering materials,
providing several important advantages in comparison to conventional materi-
als, such as: light weight, mechanical and chemical resistance, low maintenance
costs, high specific strength, higher stiffness and temperature stability, allowance
of free forms modelling and specific design. Surface roughness evaluation is
very important for many fundamental problems such as friction, contact
deformation, heat and electric current conduction, tightness of contact joints and
positional accuracy. For this reason, surface roughness, has been the subject of
experimental and theoretical investigations for many decades. Also, surface
roughness imposes one of the most critical constrains for the selection of
machines and cutting parameters in process planning. In order to economically
machine these materials with high part qualities, improvements in machining
strategies must be made. This chapter presents the researches regarding different
milling and drilling strategies in order to determine the best quality of the
finished product. Flatness, parallelism, cylindricity, roughness and dimensional
tolerances were measured using 3D CMM and the results were analysed using
the Design Expert software.

Keywords: CFRP �Machining strategy � Design of experiments � Roughness �
Infrared thermography � Education

1 Introduction

Composite materials represent a good alternative to conventional materials, providing
several important advantages, such as: light weight, mechanical and chemical resis-
tance, low maintenance costs, high specific strength, higher stiffness and temperature
stability, allowance of free forms modelling and specific design.

Benefits from composite materials are especially important where weight control is
critical, for example in the aerospace industry. They are also utilized at a greater extent
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due to its beneficial properties in the wind power industry, automotive, electronics and
medicine (implants realized using advanced composite materials.

In industry, there are many discussions regarding the use of composite materials.
The study of VDI (Association of German Engineers) shows an increased use of these
type of materials from 28000 to/year in 2008 to 42000 to/year in 2012. The study
expects an increase up to 130000 to/year in 2020 [7].

The challenges for automotive engineering are the reduction of gas emissions pre-
scribed by the EU. Lightweight construction is an important lever for reducing fuel
consumption. For this reason, automotive manufacturers are providing their developers
and suppliers with quantitative guidelines for the continuous weight reduction of the
components.

Lightweight construction materials such as carbon fiber reinforced composites are
increasingly replacing conventional steel, which thus loses its dominant role as a recent
study of VDI also shows (see Fig. 1).

Nationally, for the moment at least, composite materials are not used in the man-
ufacturing of the frames of mechanical machines, but internationally there are studies
and researches regarding the replacement of classic materials of which mechanical parts
of the machines are manufactured with components manufactured from carbon fiber
reinforced composite materials. Analysing the published articles and the state of the art
regarding the machining of composite materials, there are a few, but representative
studies, in these areas [9, 15]. The researches presented in this chapter will be used in
lecturers in higher education [16, 17].

The demand for high strength fiber composite components is set to increase across
many industries until 2020, leading to solid market growth. According to VDMA (Ver-
band Deutscher Maschinen und Anlagenbau, Mechanical Engineering Industry Associ-
ation) the study of the demand for high-strength carbon-fiber composite components is

Fig. 1. Time evolution of types of materials used in a car (according to VDI)
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rising by 17% a year. The results of this study present also the explicit demand of the
companies to accelerate the research in this area. Another attractive aspect beside their
performant mechanical properties is that the experts expect that the costs of fiber com-
posite components will come down by around 30% by 2020. A conclusion of the studies
indicates that therewill be a strong growth in demand for these products, with the growing
importance of lightweight construction across various industries. Challenge for engi-
neering would be to drive down production costs through technological development,
indicating a clear wish of the companies (sectors of industry, like automotive, aeronautics
andwind energy), to intensify the researches in order to gain newknowledge inmachining
of carbon fiber reinforced composites [10].

2 Research Methodology

The methods of investigation involve solving the existing problems, such as: reduction
of working times, increased productivity, cost reduction and improvement of the
quality of the processed part.

First stage of this research has the role to identify and generate in working
hypotheses. The existing researches were analysed and the relevant studies for the
proposed theme were identified. After a detailed examination of the publications and of
the knowledge existing in production, the work was focused on a step by step docu-
mentation of the information needed for identifying the machining parameters, which
have influence on the quality of the machined carbon fiber reinforced composites.

Due to the variety of the machinability characteristics of different types of carbon
fiber reinforced composites, an optimization of the process parameters is necessary for
each type of material. Currently, the process parameters are experimental optimized by
the users, which implies bigger costs.

The research was focused on three different tool paths for milling and drilling
operations (Helical-Figs. 2 and 3, Zig-Zag Figs. 4 and 5 and iMachining, Figs. 6 and 7).

The three different tool paths were selected with the role of highlighting the degree
of influence of the material removal method as well as of the tool trajectory on the
quality of the material. The used strategies for this chapter are presented above.

Fig. 2. Helical strategy for drilling
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The Helical milling strategy uses a helical path for machining parts, while rotating
around its own axis. The strategy combines the movement of the vertical z-axis with
the horizontal x-y axis. The strategy has the advantage of generating low cutting forces
while reducing the tool wear.

The Zig-Zag strategy uses parallel-linear paths for the material removal. The
material is removed both in forward and backward movement, using a combination of
two axis movement: the z axis with x or y axis.

Fig. 3. Helical strategy for milling

Fig. 4. Zig-Zag strategy for drilling

Fig. 5. Zig-Zag strategy for milling
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Fig. 7. iMachining strategy for milling

Fig. 6. iMachining strategy for drilling

Fig. 8. Tool path strategy for each processed hole and slot (Blue-Helical, Red-Zig-Zag, Black-
iMachining)
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iMachining involves the establishment, by the program, of the optimal route nec-
essary to be machined in order to remove the material with constant volume thus
allowing a shorter processing time and a longer tool life (Fig. 8 and Table 1).

3 Results

Surface roughness evaluation is very important for many fundamental problems such as
friction, contact deformation, heat and electric current conduction, tightness of contact
joints and positional accuracy. For this reason, surface roughness has been the subject
of experimental and theoretical investigations for many decades. Also, surface
roughness imposes one of the most critical constrains for the selection of machines and
cutting parameters in process planning. Although many factors affect the surface
condition of a machined part, parameters such as cutting speed, work piece condition,
feed rate and depth of cut have more influences on the surface roughness for a given
machine tool and work piece set-up [1].

Dimensional positioning, and geometrical tolerances such as cylindricity, paral-
lelism and flatness [4], of each processed hole or slot was measured using the 3D
measuring machine Axiom Aberlink twoo (Fig. 9), and the results were printed as
shown in Fig. 10.

Table 1. Process parameters for each strategy

Operation Helical Zig-Zag iMachining
Speed
(rot/min)

Feed
(mm/min)

Speed
(rot/min)

Feed
(mm/min)

Speed
(rot/min)

Feed
(mm/min)

1 11500 690 11500 690 11500 690
2 6500 390 6500 390 6500 390
3 7500 450 7500 450 7500 450
4 8500 510 8500 510 8500 510
5 7000 420 7000 420 7000 420
6 10000 600 10000 600 10000 600
7 9500 570 9500 570 9500 570
8 8000 480 8000 480 8000 480
9 10500 630 10500 630 10500 630
10 12000 720 12000 720 12000 720
11 5000 300 5000 300 5000 300
12 6000 360 6000 360 6000 360
13 5500 330 5500 330 5500 330
14 9000 540 9000 540 9000 540
15 11000 660 11000 660 11000 660
16 4500 270 4500 270 4500 270

330 G. M. Pop et al.



Based on the results, using Design-Expert software v12 the following correlation
charts were plotted in order to identify the influence of the process parameters on the
obtained surface quality, for each tool path strategy (Figs. 11, 12 and 13).

Fig. 9. 3D measurements

Fig. 10. Flatness deviation measurement report
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Fig. 11. Correlation chart for Helical strategy

Fig. 12. Correlation chart for Zig-Zag strategy
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The best results were obtained for the iMachining method, where the values were
constant for all the machining process parameters. The strategy that uses helicoidal
displacements is the one for which the highest measured value of the flatness deviation
was 0.027 mm. Removing material using only circular interpolation generates higher
values for the flatness deviation.

Further the 3D measurement reports were plotted in order to determine the dimen-
sional accuracy for each processed hole and the results are shown in Figs. 14 and 15.

Fig. 13. Correlation chart for iMachining strategy

Fig. 14. Measurement report on x-axis
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As for the milled slots the distances and parallelism between the flanks was also
measured, the results were plotted in Fig. 16.

Fig. 15. Measurement report on y-axis

Fig. 16. Measurement report for parallelism deviation and thickness of the slots
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For each processed hole the cylindricity deviation and the diameter was also
measured, and the results were plotted into the correlation charts presented in Figs. 17,
18, 19 and 20.

Fig. 17. Measurement report for cylindricity deviation and diameter

Fig. 18. Correlation chart for Helical strategy

The Effects of Milling and Drilling Process Parameters 335



Fig. 19. Correlation chart for Zig-Zag strategy

Fig. 20. Correlation chart for iMachining strategy
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As in the case of the flatness analysis, the results obtained show that the iMachining
strategy generates the most constant values. This strategy allows a constant machining.
The biggest deviations were obtained for the Zig-Zag strategy, concluding that
machining only on two axis does not lead to good result in terms of cylindricality.

Further the roughness parameters were measured using a roughness tester from
Namicon, TR220. The evaluation length, ln, was set to 12.5 mm and the sampling
length, lr, was set to 2.5 mm according to ISO 4288. The results are presented in
Tables 2, 3 and 4.

For the first 13 operations, of each tool path strategy shown, correlation charts were
plotted in order to establish the relation between the roughness values of Ra, Rz and the
process parameters (see Figs. 21, 22, 23, 24, 25, 26, 27, 28 and 29).

The Helical strategy seems to be more constant regarding the Ra parameter, having
7 values between 0.5–1 lm. Comparing these strategies over the range of operations,
iMachining optimization strategy manages to obtain the best Ra values.

Table 2. Measured roughness values for each processed slot

Nr op Helical
Ra[lm] Rq[lm] Rz[lm] Rt[lm] Rp[lm] Rv[lm] Ry[lm]

1 0.67 0.902 3.667 5.722 2.101 1.566 5.722
2 1.096 1.329 5.031 6.953 2.484 2.546 6.953
3 0.682 0.873 4.273 5.82 1.789 2.484 5.82
4 1.144 1.461 6.207 10.05 2.699 3.507 10.05
5 0.985 1.235 5.21 6.894 2.402 2.808 6.894
6 0.991 1.229 5.421 7.48 2.972 2.449 7.48
7 0.594 0.79 3.316 5.722 1.265 2.05 5.722
8 1.327 1.6 6.421 8.808 2.875 3.546 8.808
9 0.953 1.203 4.835 7.91 2.531 2.304 7.91
10 0.797 1.012 4.984 8.906 2.082 2.902 8.906
11 0.871 1.13 4.976 7.089 2.292 2.683 7.089
12 0.835 1.021 4.48 6.289 1.878 2.601 6.289
13 1.195 1.459 6.269 8.261 3.074 3.195 8.261
14 1.164 1.42 5.132 7.363 2.64 2.492 7.363
15 0.833 1.08 5.171 7.148 2.488 2.683 7.148
16 0.809 1.04 4.703 7.148 2.339 2.363 7.148
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Fig. 21. Correlation chart for Helical strategy, Ra values

Fig. 22. Correlation chart for Helical strategy, Rz values
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The Zig-Zag method involves surface machining using the maximum tool path
length and maximum cycle time. For that reason, using the same tool and tool param-
eters, the Zig-Zag strategy generates constant values for Ra parameters, values that are
higher than the one obtained for the other strategies, partly due to the large surface area
to be milled in a single pass.

Table 3. Measured roughness values for each processed slot

Run Zig-Zag

Ra[lm] Rq[lm] Rz[lm] Rt[lm] Rp[lm] Rv[lm] Ry[lm]

1 0.628 0.839 3.082 6.132 1.671 1.41 6.132

2 0.971 1.193 4.554 7.167 1.656 2.898 7.167

3 0.816 0.986 4.496 6.035 2.097 2.398 6.035

4 0.766 0.998 4.285 6.367 2.109 2.175 6.367

5 0.623 0.811 4.125 6.894 1.789 2.335 6.894

6 0.857 1.143 4.941 10.39 2.117 2.824 10.39

7 0.654 0.826 4.527 5.976 2.132 2.394 5.976

8 0.698 0.922 5.121 7.656 1.953 3.167 7.656

9 1.522 1.947 9.558 12.92 4.07 5.488 12.92

10 1.475 1.838 8.679 13.28 4.089 4.589 13.28

11 0.84 1.04 4.777 7.441 2.007 2.769 7.441

12 0.765 0.973 5.289 6.601 2.199 3.089 6.601

13 0.574 0.722 4.769 8.242 2.363 2.406 8.242

14 0.917 1.255 7.335 14.68 3.167 4.167 14.68

15 0.648 0.898 4.402 7.812 1.664 2.738 7.812

16 0.934 1.174 4.906 7.851 1.914 2.992 7.851

Fig. 23. Correlation chart for Zig Zag strategy, Ra values
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The iMachining strategy uses constant volume removal of the material. Taking into
consideration the amount of material that needs to be machined would be the reason for
obtaining the smallest results. In thisway,we obtain a shorter processing time and a longer
tool life.

Fig. 24. Correlation chart for Zig Zag strategy, Rz values

Table 4. Measured roughness values for each processed slot

Run iMachining
Ra[lm] Rq[lm] Rz[lm] Rt[lm] Rp[lm] Rv[lm] Ry[lm]

1 0.472 0.619 2.734 4.199 1.058 1.675 4.199
2 0.635 0.787 3.382 5.253 1.507 1.875 5.253
3 0.722 0.938 3.781 6.621 1.73 2.05 6.621
4 0.541 0.683 2.945 4.707 1.21 1.734 4.707
5 0.513 0.703 3.781 6.171 1.359 2.421 6.171
6 0.664 0.868 5.425 9.863 2.605 2.82 9.863
7 0.593 0.754 2.902 5.839 1.687 1.214 5.839
8 0.636 0.792 3.945 6.132 1.925 2.019 6.132
9 2.239 2.837 13.07 28.78 6.039 7.035 28.78
10 1.773 2.214 10 15.15 4.015 5.988 15.15
11 0.458 0.665 3.425 7.421 1.562 1.863 7.421
12 1.06 1.434 8.398 10.66 2.82 5.578 10.66
13 1.216 1.598 8.304 11.52 3.039 5.265 11.52
14 1.22 1.549 7.363 9.765 3.679 3.683 9.765
15 1.026 1.29 5.703 8.769 2.867 2.835 8.769
16 1.169 1.527 7.128 12.69 4.105 3.023 12.69
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Fig. 25. Correlation chart for iMachining strategy, Ra values

Fig. 26. Correlation chart for iMachining strategy, Rz values
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When analysing the feed and speed of the process, the surface roughness values
increase whit the feed and speed rates. Therefore, all the parameter combinations and
tool path strategies studied in this chapter influence the surface quality of the machined
part.

Previous research show that the thermo-physical properties of the fibre reinforced
polymers causes high temperatures at the tool tip when machined [13]. Another reason
that must be considered is the fact that especially thermoplastic polymers have a glass
transition temperature ranging from 150–250 °C, meaning that the heat formation
during the milling process can lead to plasticizing of the polymer matrix [13]. The
machining of fibre reinforced polymer materials presented in this chapter was per-
formed without cooling lubricant. The coolant can imbue the plastic material and can
induce chemical reactions with certain functional groups of the macromolecules [13].
Process temperatures have been recognized as an important factor influencing the tool
wear rate and tool lifetime [14]. The process temperatures were also measured, for each
machining operation, using a thermal camera, Flir ThermaCam E50. An example of a
registered thermal image is presented in Fig. 27. During the experiments the temper-
atures did not exceed 113 °C.

Fig. 27. Thermal image registered during the milling process
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4 Conclusions and Further Research Strategies

The researches presented in this chapter were focused on experiments to determine the
process parameters that have influence on the quality of the finished product (form
deviations, positional accuracy and roughness parameters).

Correlation charts were plotted using Design Expert v12 software in order to
identify the best suited strategy and process parameters, to obtain the best quality of the
finished products.

The measured values were linked to the process parameters used for machining and
the aim was to determine the optimal process parameters and tool geometries in order
to obtain the best quality of the processed parts.

The Zig-Zag strategy. generated, as expected, the lowest results of the measured
parameters for all strategies.

iMachining strategy generates the best quality compared to Zig-Zag and Helical
strategy, due to the constant machining of the tool.

The process temperatures were also be measured for each machining operation,
using infrared thermography. The aim of these research is to further investigate if there
is a relation between the process temperatures and the machined surface quality.

Testing and analysis of the proposed solutions and identifying the improved
directions can give relevant results that can be used in further researches in this domain.

As for further research strategies based on the measurements presented in this
chapter we can conclude:

• Mathematical models will be developed, equations that will correlate the important
machining parameters with the values of the obtained roughness parameters and the
measured dimensional and geometrical tolerances. These equations will be able to
predict the values of the roughness parameters and the dimensional accuracy when
machining these types of materials.

• Machining of different types of carbon fiber reinforced materials, having different
thickness, containing different amounts of fibers, and different fiber orientation,
using tools with different geometries. Afterwards, tool wear, delamination,
dimensions, geometrical deviations and surface roughness parameters should be
measured.

• Validating the generated equations by experimental researches. The values obtained
with the developed equations will be compared with the values obtained by
experimental measurements.
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Abstract. The impact of Industry 4.0, almost ten years after its introduction to
industry and science, has encouraged the manufacturers to change their working
environment, offer customized products and change the mind-set on the orga-
nizational level. In Croatia, so far there are only few examples its partial
implementation in the industrial practice. That is why in this paper the overview
of the current research about Industry 4.0 in Croatia previously conducted and
companies’ readiness is given, as well as the results of the new research
regarding the familiarity of the local industry with the new concept. The flaws of
the current implementation procedure will be recognized and strategic guidance
for the future steps will be given. Also, the importance of the local support from
the various institutions, like government or universities, will be considered with
the definition of their role during the transformational digitization process.

Keywords: Industry 4.0 � Digitization � Croatia � Smart manufacturing

1 Introduction

The idea of the Industry 4.0 concept has been present on the market for almost a decade
now. Presented at the Hannover fair in 2011, it has given a new vision and perspective
for the industrial and service production. Some argue whether we are in the middle of
the 4th industrial revolution or evolution. The digitization of the processes and complete
transformation of the working environment as we know it is the simple result of the
technology development, supported by the internet, the increase of its speed and
capacity. Yet, to keep in track with the competition on the market, to achieve the
flexible and modular manufacturing of service systems that result in smart products,
customized for a single user, the changes have to occur in relatively short time, to keep
in track with the big players on the market, with intensive R&D departments. These
kinds of changes also require very high investments, and even the optimal development
of the strategic transformational plan, that might be very challenging for SMEs. Also,
the support from the local government is very important in the transformational pro-
cess, especially if the goal is to achieve sustainable Industry 4.0. Financial incentives
might be very helpful while targeting at renewable energy sources or other parts of the
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physical environment, as well if certain permits are required. The administrative pro-
cess of the local governance can be an unbearable barrier for the local companies,
sometimes even the large multi-national representatives. In countries like Croatia
companies often go through such obstacle, which is why the research will be focused
on the current state of Industry 4.0 and possibilities of its implementation.

2 Industry 4.0 in Croatia – Previous Research and Findings

The research of Industry 4.0 readiness of Croatian companies was first conducted in
2015, and the result have shown that the level of readiness is 2.15, on the scale 1 to 4,
based on the characteristics of 4 industrial revolutions. The research was conducted on
the target group of Croatian manufacturing industry, in which every company repre-
sentative had to evaluate the features of the current state in their working environment
in nine dimensions. Dimensions examined are: Product Development, Technology,
Production Management, Production monitoring, Materials inventory management,
Management of stocks of finished products, Quality assurance, PLM and TPS/GALP.
The companies have rated their Technology, Materials inventory management and
Management of stocks of finished products the highest. The lowest rate on average got
the dimension of Product development, Production monitoring and TPS/GALP.

In the later stages of the research, the individual approach was taking place, aimed
at the unique cases in order to recognize their development state by advanced audits,
where data was also collected to create the learning factory that would be some sort of
competence centre, and the development of the new, specific Industry 4.0 technologies
and organizational features, aiming at Croatian industry [1].

Roland Berger Industry 4.0 index has defined the Croatian industry in the group of
the “Hesitators”. The dimensions evaluated in this research are: production process
sophistication, degree of automation, workplace readiness and innovation intensity
(industrial excellence) in combination with high value added, industry openness,
innovation network and internet sophistication. The dimensions were rated on the scale
1 to 5, where 5 represents a country that is “excellently prepared” for Industry 4.0. The
countries who are also part of the “Hesitators” group were Italy, Spain, Estonia, Por-
tugal, Poland and Bulgaria. The highest level of readiness is shown for the countries in
the group “Frontrunners” and that are Germany, Ireland, Sweden and Austria [2].

Croatian Agency for Small Business, Innovation and Investments has conducted a
research in 2017 about the readiness of the Croatian entrepreneurs for Industry 4.0. The
results were given by the data collected from 26 small and medium entrepreneurs. Most
of them have shown to understand the use of smart manufacturing and are familiar with
new trends in the industry, with tendency of their implementation. Only 12% have
already started the digitization and implementation process. They have acknowledged
the high cost of implementation, lack of information and difficulty of new technologies
as the greatest challenges, as their goal is better product quality, better relation with
customers, decrease of manufacturing cost and better compliance with customer
specifications or regulatory requirements [3].

Croatian Chamber of Commerce have advised the organization of the local com-
munities for technological development, education aimed at Industry 4.0 knowledge at
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local communities and formation of the expert group for single company readiness
calculation. Also, they have suggested the definition of Croatian version of Industry 4.0
with the important question of financial help left open [4].

In Croatia, there is an initiative for the functioning Industry 4.0 National platform
since 2017. Its goal is to create smart factories, digitize the business, service and
manufacturing processes to reduce manufacturing and service cost. With the platform,
seven main activities towards digitization in Croatia were identified: Networking and
digital connection, Education of human labour for Industry 4.0 working environment,
Optimal use of resources, Digitization of public administration, the existence of legal
regulation, technology standardization, system safety and data protection [5].

In 2019 the research about the economic aspects of the Industry 4.0 transformation
in Croatia was conducted. The focus was on the influence and predictions of key
indicators of deindustrialization and Industry 4.0 and its projections to 2025. Those are
GDP, trends of industrial production, labour productivity trends, employment trends,
foreign direct investments, investments in research and development, etc. Eurostat and
World Bank data are used to find the results and therefore aren’t connected to the direct
transformation of the specific industry or a single company, but give an overview on
the local industry as a whole and compare it with the other European countries [6].

3 Research and Methodology

As an upgrade to the previously conducted research, the new research is conducted
within the 33 Croatian companies about their familiarity with Industry 4.0 concept,
motivation and future steps they intend to take in for the complete digital transfor-
mation towards the new concept. The research has been conducted by online ques-
tionnaire formed in Google Forms application.

The distribution of the participant’s industry type are shown on the Fig. 1.

Fig. 1. Percentage of research participants by industry type

Industry 4.0 in Croatia – Perspective and Industrial Familiarity 347



Most of the participants (55%) are from the manufacturing industry, while there are
also participants from service, process, civil engineering, energetics, IT and Military
industry. The results will be discussed by the industry type, company size, yearly
revenue and the position of the participant within the company. Distribution of the
participants by these criteria is shown below (Figs. 2 and 3).

By the Croatian and EU law, the classification of company size in micro, small,
medium and large companies is shown in Table 1.

Fig. 2. Percentage of participants by company size

Fig. 3. Percentage of participants by company’s average yearly revenue
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4 Results and Discussion

The participants have given answers regarding their innovation level, Industry 4.0
dimensions that they find most useful in their company, their opinion on the readiness
of the certain dimensions in the value chain and where do they think they should seek
support and knowledge about the new concept. Those variables will be discussed in the
following chapters.

4.1 Innovation Level

Innovation level is one of the key factors in Industry 4.0 implementation. The general
overview of the concept is given in the literature, but each company should create a
unique strategic approach in digitization period. Innovation level also creates the
motivational atmosphere in the working environment, which enables the successful
horizontal and vertical integration, but also the interesting solutions for the digital smart
factory. The participants were asked if they thing that their innovation level is average
compared to other companies within the same industry type or they are very innovative,
ahead the competition (Fig. 4).

Majority of the participants think that their innovativity level is similar to industry
average (58%). Interesting fact are the small companies (0–49 employees) in which
63% of the participants consider their innovation level above average. Results like this
can be explained by the smaller community and acceptance of the single person’s ideas
and its easier implementation in practice. Also, the large systems often are slow with
the acceptance of the change and possibility of the innovation implementation. That is
why those with over 10 000 000 EUR yearly revenue have in general said that their
innovation level is similar to industry average (77%) (Fig. 5).

Another interesting result is that both CEO and participants from other managerial
positions in the company both think in majority that their innovation level is similar to
average. It would be expected for CEOs to give a more opportunistic view on the
company’s innovation, which is now a sign for the need of the change within the system.
Participant from the military industry has acknowledged that their company has high
innovation level, as well as the majority from the process industry. Participants from the
manufacturing and service industry both in majority think that their company in similar
to average, but the ratio is smaller in the manufacturing industry. The Industry 4.0

Table 1. Official classification of company size

Size Number of employees Average yearly revenue (EUR)

Micro <10 <2 000 000
Small <50 <10 000 000
Medium <250 <50 000 000
Large >250 >50 000 000
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concept has mostly been presented as the digitization of the manufacturing, there are
much less evidences and possibilities yet available for the transformation of the service
industry, which also has to be part of the transformational process.

Fig. 4. Innovation level by company size

Fig. 5. Innovation level by industry type and participant’s profession
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4.2 Importance and Priority of Industry 4.0 Dimensions

Digitization, Internet of Things, Cloud Computing, Manufacturing process automation,
CPS and Big Data manipulation are dimensions of Industry 4.0 for which, in this
research, the participants had to choose the priority and its importance of implemen-
tation within their company (Figs. 6, 7 and 8).

Fig. 6. Industry 4.0 dimensions by innovation level

Fig. 7. Industry 4.0 dimensions by company size
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The results have shown that participants have found “Digitization” as most com-
mon and most important for the implementation in their working environment. Only
two participants from the manufacturing industry have acknowledged “CPS (Cyber
Physical Systems)” as important for their transformational process. Also, those who
think that have average innovation level have interest in “Big Data Manipulation”
implementation, while every industry type, size and innovation level have acknowledge
the importance of manufacturing process automation. The participant’s profession
hasn’t shown as an influential factor on the priority of Industry 4.0 dimensions
implementation.

4.3 Maturity Level Estimation

The participants were asked to estimate the level of maturity for Industry 4.0. The
dimensions “Strategy”, “Technology”, “Process and activities”, “Organization and
culture”, “Customers and Clients” were evaluated on the scale less than 20%, 20–40%,
40–60%, 60–80% and more than 80% where the higher number means the highest
maturity estimation for the Industry 4.0 (Fig. 9).

Fig. 8. Industry 4.0 dimensions by industry type

Fig. 9. Maturity estimation of the Industry 4.0 dimensions
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Maturity of their company’s strategy most of the participants have rated with 60–
80% readiness, which can be said that is pretty high level of the maturity. It is also a
good sign for the future steps that need to be taken, since the good strategy enables the
optimal transition to digital concept. 37% of the participants have rated technology
maturity with 60–80% of maturity and 26% with 40–60%. This is also higher than
expected, compared to the innovation level results and shows the good potential.
Process and activities were mostly rated with 20–40%, but the same number of par-
ticipants have rated their process and activities with >80% maturity level, which shows
the demand for the unique approach to digitization changes. Organization and culture,
on te other hand, most participants have rated with 20–40% maturity. This might be in
contradiction with the strategy dimension and is the key Industry 4.0 dimension to
complete the digitization process. The relationship with customers and clients were also
rated as very mature with 37% of answers in favour of 60–80% category and 32% in
>80% category.

4.4 Local Support and Education

The participants were asked if they are aware of the National Platform for Industry 4.0
existance, is their company a member of the platform and who do they think should
help them and support during the digitization period. The support of Government,
Universities and Industry 4.0 users were rated on the scale 1 to 5 where 1 is top priority.

Only 12% of the participants (Fig. 10) are aware of National Platform existance,
and among those, not a single company is a member of it. This raises the awareness of
the need for better education in the field of Industry 4.0 and its local findings and
approaches.

Fig. 10. Familiarity with national platform for Industry 4.0
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Participants think that the government has the biggest role in providing education
and support for the digital transformation of the local companies, as shown of Fig. 11,
it has given an average rate of 2,81. The European practice of learning factory concept,
placed in the local universities isn’t recognized with the participants, because they
claim that the Industry 4.0 users have bigger role in the education and support than the
local universities and science institutions.

5 Conclusion

As the decade of Industry 4.0 has almost passed, in the countries like Croatia, this
concept is yet unknown to many companies. Only few have started to implement parts
of the concept, while others are approaching very slowly, only accepting the new
technology needed. The complete transformation demands high investments under the
era of uncertainty and unclear support of the local government. Compared to the
research conducted in past years, the slight change in awareness can be noticed, but
none of the radical transformation has yet taken place. The role of Universities and
other scientific institutions is also one of the key factors in industry digitization – firstly
as the educators of the future human labor, and training enablers for the professions of
the future but also as the competence centers and learning factory service providers.
Companies have a concern about the need for digitization and automation of the
manufacturing processes, but other Industry 4.0 dimensions like Cloud Computing,
CPS or Internet of Things, still aren’t familiar enough to them. The transformational
basis is in high-speed internet infrastructure which still isn’t available in many parts of
Croatia. The work ethics also is a priority of a change, since the innovation level is not
above the average. This includes the mindset of the workers and their functioning by
innovative approaches in their everyday environment.

Fig. 11. The key Industry 4.0 supporters
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For the future research, the role of the National Platform for Industry 4.0 should be
studied, their impact on the local companies and connection to the government who
should provide the support in both financial and administrative way to provide optimal
transformation of local companies to the complete Industry 4.0 concept
implementation.
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