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Chapter 1
Micro-Power Energy Harvester Using
Piezoelectric for Acoustic Sound Wave
Energy Harvesting

Haris Fazilah Hassan and Rosemizi Abd Rahim

Abstract The advancement of portable electronic devices and the ever-increasing
integrated functions which have become a necessity in smartphones, tablets and simi-
lar devices have prompted the industry to look for portable power supplies to enhance
the lifetime and the usage of portable electronic devices. Therefore, harvesting free
energy from the surroundings to provide usable electrical energy could be an inter-
esting solution toward this requirement. In this paper, sound waves energy which is
in the form of a pressure wave is investigated to be as a source of free energy which
is abundant in our surroundings. The piezoelectric type called PZT 5A bimorph can-
tilever was introduced as a sound energy harvester during an experimental work.
The piezoelectric was tested to extract sound energy produced by the loudspeaker
at several predetermined distances from the loudspeaker. The result shows that the
maximum voltage of 83 mVpeak was obtained with the sound intensity of 102.6 dB at
a resonant frequency of 374 Hz, and themaximum power of 3.445µWwas produced
at 1 k� of optimal load resistance.

Keywords Piezoelectric bimorph cantilever · Sound waves energy resonant
frequency ·Maximum power
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1.1 Introduction

To date, most of the portable electronic devices such as electronic communication
devices and wireless sensor electronic devices are battery-powered. Thus, it will
require a continuous battery replacement or battery charging due to its limited life-
time. Due to this limitation, the utilization of free energy from the surroundings to
replace the dependency on battery will be an interesting solution. Furthermore, har-
vesting free energy as a source of electrical power will be capable to improve the
lifetime and the usage of portable electronic devices.

Recently, many researchers show their interest in the field of energy harvesting
technology to develop self-powered electronic devices by utilizing the environmental
energy. For instance, harvesting energy from thermal [1, 2], solar [3, 4], wind [5, 6]
and mechanical vibration [7–9] has been explored to utilize this energy in powering
low power consumption electronic devices.

One of the abundant sources in our surroundings and good to be utilized as a
source of energy is the sound wave energy. It is sustainable and easy to obtain
and will provide a great advantage to be a potential source in energy harvesting
application. In soundwave energyharvesting, themain issue that has beenhighlighted
is the low-level energy density available in the surroundings [10, 11]. Therefore,
it is imperative that the acoustic energy harvester must be designed to be able to
capture the maximum energy density at a resonant frequency in order to produce
maximum electrical energy. Many studies have been presented in enhancing the
acoustic energy harvesting in different techniques. Generally, these techniques can
be classified into resonant matching techniques, harvesting techniques and circuit
optimization techniques.

In the case of resonant matching technique, there was a study to perform experi-
mental investigations on acoustic energy harvesting utilizing a piezoelectric (PVDF
composite) cantilever integrated with a Helmholtz resonator [12]. The result has con-
clusively shown that the maximum energy conversion efficiency occurred when the
resonant frequency of the cantilever and acoustic noise resonant frequency from the
Helmholtz resonator were matched. A maximum harvested voltage of 0.22 V was
produced at 865 Hz of resonant frequency.

In the case of harvesting technique, a study discovered that the maximization
of harvested power efficiency for multiple PVDF piezoelectric cantilever beam can
be optimized by configuring its array placement such as the aligned and the zigzag
configurations [13]. The results showed that the PVDF beams placed in the zigzag
configuration were able to produce more 36.7% of harvested voltage and 45% of
harvested power as compared to the aligned configuration. The significant increases
in the harvested voltage and power are due tomore paths for the acoustic air particles’
motion which occurred in the zigzag configuration.
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1.2 Experimental Setup

In principle, a sound wave can be classified as a longitudinal wave created by the
vibration of the object. For instance, the sound wave that travels through the air will
cause vibration and pressure along the direction of wave motion due to changes in
density of the wave. As a result, it will create vibration energy which is conveyed
through a medium. With this phenomenon, this energy is looking to have a great
potential to be as a source of energy for energy conversion from sound energy to
electrical energy.

In this study, harvesting sound energy and converting it into electrical energy
will be performed by a piezoelectric generator. A piezoelectric material is an active
material which will generate an electrical charge under mechanical stress. It has good
properties such as a simple structure, higher output voltage and higher conversion
efficiency.

In this section, a PZT 5A bimorph cantilever is employed to act as an energy
extractor and generator. The piezoelectric generator will extract the sound wave
energy from a loudspeaker. The loudspeaker is used to generate sound wave energy
from the motion of the diaphragm and produces a longitudinal sound wave motion
which is in the form of a pressure wave. Then, the energy carried by the pressure
wave will hit the cantilever and cause the deformation of the cantilever structure. As
a result, the deformation of the cantilever structure will produce an electrical charge
which is in the form of a sine wave voltage. During the experiment, the amplitude
voltage of the loudspeaker is set at 10 mVp-p, and the frequency is varied at different
values until the resonant frequency of the cantilever is determined. The resonant
frequency of the PZT 5A bimorph cantilever is obtained by referring to the highest
output voltage achieved at certain values of the varied frequencies.

In this work, the piezoelectric generator is separated at 1 cm, 3 cm and 5 cm
distance, respectively, to the loudspeaker during the experimental work. The signal
generator is used to generate the loudspeaker at certain frequency and the amplitude
of voltage. Finally, the voltage generated by the piezoelectric generator is measured
by using an oscilloscope, and for sound intensity measurement, a sound-level meter
is used in this work. The overall experimental setup is illustrated in Fig. 1.1.

1.3 Result and Discussion

The performance of the PZT-5A harvester is evaluated based on the ability to produce
maximum sinusoidal voltage at resonant condition. By using the frequencymatching
technique whereby, the frequency of the sound generated from the source is tuned
to match the frequency of PZT-5A harvester. The measurement of the maximum
voltage amplitude generated from PZT-5A harvester was measured in open-circuit
condition, and the result is presented in Fig. 1.2.
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Fig. 1.1 Schematic of the sound wave energy harvesting experimental setup

Fig. 1.2 PZT-5A open-circuit output voltage measurement at different distances

Figure 1.2 illustrates the measurement result where it shows that the maximum
voltage of 128.7 mVp in open-circuit condition occurs at 374 Hz of resonant fre-
quency. Simultaneously, in conjunction with the resonant frequency of 374 Hz, the
SPL value was measured and found to be 102.6 dB. The result of the measurement
is summarized in Table 1.1.

Another pertinent study was also carried out to evaluate the maximum power
generated by the PZT-5A. By applying the impedance matching technique, the max-
imum power is determined by applying different values of resistive load. The results
of the experimental works were obtained by varying the value of the resistive load
and the output voltage was then measured at resonant condition.
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Table 1.1 PZT-5A
open-circuit output voltage
measurement at resonant
frequency

Distance (cm) Resonant
frequency
(Hz)

SPL (dB) Output voltage
(mVp)

1 374 102.6 128.7

3 375 99.6 78.8

5 376 95.6 42.4

Fig. 1.3 PZT-5A maximum output power measurement

From Fig. 1.3, it has been found that both impedances between internal resistance
of the PZT-5A harvester and load resistance matched at 1 k�. The corresponding
voltage of 83 mVp at 1 k� optimal load resistance was then used to calculate the
maximumpower output from the PZT-5Aharvesterwhichwas found to be 3.445µW.

1.4 Conclusion

In this work, the experimental work of sound wave energy harvesting using a piezo-
electric bimorph cantilever was presented. The technique employed clearly demon-
strates energy harvesting between the sound source and piezoelectric generator in
both closed-contact and opened-contact states, thus justifying the feasibility of sound
as a source of energy in piezoelectric energy harvesting applications. It is clearly
shown that the maximum power produced by the PZT-5A generator was found to be
3.445 µW and the corresponding voltage of 83 mVp at 1 k� optimal load resistance
was obtained with the sound intensity of 102.6 dB at resonant frequency of 374 Hz.
The result also verifies and successfully demonstrates the usage of piezoelectric
generators in a cantilever structure to harvest the sound energy.
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Chapter 2
Damage Diagnosis of a Structural Steel
Plate Using Wavelet Packet Transform

Pranesh Krishnan, Sazali Yaacob, M. P. Paulraj,
and Mohd Shukry Abdul Majid

Abstract Cracks and physical damages are a threat to the strength of structures.
Non-destructive test (NDT) measures are used to detect the damages at the earlier
phase to avoid any major damage to the structures. Vibration signal processing is
one of the NDT methods to determine the damage based on the experimental modal
analysis. In this study, an experimental setup is devised to freely suspend a steel plate
of size 30 cm by 60 cm. Based on the experimental modal analysis, the steel structure
is struck using an impact hammer and the dispersed mechanical energy is bagged as
vibration response using an accelerometer. The damages of size 512–1852 µmwere
manually simulated at arbitrary locations on the surface of the steel structure. The
data acquisition procedure is repeated before and after the simulation of damage.
The vibration signals are then processed, and the wavelet packet transform is applied
to extract the dominant features from both the normal and fault data. The feature set
is normalized between 0 and 1 are then mapped toward the condition of the plate
to formulate the final dataset. Using a K-fold cross-validation technique, the dataset
is trained and tested using support vector machine (SVM) and K-nearest neighbor
(KNN) classifiers. The results are compared and discussed.
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Keywords Damage detection · Experimental modal analysis · Non-destructive
testing · Wavelet packet transform

2.1 Introduction

Unidentified damages can put human safety at risk, cause long-term machine down-
times, interruption in the production and subsequently increase the production cost.
Early damage detection and possible location of the faults from the vibration mea-
surements is one of the primary tasks of condition monitoring. Vibration-based con-
dition monitoring has been in practice since the late 1970s. Several approaches have
been used in the literature which are categorized as: (a) Natural frequency based, (b)
mode shape based, (c)mode shape curvature or strainmode shape based, (d) dynamic
measured flexibility based, (e) matrix update based, (f) the non-linear method based,
(g) neural network based, and other methods. Carden and Fanning [2] conducted a
detailed review of the vibration-based conditionmonitoring techniques. Their review
emphasized on the structural engineering applications. They discussed various pat-
tern recognition models. Yan et al. [8] summarized the state-of-the-art and develop-
ment of vibration-based structural damage detection methods. They discussed the
traditional type (frequency response function, change in natural frequency, change
in structural stiffness) and modern type (neural network, wavelet analysis, genetic
algorithm) vibration-based damage detection. Further, Fan and Qiao [3] extended the
review on the vibration-based damage identification methods. They summarized the
damage identification algorithms developed for beam type and plate type structures.
They also highlighted the limitations of the existing damage detectionmethods. They
finally addressed the need for robust multiple damage detection methods, quantifi-
cation methods for damage magnitude, and viable damage identification methods.
Zhou et al. [10] used a vibration exciter and Fiber Bragg Gratings (FBG) sensors to
detect damage from a steel plate. They employed a multiple scale entropy and a sup-
port vector machine to detect the presence of the damage. Zhang et al. [9] conducted
a simulation study on the shear crack on steel plates. Rus et al. [7] developed an opti-
mization technique for steel plate damage detection based on the noisy impact test.
They designed an optimal filter to reduce the effect of noise. Gao et al. [4] conducted
an experimental study to detect the multi-damage in steel plates based on the non-
modal method. They presented a damage localization index (IFS flexibility). They
also discussed on the effect of boundary condition and damagemagnitude.Alavi et al.
[1] presented a method for crack growth detection in steel plates. Damage growth
was studied using data fusion of multiple sensors and damage progression was stud-
ied using individual sensors. Zima and Rucka [11] investigated the damage detection
using the guided wave propagation technique. They used a continuous wavelet trans-
form to find the reflected waves in the Lamb wave signals. Several researchers have
adopted the vibration-based damage diagnosis in the fields of rotating machinery,
civil engineering, and structural health monitoring.
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In thiswork, the existence of damage is identified using the support vectormachine
(SVM) model developed using the spectral features extracted from the vibration
response. Based on the experimentalmodal analysis, a protocol is designed to excite a
freely suspended steel structure. The distribution of the vibration response is captured
using accelerometers. The excitation point and the placement of accelerometers are
changed to record the data throughout the structure. Damages are simulated and
the experiment is repeated in the damaged condition. The vibration signal is further
trimmed and segmented into frames. The spectral features are further extracted from
each frame to constitute the feature set. The feature vectors are normalized and the
condition of the steel structure is labeled accordingly to form the final dataset. A
support vector modal is constructed and trained based on the K-fold cross-validation
method. The network model is tested and the classification accuracy is reported.

2.2 Methods

For this study, a stainless-steel plate of 60 cm by 30 cm was considered. An experi-
mental framework was designed to loosely support the steel plate. The selection of
the steel structure, the dimensions, numbering format, and the details of the procedure
have been discussed in detail in the author’s previous papers [5, 6] (Fig. 2.1).

Data Collection: The cells are evenly divided and only 36 chambers at the center of
the plate are considered for the experiment. The data collection protocol is designed
by changing the locations of the impact points and accelerometers (a combination of
roving hammer and roving accelerometer tests). The details of the data acquisition are
detailed in the earlier publication by the author [5, 6]. The impact test is carried out for
the 36 locations by changing the locations of the impact and the accelerometer which
constitutes of 144 samples. Each sample contains four signals (1 impact hammer
signal and three accelerometer signals). The dispersion of energy and the protocol
are represented in Figs. 2.2, 2.3, 2.4 and 2.5. The impact experiment is conducted on
10 similar steel plates under normal condition which forms 1440 normal samples.

Fig. 2.1 Experimental
support for a loosely
supported steel plate
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Fig. 2.2 Accelerometer localization (protocol 1)

Fig. 2.3 Accelerometer localization (protocol 2)

Fig. 2.4 Accelerometer localization (protocol 3)

Damage simulation: Damages were simulated using drill bits on the surface of the
steel plate at arbitrary locations for all the 10 plates. The depth of the damage was
measured using a surface electron microscope. The average depths of the simulated
damages were 1182 µm. The experiment is repeated after the damage simulation for
all the 144 locations in the 10 plates to form 1440 damaged samples.
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Fig. 2.5 Accelerometer localization (protocol 4)

2.3 Feature Extraction

Features carry dominant characteristics of the signal by reducing the dimensionality
without losing the information. The vibration signal represents an exponential decay
of the energy dispersed through the structure after the impact with respect to time.
The signal spans for 20 s, however, the time of strike of the impact hammer on the
steel plate is inconsistent throughout the experiment. Also, the exponential decay
is not consistent throughout all the locations of the structure. The raw signal is the
signal that is trimmed and is represented in Fig. 2.6. Fast Fourier transform (FFT) is
computed over the raw signal and represents the frequency components of the signal.
Figure 2.7 shows the FFT plot of the complete signal.

To effectively study the features, the vibration signal is segmented into frames of
1024 samples.
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Fig. 2.6 Raw and trimmed accelerometer signals
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Fig. 2.7 FFT magnitude spectrum of a typical signal

2.3.1 Wavelet Packet Decomposition (WPC)

Wavelet transform is a mathematical tool that transforms the sequential data in time
axis to spectral data in both time and frequency domain. In regular wavelet analysis,
the decomposition occurs only to the approximation component of each level using
the dyadic filter bank. However, the necessary frequencies can be achieved by imple-
menting the wavelet packet transform to further decompose the signal. For n level
decomposition, there are n + 1 possible ways to decompose or encode the signal. In
wavelet packet analysis, the details as well as the approximation can be split. This
yields more than different ways to encode the signal.

Each component in the wavelet packet tree can be viewed as a filtered component
with a bandwidth of a filter decreasing with increasing level of decomposition and
the whole tree can be viewed as a filter bank.

A wavelet packet is represented as a function, ‘ψ’, where ‘i’ is the modulation
parameter, ‘j’ is the dilation parameter and ‘k’ is the translation parameter.

ψ i
j,k(t) = 2− j/ 2ψ i

(
2− j t − k

)
(2.1)

where i = 1,2, 3…jn and ‘n’ is the level of decomposition in the wavelet packet tree.
The wavelet is obtained by the following recursive relationship

ψ2i (t) = 1√
2

∞∑

k=−∞
h(k)ψ i

(
t

2
− k

)
(2.2)
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2.4 Damage Classification

Data preprocessing is referred to the set of procedures used to process the raw data
for further processing such as classification or clustering. The dataset derived from
the features does not follow a uniform data distribution. Hence, the feature set is
rescaled between a certain range to enhance the performance of the classifier. The
spectral features derived from the vibration signals are rescaled between ‘0’ and ‘1’
and associated with the class to form the dataset for classification.

Support vectormachine (SVM)model is amachine learning algorithm based on the
statistical learning. The SVM model is chosen in this study to classify the presence
of damage. In this method, we plot each data as a point in the n-dimensional space
with the value of each feature being the value of the particular coordinate. The
classification is performed by finding the hyperplane that differentiates between the
two classes. Hence, finding the right hyperplane becomes very crucial in SVM. By
maximizing the distance, also known as the margin between the nearest data point
and the hyperplane will determine the right hyperplane. The kernel method is used
to transform the low-dimensional input space to a higher dimensional space in a
non-linear separation problem. The ‘fitcsvm’ function in MATLAB is used to model
the SVM. ‘Radial basis function’ kernel is used to classify between drowsy and alert
classes.

K-Nearest neighbor algorithm (kNN) is one of the simplest and easy to implement
a supervised machine learning algorithm. TheK factor is very crucial in determining
the class boundaries. The boundaries become smooth with increased values of K.
The training error rate and the validation error rate are the two parameters used to
access for the values of K. The ‘fitcknn’ function in MATLAB is used to model
the KNN classifier. The ‘Minkowski’ method is used as a distance metric, and the
number of neighbors value is chosen to be 3 in this classification method.

2.5 Classification Results

The wavelet packet transform features extracted from the vibration signals. Support
vector machine and KNN classifiers were used to train the feature matrix. The K-
fold cross-validation method is used to process the dataset into training and testing.
The average classification accuracy, sensitivity, specificity, true positive rate, false
positive rate for the KNN, and SVM classifiers are calculated and the results are
tabulated in Table 2.1.

The results show that KNN outperforms SVM in accuracy, the sensitivity of the
network is high.
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Table 2.1 Classification results

Classifier Accuracy Sensitivity Specificity TPR TFR

SVM 92.6 94.2 86.3 95.0 53.8

KNN 95.0 95.6 96.8 94.3 42.8

2.6 Conclusions

To conclude, the presence of damage is detected using the support vector machine
(SVM) model developed using the spectral features extracted from the vibration
response. Based on the experimentalmodal analysis, a protocol is designed to excite a
freely suspended steel structure. The distribution of the vibration response is captured
using the accelerometers. The excitation point and the placement of accelerometers
are changed to record the data throughout the structure. Damages are simulated
and the experiment is repeated in the damaged condition. The vibration signal is
further trimmed and segmented into frames. The wavelet packet transform features
are further extracted from each frame to constitute the feature set. The feature vectors
are normalized and the condition of the steel structure is labeled accordingly to form
the final dataset. SVM and KNN models are constructed and trained based on the
K-fold cross-validation method. The network model is tested and the classification
accuracy is reported. KNN model outperforms with an accuracy of 95%.
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Chapter 3
A Study on the Influence of Temperature
on Steel Corrosion Over Time

Sharmiwati-Mohammed-Sharif and Wan Noreaman Wan Zuharuddin

Abstract Corrosion is the main factor for steel failure. It is a natural process, which
converts a refinedmetal to amore chemically stable form, such as its oxide, hydroxide
or sulphides. It’s the gradual destruction of material (usually metals) by chemical
and/or electrochemical reaction with the environment. For this study, the influence of
temperature on the corrosion surface of the steel evaluated under the temperature that
has been applied ranging between 40 and 110 °C for 2min for the heat released by the
material. The study of temperature absorption was conducted under low temperature
between −17 °C until 15 °C for 2 min. This investigation of the experiment showed
that the application of corrosion temperature behaviour of steel can be used or applied
as the renewable application or purpose in the sector of engineering.

Keywords Corrosion · Temperature ·Mild steel

3.1 Introduction

Steel in service often has lasting effects and long lifetime, but all materials except
gold are unstable, that is, a material that is unstable in air and saturated water at
ambient temperature, and for the most part, is also unstable in air-free water [6]. It is
a natural process, which transforms fine metals into more stable forms of chemicals,
such as oxides, hydroxides or sulphides, and it will cause a significant factor in steel
failure [7]. Thus, almost all environments reveal hostile conditions for steels and their
application in engineering and commercial success, and the application depends on
the protection mechanism [5].

Sharmiwati-Mohammed-Sharif · W. N. Wan Zuharuddin (B)
Universiti Kuala Lumpur Malaysian Spanish Institute, Kulim Hi-Tech Park, 09000 Kulim,
Kedah, Malaysia
e-mail: wannoreaman@gmail.com

Sharmiwati-Mohammed-Sharif
e-mail: sharmiwati@unikl.edu.my

© The Editor(s) (if applicable) and The Author(s), under exclusive license
to Springer Nature Switzerland AG 2020
M. H. Abu Bakar et al. (eds.), Progress in Engineering Technology II,
Advanced Structured Materials 131,
https://doi.org/10.1007/978-3-030-46036-5_3

17

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-46036-5_3&domain=pdf
mailto:wannoreaman@gmail.com
mailto:sharmiwati@unikl.edu.my
https://doi.org/10.1007/978-3-030-46036-5_3


18 Sharmiwati-Mohammed-Sharif and W. N. Wan Zuharuddin

In some steel/environment systems, the metal protected by passive, naturally
formed surface conditions prevents reactions. In other arrangements, metal surfaces
remain active, and some form of protection must be provided by the design [2]. It
applies mainly to ordinary iron and low alloy steel and mild steel, which are the most
productive, most expensive and versatile steel material [1].

Corrosion happens when the protection mechanism has been ignored, damaged or
fatigued leaving the material exposed to the attack [4]. Problems related to practical
corrosion often encountered in engineering contexts and allied disciplines, where
such an approach may be hindered by certain uncertainty combinations of electro-
chemistry, metallurgy and physics that must be brought to light bear if a satisfactory
solution found [8]. This overview shows the relevance of various disciplines and
some relationships between them.

Besides that, there is a no. of application of corrosion to the society.Mostly, corro-
sion prevented from occurring on any material with any kind of method that involves
anti-corrosion [3]. The corrosion surface or materials commonly were eliminated
without knowing their renewable application or function in the engineering sector.

3.2 Methods

3.2.1 Material

Material that selected in this research was mild steel. The material has been prepared
by using the method of preparation of metallographic test specimens. There were
two types of specimens produced, and for one of them, corrosion occurred as shown
in Figs. 3.1 and 3.2.

Fig. 3.1 Mild steel
specimen with non-corrosion
surface
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Fig. 3.2 Mild steel
specimen that occurs with
corrosion surface

3.2.2 Temperature

In this study, low and high temperatures were used to conduct the experiment. By
using this type of temperature range, it can represent the environment temperatures
that occur for several steel types to produce a corrosion situation and produce the steel
failure. To gain low temperature, ice cube mixing with sea salt was used and act as
agent for the temperature of the specimen to drop lower than 10 °C. These situations
are applied on both specimens corrosion and non-corrosion surface, of the mild
steel. During the process, both samples were contacted or exposed to the temperature
agent for 2 min. For the specimen that has been exposed to high temperature was by
using boiling water that has been heated up using an induction stove. To gain high
temperature, we used the same method as in the case of the low temperature, i.e. by
adding sea salt. Sea salt acts as an agent to increase or decrease the temperature in
this experiment. Both the specimens were exposed to the high temperature for 2 min.

3.2.3 Thermal Imaging

A thermal imaging camera (TIC) is a type of thermometer camera used in the engi-
neering sector. By providing infrared radiation as visible light, the camera enables
the operator or user to see hot spots through smoke, darkness or heat-resistant obsta-
cles. It is built using a hot and waterproof housing and is textured to withstand the
dangers of land operations. It also can view low temperature as well. Temperature
distributions of both specimens were recorded by using the TIC equipment to gain
the results.
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3.3 Results and Discussion

This part of the discussion will present the temperature distributions of corrosion
and non-corrosion surface on the mild steel after being exposed to low and high
temperature. Based on Fig. 3.3, it represents the value of the temperature absorption
on both specimens that exposed to a temperature of 87.9 °C for 2 min. For the
corrosion surface, the temperature absorption was 44.4 °C, but when compared with
the non-corrosion surface, it gained 36.7 °C for the absorption process.

After the specimen was removed from the high-temperature agent, it was set in
rest for 6 min on two periods to monitor the temperature behaviour release on both
samples. As shown in Fig. 3.4, it represents the temperature release behaviour for
the corrosion and non-corrosion surface of the material. For the corrosion surface,
the temperature release speed that occurred was 0.03 °C/s, but when compared with
the non-corrosion surface the result that was gained was 0.006 °C/s. Based on the
finding that has been gained, corrosion surface is faster in terms of speed release
temperature that occurs with high temperature.

For the lower temperature situation, a different type of result situation occurred
for the specimens when compared to the high-temperature situation. The result of the
experiment can be seen in Fig. 3.5 that specimen has been exposed with −16.5 °C
for 2 min. After this process of 2 min duration, the sample is removed from the low-
temperature source. For the corrosion surface, it provided the result based on the TIC
method as 15.3 °C but for the non-corrosion surface as 19.9 °C of the temperature
absorption process. The result has shown that the corrosion surface can absorb more
temperature than the non-corrosion surface.

After the specimenwas separated from the low-temperature agent, it was set to rest
for 6 min on two periods to monitor the temperature behaviour on both specimens,
the same procedure as in the case of the high-temperature condition. As shown in
Fig. 3.6, it represents the temperature release behaviour for the corrosion and non-
corrosion surface of the material. For the corrosion surface, the temperature release

a b

Fig. 3.3 a Non-corrosion surface temperature absorption 36.7 °C, b corrosion surface temperature
absorption 44.4 °C
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Fig. 3.4 Temperature change over time of the mild steel surfaces at high-temperature conditions

a b

Fig. 3.5 a Non-corrosion surface temperature absorption 19.9 °C, b corrosion surface temperature
absorption 15.3 °C

speed that occurred was 0.0023 °C/s, but when compared with the non-corrosion
surface result that has been gained was 0.0021 °C/s. Based on the finding that has
been gained, the non-corrosion surface is slower in terms of temperature release
speed that occurs at low temperature.
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Fig. 3.6 Temperature change over time of the mild steel surfaces at low-temperature conditions

3.4 Conclusion

This research has found some results for the absorption and release temperature on the
non-corrosion and corrosion surfaces. Based on the data that been gain, the corrosion
surface provides better temperature in terms of absorption for both conditions when
compared with the non-corrosion surface. For the temperature release process, in
the situation of high temperature, the corrosion surface is faster, but when occurring
with low temperature, the non-corrosion surface provides a higher release speed of
the temperature. Both specimens give different results for different situations.
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Chapter 4
Binding Friction of NiTi Archwires
at Different Size and Shape in 3-Bracket
Bending Configuration

Mohd Nizam Ahmad, Abdus Samad Mahmud,
Muhammad Fauzinizam Razali, and Norehan Mokhtar

Abstract During orthodontic treatment, the force released by the bent of a NiTi
archwire is influenced by the friction developed in the bracket system. This in vitro
study investigated the amount of friction encountered by the NiTi archwire in a 3-
brackets configuration. Five different sizes within two shapes of NiTi archwire were
considered for the bending test at different deflection magnitudes of 2, 3 and 4 mm.
The binding friction was measured by comparing the force-deflection curve of the
NiTi archwire with the use of polytetrafluoroethylene (Teflon) bracket and stainless
steel brackets. The force result from the Teflon bracket was considered as a control
test, utilizing its frictionless character. This investigation revealed that the binding
friction is affected by the archwire size and shape. The NiTi archwire experienced
higher binding friction during activation and slightly lower during the wire recovery
at deactivation. The magnitude of the binding friction gradually increased with the
increase of the archwire size and shape, with the largest binding friction of 7.6 N
recorded from the 0.457 mm × 0.635 mm rectangular archwire and the smallest
binding friction was recorded from the 0.356 mm round archwire.

Keywords Binding friction · 3-brackets bending test · Teflon bracket · NiTi
archwire · Orthodontic leveling treatment
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4.1 Introduction

In orthodontic leveling treatment, a tooth is protruded to align with adjacent teeth
by inducing a force onto the subjected tooth. The force is generated by bending an
archwire on brackets that are glued to multiple teeth. The effective force magnitude
to induce tooth movement for leveling is around 1–3 N [1]. A higher force magnitude
can damage the gum tissue, while a lower force magnitude does not encourage tooth
movement or prolong the treatment time [2].

NiTi shape memory alloy orthodontic archwire is widely used in current practice
because they provide a constant force over a huge deflection magnitude. Also, their
unique superelasticity behavior allows large strain recovery of approximately 6–8%
strain without permanent deformation [3, 4]. In orthodontic treatment procedure, it is
the recovery force of the archwire that induces a toothmovement [3–5]. However, the
contact between the archwire and bracket produces unwanted friction. This friction
restrains the deflected archwire from retraction, thus tooth movement is hindered.

The friction at the contact area between the archwire and bracket can be classified
into sliding and binding resistances. Sliding friction exists from the sliding motion of
the archwire on the bracket and binding friction develops when the archwire is bent
at the tip/lip of the bracket slot [5].The magnitude of sliding friction is dependent on
the friction coefficient between the archwire and bracket [6]. If elastomeric ligature
is used to secure the archwire on brackets, the magnitude of sliding friction may
increase substantially. Binding friction is also dependent on the friction coefficient,
but the magnitude increases as the bent angle decrease, or in other words, as the
deflection of the archwire increases [7–9]. In this regard, binding friction is also
influenced by the archwire size and shape.

In normal case practice, different sets of archwire sizes are used during treatment,
depending on the displacement distance and angle of the tooth that to be treated. In
most of the cases, round archwires with diameter of 0.356–0.457 mm are used and a
rectangular archwire of 0.406× 0.559 mm is used at the final stage of treatment [10–
12]. Selection of archwire size and shape is guided by the deflection force of archwire
provided by the manufacturers. The force is measured from a 3-point bending test,
and thus, friction values are not included. The objective of this work is to measure
the binding friction of orthodontic archwires in 3-bracket configuration at leveling
treatment.

4.2 Materials and Method

The friction measurement was done from the force-deflection behavior of the NiTi
archwire bent in 3-brackets configuration. The bending jig is illustrated in Fig. 4.1a.
Themiddle indenter resembles the subjected tooth to be moved in leveling treatment,
and the two columns at each side resemble the teeth for anchoring the archwire. The
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Fig. 4.1 Experimental setup of friction measurement

commercial NiTi archwires (G&H Orthodontics) were used together with a com-
mercial stainless steel bracket, mini MBT prescription (Natural Orthodontics) with
0.559 mm slot height. The brackets were glued to the stainless steel columns by
using cyanoacrylate adhesive (Supa Glue, Selleys). In this test, ligature was not used
for eliminating the potential friction it might contribute. The indenter was mounted
onto the load cell of the universal tensile machine (Instron 3367) to provide force
to deflect the archwire. The force resolution of this tensile machine is 0.01 N. The
bending span was 15 mm to resemble a common adult Asian tooth pitch at denti-
tion. The bending test was done in a temperature-controlled chamber set at the oral
temperature of 37 °C. The chamber was able to maintain the temperature at ± 1 °C
accuracy.

Teflon brackets were used to demonstrate frictionless behavior during the bending
test. The Teflon brackets were fabricated by cutting a Teflon bar into a small insert,
then press-fitted into the slot of a stainless steel square pin, as shown in Fig. 4.1b.
Teflon bracket was bolted to the stainless steel column. During the bending test, the
indenter with Teflon tip is providing the force to bend archwire. The width of the
Teflon pin is the same as the stainless steel bracket width, to standardize the contact
surface during bending.

Bending of the archwire was done at crosshead speed of 1 mm per minute in
universal tensile machine. The archwires were deflected to three different distances
of 2, 3 and 4 mm at each test. Five commercial NiTi archwires were used in this
bending tests. Table 4.1 shows the archwire size and shape used at different brackets
types.
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Table 4.1 Brackets type and NiTi archwire used

Bracket NiTi archwire size (mm)

Round Rectangular

Teflon 0.356, 0.406, 0.457 0.406 × 0.559, 0.457 × 0.635

Stainless steel 0.356, 0.406, 0.457 0.406 × 0.559, 0.457 × 0.635

During the bending test, the activation phase is when the indenter is moving
downward to bend the archwire to the required deflection distance. The deactivation
phase is the archwire recovery to its original position, thus the force measured by
the load cell is the recovery force produced by the archwire. The activation phase
resembles the installation of the archwire by the orthodontist, while the deactivation
phase resembles the effective force produced by the bent archwire on its way to
recovery, thus induces tooth movement.

4.3 Results and Discussion

Figure 4.2a shows the force-deflection curve of the 0.406 mm round NiTi archwire
at 4 mm deflection with the use of stainless steel and Teflon brackets. In general, the
NiTi archwire behaved differently with respect to the material type of the bracket. It
is seen that in the presence of the stainless steel bracket, the NiTi archwire exhibited
the activation and deactivation force over a gradient curve. The archwire deformation
initiated with a linear elastic behavior for the first 1 mm deflection. The deflection
behavior exhibited a gradient force curve when the archwire was further bent to
4 mm deflection. This implies a non-constant force of stress-induced martensitic
phase transformation (SIMT) of the NiTi shape memory alloy. This gradient force
trend indicates the increase of friction magnitude at the archwire-bracket surfaces
as the deflection increases. On the other hand, the recovery of the archwire during
the deactivation cycle initiated at a lower force magnitude. This implies that the
friction encountered by the archwire while sliding in the bracket slot has reduced
the deactivation force strength, thus delays the reverse phase transformation to a
lower force level. As the deactivation cycle continued, the archwire force gradually
increased in relation to the decreasing of friction.

On the other hand, the archwire exhibited a constant bending force in a plateau
trend whenever the Teflon bracket was considered. This signifies the ability of the
NiTi archwire to exert force in a constant manner in a frictionless bracket system.

Referring to Fig. 4.2a, the force slopes of the stainless steel curve and Teflon curve
in the elastic region are different due to the bracket geometry. The size of the Teflon
bracket is slightly different as compared to the stainless steel bracket. This happened
due to machining variation in the fabrication of the Teflon bracket. Any difference
in bracket width affects the bending span. The Teflon bracket with a slightly bigger
bending span has produced a lower force slope as compared to the stainless steel
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bracket. Teflon is relatively soft, thus small deformation happens at the bracket tip
during archwire bending and this can affect the bending span.

The difference of the forcemagnitude at SIMT region of the force-deflection curve
is considered as binding friction. Referring to the SIMT region of the force-deflection
curve of stainless steel during activation, if no friction occurs, the magnitude of the
force is constant along the archwire bending. This is clearly demonstrated by the
flat plateau of the force-deflection curve on the Teflon bracket. The same method
was done to measure the binding friction during deactivation. If no friction occurs
during deactivation, the magnitude of the force is also constant along the archwire
recovery. Figure 4.2a–c illustrate the force-deflection curves at 4mmdeflection, 3mm
deflection and 2 mm deflection, respectively. From these force-deflection curves,
binding frictions were measured at three deflections, which refer to the magnitude
of force differences at every deflection, on both activation and deactivation. The
deflection of the archwire is directly influenced by the binding friction. From the
force-deflection curves, binding friction during archwire activation increased from
2 mm deflection to 4 mm deflection; however, the binding friction during archwire
deactivation decreased from 4 mm deflection to 2 mm deflection.

The binding frictionsmeasured on five NiTi archwires during activation and deac-
tivation phase at three deflections are summarized in Table 4.2. From this table, the
binding friction also increases with the increases of the archwire size. Bigger arch-
wires produced higher binding friction as compared to smaller archwires. At 4 mm
deflection, during activation, 1.215 N of binding friction was measured from the
0.356 mm round archwire while 7.601 N of binding friction was measured from
the 0.457 mm round archwire. During deactivation phase, the binding friction also
increased as the archwire size increased, but the magnitude difference was smaller.
A similar trend of binding force increment with respect to the archwire size was also
observed from a rectangular archwire.

Table 4.2 shows that the archwire shape also affects the binding friction. The
round archwires produced relatively lower binding frictions on both activation and
deactivation phases as compared to rectangular archwires, for all deflection mag-
nitudes. For the 4 mm deflection, the 0.406 mm round archwire produced almost
54% lower binding friction on activation as compared to the 0.406 mm× 0.559 mm

Table 4.2 Binding friction measured on five NiTi archwires at three deflections

Deflections
(mm)

Loading phase Binding friction (N) at
round archwire

Binding friction (N) at
rectangular archwires (mm)

0.356 0.406 0.457 0.406 × 0.559 0.457 × 0.635

2 Activation 0.665 0.914 1.690 2.787 3.008

3 1.102 1.680 3.178 4.355 5.499

4 1.215 2.544 3.765 5.569 7.601

2 Deactivation 0.607 0.698 1.235 1.371 2.441

3 0.776 1.223 1.668 2.052 3.371

4 0.936 1.270 1.851 2.463 4.590
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rectangular archwire. While on deactivation, the friction was about 48% lower. This
higher binding friction of the rectangular archwire is clearly due to its larger area
moment of inertia as compared to round archwires.

The binding friction table generated in this work can help orthodontist to select
the appropriate archwire size and shape for orthodontic leveling treatment. Based
on binding friction results of five NiTi archwires, the 0.406 mm round archwire
is more suitable because it produces small binding friction and at the same time
produces sufficientmagnitude of force to induce toothmovement during deactivation.
Although the smaller round archwire can produce a smaller binding friction, the
deactivation force produced on archwire recovery phase can be insufficient to induce
the tooth movement effectively.

4.4 Conclusion

The friction measurement technique introduced in this work has successfully mea-
sured binding frictions on five different sizes and shapes of NiTi archwires in a 3-
brackets bending system. The findings show that the archwire size and shape affected
the binding frictions at leveling treatment. Binding frictionsmeasured on bigger arch-
wire size were higher than the smaller archwire size. Similarly, the rectangular arch-
wires produced higher binding friction which was due to its bigger magnitude of area
moment of inertia. Unlike sliding friction of which the magnitude is constant over
the deflection range, the magnitude of the binding friction is directly proportional to
the magnitude of the archwire deflection, thus the value is not constant.

Acknowledgements The authors are grateful for the financial support provided by UniversitiSains
Malaysia under the grant USMRUI:1001/PMEKANIK/8014068.

References
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Chapter 5
Design of a Child Restraint System
for Motorcycles

Zulkarnain Abdul Latiff and Fazidah Saad

Abstract In developing countries, children riding on a motorcycle as a pillion or
driver are very common despite restriction by law for the driver. Children as motor-
cycle pillions or riders are more vulnerable. They are vulnerable to hazard on lower
limb and falling from the motorcycle due to a lack of stability. This paper is focused
on designing a child restraint system for motorcycles with an engine capacity of
100–150 cc that can secure the safety of the child passenger from aged 2 to 5 years
old and being able to support a maximum child passenger of 20 kg weight. The
methodology used in designing this product includes house of quality, morpholog-
ical chart, weighted objective analysis, sketching, concept design, CAD modelling,
finite element analysis and prototyping. The result of the design is able to withstand
the child maximum weight of 20 kg and was successfully installed at a Modenas
KRISS.

Keywords Child pillion · Child restraint system · Motorcycle

5.1 Introduction

In developing countries, particularly in Asia, motorcycle use has been dramatically
growing, and motorcycles are one of the most important means of transportation
because of rapid economic development, convenience in congested traffic and ease
of parking on narrow streets. For instance, motorcycles comprise 95% of registered
motor vehicles in Vietnam, 67% in Taiwan, 63% in China and 60% in Malaysia. A
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large proportion of motorcycles in developing countries are scooters with a smaller
engine capacity [1].

The main reason for using motorcycles is the economical mode of transportation.
Most families prefer using a lightweight motorcycle, one with an engine capacity
below 125 cc [2].

Table 5.1 shows the total motor vehicles by type and state of Malaysia by the date
of 31 March 2016. It is clearly seen that motorcycle is the most used by Malaysian
with 12,220,072 units.

According to Table 5.2, by the year of 2014, motorcycles with an engine capacity
of 101–150 cc are the most used by Malaysian with 436,896 units compared to other
engine capacities.

With both data given, it is true that motorcycles are an economical mode of
transportation and engine capacity below 125 cc.

In developing countries, children riding on a motorcycle as a pillion or driver
are very common despite restrictions by law for the driver. Children as motorcycle
pillions or riders are more vulnerable. They should be protected by their family and
by society [3].

5.1.1 Problem Statement

The safety of the young pillion on a motorcycle is insecure without using proper
restraint system. The possibility of falling from the motorcycle is imminent due to
their lack of stability in early ages.

Children under five years do not have a strong grip to hold a driver and always
lose their concentration. Hence, when they sit behind the driver, a sudden change of
direction or velocity without restraint may cause them to fall off. A sleepy child or
a child losing concentration can also easily fall off the motorcycle.

Children, 4–6 years old, have the highest rate of bone lengthening compared to
other age groups in pre-pubertal children. However, their legs are not long enough
to be supported by most motorcycles’ footrests. The unprotected lower limb has the
highest frequency serious injuries of surviving motorcyclist [6].

5.1.2 Objectives

To design a child restraint system for motorcycles with an engine capacity of 100–
150 cc that can secure the safety of a child passenger from age 2 to 5 years old.

The child restraint system should be able to support a maximum child passenger
of 20 kg weight.
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5.2 Literature Review

With an increase in the number of motorcycle riders and pillion riders, the incidence
of motorcycle-associated injuries has also increased. This problem is not limited
only to developing countries. A study in Australia showed that the incidence of
motorcycle-related injuries requiring hospital emergency room treatment in children
and adolescents in Victoria had increased by almost 10% per year [3].

The injured region of highest frequency in the seriously injured but surviving
motorcyclists was the lower limbs, particularly fractures. Tibia ranked the highest in
terms of fractures, followed by fractures of the femur [4].

Children as motorcycle passengers or riders are more vulnerable. They should be
protected by their family and by society [5].

There are three groups of children safety listed by the World Health Organization
(WHO):

Infants: at birth to 1 year old
Toddlers and preschoolers: 2–5 years old
Children 6 to 15 years old.

Every category has their maximal safety features that need to be followed. But
there is a possible option for minimally acceptable safety that can be used. Table 5.3
shows the maximal safety and the minimal safety required.

Toddlers have relatively short legs and a long trunk, with lumbar lordosis and
protruding abdomens. At 24 months, weight increases by 2 kg from 12 months of
age, and height increases by 12 cm. By 24 months, children are about ½ of their
ultimate adult height. After four years, the torso slims as the legs lengthen. Children,
4–6 years, old have the highest rate of bone lengthening compared to other age groups
in pre-pubertal children. However, their legs are not long enough to be supported by
most motorcycles’ footrests [6].

Children under five years do not have a strong grip to hold a driver and always
lose their concentration. Hence, when they sit behind the driver, a sudden change of
direction or velocity without restraint may cause them to fall off. A sleepy child or
a child losing concentration can also easily fall off the motorcycle [5].

Safety equipment aimed to restrain a childwhile riding on amotorcyclemight pre-
vent fall injuries. There are two kinds of uncommon restraint equipment for children
on motorcycles of which there is no research evidence yet supporting their efficacy
and effectiveness. An example is the mounted child seat. However, no special child
seat for a motorcycle pillion has been developed by any country [7].

5.3 Methodology

The methodology that was used is house of quality, morphological chart, weighted
objective analysis, sketching, conceptual design, CAD modelling using Catia V5



38 Z. Abdul Latiff and F. Saad

Ta
bl
e
5.
3

M
ax
im

al
sa
fe
ty

fo
r
ch
ild

re
n—

W
or
ld

H
ea
lth

O
rg
an
iz
at
io
n

M
ax
im

al
sa
fe
ty

Po
ss
ib
le
op

tio
n
fo
r
m
in
im

al
ly

ac
ce
pt
ab
le
sa
fe
ty

In
fa
nt
s:
at
bi
rt
h
to

1
ye
ar
s
ol
d

•
D
o
no
ta
llo

w
in
fa
nt
s
on

m
ot
or
cy
cl
es

•
D
o
m
or
e
bi
o-
m
ec
ha
ni
ca
lr
es
ea
rc
h
fo
r
ap
pr
op
ri
at
e

he
lm

et
,i
nf
an
ts
ea
t,
an
d
in
fa
nt

sl
in
g
re
la
te
d
to

sp
ee
d

lim
ita

tio
n
fo
r
fu
tu
re

sa
ge
ty

re
co
m
m
en
da
tio

ns

•
D
es
ig
n
a
m
ot
or
-t
ri
cy
cl
e
w
hi
ch

ha
s
a
pr
ot
ec
tiv

e
pa
ss
en
ge
r
sp
ac
e
an
d
a
re
st
ra
in
ts
ys
te
m

w
hi
ch

is
co
m
pa
tib

le
w
ith

a
ch
ild

se
at

•
A
ba
by

of
ni
ne

m
on
th
s
an
d
ol
de
r
sh
ou
ld

w
ea
r
an

ag
e-
ap
pr
op

ri
at
e
st
an
da
rd
iz
ed

he
lm

et
as

ad
di
tio

na
l

sa
fe
ty

eq
ui
pm

en
t(
a
bi
cy
cl
e
he
lm

et
is
av
ai
la
bl
e
fo
r

ch
ild

re
n
of

9
m
on
th
s
an
d
ol
de
r)

To
dd
le
rs
an
d
pr
es
ch
oo
le
rs
:2

–5
ye
ar
s

•
D
o
no
ta
llo

w
to
dd
le
rs
an
d
pr
es
ch
oo
le
rs
un
de
r
6
ye
ar
s

on
a
m
ot
or
cy
cl
e
as

a
pa
ss
en
ge
r

•
It
sh
ou
ld

be
pr
oh
ib
ite
d
by

la
w

•
D
o
m
or
e
bi
o-
m
ec
ha
ni
c
re
se
ar
ch

fo
r
ap
pr
op
ri
at
e

he
lm

et
,a
nd

ch
ild

se
at
(c
om

pa
ri
ng

be
ne
fit

an
d
ri
sk

of
in
cr
ea
si
ng

m
om

en
tu
m
)
re
la
te
d
to

sp
ee
d
lim

ita
tio

n
fo
r

fu
tu
re

sa
fe
ty

re
co
m
m
en
da
tio

ns

•
C
hi
ld
re
n
2–

5
ye
ar
s
ol
d
m
us
tu

se
al
la
va
ila

bl
e

pr
ot
ex
tiv

e
ge
ar

w
he
n
be
in
g
ca
rr
ie
d
on

a
m
ot
or
cy
cl
e

–
M
ou
nt
ed

se
at
:C

hi
ld
re
n
2–
5
ye
ar
s
ol
d
w
ho
se

fe
et

ca
nn
ot

re
ac
h
th
e
fo
ot
re
st
m
us
tb

e
tr
an
sp
or
te
d
on

a
m
ot
or
cy
cl
e
pa
ss
en
ge
r

–
C
ra
sh

he
lm

et
:A

ch
ild

pi
lli
on

pa
ss
en
ge
r
m
us
tw

ea
r

hi
s/
he
r
ow

n
st
an
da
rd
iz
ed

cr
ah

he
lm

et
w
hi
ch

fit
s

hi
s/
he
r
he
ad

–
C
lo
th
in
g:

A
pa
ir
of

pa
nt
s
is
ne
ce
ss
ar
y
be
ca
us
e
it

ca
n
pr
ot
ec
th

is
.h
er

le
gs

in
ca
se

of
a
cr
as
h,
th
at
sk
ir
ts

or
sh
or
ts
w
ou
ld

no
td

o
–
Fo

ot
w
ea
r:
R
ub
be
r
or

le
at
he
r
fo
ot
w
ea
r
w
ou
ld

pr
ev
en
tf
oo
ti
nj
ur
ie
s
in

ca
se

of
a
cr
as
h
or

fo
ot

en
tr
ap
m
en
t

•
O
nl
y
m
ot
or
cy
cl
is
ts
w
ho

ha
ve

pa
ss
ed

an
ad
di
tio

na
l

m
ot
or
cy
cl
e
te
st
fo
r
ca
rr
yi
ng

a
ch
ild

pa
ss
en
ge
r
ca
n

ca
rr
y
ch
ild

re
n
un
de
r
12

ye
ar

•
U
se

m
ot
or
-t
ri
cy
cl
e
as

a
sa
fe
r
m
od
e
of

tr
an
sp
or
t

in
st
ea
d
of

a
m
ot
or
cy
cl
e.
C
hi
ld

pa
ss
en
ge
rs
ag
ed

2–
5
ye
ar
s
or

w
ei
gh
t<

20
kg

co
ul
d
be

tr
an
sp
or
te
d
in

a
pr
ot
ec
tiv

e
pa
ss
en
ge
r
sp
ac
e
w
ith

a
ch
ild

se
at



5 Design of a Child Restraint System for Motorcycles 39

R21 software and finite element analysis in the same software. The sequences of
activities are shown in Fig. 5.1.

5.3.1 CAD Modelling

The conceptual design is drawn by using a CAD software to be able to represent
more details in the drawing. The software used is CATIA R5 R21 version. The 3D
modelling is shown in Fig. 5.2.

5.3.2 Finite Element Analysis

The purpose of the analysis is to determine the maximum stress that can be applied
to the specific part, backrest and pillar. A static analysis was carried out for this child
restraint with two different loads applied: a load of 300 N and load of 1000 N. This
is because the child mass is assumed to be around 30 kg. From the maximum stress
obtained, a safety factor of the product can be calculated. In this analysis, a few steps
are taken to make sure the reading is correct.

(i) Both brackets are clamped to avoid movement.
(ii) Backrest and both pillars are subjected to the load.

5.3.3 Material Selection

The materials used for this analysis are steel (brackets and pillars) and plastic
(backrest).

5.4 Results and Discussions

Figure 5.3 shows the first analysis done with a force of 300 N applied to the backrest.
Both brackets are clamped. The results show that the applied maximum stress of
6.25e + 007 N/m2 does not exceed the steel’s yield strength of 2.5e + 008 N/m2 and
the polypropylene’s yield strength of 3.69e + 008 N/m2. Thus, the product does not
fail under this load force. The safety factor for the backrest is 6 while for the pillar
is 4.

Figure 5.4 shows the second analysis done with a force of 1000 N applied to
the backrest. Both brackets are clamped. The applied maximum stress of 3.06e +
008 N/m2 exceeds the steel’s yield strength of 2.5e+ 008 N/m2 and is slightly below
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Fig. 5.1 Flowchart of project methodology
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Pillar

Bracket

Backrest

Fig. 5.2 3D modelling of the child restraint system

Fig. 5.3 First analysis with a load of 300 N

the polypropylene’s yield strength of 3.69e + 008 N/m2. Thus, the product fails for
the pillars part under this load force. The pillar may break, and the backrest plastic
material undergoes as lightly deformation. The safety factor for backrest is 1.2 while
pillar is 0.8. Table 5.4 shows the mechanical properties used during the analysis.
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Fig. 5.4 s analysis with a load of 1000 N

Table 5.4 Mechanical
properties of material used [8]

Mechanical
properties

AISI 6000 steel
(Bracket, Pillars)

Polypropylene
(Backrest)

Young’s Modulus,
E (GPa)

205.0 1.340

Shear Modulus, G
(GPa)

80.0 0.4

Poisson’s ratio, v 0.290 0.392

Density, ρ
(Kg/m3)

7850 775.1

Yield strength, Sy
(MPa)

824 40

Shear strength, Ss
(MPa)

992 22.3

5.5 Conclusions

Finite element analysis proves that the design is able to withstand a weight of 20 kg
and an applied 300 N/30 kg force, with the safety factor is 6 for the backrest and 4
for the pillar. The prototype made is able to be mounted on the motorcycle Modenas
KRISS and suitable to use for children 2–5 years old.

The ability to secure children with this product is still not tested as the project is
still in an early prototype design.
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Chapter 6
Drowsiness Detection Using
Electroencephalogram Anomaly Based
on Spectral Entropy Features and Linear
Classifier

Pranesh Krishnan, Sazali Yaacob, and Annapoorni Pranesh Krishnan

Abstract Sleeping on the wheels due to drowsiness is one of the significant causes
of death tolls all over the world. The primary reason for sleepiness is due to the
lack of sleep and irregular sleep patterns. Several methods such as unobtrusive sen-
sors, vehicle dynamics and obtrusive physiology sensors are suggested to diagnose
drowsiness of drivers. However, the unobtrusive sensors detect drowsiness in the later
stage, whereas the physiologicalmethods use obtrusive sensors such as electroocular,
electromyogram and electroencephalograms and produce high accuracy in the early
detection of drowsiness, which makes them a preferable solution. The objective of
this research article is to classify drowsiness with alertness based on the electroen-
cephalographic (EEG) signals using band power and log energy entropy features.
The publicly available ULg DROZY database was used in this research. The five
EEG channels from the raw multimodal signal are extracted. By using a band-pass
filter with the cut-off frequencies of 0.1 and 50 Hz the high-frequency components
were removed. Another band-pass filter bank is designed to slice the raw signals into
eight sub-bands, namely delta, theta, low alpha, high alpha, low beta, mid beta, high
beta and gamma. The preprocessed signals were segmented into an equal number of
frames with a frame duration of 2 s using a rectangular time windowing approach
with an overlap of 50%. Spectral entropy features were extracted for each frame in
the sub-bands. The extracted feature sets were further normalized between 0 and 1
and labeled as drowsy and alert and then combined to form the final dataset. The
K-fold cross-validation method is used to divide the dataset into training and testing
sets. The processed dataset is then trained using, K-nearest neighbor network, and
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support vector machine classifiers, and the results are compared. The KNN classifier
produces 95% classification accuracy.

Keywords Spectral entropy · DROZY database · Frame analysis · Drowsiness

6.1 Introduction

Road accidents are certainly a growing concern in most of the nations because of
its increase in the cause of death tolls. Reports from the World Health Organization
(WHO) state that road accidents are the 9th leading cause of death globally [1].
Sleep-associated vehicle accidents have the highest share of traffic accidents. 30%
of all fatalities and injuries have been caused by sleepiness worldwide.

The USNational Highway Traffic Safety Administration (NHTSA) projected that
drowsy driving is the reason for 40,000 injuries and 1500 demises in car crashes per
year [2]. These deaths could be avoided if driver drowsiness was observed correctly,
and drivers were certainly alarmed. Sleepiness is a physiological phenomenon sig-
nifying a lack of energy and motivation. There are various issues such as inadequate
sleep, extended mental or physical work, long periods of stress and anxiety that
generate fatigue in humans. Driver drowsiness has gained importance in the last
80 years. According to statistics, there is a huge requirement to build a system for
monitoring the drivers and gauging their level of attention, which is also called as
advanced driver assistant systems (ADAS). There are several techniques to detect
driver drowsiness, which are broadly categorized into vehicle based, behavior based
and physiology based.

In the vehicle-based methods, the parameters such as pressure on the acceleration
pedal, lane deviation and steering angle position are used to determine whether the
driver is under the influence of drowsiness or not. Nowadays, modern vehicle man-
ufactures implement one or all of the above methods in the driver assistant systems
as a safety measure. However, the driving environment, road marking, climatic con-
ditions and driving skill make this method difficult to evaluate the state of the driver
[2].

Another technique is to continuallymonitor and record thedriver’smotion, namely
eye closure, eye blink, yawning and head movements through a fixed camera with an
intelligent system to discriminate between the state of the vigilance and drowsiness.
Nevertheless, the critical limitation in this method is due to the reduced recognition
rate under the dim lighting background and the stage at which the drowsiness is
detected. The behavioral method detects drowsiness only after the driver is entirely
influenced by sleep.

Among the various drowsiness detection techniques, the physiology-based pro-
cess involves electroencephalogram (EEG), electromyogram (EMG), electrocardio-
gram (ECG) and electrooculogram (EOG). The EEG method yields high accuracy
and is referred to as the gold standard. Thus, the physiology-based method produces
high efficiency and reliability in detecting drowsiness at an early stage with high
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efficiency. Yet, the EEG signal, which is the most preferred physiological signal, has
the closest association with drowsiness. The drawbacks of the EEG signals are that
as they have high temporal resolution and can be easily interfered by EMG, eye blink
and electromagnetic noise [2].

Drowsy driving is a vital issue and hence need to be identified at the earliest.
Drowsiness has subsequent effects: (a) driver’s reduced attention to surroundings,
(b) considerable delay in reaction time and (c) affecting the driver’s capability to
make decisions. The literature study attempts to review all the previous approaches
in detecting drowsiness. Drivers involved in sleep-related crashes reported that the
quality of their sleep was either poor or fair [3]. Missing an hour of sleep can lead to
car crash risk. The only antidote for drowsiness is sleep [4].

Li et al. [5] used Fp1 and O1 EEG channels to discriminate between alert and
drowsy. Pranoto et al. [6] detected drowsiness in truck drivers using a speed limiter
integrated fatigue analyzer. The system is based on the Arduino UNO, sensing the
driver’s body temperature and heart rate. Ribeiro et al. [7, 8] developed anEEG-based
drowsiness detection system based on the Sleep-EDF database and used Hjorth coef-
ficients, power spectral density and average power to classify drowsiness. Albalawi
and Li [9] developed a real-time drowsiness detection based on a single channel EEG
signal using eight frequency bands. They computed the relative power and classified
the drowsy and alert state with the support vector machine (SVM) classifier. They
compared the results of the developed system with the MIT-BIH polysomnographic
database. Leger et al. [10] developed an inflight vigilance state detection system,
which used a single EEG channel for pilots. Pathak and Jayanthy [11, 12], Da Sil-
veira et al. [13], Picot et al. [14, 15] and Ogino and Mitsukura [16] researched on the
use of a single EEG channel to classify alert and drowsy states of drivers. Hu [17]
compared the different features and classifiers for driver drowsiness detection based
on a single EEG channel [18]. Alluhaibi et al. [19] discussed the various driver behav-
ior detection methods, their advantages and disadvantages. Mu et al. [20] detected
driver fatigue using combined entropy features from the EEG signals. Belakhdar
et al. [21–23] used a single channel EEG signal to classify drowsiness based on the
average power of the delta and alpha waves. They compared the ANN and SVM
classifiers for the best accuracy. They used the MIT-BIH polysomnographic dataset.
Correa et al. [24, 25] extracted features using spectral and wavelet decomposition
methods to classify the drowsy and alert state.

In this work, we have considered the ULg multimodality drowsiness database.
The database contains multimodal signals, namely five EEG channels, two EOG
channels, one EMG and one ECG channel along with the psychomotor vigilance test
(PVT) and video data. We have considered only the five EEG signals for analysis
and to classify between the alert and drowsy state. We have used the framing method
to segment the signal into equal frames of 2 s using a rectangular window with an
overlap of 50%. The raw signal is trimmed using a band-pass filter to a maximum
cut-off frequency of 50 Hz. Further, each frame is segmented into eight sub-bands
using a band-pass filter bank. We have extracted the log energy entropy and band
power features for each of the frames. The feature set is then rescaled using a bipolar
normalization method. The feature set is labeled as drowsy and alert, and then, all
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the alert and drowsy data are combined to form the final dataset. The K-fold cross-
validation technique is used. The dataset is trained usingK-nearest neighbor network,
and support vector machine classifiers, and the results are compared.

The remaining of the paper is ordered as follows. The details from the literature
and the proposed methodology are explained in the second part of the introduction
section. The multimodality drowsiness database, data acquisition protocol and the
channel selection are explained in thefirst part of themethods section.The secondpart
details the preprocessing, sub-band filtering and feature extraction procedures used
in this approach. The data preprocessing section details dimensionality reduction
and data preparation for the six classification models. The results section projects
the results followed by the discussion section, which discusses the outcome of this
research. The final conclusion section details the contributions and concludes the
paper.

6.2 Methods

DROZYdatabase: The publicly availableULgmultimodality drowsiness (DROZY)
database is considered in this research as it contains a multimodal approach. The
complete details of the multimodal data collection, data description and the protocol
are represented in Fig. 6.1 [1].

In this research, it is planned to use the ULg multimodality drowsiness database.
The database contains physiology related signals, i.e., EEG, EOG, ECG and EMG.
By using the Embla Titanium system, the signals were recorded from EEG channels
C3, C4, Cz, Pz and Fz referenced at A1 in the international 10-20 system. The vertical
and horizontal EOG signals, ECG and EMG signals were also recorded at a sampling
frequency of 512 Hz. Along with these signals, video signals were also recorded.
The drowsiness and alert signals were recorded from 14 male and female subjects.
The test was conducted in a controlled environment in three trials. Before the first
trial, the subjects were asked to have a good sleep pattern for the past week. In the
first trial, the subjects were asked to perform an action watching the screen. After
the first trial, the subjects were asked to stay awake for 36–38 h to keep them sleep
deprived. In the second and third trials, the subjects performed the same previous

Fig. 6.1 Protocol design during the data collection. Adapted from [1]
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Fig. 6.2 EEG electrode placement conferring to the international 10-20 system

experiment. At the end of the final test, the subjects were arranged for a sound sleep
before leaving the laboratory.

Channel selection: The experiment was conducted in three trials in two days, as
mentioned in the protocol. The authors conducted an extensively used tool to mea-
sure the performance impairments due to drowsiness using a 10-min psychomotor
vigilance test (PVT). This test gives the reaction time to visual or auditory stimuli
that occur at random inter-stimulus intervals.

The database contains PSG signals from 11 electrophysiological signals (five
EEG, two EOG, one ECG and one EMG). The five EEG channels are recorded from
C3, C4, Cz, Pz and Fz locations present in the central lobe of the brain. The placement
of the EEG channels is depicted in Fig. 6.4. The sensors are placed around C3, C4
and Cz locations and deal with the sensory and motor functions [26]. This research
uses monopolar montage with C3 as a reference. The vertical and horizontal EOG
signals are recorded from above and at the side of the right eye to capture the eye
blinks. An ECG channel is recorded from the electrode placed on the chest, and an
EMG signal is recorded from the electrode placed on the neck of the participant. The
placement of electrodes is pictorially represented in Fig. 6.2.

6.3 Feature Extraction

Dimensionality reduction plays a vital role in classifier performance. Dimensional-
ity reduction is achieved either by feature extraction or feature selection. For both
feature extraction and feature selection approach, the feature evaluation criterion,
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dimensionality of the feature space and optimization procedure are required. Feature
extraction is the conversion of the raw data to a dataset with the selected number of
variables which contains the most discriminatory evidence. Feature extraction, on
the other hand, considers the whole original data and maps the useful information
into a lower-dimensional space. The following section explains the signal processing
and feature extraction process (Fig. 6.3).

EEG signal processing: EEG signals are the non-invasive physiological means of
recording brain activity. It has the closest association with drowsiness. The EEG has
neural domain signal information which has a high temporal resolution but can be
easily interfered by EMG, eye blink and electromagnetic noise [27]. The EEG, along
with the EMG, ECG and EOG signals, remains the European data format (EDF). A
MATLABfunction is used to extract only theEEGsignals,which are of interest in this
research. The experiment was conducted for 10 min, and the EEG signal contains
information up to 600 s. The signals are recorded at 512 Hz sampling frequency.
The signals include both EOG and EMG, which contribute toward the drowsiness
detection. Hence, the eye blink artifacts and the EMG artifacts which are removed
in conventional biosignal processing is avoided in this research. The raw signal is
processed directly without any artifacts removal. However, a Butterworth low-pass
filter with a cut-off frequency of 50 Hz is designed to attenuate the high-frequency
components.

Sub-band filtering: The EEG signal is conventionally divided into alpha, beta,
theta, gamma and delta waves based on their rhythms. These waves are further
subdivided into low, medium and high and are extracted using a suitable band-pass
filter based on their frequencies [9]. A Butterworth band-pass filter bank with eight

Fig. 6.3 Multimodal
electrode placement during
the experiment
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Table 6.1 EEG sub-band filtering

Wave Frequency range (Hz) µV Nature Optimal

Delta 0.1–4 20–200 Very slow Deep sleep

Theta 4–8 20–100 Slow Depressants

Low alpha 8–9 20–60 Moderate Relaxation

High alpha 9–12 20–60 Moderate Relaxation

Low beta 12–16 2–20 High Conscious

Mid beta 16–20 2–20 High Blinking

High beta 20–30 2–20 High Alertness

Gamma 30–50 3–5 Very high Cognition

frequency bands is designed and used to extract the sub-bands of the EEG signals.
Table 6.1 details the cut-off frequencies for all the eight sub-bands.

Frame blocking, windowing and overlap: The raw signal is recorded for 10min.
It is difficult to apply any feature extraction methods to the whole signal. Hence, the
signal is divided into specific time windows (signal epochs) from the continuous
EEG signal. On a trial and error method, the duration of the time windows is selected
based on the performance metrics. In this case, the 2-s window is chosen to segment
the raw EEG signal. An overlap of 50% is applied during the process of windowing
(Fig. 6.4).

During each trial of the experiment, data are recorded for an average time of
10 min, which is approximately 600 s. All the signals are read, and the maximum
length of the signal is computed and taken as reference, for those signals where the
length is short, zeros are padded at the end of the signal to make all signals even.
The raw EEG signal is segmented into 2 s pulses. After segmenting the signals into
frames of 2 s with the windowing technique, the original raw signal grows to 300
per each subject per each trial, thereby enhancing the data.

Spectral Centroid
The spectral centroid is widely used in speech research to identify the robust and
dominant frequency. The spectral centroid for the vibration signal is calculated using
Eq. (6.1) as shown below.

Fig. 6.4 Frame blocking
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SC =
∫
kX(k)dk

∫
X(k)dk

(6.1)

where X(k) represents the FFT output, and k represents the number of FFT
components.

Spectral Centroid frequency
The spectral centroid frequency is computed as the average of amplitude weighted
frequencies, divided by the total amplitude. The spectral centroid frequency for the
vibration signal is computed based on Eq. (6.2) as shown below

SCFi =
∑M

n=1 f ∗ S[ f ]wi [ f ]
∑M

n=1 S[ f ]wi [ f ]
(6.2)

where M is the number of frequency bins.
Classification: Data preprocessing is referred to the set of procedures used to

process the raw data for further processing such as classification or clustering. The
dataset derived from the features does not follow a uniform data distribution. Hence,
the feature set is rescaled between a certain range to enhance the performance of
the classifier. The spectral features derived from the vibration signals are rescaled
between ‘0’ and ‘1’ and associatedwith the class to form the dataset for classification.

The support vector machine (SVM) model is a machine learning algorithm based
on the statistical learning. The SVM model is chosen in this study to classify the
presence of damage. In this method, we plot each data as a point in the n-dimensional
space with the value of each feature being the value of the particular coordinate. The
classification is performed by finding the hyperplane that differentiates between the
two classes. Hence, finding the right hyperplane becomes very crucial in SVM. By
maximizing the distance, also known as the margin between the nearest data point
and the hyperplane will determine the right hyperplane. The kernel method is used
to transform the low-dimensional input space into a higher-dimensional space in a
nonlinear separation problem. The ‘fitcsvm’ function in MATLAB is used to model
the SVM. ‘Radial basis function’ kernel is used to classify between drowsy and alert
classes.

K-nearest neighbor algorithm (KNN) is one of the simplest and easy to implement
a supervised machine learning algorithm. TheK-factor is very crucial in determining
the class boundaries. The boundaries become smoothwith increased values ofK. The
training error rate and the validation error rate are the two parameters used to access
for the values of K. The ‘fitcknn’ function in MATLAB is used to model the KNN
classifier. The ‘minkowski’ method is used as a distance metric, and the number of
neighbor’s value is chosen to be 3 in this classification method.
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Table 6.2 Classification results

Classifier Accuracy Sensitivity Specificity TPR TFR

SVM Dataset 1 91.6 92.2 89.3 98.0 43.8

Dataset 2 93.5 94.9 88.6 96.7 48.1

KNN Dataset 1 93.2 94.6 96.8 96.3 39.8

Dataset 2 95.9 96.7 94.2 93.5 40.2

6.4 Results

The spectral features namely spectral centroid, and spectral centroid frequency are
extracted for each frame of the EEG signals. Support vector machine is used to train
the feature matrix. The K-fold cross-validation method is used to process the dataset
into training and testing. The average classification accuracy, for the KNN and SVM
classifiers, is calculated, and the results are tabulated in Table 6.2.

The results show that KNN outperforms SVM in accuracy, and the sensitivity of
the network is high.

6.5 Conclusion

This study performed the detection and classification of drowsiness, between the alert
and drowsy state using the five EEG channels. We have used the framing method
to segment the signal into equal frames of 2 s using a rectangular window with an
overlap of 50%. The raw signal is trimmed using a band-pass filter to a maximum
cut-off frequency of 50 Hz. Later, each frame is segmented into eight sub-bands
using a band-pass filter bank. The log energy entropy and band power for each of
the frames were extracted as features. The feature set is then rescaled using a bipolar
normalization method. The feature set is labeled as drowsy and alert, and then, all
the alert and drowsy data are combined to form the final dataset. From the three
trials, the feature sets for the drowsy class extracted from the trial 2 and trial 3 were
labeled as ‘0’, and the alert feature set extracted from trial 1 was marked as ‘1’. The
extracted feature sets were further normalized and tagged as drowsy and alert and
then combined to form the final dataset. The K-fold cross-validation method is used.
The dataset was trained using the two classifier models: K-nearest neighbor network,
and support vector machine. The trainedmodels were validated using the test dataset,
and the performance of the classifiers on the two datasets was compared. Overall,
the KNN classifier achieves 95.2 and 94.6% by outperforming the other classifiers.
The proposed frame-based approach can be used for other classification applications
as well. The developed model can be applied for driver drowsiness classification and
other drowsiness research.
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Chapter 7
Close Loop Feedback Direct Current
Control in Driving Mode of a Four
Quadarnts Drive Direct Current
Chopper for Electric Vehicle Traction
Controlled Using Fuzzy Logic

Saharul Arof, Noramlee M. Noor, R. Mohamad, Emilia Noorsal,
P. A. Mawby, and H. Arof

Abstract The direct current (DC) series motor is the highest starting torque motor
compared to other motors with the same kilowatt power. The conventional speed
controller that is used in an electric vehicle utilizes the series motor that can cause
jerk and slip during start-up. This paper discusses the usage of a direct current control
(DCC) in the four quadrants direct current chopper (FQDC) application to overcome
the start-up problem. The series motor current is controlled in a closed-loop fashion
using the fuzzy logic technique. The DCC is a current control method using a lookup
table (LUT) with a predetermined reference current. The system is tested using
MATLAB/Simulink. The simulation results usingMATLAB/Simulink show that the
current can be controlled using a fuzzy logic technique.
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Keywords Direct current (DC) drive · DCC · Fuzzy logic · Four quadrants
chopper · LUT controller · Current control · EC

7.1 Introduction

The emission of hydrocarbons not only pollutes the environment but also contributes
to globalwarmingwhichmelts the icebergs and increases the sea level.Using efficient
electric vehicles (EV) for transportation is one of the solutions to reduce global
hydrocarbon emission. The price of EV is expensive making it unattainable to many
people, especially those living in poor countries. Thus, there is a need for researchers
to look for an alternative EV that can reduce the cost, thusmaking it more economical
and affordable such as direct current (DC) drive EV.

7.2 Literature

Interest in research for economical DC drive EV started in 2009 at the Oak Research
National Laboratory (ORNL) [1]. The USA had successfully designed a brushed
motor with high power output (55 kW) and high efficiency (92%) that can operate in
low operating voltages (13 V). In conjunction with the research in a DC drive motor,
a new series motor, four quadrants DC chopper, was designed and the proposed
chopper has multiple operations [2]. Several studies cover several areas related to
the DC drive EV and its incorporated battery charger [3] for the FQDC. These
investigations were extended to the attempt to study different types of DC drive
motor such as separately excited motor has been conducted [4]. To improve the
FQDC performance, optimization tools such as artificial intelligence are introduced
to control the proposed FQDC chopper [5–7]. Detailed investigations on the chopper
operationmodes led to the establishment of a simulationmodel to test theDCchopper
for electric car and light rail transit (LRT) [8]. Further investigations on each of the
chopper operations on the voltage, current, torque and speed of the FQDC have been
carried out [9]. For DC series motor traction EV application, the speed control and
torque control have been successfully done and implemented with direct current
control (DCC) [10]. For power regeneration, the FQDC offers the generator mode
of the FQDC with several techniques of regenerated power as studied and discussed
in [11]. In order for the FQDC to be applied in the real world, it needs a controller
with a running control algorithm embedded in the system. The controller and its
control algorithm were studied using processor in the loop (PIL) technique [12].
Each operation of FQDC mode can improve its performance using AI optimization
tools such as genetics algorithm [13].

In this paper, a closed-loop feedback current control using fuzzy logic for a DC
series motor in driving mode of FQDC is discussed.
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7.2.1 Four Quadrants Drive DC Chopper

Figure 7.1 depicts the driving mode of the FQDC which offers seven modes of oper-
ations including the forward and reverse driving, field weakening, parallel driving,
generating, regenerative braking and resistive braking capabilities. The closed-loop
feedback current control of the DC series motor in driving mode of the FQDC is also
shown in Fig. 7.1.

For a traction motor, the torque is used to move a vehicle from a standstill, and
when the vehicle has started moving, it already has some inertia; thus, a lower torque
is required to propel the vehicle. The series motor has the highest starting torque
compared to other types of motors. This is good for other types of the applications
except for motor traction. The high starting torque will cause jerks during start-up
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Fig. 7.1 Driving mode of the FQDC
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which are unwanted. To overcome the jerk effect while start-up, the torque of a series
motor has to be reduced during start-up. The blue color line in Fig. 7.2 represents the
normal torque–speed characteristic of a DC series motor. To achieve a better start-up,
the torque versus speed characteristics line has to be altered as shown by the red line
in Fig. 7.2.

After the cut-off, the final expected torque–speed characteristics curve is shown
in Fig. 7.2. For the DC series motor, the torque and current have a significant rela-
tionship, which can be seen if they are plotted together as shown in Fig. 7.3. Both
torque and current produce a similar trend of speed except with different strength
[10].

The flow of the current in driving mode is shown in Fig. 7.4.
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Fig. 7.4 Driving mode
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As a result, a lookup table (LUT) can be set as input reference to the closed-loop
feedback control of the current [10].

The following general equations describe the voltage and current for the chopper.
Equations (7.1)–(7.4) are general equations that are applicable to all chopper opera-
tion modes. Bemf is the back emf of the motor, V a and V f are the armature and field
voltages, Kb is the back emf constant, K t is the torque motor constant, I f is the field
current, Ra and Rf are the motor coil resistances, Ia is the armature current, ω is the
angular speed, and T d is the motor torque.

Ia = Vbatt − Ia(Ra + Rf) − Bemf

La + L f
(7.1)

Bemf = Kv Ifω (7.2)

Td = Kt If Ia (7.3)

w =
∫

Td − (TL + Bw)

J
(7.4)

In drivingmode, the direct current control is applied based on the armature current.
While the motor is running, the armature current depends on the back emf, and the
back emf depends on the field current. Themotor speed and current were tested using
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Fig. 7.5 Direct current
control
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a digital PID controller as shown in Fig. 7.5. In the beginning, the speed is linearly
increased and that is the indication of direct current control.

7.2.2 Fuzzy Logic

Lofti Zadeh is the founder and the key contributor to fuzzy logic (FL) and its appli-
cations [14–16]. The basic architecture of FL is based on the concept of a ‘crisp’
input and ‘crisp’ output. Crisp means the actual data or parameter being used, which
is described in either quantitative or qualitative parameters. The full architecture of
FL is shown in Fig. 7.6.

Fig. 7.6 Architecture of FL
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7.2.2.1 Fuzzification Interface

Fuzzification involves rule evaluation and aggregation, which is done mostly in the
knowledge base block. There are two common techniques which are used in this
process: theMamdanimethod and the Sugenomethod. Unlike Sugeno, the advantage
of the Mamdani method is in capturing expert knowledge in its entirety, whereas the
Sugeno uses singleton rule output, which only works well with linear techniques
[16]. In deciding this, the set will be based on the inputs and outputs of the system
being modeled. The three most popular membership functions (MFs) are known as
the triangular, Gaussian and trapezoidal functions [16]. The usage of triangular and
trapezoidal MF can speed up the performance rate, but lower the level of accuracy.
This process and implementation are performed in the database block. The function
of the rule-based block is to determine the rules relationship for each of the inputs
and the outputs. This is where the inference system is used, specifically based on
‘If…then…rules’ or Bayesian rules [16] given below:

IF x is Ai and IF y is Bi then z is Ci

Thedesignof these rules usually depends on the inputs and eachof themembership
functions. As also described in [16], rule evaluation in the fuzzy inference system
model is based on either an ‘AND’ function or an ‘OR’ function, in terms of the
fuzzy operation as an algebraic product of algebraic sum, which is used to compare
the inputs. The level of the truth value of the antecedent is then determined, and the
consequent membership function is either clipped (correlation minimum) or scaled
(correlation product) [16]. This fuzzy operator will compare each of the inputs, and
this operation takes place between the fuzzification interface and knowledge base,
and will be processed in the decision-making unit as shown in Fig. 7.6.

7.2.2.2 Defuzzification Interface

The final step is to convert all of the fuzzy values to crisp values. This is done by
defuzzification or aggregation of the rule output. The examples of the defuzzification
methods are center of gravity or centroid, the maximum membership principle, the
weighted average method, the mean-max membership method, the center of sum
method, the center of largest area method and the first (or last) maxima method [16].
The most commonly used defuzzification technique is the centroid method.

7.2.2.3 Closed-Loop Feedback Control Using Fuzzy Logic

A typical fuzzy logic controller for a closed-loop feedback control system is shown
in Fig. 7.7. Equations (7.5) and (7.6) describe the relationship between the change
of control (u(k)) on the one hand and the error (e(k)) and change in the error.

�e(k) = e(k) − e(k − 1). (7.5)
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Fig. 7.7 Basic structure of a
fuzzy logic closed-loop
feedback system
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�rerr(k) = rerr(k) − rerr(k − 1). (7.6)

7.3 Methodology

The two inputs to the fuzzy logic controller are the motor current error as shown in
Fig. 7.8 and the rate of motor current error as shown in Fig. 7.9. The single fuzzy
output is shown in Fig. 7.10, which is the PWM output signal to fire the IGBT, so
more or less current can enter the chopper circuit. The reference for the input current
of the closed-loop feedback control is obtained from the LUT [12]. The Sugeno style
of fuzzy logic is chosen due to its simplicity and linearity, and it is suitable for a
linear system. The membership function is first set and the degree of membership
function is set after several trial and errors during the open-loop trials.

The two inputs of fuzzy sets (error and rate of error), which use the triangular
membership function and one output set to represent the final output signal, are
established. The types of error membership functions are negative, zero, small and
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Fig. 7.8 Error signal
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big as indicated in Fig. 7.11. The rate of error membership function is negative big,
negative small, zero, small and big as shown in Fig. 7.12. The membership function
boundary for both fuzzy sets is equally divided. The boundaries are set according
to error and rate of error under the influence of the system transient response and
timing delay of the system.

The output of fuzzy with Sugeno method as shown in Fig. 7.13 is set after several
trial-and-error tests during open-loop and closed-loop tests before it can be finally
set up. The singleton output of Sugeno is set according to the error and rate of error
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Fig. 7.11 Fuzzy logic
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output under the influence of the system’s transient response and time delay of the
system.

The rules for input and output of the fuzzy logic are listed in Table 7.1. The rules
are set according to the system transient response and influenced by the time delay
of the systems.

Two inputs of fuzzy logic which are the error of the current and rate of the error of
the current are fed to the fuzzy logic controller for the closed-loop feedback control
of direct current control as shown in Fig. 7.14. The input reference (the expected
current) is taken from LUT which has undergone several interpolations before the

Table 7.1 Set of rules ERR RERR OUTPUT

ZERO HIGH ZERO

ZERO MED ZERO

ZERO LOW ZERO

ZERO ZERO ZERO

ZERO NHIGH LOW

ZERO NMED MED

ZERO NLOW HIGH

LOW HIGH LOW

LOW MED LOW

LOW LOW LOW

LOW ZERO LOW

LOW NHIGH LOW

LOW NMED MED

LOW NLOW HIGH

MED HIGH MED

MED MED MED

MED LOW MED

MED ZERO MED

MED NHIGH LOW

MED NMED MED

MED NLOW HIGH

HIGH HIGH HIGH

HIGH MED HIGH

HIGH LOW HIGH

HIGH ZERO HIGH

HIGH NHIGH LOW

HIGH NMED MED

HIGH NLOW HIGH

NEG – ZERO
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+/-Input Fuzzy 
Controller

FQDC &
DC SERIES 

MOTOR

Feedback

Fig. 7.14 Fuzzy logic in closed-loop feedback control

final value is obtained [12]. The expected input reference current value is according
to the speed of the motor [12].

7.3.1 Simulation Model with MATLAB/Simulink

A simulation model using MATLAB/Simulink is established by using mathemati-
cal Eqs. (7.1)–(7.4) which are transformed into a physical-based model as shown in
Fig. 7.15. The simulation model is used to observe the system’s performance and
tune fuzzy logic controller controlling the FQDC with direct current control tech-
nique. From the obtained results, the controller performance is observed, tuned and
improved.

7.4 Result and Discussion

The result of the fuzzy logic closed-loop feedback control FQDC incorporated with
a DC series motor armature current and motor speed in driving mode is shown in
Fig. 7.16. The speed of the motor is normalized. During the first stage of the direct
current control, it is observed that the motor speed increases linearly.

The fuzzy logic controller usually is not able to operate correctly in the first
attempt. It is common then to redesign and to do many attempts before a success-
fully operated controller is built. After the completion of the development of the
controller’s model, a software tool is used to simulate the model in order to obtain
observable simulation data. These data reflect the degree of the controller’s perfor-
mance. Based on the data, some changes are thenmade to the initial model if redesign
is necessary. This adjustment process on the model is known as tuning.

By tuning, the optimal operating point of the controller can be searched and
maintained to make sure that good performance is achieved at the required level [15,
16]. There are two ways to tune a fuzzy logic controller: modifying the membership
functions and changing the set of rules applied [15, 16]. Usually, both methods
of tuning are done based on heuristic knowledge of experienced operators. Often,
experts carry out trial-and-error experiments for tuning. Sometimes, they have to
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Fig. 7.16 Speed and current
of the FQDC DC series
motor controlled by fuzzy
logic in closed-loop
feedback control
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Fig. 7.17 Current control by
fuzzy logic after fine-tuning
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undergo a number of trials before arriving at the results needed. During each trial,
some parameters are changed and a modified model is built and simulated to get the
output for a specific operating condition of the system. The final result is shown in
Fig. 7.17.

7.5 Conclusions

The proposed fuzzy logic control successfully controls the armature current in direct
current controlmode of a closed-loop feedback and can be used as a control algorithm
for controlling the armature current of a four quadrants DC chopper of series motor
for the application as a DC drive electric car.
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Chapter 8
Digital Proportional Integral Derivative
(PID) Controller for Closed-Loop Direct
Current Control of an Electric Vehicle
Traction Tuned Using Pole Placement

Saharul Arof, N. M. Noor, M. F. Alias, Emilia Noorsal, Philip Mawby,
and H. Arof

Abstract Direct current (DC) series motors have a higher starting torque compared
to other types of motors, and their power is in the kilowatt range. The standard
speed is applied for electric vehicles (EVs) with a series motor, and four quadrants
direct current chopper (FQDC) can cause jerk and slip during the start-up. DC control
(DCC) is one of the solutions applied toFQDC toovercome this start-up problem.The
DCC is the current control strategy that employs a lookup table with a predetermined
reference current. The current has to be controlled in a closed loop with feedback. An
inefficient feedback controller with wrongly tuned parameters can cause ripples in
current and torque. This paper describes the modeling and the control of a proposed
DCC using a PID controller with the pole placement technique. The system is tested
using MATLAB/Simulink which shows that the current can be controlled using the
digital PID utilizing the pole placement technique.

S. Arof (B) · N. M. Noor · M. F. Alias
Universiti Kuala Lumpur, Malaysian Spanish Institute, Kulim Hi-Tech Park, 09000 Kulim,
Kedah, Malaysia
e-mail: saharul@unikl.edu.my

N. M. Noor
e-mail: noramlee@unikl.edu.my

M. F. Alias
e-mail: fauzialias@unikl.edu.my

S. Arof · E. Noorsal
Faculty of Electrical Engineering, Universiti Teknologi MARA Cawangan Pulau Pinang, 13500
Permatang Pauh, Pulau Pinang, Malaysia
e-mail: emilia.noorsal@uitm.edu.my

P. Mawby
University of Warwick School of Engineering, Coventry CV47AL, UK
e-mail: p.a.mawby@warwick.ac.uk

H. Arof
Engineering Department, Universiti Malaya, Jalan Universiti, 50603 Kuala Lumpur, Malaysia
e-mail: ahamzah@um.edu.my

© The Editor(s) (if applicable) and The Author(s), under exclusive license
to Springer Nature Switzerland AG 2020
M. H. Abu Bakar et al. (eds.), Progress in Engineering Technology II,
Advanced Structured Materials 131,
https://doi.org/10.1007/978-3-030-46036-5_8

73

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-46036-5_8&domain=pdf
mailto:saharul@unikl.edu.my
mailto:noramlee@unikl.edu.my
mailto:fauzialias@unikl.edu.my
mailto:emilia.noorsal@uitm.edu.my
mailto:p.a.mawby@warwick.ac.uk
mailto:ahamzah@um.edu.my
https://doi.org/10.1007/978-3-030-46036-5_8


74 S. Arof et al.

Keywords DC drive · Series motor · Four quadrants chopper · DCC · Current
control · Closed-loop control · Digital PID controller · Pole placement · Driving ·
EV

8.1 Introduction

The emission of hydrocarbons not only pollutes the environment but also contributes
to global warming, which melts the icebergs and increases the sea level. Using
efficient electric vehicles (EV) for transportation is one of the solutions to reduce the
global hydrocarbon emission. Unfortunately, the price of EV is expensive, making
it unattainable to many people, especially those living in developing countries.

8.2 Literature Review

In 2009, Oak Ridley National Laboratory (ORNL), USA, unveiled a new type of DC
brushed motors with a high-power output (55 kW) and high efficiency (92%) but
operating at a low operating voltage (13 V) [1]. Attempt to improve the conventional
H-Bridge chopper by an increased number of operations or to allow motor reverse
action has been continuously carried out. But ever since the discovery of the new
DC motor by the ORNL, a new series motor, four quadrants DC chopper shown in
Fig. 8.1, was designed and the proposed chopper has more operations compared to
the earlier versions [2]. Several other studies related toDCdrive EV led to research on
EC battery charger [3], and different types of DC drive brushed such as the separately
excited motor that can be used for motor traction for DC EV have been done [4].
A detailed investigation into the chopper operation modes led to the establishment
of a simulation model to test the chopper operations for the application as electric
car and light rail transit (LRT) [5]. This simulation model led to further detailed
investigations into each of the chopper operations and on the specific pattern of the
motor voltage, current, torque, speed of the series motor and FQDC running for DC
drive EC application have been continuously carried out [6]. For DC series motor
traction of EC application, the speed and the torque control for the series motor, in
an attempt to reduce jerk and tire slip, have been successfully done and implemented
with the direct current control technique [7]. For power regeneration, theFQDCoffers
the generator mode with several techniques of starting the regenerated power and the
voltage control is studied and discussed in [8]. In order for the FQDC to be applied in
realworld, it needs controllers running the control algorithm in the embedded system.
The controller and its control algorithm are studied and tested using processor in the
loop (PIL) technique [9]. To improve the new FQDC performance, optimization
tools such as artificial intelligence (AI) are introduced to control all the operations
of the proposed FQDC chopper [10, 11]. Among the three AI controllers, ANFIS
shows the best performance followed by neural network and the self-tuning fuzzy
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Fig. 8.1 Series motor four quadrants DC chopper

logic controller. A study on neural network controller to uncover the best method
of tuning has been carried out and the single controller with binary output has been
investigated in detail [12]. On each specific FQDC chopper operation mode, the
single performance can be further improved using AI optimization tools such as the
genetics algorithm to set up a specific lookup table for the field current [13].

8.2.1 Direct Current Control During Driving Mode

In driving mode, the FQDC can be represented as a diagram as shown in Fig. 8.1.
A series motor has the highest starting torque compared to the other types of

motors. This is good for different types of applications except for the motor traction.
The high starting torque will cause jerks during star-tup, and it is unwanted. From
that reason, in order to remove the jerk effect during start-up, the torque of a series
motor has to be reduced. In Fig. 8.2, the blue color line represents the example of
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Fig. 8.2 Torque versus speed curve under load

normal torque–speed characteristics of a DC series motor. To achieve a better start-
up, the torque versus speed characteristics line during start-up has to be cut off as
shown by the red line.

For the DC series motor, the torque and current have a significant relationship,
and this is plotted together in Fig. 8.3. Torque and current show the same pattern,
but the current is on a much smaller scale. Thus, the armature current can be used
instead of the torque as an input reference for the closed-loop feedback control [7].

A lookup table of the armature current versus speed [7] can be created, and this
lookup table can be used as a reference as shown in Fig. 8.4 for the closed-loop
feedback control of the direct current control in driving mode [7].

8.2.2 Mathematical Equation in Driving Mode

The following general equations describe the voltage and current for the chopper.
Equations (8.1)–(8.3) are general equations for the motor.Bemf is the back emf of the
motor, V a and V f are the armature and field voltages, Kb is the back emf constant,
K t is the torque motor constant, I f is the field current, Ra and Rf are the motor coil
resistances, Ia is the armature current, ω is the angular speed, and T d is the motor
torque [2].

eg = Kbemfifω (8.1)
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Fig. 8.3 Normalized torque and current versus normalized speed

+/-Input Digital PID
FQDC &

DC SERIES 
MOTOR

Armature 
current 

Feedback

LUT

Fig. 8.4 Closed-loop feedback control of the direct current control

Td = Ktiaif (8.2)

Td = J
dω

dt
+ Bω + TL (8.3)

The linear differential equations are shown in Eqs. (8.4)–(8.6).

Vdc = Eg + IaRa + IfRf + (L f + L f)
di f

dt
(8.4)

di f

dt
= dia

dt
(8.5)
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d

dt

[
İa

] =
[ −(Ra+Rf)

La+L f

][
Ia

][ 1
La+L f

][
Vbatt−Eg

]
(8.6)

In driving mode, the direct current control is applied based on the armature motor
current.

8.3 Methodology

8.3.1 System Stability Using Root Locus

Equations (8.1)–(8.4) are converted to a transfer function model, as shown in
Eqs. (8.7)–(8.9). Equation (8.9) is equated to Eq. (8.10), and finally, the value of
s is determined.

Gs = K

s(S(L f + La) + (Rf + Ra)
(8.7)

In closed loop

T (s) = K

s2(L f + La) + (Rf + Ra)s + K
(8.8)

The characteristics equation is

s2(L f + La) + (Rf + Ra)s + K = 0 (8.9)

Using

−b ± √
b2 − 4ac

2a
(8.10)

we obtain the following solution: s = 0, −2495.4, −4.6.
For the root locus graph as shown in Fig. 8.5, when K is zero, it starts from 0

(more dominant than −4.6) on the right-hand side and −2500 at the left-hand side.
AsK increased, these two values are move to each other, and at value of 1250, whose
values for ζωn , they meet. As K moves further, one will be upward, and the other
will be moving downward. The system is always stable.
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Fig. 8.5 Root locus and Bode plot

8.3.2 PID Controller

The PID controller equation is

Kp + Ki

s
+ Kds = Kps + Ki + Kds2

s
(8.11)

8.3.2.1 PI Controller

The PI algorithm can be expressed in the continuous time domain as:

u(t) = Kpe(t) + Ki

t∫

τ=0

e(τ )dτ (8.12)

where u(T ) is the control input signal, e(t) is the error signal, t is the continuous
time domain, τ is the calculus variable of integration, Kp is the proportional mode
control gain, Ki is the integral mode control gain.

The implementation of this algorithm in an embedded system like a microcon-
troller requires a transformation into the discrete time domain. The trapezoidal sum
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approximation is used to transform the integral term into the discrete time domain.
The proportional term does not require approximation.

P term: Kpe(t) = Kpe(k)

I term: Ki

t∫

τ=0

e(τ )dτ ∼= Ki

k∑

i=0

h

2
[e(i) + e(i − 1)] (8.13)

Time relationship: t = k * h
where h is the sampling period, k is the discrete time index: k = 0, 1, 2, . . ..

The storage memory variable “sum” is needed to calculate the full summation in
each time step, the summation is expressed as a running sum as follows

sum(k) = sum(k − 1) + [e(k) + e(k − 1)] (8.14)

u(k) = Kpe(k) + K ′
i sum(k) (8.15)

8.3.3 Tuning the PID Using MATLAB/Simulink SISOTOOL

If the transfer function is loaded to the MATLAB/Simulink SISO tool with auto
tuning, the PID compensator equation is given as

C = 2.6738e6 × (1 + 0.38s)

s

whereby Kp = 2.6738e6, z = 1
0.38 , z = 2.6315, Ki = Kpz, Ki = 7,036,315.7.

The step response result of the PID controller is tuned using the SISO tool, as
shown in Fig. 8.6.

The previous discussion on the PID controller modeling and control is done with
an analogue/continuous system and with an analogue PID controller. However, these
current days, the analogue is no longer used and replaced by the digital/discrete
controller. The continuous system is considered as a discrete system if a delay is
added into the circuit. Figure 8.7 shows the result when a delay is added. The result
contains a steady-state error.
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8.3.4 Conversion to Discrete Model

The transfer function of the armature current in the driving mode can be represented
as a first-order system using theMATLAB system identification tool as the equations
given below:

G(s) = 1

s + 167

G(z−1) = Z{Gzoh(s)G(s) = Z

{
1 − e−T s

s

K

1 + τms

}

G(z−1) = Z(1 − z−1)

K
τm

s
(

1
τm

+ s
)
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G(z−1) = K

(
z − 1

z

)
Z

(
c

s(c + s)

)

G(z−1) = K

(
z − 1

z

)(
z

z − 1

)(
1 − e−cT

z − e−cT )

)

G(z−1) = K

(
1 − e−cT

z − e−cT

)
(8.16)

where c = 1/τm .

8.3.5 PID Controller Design by Pole Assignment

A PID controller can be cast in the following discrete time form.

u(t) = r(t)(g0 + g1 + g2) − (
g0 + g1z−1 + g2z−2

)
y(t)

1 − z−1
(8.17)

The coefficients g0, g1, g2 are related to Kp, Kd, Ki the proportional, derivative
and integral gain setting by

Kp = −g1 − 2g2
Kd = g2
Ki = g0 + g1 + g2

The closed-loop feedback of the digital PID controller and the discrete system in
discrete form are shown in Fig. 8.8.

y(t)

r(t)
=

Z−dBG
AF

1 + Z−dBG
AF

y(t)

r(t)
= Z−dBG

AF + Z−dBG

u(t)
r(t)

     +      -

controller plant y(t)

Fig. 8.8 Discrete closed-loop control
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The characteristic equation is AF + Z−dBG = 0
Let,

AF + Z−dBG = T

where

T = 1 + t1Z
−1 + t2Z

−2 + · · · + tn Z
−n

T = sampling time, τm = time constant.
Assuming d = 0, the controller transfer function is:

Gc(z−1) = u(t)

e(t)

Gc(z−1) = G

F
= g0 + g1z−1 + g2z−2

1 − z−1
(8.18)

u(t)
[
1 − z−1

] = e(t)
[
g0 + g1z

−1 + g2z
−2

]

u(t) − u(t − 1) = g0e(t) + g1e(t − 1) + g2e(t − 2)

So

u(t + 2) = u(t + 1)g0e(t + 2) + g1e(t + 1) + g2et

And the plant transfer function is:

Gp
(
z−1

) = y(t)

u(t)

Gp
(
z−1

) = B

A
= b1z−1

1 + a1z−1 + a2z−2

u(t)
[
b1 − z−1] = y(t)

[
1 + a1z

−1 + a2z
−2]

b1u(t − 1) = y(t) + a1y(t − 1) + a2y(t − 2)

So,

y(t + 2) = −a1y(t + 1) − a2y(t) + b1u(t + 1)

Hence, AF + BG = T

1 + a1z
−1 + a2z

−2)(1 − z−1) + b1z
−1(g0 + g1z

−1 + g2z
−2)
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= 1 + t1z
−1 + t2z

−2

Equating the coefficient we get,

g0 = t1 + (1 − a1)

b1

g1 = t2 + (a1 − a2)

b1

g2 = a2
b1

From the equation of the closed-loop system,

y(t)

r(t)
= Z−dBG

AF + Z−dBG

Hence, AF +BG = T

(1 + a1z
−1 + a2z

−2)(1 − z−1) + b1z
−1

(
g0 + g1z

−1 + g2z
−2

) = 1 + t1z
−1

where t1 = exp
(

−T
τm

)

For the PID controller software programming, the value of Kp, Ki and Kd is
determined by,

Kp = −g1 − 2g2

Kp = 110 = 12.24, Ki = g0 + g1 + g2, Ki = 230

Kd = g2, Kd = 0

8.3.6 Simulation Model with MATLAB/Simulink

Simulation of a model using the software can monitor the result and performance of
the proposedFQDCunder the closed-loop feedback control. TheMATLAB/Simulink
andmathematical model used for studying the drivingmode operation with the direct
current control technique in closed-loop feedbackwith discrete PID controller tuning
with the pole placement method is shown in Figs. 8.9 and 8.10.

The experimental hardware setup shown in Fig. 8.11 is used to verify the
simulation and mathematical model.
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Fig. 8.10 Physical-based model of DC motor with DCC

8.4 Results and Discussion

The system was tested with a PID controller, and the first test was on the current
control at a constant speed. The result is shown in Fig. 8.12.

The second test is the current control when the motor speed changes, and the
result is shown in Fig. 8.13. The variation of the current (normalized) is observable.
But the actual performance did not represent the DCC and PID tuned by the pole
placement. It is because of the result after A/D. Thus, the result has been amplified
almost twenty times.
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Fig. 8.11 Experimental setup

Fig. 8.12 Transient
response closed-loop control

0 500 1000 1500 2000 2500 3000
0

0.2

0.4

0.6

0.8

1

Time (microseconds)

O
ut

pu
t (

A)

 

 

Reference
Output

Fig. 8.13 Transient
response closed-loop control
of current at speed changes

0 0.5 1 1.5 2
x 10 5

0

100

200

300

400

500

600

 Time (x 4ms)

C
ur

re
nt

 (N
or

m
al

iz
e 

A/
D

)



8 Digital Proportional Integral Derivative (PID) Controller … 87

A complete test of the motor speed (normalized) and current (normalized) using
DCC applied is shown in Fig. 8.14. In the beginning, when the current is maintained,
the motor speed increases linearly due to the DCC. But when the current is lowered,
the motor speed increases slowly before reaching a final value.

A comparison through the simulation model is made to compare motor speed
and current with DCC and speed control methods, as shown in Fig. 8.15. The speed
control shows a rapid increase in motor speed, and this causes tire slip and the
jerking effect while the DCC presents the linear increase in speed. Notice at the end
the speed will be the same for both methods.

The experimental results of the DCC and feedback control tuned with pole place-
ment are shown in Fig. 8.16. The simulation and mathematical model results are also
shown for comparison purposes. It is observed that the current can be controlled as
per the requirement of the DCC.

Fig. 8.14 Transient
response closed-loop control
of current
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Fig. 8.15 Simulation result
of speed control and DCC



88 S. Arof et al.

Fig. 8.16 Simulation result
and experiment DCC

8.5 Conclusion

The DCC method can control the DC series motor current via FQDC chopper. The
pole placement method is used to tune the digital PID for closed-loop feedback
control of the current with DCC to eliminate jerking and tire slip during start-up.
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Chapter 9
Numerical Analysis of Multiphase
Electrolyte Flows in an Al-Air Battery
Using Smoothed Particle Hydrodynamics

Faizah Osman and Muhamad Husaini Abu Bakar

Abstract The aluminium–air (Al-air) battery is one of the demanded batteries as it is
safe and efficient to power up an electronic device. However, the corrosion behaviour
due to the hydrogen gas released from the aluminium anodes is a critical issue that
must be considered in theAl-air battery development. This paper is aimed to establish
an Al-air battery single-cell model and to simulate the hydrogen gas release by
using the smoothed particle hydrodynamics (SPH) method. As a result, the pressure
distribution and velocity profile inside the Al-air battery are being studied. These
two measured parameters are closely significant indicators towards the corrosion
behaviour. Controlling the fluid behaviour inside the Al-air battery by using the SPH
method is another way to improve the performance of the battery.

Keywords Aluminium–air battery · Corrosion rate · SPH · Hydrogen gas

9.1 Introduction

The growing development of advanced electronic devices and electric vehicles (EVs)
results in a great requirement for high energy density storage systems [1]. Metal–
air batteries such as lithium–air (Li-air) batteries, aluminium–air (Al-air) batteries,
and zinc–air batteries are considered as the most promising alternatives for the power
source of EVs due to their high energy density [2]. However, the practical application
of metal–air batteries is still challenging, especially in Al-air batteries. Alternatively,
many strategies have been purposed and explored, which promoted the development
of Al-air batteries. This is because the battery systems suffer from low voltage and
specific energy, and extremely high corrosion rates under open circuit condition
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[3]. The generated hydrogen due to corrosion in the electrolyte also decreases the
potential of the battery due to abnormal chemical efficiencies of the electrolyte. Thus,
it is considered as multiphase flows, and the flow behaviour during operation of the
battery remains to be investigated.

One way to analyse the electrolyte flows inside the Al-air batteries is by using
smoothed particle hydrodynamics (SPH). SPH is a mesh-free, Lagrangian particle
method for simulating the dynamics of continuummedia, such as in solid mechanics
and fluid flows [4]. It is a method where the coordinates move with the fluid, which
carries physical properties such as density, mass, viscosity, velocity, and pressure.
It has been used due to several benefits over traditional grid-based techniques such
as the finite element method and the finite volume method [5]. Recently, SPH has
been used widely in solving problems related to fluid flows, especially in multiphase
flows [6–8]. With numerous applications within engineering industries, there is a
great interest in using this SPH method inside the battery [9].

To summarize, the electrolyte flow behaviour inside Al-air batteries plays a cru-
cial role to determine the performance of the battery system. This paper is aimed to
develop the understanding of multiphase flows between the electrolyte and hydro-
gen gas released from the aluminium anode. Through the numerical approach, the
pressure distribution and the velocity profile of certain areas have been stimulated to
ensure the smoothness of the electrolyte flow in sharp monitoring. By understanding
the flow behaviour, the optimum condition for Al-air batteries can be achieved.

9.2 Methodology

9.2.1 Pre-processing

To investigate the corrosion rate and the electrolyte flow inside the Al-air battery, a
setup of initial parameters is needed. A simple two-dimensional model is considered,
consisting of two cathodes (blue colour), an anode (grey colour) at the centre, and
two bubble columns (orange colour) immersed in sodiumhydroxide electrolyte (dash
lines) as shown inFig. 9.1.The thickness for the anode, cathode, andbubble is 0.1mm.
The bubble thickness sizing is based on experimental values and equal to 0.1 mm.
The hydrogen gas volume collected from the experiments [10] is reconstructed in the
simulations. The results are collected at points h1, h2, and h3 which are at heights
0.13 mm, 0.43 mm, and 0.73 mm located from the ground.

Hydrogen bubbles flow from the bottom of the tank to upwards. The flow sim-
ulation is based on the free-surface method, and the interface between the gas and
liquid is moving the boundary. The behaviour of two different fluids (hydrogen
gas and sodium hydroxide solution) with different physical properties is stimulated.
Table 9.1 shows the physical properties for both fluids inclusive of density, isentropic
factor, and surface tension.
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Fig. 9.1 Simulation
parameter

20 mm

10 mm

140 mm

120 mm
100 mm

h1

h2

h3

Table 9.1 Physical
properties of the hydrogen
gas and sodium hydroxide
solution in the simulation

Phase Density
(kg/m3)

Isentropic
factor

Surface
tension
(N/m)

Sodium
hydroxide
solution

1515 7 0.071

Hydrogen
gas

1.4 1.41 –

9.2.2 Processing

In the processing section, a program named GenCase is included to define the ini-
tial configuration of the simulation and the parameters of the execution. GenCase
employs a three-dimensional Cartesian mesh to locate particles and it builds any
object using particles. The mesh node around the single Al-air battery is defined.
The particles are created within the mesh node of the three-dimensional Cartesian
mesh.

Figure 9.2 shows a single cell of the Al-air battery that has been generated by the
particles using GenCase. The distance particle used for this geometry is 0.0003 m
or 0.3 mm, and the particles generated for this geometry are 48 788.
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Fig. 9.2 Generation of a 2D
Al-air battery formed by
particles using GenCase

9.2.3 Post-processing

Once the simulation is finished, there are two parts that can be post-processed: the
visualization part and the numerical measurement part. For the visualization part,
the output files are in VTK file and the results of the simulation are plotted using
the ParaView software and the velocity contour can be visualized, whereas, for the
numerical measurement part, the output files are in CSV file. Files in the CSV format
can be exported from programs and stored as data in tables in a spreadsheet software.
In multiphase flow simulations, the pressure and velocity data for the particles are in
this file.

9.3 Results and Discussion

9.3.1 Pressure Distribution

Figure 9.3 presents the pressure distribution at h1, h2, and h3 of a single-cell Al-air
battery throughout the 3 s of simulation. The pressure distribution is given in the
unit Pascal. In general, the pressure has risen significantly over the entire period at
all positions. As can be seen, the h1 position had the highest-pressure distribution
among other positions. At time 1 s, the pressure at h1 was 9442.67 Pa, and by time
2 and 3 s, the pressure increased to 10,087.5 and 10,545.7 Pa. It appears that the
pressure continuously rose to around 500 Pa per time.
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Fig. 9.3 Pressure distribution at h1, h2 and h3 for 1 s, 2 s, and 3 s

There seem to be hydrogen gas bubbles rising at h1 from 1 to 3 s, and this affects
the drag coefficient resulting in a high pressure in the observed results. On the other
hand, the pressure distribution at h2 and h3 positions increased slowly and remains
steady until the end. But the lowest increment of pressure was at h3 position where
approximately 100–200 Pa was only observed. This is because the gas holdup might
not be arrived at the h3 position yet by the time of 3 s. The system pressure increases
with increasing gas holdup.

9.3.2 Velocity Profile

Figure 9.4 illustrates the velocity profile at h1 position for 1–3 s for the Al-air battery
system. At the beginning of 1 s, the velocity at 0.04 m coordinate had the lowest
velocity among the other coordinates. Soon, it rose to the highest value at point 0.06m
coordinate given the value of 0.019m/s. Shortly after, it decreased extensively at point
0.07 m.

Aside from that, at the t2 line, the velocity begun around 0.002 m/s and started
to drop at coordinate 0.03 m. At coordinate 0.04 m, the velocity showed a little bit
higher value compared to the 0.03 m coordinate. The velocities at t2 line showed
the accelerated significantly started from coordinated 0.04 m. The highest pressure
at 2 s line was close to 0.014 m/s.
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Fig. 9.4 Velocity profile at h1 for 1, 2, and 3 s

Besides that, initially at t3 line, velocities started around 0.002 m/s. At the coor-
dinates of 0.03 m, the velocity value was approximately in the middle between the
t1 and t2 lines. Later, it rose until 0.009 m/s at the 0.07 m coordinate. Eventually, it
begun to drop at 0.004 m/s.

Velocities at the h2 position for 1–3 s for the Al-air battery system are shown in
Fig. 9.5. Earlier of 1 s, the velocity started at 0.01 m near 0.004 m/s. While around
0.011 m/s at the coordinates of 0.02 m, it given the highest velocities value in t1 line.

The highest velocity achieved was at the 0.06 m coordinate at the t2 line. This
coordinate actually reflects the position of hydrogen gas bubbles which were near
the anode. However, the 0.01 and 0.09 m coordinates were the most distant from the
following hydrogen gas. Thus, this is the reason why the coordinates hold the lowest
velocities in the graph.

Figure 9.6 displays velocities at the h3 position for 1–3 s for the Al-air battery
system. In general, coordinates 0.02 and 0.08 m have the highest values compared
to the other coordinates. In contrast to the t2 line at coordinate 0.08 m, the velocity
value was low, while during 3 s time, the velocity showed roughly 0.011 m/s.

The internals caused a higher velocity at the centre of the geometry and a stronger
downward flow in the region. This axial velocity produced a strong global recircula-
tion that pulled the bubbles down near the column’s wall. Besides that, the fluctuation
from the bubble rising within the sodium hydroxide electrolyte causes the velocities
occasionally changing from time to time.
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Fig. 9.5 Velocity profile at h2 for 1, 2, and 3 s
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Fig. 9.6 Velocity profile at h3 for 1, 2, and 3 s

9.3.3 Velocity Contour

The velocity contour is also one of the important parameters that can be discussed in
the battery. From these contours, the behaviour of the battery system can be analysed.
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Velocity contours of a single-cell Al-air battery are shown in Fig. 9.7. The contours
shown are from 0.5 to 3.0 s with a 0.5 s time interval.

At time 0.5 s, most of the entire battery geometry shows the red colour meaning
that the velocity profile was very high among other times. By time 1 s, the velocities
decreased but only certain areas had high velocity.At time 1.5 s, the velocity increases
in the upper region of the battery casing. It could be explained by the fluctuation

Fig. 9.7 Velocity contour at
different time

0.5 s 1.0 s 1.5 s

2.0 s 2.5 s 3.0 s
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occurred at the right-hand bottom of the casing. The particles started to collide with
each other and this produced the high number of pressures as stated in Fig. 9.3.

At time 2.0 s, the velocities begun to drop slowly as the bubble moved upwards.
By the time 2.5 s, it begun to fade away which allowed the anode to fully do the
chemical reaction with the sodium hydroxide. In 3.0 s, the battery tank slightly had
the optimummoment in time to do chemical reaction without any interference of the
left hydrogen bubble.

9.4 Conclusions

In conclusion, the SPHmethod can be used for evaluating themultiphase flows inside
a single-cell Al-air battery. As far as known, the SPH method gives high accuracy
in results throughout the entire process of the simulation. From this research, the
pressure distribution and the velocities at three different positions in the battery
casingwere obtained. It can be concluded that, when the corrosion process happened,
the chemical reaction between the anode and sodium hydroxide solution produced
hydrogen bubbles. These bubbles will accumulate surrounding the anode surface,
and the anode will have difficulties to achieve the maximum chemical reaction and
this affects the battery performance.
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Chapter 10
Discrete-Time Linear System of New
Series Motor Four-Quadrant Drive
Direct Current Chopper Numerically
Represented by Taylor Series

Part 1: Driving Mode Operation

Saharul Arof, E. D. Sukiman, N. H. N. Diyanah, N. M. Noor, Emilia Noorsal,
Philip Mawby, and H. Arof

Abstract This paper proposes a numerical method using Taylor series in represent-
ing a new series motor of a four-quadrant drive direct current chopper (FQDC) in
drivingmode operation for electric vehicle’s application. The representation has three
main purposes which are for troubleshooting, error correction and optimization. The
Taylor series will be used to imitate the real system of a FQDC, but it is running in an
embedded system such as a PICmicrocontroller. Through this representation system,
we can do a fault diagnose, error correction and system tuning without disturbing the
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real system on running. Once the optimization via representation is obtained, it can
be applied to the real system. The representation system using Taylor series is tested
using MATLAB/Simulink. The simulation results using MATLAB/Simulink show
that the Taylor series computation algorithm successfully represents the FQDC in
driving mode.

Keywords Numerical method · Taylor series · DC drive · Four-quadrant chopper ·
System representation · EV

10.1 Introduction

Environmental concerns and energy issues have resulted in a massive transfer of
effort in the automotive industry from an internal combustion engine (ICE) to an
electric vehicle (EV) as the primary source of transport. The transportation sector
generates themost significant contribution, with approximately 28.9% of greenhouse
gas emissions. The effects of fossil fuels and their rising prices have increased the
interest in EVs significantly. The advantages of EVs which are clean and silent
technology, better efficiency and cheaper source of energy than fuel make the EVs
better than ICE vehicles.

10.2 Literature Review

The Oak Ridge National Laboratory (ORNL) [1], USA in 2009, had succeeded
in designing a DC-brushed motor with high-power output 55 kW, high efficiency
(92%) that can operate in low-operating voltages (13 V). This development has
started the interest to embark research toward DC drive EC. Attempts to improve the
conventional h-Bridge chopper for seriesmotor by an increased number of operations
or to reverse rotation have been continuously carried out. But ever since the discovery
of the new DCmotor by the ORNL, a new series motor four-quadrant DC chopper as
in Fig. 10.1, was designed, and the proposed chopper has more operations compared
to the standard versions [2]. Other studies related to the DC drive EV led to the
research on different types of DC drive brushed motors such as the separately excited
DCmotor that can be used for motor traction for DC EV [3]. A detailed investigation
of the chopper operation modes led to the establishment of a simulation model to
test the chopper operations for the application as an electric car and light rail transit
(LRT) [4]. This simulation model led to further detailed investigations on each of the
chopper operations, and on the specific pattern of the motor voltage, current, torque,
speed, of the series motor and FQDC running for DC drive EC application have
been continuously carried out [5]. For series motor traction of EC application, the
speed and the torque control for the series motor, in an attempt to reduce jerk and tire



10 Discrete-Time Linear System of New Series Motor Four-Quadrants … 103

Fig. 10.1 PIC
microcontroller

slip, have been successfully done and implemented with the direct current control
technique [6]. For power regeneration, the FQDC offers the generator mode with
several methods of starting the regenerated power, and the voltage control is studied
and discussed in [7]. In order for the FQDC to be applied in the real world, it needs
controllers running the control algorithm in the embedded system. The controller
and its control algorithm are studied and tested using the processor in the loop (PIL)
technique [8]. To improve the new FQDC performance, optimization tools such as
artificial intelligence (AI) are introduced to control all the operations of the proposed
FQDC chopper [9, 10]. Among the three AI controllers, ANFIS shows the best
performance followed by a neural network and the self-tuning fuzzy logic controller.
A study on the neural network controller to uncover the best method of tuning has
been carried out, and the single controller with binary output has been investigated in
detail [11]. On each specific FQDC chopper operation mode, the performance can be
further improved using AI optimization tools such as the genetics algorithm to set up
a particular lookup table for the field current in parallel mode operations [12]. Several
other studies related to DC drive EV led to research on EC battery charger that offers
low harmonics [13]. This battery charger uses zero cross, multilevel rectifier and
buck chopper.

Black box model, online fault diagnoses, system correction and online optimiza-
tion are important and crucial to the system of EVs, and this causes an increasing
interest in research in system on a research study in the system representation with
numerical methods. Once represented the system, which is turned to a discrete-time
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linear system, it is present as an algorithm in an embedded system such as a micro-
controller as shown in Fig. 10.1. A numerical representation which imitates the real
system, but running in an embedded system, allows that the system tuning can be
done without disturbing the real system. Once the system optimization is obtained,
the result can be applied to the real system. Fault diagnosis also can be made by
comparing the imitated system and the actual/real system. For certain applications,
system correction can be done by correcting the actual system using reference from
the imitated system. The adjustment is done and tested in the imitated system before
the final adjustment is made to the actual system. This paper intends to study the
numerical representation of a series motor FQDC in driving mode operation using
Taylor series in which the algorithm can be run in an embedded system such as a
PIC microcontroller for DC drive electric vehicles (EVs) application.

10.2.1 FQDC in Driving Mode

In driving mode, the FQDC can be represented as a diagram in Fig. 10.2.
Equations (10.1)–(10.5) are general equations that apply to all chopper operation

modes. Bemf is the back emf of the motor, V a and V f are the armature and field
voltages, Kb is the back emf constant, K t is the torque motor constant, I f is the field

Fig. 10.2 FQDC in driving
mode operation
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current, Ra and Rf are the motor coil resistances, Ia is the armature current, ω is the
angular speed and T q is the motor torque.

Bemf = Kbifω (10.1)

Tq = Ktiaif (10.2)

Tq = j
dω

dt
+ Bω + TL (10.3)

Vdc = Eg + IaRa + IfRf + (L f)
dif
dt

(10.4)

dif
dt

= dia
dt

(10.5)

10.2.2 Numerical Representation

Numerical methods for the solution of differential equations have been studied since
the end of the last century. A large number of integration formulas have been pub-
lished especially for solving specialized systems of differential equations [14]. A
numerical representation is a digital representation method that allows describing
a real or unreal (2D or 3D) through a sampling of some points that discretize the
initial shape into a mesh. This representation either is created on the computer or by
converting preexisting work into digital work [15].

Several numerical methods can be used for the numerical solution such as the
Euler method, Runge–Kutta, Taylor Series, Adams-Bashforth, Mile, etc. [16]. Each
numerical formula is applied successively for solving systems of homogeneous linear
differential equations with time-dependent coefficients and constant coefficients and
for solving non-linear differential equations.

10.2.3 Taylor Series Numerical Solution

In mathematics, a Taylor series is a representation of a function as an infinite sum
of terms which are calculated from the values of the function’s derivates at a single
point. The approximation accuracy increase as the number of terms in the expansion
is increasing [17, 18].

Where is this of Taylor series, Let, dy
dx = f (x, y) be a differential equation whose

solution is y = f (x) and y(x0) = y0 is the initial condition. By using Taylor’s series
of one variable for the expansion of the function f (x) at x = x0, we obtain
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f (x) = f (x0) + (x − x0)

1! f ′(x0) + (x − x0)
2

2! f ′′(x0) + · · · (10.6)

Putting = x1 + h, we get the general equation as follows,

Yn+1 = yn + h

1! yn′ + h2

2! yn′′ + h3

3! yn′′′ + · · · (10.7)

10.3 Methodology

In this paper, the Taylor series method is chosen as the most suitable method for
numerical representation of the series motor of as FQDC. Even though the Runge–
Kutta method is a more advanced approach to numerical integration of differential
equations, this method is not suitable for linear differential equations [19]. Further-
more, the calculationmethod ismuchmore complicated compared to theTaylor series
method, and thus, the error estimation is not easy to compute. Equations (10.1)–(10.5)
are converted into the Physical Based Model form such as shown in Fig. 10.3, and
the process of the conversion is shown in Fig. 10.4.

Fig. 10.3 Physical-based model of Eqs. (10.1)–(10.5)
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Begin

Numerical method conversion using Taylor series 

Equations (1) to (5) form physical based model.

Convert to C code programming algorithm

The result output form discrete time linear system 

Tune and adjust for perfection

Compare to MATLAB the actual system

Fig. 10.4 Block diagram of the operation

10.3.1 Algorithm of Taylor Series

For the algorithm of the Taylor series method, specify the following quantities [19]:

x0, xn, y0, h

where, x0, y0 is the initial point, xn is the point where the solution is required and is
the step length to be used in the process of the calculation. Repeat the computation
of:

f (xi , yi ), f ′(xi , yi ), f ′′(xi , yi ) . . . (10.8)

y(xi + h) = y(xi ) + h

1! f (xi , yi ) + h2

2! f
′′(xi , yi ) + h3

3! f
′′′(xi , yi ) + · · · (10.9)

where, xi = xi + h until xi = xn .



108 S. Arof et al.

The MATLAB/Simulink software with MATLAB functions is used to implement
the numerical Taylor series algorithm. Equations (10.1)–(10.5) are converted to the
programming algorithm.Modern compilers such as available inMATLAB/Simulink
can solve mathematical equations without transforming to different algorithms. This
makes easy to straight input the mathematical equation by writing them in the MAT-
LAB function. Only Eqs. (10.3) and (10.4) need to have h values according to the
Taylor series method, and the values are included in the code. The h values are deter-
mined by trial and error, and they depend on the time. Fixed variables such as the
voltage supply, armature resistance, armature inductance, torque constant, the field
winding resistance, filed inductance and back emf constant are declared as fixed
variables.

As there are (5) equations being used, the algorithm is separated into five steps or
stages/state. Equation (10.4) and followed by Eq. (10.5) then Eq. (10.2), Eq. (10.3)
and finally, Eq. (10.1), and the process is continued.

Equation (10.3) is for the motor angular speed, and it is transformed into

ω = ω +
(
Td − (Bw + Tl)

J
∗ h

)
(10.10)

Equation (10.4) is for calculating the armature current, and it is transformed into

Ia = Ia +
(
Vdc − (bemf + IaRa + IfRf)

L
∗ h

)
(10.11)

where ω is the angular speed and Ia is the armature current, and h is the Taylor series
coefficient.

The C programming technique with “switch case” is used to perform the stages.
Predetermined time interval value is included, and it has two important roles. First,
it is attached to a positive edge trigger; it provides a timing sequence to execute the
next instruction in this case equations. The second function is to create a delay which
is functioning like a normal timer delay which is used to provide a time delay before
the process moves to the next or increases the state/stages sequences. At each stage,
one equation that has been transformed into an algorithm is solved. When the stage
increases and stage five is reached, it turns back to state one and is continuously
repeated. At each stage, one equation is solved. The solved value is carried out to
the next stages. At each stage, a proper time delay can be added before the process
moves to the next stage. The exact time delay is determined and implemented in the
case of the imitated system, and it is used to have the same transient response as
the actual system. A memory is used to store each information of back emf, speed,
current, torque and state so that these values will be used in the next state or when
the five sequences are over and restart these values will be used to complete a new
stage.
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Fig. 10.5 Flow diagram

By using the switch state in the algorithm, the simulation result of the state graph
is switched for every case. After the program finished stage 4, it goes back to process
for state 0 again. This program flow continues as shown in Fig. 10.5. By using the
numericalmethod of Taylor series in the program algorithm, the speed is incremented
for every state until it reaches the steady state.

10.3.2 Simulation of the Model Using MATLAB/Simulink
Function

A MATLAB/Simulink model using MATLAB function is used to represent the
embedded system whereby Taylor’s series-based algorithm is running represents
the FQDC running in driving mode. Figure 10.6 exhibits the MATLAB/Simulink
simulation model.

10.4 Result and Discussion

In Fig. 10.7a, a state which represents the sequence of polling the code is shown
that the state is continuously repeated. In Fig. 10.7b, the speed of the series motor is
shown. The algorithm shows the transient response. The speed increases like a first-
order system to the maximum speed and then remains constant. In Fig. 10.7c, the
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Fig. 10.6 MATLAB/Simulink simulation model

motor torque is shown. The torque is high at the beginning of the motor operation
which is true for DC series motors and decreases as the back emf of the motor
increases. The back emf is low at an initial lower speed of the series motor, which
is the exact Bemf pattern of the motor as in Eq. (10.1), and then increases to the
maximum at high speed and remains constant. Finally, the current or the armature
and field current is shown in the figure e and f.Motor current follows the pattern of a
torque which is high at the beginning and low as the speed increases due to the back
emf as in Eq. (10.4). The armature and field current are the same because they are
connected in series for DC series motor in a driving mode of FQDC as in Eq. (10.5).

10.5 Conclusion

The proposed numerical representation method with Taylor series has successfully
imitated the DC series motor of a FQDC running in driving mode. The imitated
system can be used for optimization, correction and fault diagnose of series motor
FQDC in driving mode operation of an EV. The series motor and FQDC can be used
as main components of DC drive EV as an alternative to AC drive EV.
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Fig. 10.7 Output of the simulation model
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Chapter 11
Cooking Oil Turbidity Analysis

Marina Borhan, Muhammad Safwan Che Ab Aziz,
Aiman Rafique Mohd Nasir, Muhamad Husaini Abu Bakar,
and Liyana Isamail

Abstract Recycling cooking oils in daily life is a common thing to do for some
people to reduce the costs. However, this habit will lead to an unhealthy lifestyle.
Reheating oil undergoes a series of chemical changes such as oxidation and hydroly-
sis, whichwill produce some harmful substances that will generate lipid peroxidation
that could possibly be dangerous to human health. This experiment is conducted on
how to detect the turbidity of the oil by using a simple experimental setup.

Keywords Recycling cooking oil · Reheating cooking oil · Turbidity · Health

11.1 Introduction

Cooking oil is an essential product used in everyday cooking. The oil can be used
in many different ways to enhance the flavor and give a particular texture on the
taste. Most of the household reuse the oil to minimize wastage and reduce costs.
By reheating the same oil, thermal oxidation of the cooking oil will generate free
radicals and dietary consumption which results in harmful health effects [1]. The
easiest way to determine is by the turbidity. Turbidity of the oil will change when
the oil has been used for several times.
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Turbidity is the non-transparency of a fluid caused by sizeable individual particles,
and it is unseen to the naked eye. For example, turbidity in sunflower oil can be caused
by the high-waxes, free fatty acids and minor amounts of hydrocarbons, sterols and
their esters, as well as fatty alcohols [2–6]. However, in Asia palm oil is commonly
used, and it contains 50% unsaturated fat and 50% saturated fat [7, 8]. Consuming
repeatedly heated oil is the affect factor of atherosclerosis leading to cardiovascular
diseases [8–10].

In Kuala Lumpur, Malaysia, a study had been conducted to figure out the level of
knowledge, attitude and practice of night market food about the usage of repeatedly
heated cooking oil. Based on the 100 respondents, the majority of respondents had
only limited (53%) or small (18%) level of knowledge regarding this issue [11].

11.2 Experimental

11.2.1 Cooking Oil

In this experiment, there were three sets of cooking oil that were used (Fig. 11.1). The
oil that never had been used, oil that has been used for the first time (see Fig. 11.2)

Fig. 11.1 New oil

Fig. 11.2 Oil that has been
used for the first time
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Fig. 11.3 Oil has been used three times

Fig. 11.4 Turbidity sensor diagram

and oil that has been used three times (see Fig. 11.3). The turbidity sensor was put
in the oil, and the measurement was taken.

11.2.2 Turbidity Sensor

A turbidity sensor is used to determine the concentration of suspended particles in a
sample by checking the incident light scattered from the sample, see Figs. 11.4 and
11.5. The dispersed light will be picked up by a photodiode and will be converted to
turbidity.

11.2.3 NodeMCU

NodeMCU is an open-source IoT platform (see Fig. 11.6) which includes firmware
that runs on the ESP8266 Wi-Fi SoC. It is used to receive the data from the turbidity
sensor, display it on the LCD screen and send the data via Wi-Fi to the ThingSpeak.
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Fig. 11.5 Turbidity sensor and its adapter

Fig. 11.6 NodeMCU

11.2.4 Serial I2C LCD Display Adapter

The serial I2C LCD display adapter is used (see Fig. 11.7) because only a fewer pin
would be needed with a regular 16× 2 LCD display which is VCC, GND, SDA and
SCL. The contrast of the LCD can be adjusted via the on-board potentiometer and
the backlight can be turned on or off via a jumper wire. The adapter is connected to
the LCD display, and it will display the value of the measured turbidity, see Fig. 11.8.
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Fig. 11.7 Serial I2C LCD display adapter

Fig. 11.8 LCD display

11.2.5 ThingSpeak

In this project, ThingSpeak is used to visualize live data streams in the cloud. The data
that has been captured by the sensor will be sent to the ThingSpeak via NodeMCU,
see Fig. 11.9.

Fig. 11.9 Connection of the sensor to the ThingSpeak channel
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Fig. 11.10 Turbidity result

11.3 Results and Discussion

In this experiment, three cooking oil samples have been taken. The results have shown
that the turbidity value of the cooking oil increases when the oil is used repeatedly.
Cooking oil that has never been used gives the reading of 1000 NTU and below 2000
NTU. The number is increasing to 2000 NTU as the oil has been used for the first
time, and it increases rapidly as the oil is used three times (Fig. 11.10).

11.4 Conclusions

The usage of recycled cooking oil has shown that the quality of oil turbidity will
change by the time it has been used. Other than that, the viscosity of the oil also
changes as the color starts to turn dark. By conducting this experiment, it can help
to spread awareness regarding the habit of using recycled cooking oil.
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Chapter 12
Series Motor Four-Quadrant Direct
Current Chopper: Reverse Mode,
Steering Position Control
with Double-Circle Path Tracking
and Control for Autonomous Reverse
Parking of Direct Current Drive Electric
Car

Saharul Arof, M. S. Said, N. H. N. Diyanah, N. M. Noor, N. M. Yaakop,
Philip Mawby, H. Arof, and Emilia Noorsal

Abstract This paper focused on the steering position control for automatic reverse
parking of a direct current (DC) drive electric car. The steering position control was
integrated into a vehicle cornering algorithm using a two-turn/double-circle concept.
The control technique was simulated using MATLAB/Simulink; the results showed
that the technique successfully met the objective of steering position control for

S. Arof (B) · M. S. Said · N. H. N. Diyanah · N. M. Noor · N. M. Yaakop
Universiti Kuala Lumpur Malaysian Spanish Institute, Kulim Hi-Tech Park, 09000 Kulim, Kedah,
Malaysia
e-mail: saharul@unikl.edu.my

M. S. Said
e-mail: msazali@unikl.edu.my

N. H. N. Diyanah
e-mail: diyanahhisham94@gmail.com

N. M. Noor
e-mail: noramlee@unikl.edu.my

S. Arof · P. Mawby
University of Warwick School of Engineering, Coventry CV47AL, UK
e-mail: p.a.mawby@warwick.ac.uk

H. Arof
Engineering Department, Universiti Malaya, Jalan Universiti, 50603 Kuala Lumpur, Malaysia
e-mail: ahamzah@um.edu.my

E. Noorsal
Faculty of Electrical Engineering, Universiti Teknologi MARA Cawangan Pulau Pinang, 13500
Permatang Pauh, Pulau Pinang, Malaysia
e-mail: emilia.noorsal@uitm.edu.my

© The Editor(s) (if applicable) and The Author(s), under exclusive license
to Springer Nature Switzerland AG 2020
M. H. Abu Bakar et al. (eds.), Progress in Engineering Technology II,
Advanced Structured Materials 131,
https://doi.org/10.1007/978-3-030-46036-5_12

121

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-46036-5_12&domain=pdf
mailto:saharul@unikl.edu.my
mailto:msazali@unikl.edu.my
mailto:diyanahhisham94@gmail.com
mailto:noramlee@unikl.edu.my
mailto:p.a.mawby@warwick.ac.uk
mailto:ahamzah@um.edu.my
mailto:emilia.noorsal@uitm.edu.my
https://doi.org/10.1007/978-3-030-46036-5_12


122 S. Arof et al.

reverse parking. Therefore, it is suitable to be implemented in an autonomous DC
drive electric car.

Keywords DC drive · Reverse parking · Steering control · Double circle · Four
quadrants DC chopper · Series motor · Position and speed · Torque control · EV

12.1 Introduction

One of the primary reasons for the introduction of electric cars into the market is
the concern due to greenhouse gas emission and its contribution to global warming.
The purpose of creating electric cars that reduce or eliminate exhaust emissions
is to help combat this issue [1]. Unfortunately, the price of electric vehicle (EV)
and hybrid electric vehicle (HEV) is expensive, making them unattainable to many
people, especially those living in poor countries. This has led to the study on the
possibility for direct current drive EV [1], which is known to be economical.

12.1.1 Literature Review

The study on DC drive EV includes the design of newDCmotors, low harmonics EV
battery charger and four-quadrant chopper to improve the performance and extend its
capability, such as by adding the mode of chopper operations, as shown in Fig. 12.1
[1–4]. Further investigation of four-quadrant DC chopper (FQDC) hardware and
simulation model includes the feedback control using direct current control and
optimisation using artificial intelligence (AI) to optimise all operations to works as
complete electric vehicle (EV) while running in different earth profiles [5–13].

12.1.2 Automatic Parking Review

Automatic parking is important when a vehicle driver happens to deal with environ-
mental constraints, whereby higher attention and skills are required [14, 15]. To carry
out automatic parking, it requires a coordinated control of the steering angle and the
surrounding to avoid collision [16]. The parking assistance system has been devel-
oped using image assistance by Mercedes, Volvo, and BMW. A particular drawback
is the current technology which captures an image signal influenced by the environ-
mental brightness. A commercial version of automatic parking assistance was first
introduced by Toyota Motor Corporation during their production of the Toyota Prius
in 2004. Similarly, Lexus 2007 LS also has the Advanced Parking Guidance System.

Automatic parking consists of parking trajectory, vehicle location detection, park-
ing space detection, turning, and reverse position control [17, 18]. The parking space
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Fig. 12.1 Current paths in reverse mode

detection is used to check the availability of the space for parking, whereby such
details are not included in this paper.

12.1.3 Electric Power Steering

Electric power steering (EPS) is composed of a motor, steering angle/encoder, reduc-
tion gear, a rack and pinion mechanism, and power controller to drive the motor as
shown in Fig. 12.2 [18]. When operated, the electric motor can turn the wheel in the
direction of left, right, clockwise, or counterclockwise, causing the vehicle to turn
left and or right [18].

The mathematical model for the DCmotor for power steering can be summarised
as:

Im = Vbatt − Im(Rm) − Bemf

Lm
(12.1)

Bemf = Kv Imω (12.2)
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Fig. 12.2 Complete
electrical power steering

Td = Kt Im (12.3)

Td = J
dω

dt
+ Bw + TL (12.4)

The mathematical equations for EPS are:

Ti − Kt(∅sw − ∅sc) − Bsw∅̇sw = Jsw∅̈sw (12.5)

Tmn − Tf − Bsc∅̇sc + Kt(∅sw − ∅sc) − Kr

(
∅sc − X r

r

)
= Jsc∅̈sc (12.6)

kr
r

(
∅sc − xr

r

)
− Fr − br ẋr = mr Ẍ r (12.7)

Ti is the input torque on the steeringwheel, Kt is the stiffness of the torsion bar, and
Jsw and Bsw are the steering wheel angle and the steering column angle, respectively.

Tmn and Tf are the electromagnetic drive and the friction torque on the steering
column,while Jsc and Bsc are the inertia and damping constant of the steering column.

kr is the stiffness between the rack and pinion, xr is the displacement of the rack,
and r is the stroke ratio. The angle of the pinion is equal to the column angle. Fr is
the alignment force on the rack.

Once space has been identified, the minimum turning radius to fit the parking
space is determined next.
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Fig. 12.3 The first and
second circle for the
beginning and end journey of
the vehicle

Rs

Rs =
(
l2

) − 2Rmin(w) + (w)2

2(w)
(12.8)

where Rs is the turning radius of the first turn, Rmin is the minimum turning radius, L
is the longitudinal length, andW is the lateral width for parking. R is also dependent
on the length of the vehicle, and the width and distance of the vehicle’s back tire(s)
next to already parked vehicles, as shown in Fig. 12.3 [16].

12.1.4 Path Tracking

The steering turning to the left, right or centre direction determines the vehicle’s
turning movement. If the steering is turned to the left or right and then maintained,
it causes the vehicle to move to the left or right in a circular movement. Meanwhile,
the steering turned to the centre point results in the vehicle making a straight path
movement. Path tracking is the process of calculating the curvature that will take
the vehicle movement from its position to a goal position. A circle is defined in
such a way that it passes through both the goal point and the current vehicle position.
Finally, a control algorithm chooses a steering angle in relation to this circle [15, 16].

The vehicle position is calculated simply based on the accumulation of the
travelled distance for wheel as per Eqs. (12.5) and (12.6).

X r = Xo + l cos(θ) (12.9)

Yr = Yo + l sin(θ) (12.10)

where X r and Yr are the current positions and Xo and Yo are the last positions. L is
the distance traversed and θ is the yaw angle.
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The vehicle coordinate system is defined wherein the x-axis is in a forward direc-
tion of the vehicle and the y-axis forms a right-handed coordinate system. All coordi-
nates used must first be transformed to vehicle coordinates in order for the algorithm
to work properly. The transformation involves conversion of the coordinates located
in one system into its representation in another system.

Let X r and Yr be the current position of the vehicle, and Xg and Yg is the goal
point to be converted into vehicle coordinates. Then;

Ygv =
(
Xg − X r

)
cos(−θ) − (

Yg − Yr
)
sin(−θ) (12.11)

Xgv =
(
Xg − X r

)
cos(−θ) + (

Yg − Yr
)
sin(−θ) (12.12)

where
(
Xgv,Ygv

)
is the goal point in vehicle coordinates and θ is the current vehicle

heading. In the Eq. (12.13),D is defined as to look ahead distance and�y is the offset
of the goal point from the origin. The required curvature of the vehicle is computed
by:

γr = 2�y

D2
(12.13)

12.2 Methodology

There are two requiredmovements in automatic parking, which are the vehiclemove-
ment (in reversemode) and the steering anglemovement. For parallel/side and reverse
automatic parking, the steering angle was controlled to a certain angle position using
the two-circle turn concept. Then, the vehicle was reversed while torque and speed
of the vehicle were controlled. For parallel parking, the steering angle must be turned
to three positions, while for reverse parking, the steering only required two steering
positions. The steering was in position zero or neutral at the beginning. This neutral
position caused straight movement if the vehicle wasmoved by the propulsionmotor.
The first steering movement is shown in Fig. 12.4.

When the steering position movement was completed, the propulsion motor of
the EV caused the vehicle movement to be in the position as in Fig. 12.5 with black
colour line.

Once the first steering movement and vehicle movement were completed, the
second steering movement or position should be undertaken as shown in Fig. 12.6.
Notice the movement is moving towards the negative side.

The second steering movement, if followed by the vehicle movement, will result
in the outcome as shown in Fig. 12.7.

If a combination is made, the vehicle movement is shown in Fig. 12.8.
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Fig. 12.4 Steering angle
during parallel parking first
turn

Fig. 12.5 Vehicle
movement for the first
steering movement

Fig. 12.6 Steering position
during parallel parking
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Fig. 12.7 Vehicle
movement after the second
steering position during
parallel parking

Fig. 12.8 Combined vehicle
movement

Once this movement was completed, steering was required to be placed at the
neutral position identical to the beginning. Figure 12.9 demonstrates the action. No.
3 in the graph indicates the back to neutral action.

The combinations of vehicle movement and steering movement are shown in
Fig. 12.10. Meanwhile, Fig. 12.11 shows a combination of steering and vehicle
movement signals.

To successfully carry out automatic reverse parking, it requires a combination
of steering movement, vehicle movement, and brake action. However, the vehicle
movement and brake actionwere not discussed in detail within this paper. The overall
action depicting the combinations of vehicle movement, steering movement, and
brake action is shown in Fig. 12.11.

12.2.1 Position Control of Steering

The proportional integral derivate (PID) controller is used for position control of the
vehicle steering. The steering angular position can be obtained by the integration of
the mathematical Eq. (12.4), which results in an angular speed. To obtain the angular
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Fig. 12.9 Steering
movement

Fig. 12.10 Combination of
steering and vehicle
movement signals

position, the integrator was added to the output of angular speed. The steering speed
was not controlled because the motor was connected to the gear, where the speed
was limited for safety and convenience purposes. The position feedback sensor can
serve as the potentiometer or encoder, which provides the signal feedback to the PID
controller. The mathematical equation for the PID is shown in Eq. (12.10):

Kp + Ki

s
+ Kds = Kps + Ki + Kds2

s
(12.14)
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Fig. 12.11 Combination of
steering and vehicle
movement signals

12.2.2 Tuning PID Using SISO Tool

Equations (12.1) to (12.4) can be grouped to form a physical-based model, which
represents the speed. The steering angular position can be determined by adding the
integrator and speed output.Meanwhile, theMATLAB/Simulink linearise tool can be
used to linearise the differential equation and tune the PID. The MATLAB/Simulink
PID drag-and-drop icon shows a menu, which can be clicked on to tune the PID auto-
matically. The tuning process can be done using theMATLAB/Simulink SISOTOOL
toolbox. The physical-based model must be transformed into the transfer function
model first using the MATLAB/Simulink system identification toolbox. The toolbox
is used to find the system order. Finally, using the SISO toolbox the transfer func-
tion for steering position system is determined, and the PID controllers gain to be
obtained. The SISO tool is also used to test the system stability by using the root
locus or bode plot. The PID controller gain can be obtained using the PID auto-tune
function.

The SISO tool gives the compensator circuit as

C = 2.6738e6x
(1+ 0.38s)

s
(12.15)

whereby Kp = 2.6738e6, z = 1
0.38 , z = 2.6315, Ki = Kpz, Ki = 7.

The result of the PID controller is shown in Fig. 12.12.
The previous discussions on PID controller modelling and control have been

done by using an analogue/continuous system, and with an analogue PID controller.
However, in this current timeline, the analogue controller is no longer used and now
replaced by the digital/discrete controller.
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Fig. 12.12 Results of tuning
with MATLAB/Simulink
toolboxes

12.2.3 Simulation Model

A simulation model was developed to test the control technique. As the position for
angular and displacement was known, the feedback control for speed and torque in
regard to vehicle movement and steering position control by using a PID controller
could be performed as shown in Figs. 12.13 and 12.14.

For monitoring the car trajectory, simulation models by using the mathematical
equations are established, see Fig. 12.15.

Fig. 12.13 MATLAB/Simulink physical-based model for steering motor
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Fig. 12.14 MATLAB/Simulink simulation model for steering movement using double-circle
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Fig. 12.16 Steering position
feedback control
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12.3 Results and Discussion

For parallel parking, the steering angle position control is shown in Fig. 12.16. The
X-axis is the time, and Y-axis is the steering position and its reference signal. Two
movements of the steering angle were shown. First, the steering was directed/moved
to the right, followed by the vehicle movement. Next, the steering made a movement
to the left, which was then followed by the vehicle movement.

The sequence is: first, the steering angle makes the first movement, followed by
the vehicle movement. Once the vehicle movement is completed, the steering is
then turned again for the second movement but at a different steering angle. Then it
is followed by the vehicle movement again. When the steering is making the final
movements, the vehicle is completely stopped.

Figure 12.17 shows the vehicle trajectory resulting from the combination of vehi-
cle movement and steering movement for automatic parallel parking. In Fig. 12.18,
the vehicle movement for reverse parking is shown.

Figure 12.18 shows the vehicle trajectory resulting from the combination of vehi-
cle and steering movement for automatic reverse parking. The blue line in parallel
park is measured from the right side of the back tire.

12.4 Conclusion

The control technique proposed for automatic parallel and reverse parking was suc-
cessfully performed and simulated. The speed, torque, and position of steering and
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Fig. 12.17 Trajectory of
right side of back tire for
parallel parking

Fig. 12.18 Trajectory of
right side of back tire for
reverse parking

vehiclemovementwere successfully controlled for the application of automatic park-
ing during reverse and parallel parking. The DC drive electric car powered by four-
quadrant drive DC chopper for series motor is thus suitable for the application of DC
drive electric car, which can offer automatic car parking as an extra feature.



12 Series Motor Four-Quadrant Direct Current Chopper … 135

References

1. Oak Ridge National Laboratory: Advanced brush technology for DC motors. Available: http://
peemrc.ornl.gov/projects/emdc3.jpg (2009)

2. Arof, S., Jalil, J.A., Yaakop, N.M., Mawby, P.A., Arof, H.: Series motor four quadrants drive
DC chopper part 1: overall. In: International Conference on Power Electronics (2014)

3. Arof, S., Diyanah, N.H.N., Mawby, P., Arof, H., Yaakop, N.M.: Low harmonics plug-in home
charging electric vehicle battery charger utilizing multi-level rectifier, zero crossing and buck
chopper: part 1: general overview. In: Progress in EngineeringTechnology, pp. 103–108 (2019).
https://doi.org/10.1007/978-3-030-28505-0_9

4. Arof, S., Diyanah, N.H.N., Noor, N.M., Jalil, J.A.,Mawby, P.A., Arof, H.: A new four quadrants
drive chopper for separately excited DC motor in low cost electric vehicle. In: Progress in
Engineering, pp. 119–138 (2019). http://doi.org/10.1007/978-3-030-28505-0_10

5. Arof, S., Muhd Khairulzaman, A.K., Jalil, J.A., Arof, H., Mawby, P.A.: Self tuning fuzzy
logic controlling chopper operation of four quadrants drive DC chopper for low cost electric
vehicle. In: 6th International Conference on Intelligent Systems, Modeling and Simulation.
IEEE computer Society, pp. 40–24 (2015)

6. Arof, S., Zaman, M.K., Jalil, J.A., Mawby, P.A., Arof, H.: Artificial intelligence controlling
chopper operation of four quadrants drive DC chopper for low cost electric vehicle. Int. J Simul.
Syst. Sci. Technol. (2015). http://doi.org/10.5013/IJSSST.a.16.04.03,2015

7. Arof, S., Jalil, J.A., Kamaruddin, N.H., Yaakop, N.M., Mawby, P.A., Arof, H.: Series motor
four quadrants drive DC chopper part 2: driving and reverse with direct current control. In:
International Conference on Power Electronics, pp. 775–780 (2016). https://doi.org/10.1109/
pecon2016.7951663. 978-1-5090-2547-3/16

8. Arof, S., Hassan, H., Rosyidi, M., Mawby, P.A., Arof, H.: Implementation of series motor four
quadrants drive DC chopper for DC drive electric car and LRT. J. Appl. Environ. Biol. Sci.
7(3S), 73–82 (2017)

9. Arof, S., Noor, N.M., Elias, F., Mawby, P.A., Arof, H.: Investigation of chopper operation of
series motor four quadrants DC chopper. J. Appl. Environ. Biol. Sci. 7(3S), 49–56 (2017)

10. Arof, S., Diyanah, N.H.N., Mawby, P.A., Arof, H.: Study on implementation of neural network
controlling four quadrants direct current chopper: part 1: using single neural network controller
with binary data output. In: Advanced Engineering for Processes and Technologies, pp. 37–57
(2019)

11. Arof, S., Diyanah, N.H.N., Yaakop,M.,Mawby, P.A., Arof, H.: Processor in the loop for testing
seriesmotor four quadrants drive direct current chopper for seriesmotor driven electric car: part
1: chopper operationmodes testing. In: Advanced Engineering for Processes and Technologies,
pp. 59–76 (2019). https://doi.org/10.1007/978-3-030-05621-6_5

12. Arof, S., Diyanah, N.H.N., Noor, N.M., Radzi, M., Jalil, J.A., Mawby, P.A., Arof, H.: Series
motor four quadrants drive DC chopper: part 4: generator mode. In: Progress in Engineering,
pp. 155–167 (2019). https://doi.org/10.1007/978-3-030-28505-0_12

13. Arof, S., Diyanah,N.H.N.,Noor,N.M., Rosyidi,M.,Mawby, P.A.,Arof,H.:Genetics algorithm
for setting up look up table for parallel mode of new series motor four quadrants DC chopper.
In: Progress in Engineering, pp. 155–167 (2019). https://doi.org/10.1007/978-3-030-28505-
0_12

14. Anwar, S.: An anti-lock braking control system for a hybrid electromagnetic/electrohydraulic
brake-by-wire system. In: Proceedings of the 2004 American Control Conference (2004).
https://doi.org/10.23919/acc.2004.1383873

15. Simonik, P., Mrovec, T., Przeczek, S., Harach, T., Klein, T.: Brake by wire for remotely con-
trolled vehicle. In: 2018 IEEE International Conference on Electrical Systems for Aircraft,
Railway, Ship Propulsion and Road Vehicles & International Transportation Electrification
Conference (ESARS-ITEC) (2018) https://doi.org/10.1109/esars-itec.2018.8607363

16. Huang, H.-C., He, Y.-H., Lin, F.: A vehicle transverse automatic parking auxiliary system. In:
2015 International Conference onMachine Learning and Cybernetics (ICMLC) (2015). https://
doi.org/10.1109/icmlc.2015.7340654

http://peemrc.ornl.gov/projects/emdc3.jpg
https://doi.org/10.1007/978-3-030-28505-0_9
http://doi.org/10.1007/978-3-030-28505-0_10
http://doi.org/10.5013/IJSSST.a.16.04.03%2c2015
https://doi.org/10.1109/pecon2016.7951663
https://doi.org/10.1007/978-3-030-05621-6_5
https://doi.org/10.1007/978-3-030-28505-0_12
https://doi.org/10.1007/978-3-030-28505-0_12
https://doi.org/10.23919/acc.2004.1383873
https://doi.org/10.1109/esars-itec.2018.8607363
https://doi.org/10.1109/icmlc.2015.7340654


136 S. Arof et al.

17. Hu, J., Duan, J.: AC electric power steering system modeling with feed-forward fuzzy control
algorithm. In: Proceedings of the 10th World Congress on Intelligent Control and Automation
(2012). https://doi.org/10.1109/wcica.2012.6359030

18. Hu, T.-H., Yeh, C.-J.: Hardware implementation of the current control using the internal model
method in the electric power steering application. In: 2009 IEEEVehicle Power and Propulsion
Conference (2009). https://doi.org/10.1109/vppc.2009.5289868

https://doi.org/10.1109/wcica.2012.6359030
https://doi.org/10.1109/vppc.2009.5289868


Chapter 13
Series Motor Four-Quadrant DC
Chopper: Reverse Mode, Direct Current
Control, Triple Cascade PIDs,
and Ascend-Descend Algorithm
with Feedback Optimization
for Automatic Reverse Parking

Saharul Arof, M. S. Said, N. H. N. Diyanah, N. M. Noor, J. A. Jalil,
Philip Mawby, H. Arof, and Emilia Noorsal

Abstract This paper focuses on the reverse mode of a proposed series motor four-
quadrant direct current chopper (FQDC). The paper proposes a control technique in
controlling the acceleration and deceleration of an electric vehicle (EV) using triple
cascade proportional-integral-derivative (PID) controllers with an ascend-descend
algorithm for controlling speed, torque, and position. The aim is to control the electric
propulsion motor powered by the FQDC for the application of automatic reverse
parking of an autonomousDC drive electric car. The control technique was simulated
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usingMATLAB/Simulink, and the results showed that the technique has successfully
met the objective of torque, current, speed, and position control for reverse and auto-
reverse parking. In addition, the technique is suitable to be implemented in a DC
drive electric car.

Keywords DC drive · Reverse parking · Four-quadrant DC chopper · Series
motor · Torque · Position and speed · Torque control · EV

13.1 Introduction

One of the primary reasons for the introduction of electric cars into the market is the
concern over greenhouse gas emissions and their contribution to global warming.
The purpose of creating electric cars that reduce or eliminate exhaust emissions is to
overcome this issue. Unfortunately, the price of electric vehicles (EVs) and hybrid
electric vehicles (HEVs) is expensive, thus making the vehicles unattainable to many
people, especially those living in poor countries. Therefore, this has led to the study
on the possibility for a direct current (DC) drive EV [1] which is known to be
economical.

13.1.1 Literature Review

The study on DC drive EVs includes the design of new DC motors, battery charger,
and four-quadrant choppers to improve the performance and extend the capability of
EVs, such as adding the mode of chopper operations [1–4]. Further investigations of
four-quadrant direct current chopper (FQDC)hardware and simulationmodel include
a feedback control using DC control and optimization using artificial intelligence to
optimize all operations to produce a complete EV while running in different earth
profiles [5–13]. This paper further extends on the study and investigation of one
of the modes of the proposed chopper operations, which is the reverse mode. The
vehicle reverse mode is shown in Fig. 13.1. After releasing the pulses, a load current
that corresponds to the preset control factor α (related to duty ratio) flows through
the chopper. In this mode, the back electromagnetic force (EMF), armature voltage,
and torque are negative. The paths of currents for reverse operation are shown in
Fig. 13.1. The switching of the main IGBT V1 is determined by the control factor α.

The mathematical representations of the four-quadrant chopper in reverse mode
are presented in the following equations:

Ia = Vbatt − Ia(Ra + Rf) − Bemf

La + L f
(13.1)

Bemf = Kv Ifω (13.2)
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Fig. 13.1 Current paths in
reverse mode 2K2
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Td = J
dω

dt
+ Bw + TL (13.4)

13.1.2 Review of Automatic Parking

Automatic parking is important when a vehicle driver is dealing with a constrained
environment where much attention and skills are required. Performing automatic
parking requires coordinated control of the steering angle and the surrounding to
avoid collision [14]. Parking assistance systems have been developed using image
assistance by Mercedes, Volvo, and BMW. Automatic parking consists of parking
trajectory, vehicle location detection, parking space detection, turning, and reverse
position control [15]. Parking space detection is used to check the availability of a
parking space, where the details are not covered in this paper.
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13.2 Methodology

13.2.1 Control Strategy During Reverse Mode

The two required movements in automatic parking are the vehicle movement (in
reverse mode) and the steering angle [16]. The latter is controlled using an electric
power steering as illustrated in Fig. 13.2.

Fig. 13.2 Electric power
steering

Fig. 13.3 Steering and
vehicle movement
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Fig. 13.4 Electrohydraulic
brake system

Figure 13.3 exhibits the steering and vehicle movement sequence. The x-axis
represents time, inmilliseconds, while the y-axis is normalized. Reference represents
the desired position of the steering angle, while position is the actual steering angle
movement. An FQDC operating in reverse mode provides the vehicle movement
whereby the propulsion motor via FQDC provides motor torque to move an EV.

In the figure, the sequence of operation started with steering and followed by the
vehicle movement. Brake control as shown in Fig. 13.4 is also important and the
control is needed to create the deceleration effect and to the final stop of the EV [17].
Details regarding the brake and steering control are not covered in this paper.

Figure 13.5 shows the sequence of steering, vehicle movement, and brake. It
should be noticed that brake is applied at the end session of the vehicle movement

Fig. 13.5 Steering, vehicle
movement, and brake
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to create the deceleration effect [18]. The overall function of an automatic reverse
parking controller is to ensure that the position, acceleration, and speed are controlled
according to the desired pattern for the application of automatic parking. To perform
these actions, DC control, ascend-descend algorithm, and triple cascade PIDs are
implemented. This is to ensure no tire slip, linear acceleration and deceleration of
EV, and the final stop position are achieved.

13.2.2 Direct Current Control in Driving and Reverse Mode

DC control (DCC) is an economical way to be implemented and the approach can
be used to limit excessive motor torque that causes tire slip, and consequently the
EV will not be parked at the desired position [7] (Fig. 13.6).

In DCC, themotor current is set according to the speed of themotor. DCC uses the
look-up table as shown in Table 13.1 and Fig. 13.7. The table represents the required

Fig. 13.6 DCC method
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Table 13.1 Look-up table Speed (rpm) Current

0.00–0.34 * max speed 0.18 * max current

0.34–0.40 * max speed 0.16 * max current

0.40–0.50 * max speed 0.14 * max current

0.50–0.60 * max speed 0.12 * max current

0.60–0.70 * max speed 0.10 * max current

0.70–0.80 * max speed 0.08 * max current

0.80–0.90 * max speed 0.06 * max current

0.90–1.00 * max speed 0.06 * max current
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Fig. 13.7 DCC method flow

or expected current according to the motor speed. Interpolations can be made for
values that are not available in the table.

13.2.3 Vehicle Movement Control with Cascade PIDs

Cascade PIDs allow several controls to be carried out in a single system. In this
research, cascade PIDs were used to control the position, speed, and torque of a
single propulsion motor. In a cascade PID, the output of one PID controller will be
the input of the other PID controller. The most important aspect to control in this
study is the position, which will be placed at the front/beginning, and followed by
the least important aspects, which are speed and lastly torque. Figure 13.8 shows the
PID controllers connected in cascade. The purpose of cascade PIDs is to control the
system performance, such as speed and torque of the propulsionmotor. The feedback

Fig. 13.8 Triple cascade PIDs
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control is used to adjust the speed and torque based on the feedback gain. The DCC
is controlled using current feedback gain in the cascade PIDs.

13.2.4 Ascend-Descend Algorithm

The ascend-descend algorithm is modified from the gradient descend algorithm.
However, unlike the latter that is shown in Fig. 13.9, the former has no target and an
error is included in the algorithm. Without error and target, the output will increase
or decrease linearly.

The expected gradient effect of speed is presented in Fig. 13.10. In the figure, the
speed (in rpm) increases linearly, becomes constant, and then decelerates linearly.
This condition can be achieved by using the ascend-descend algorithm and applying
the control algorithm output to the feedback sensor by controlling the gain of speed
of the PID controller that is connected in cascade. Figure 13.11 shows the block
diagram of the operation.

Fig. 13.9 Conventional
gradient descend

Fig. 13.10 Expected output
signal of ascend-descend
algorithm
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Fig. 13.11 Block diagram
of ascend-descend operation
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Details aboutDCC, cascadePIDs, and ascend-descend algorithmwill be discussed
in other studies.

13.2.5 Simulation Model with MATLAB/Simulink

A simulation model was developed to test the control technique. For monitoring
the car trajectory, a path tacking simulation model using mathematical equations as
shown in Fig. 13.12 was established.
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Fig. 13.12 Path trajectory simulation model
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Fig. 13.13 Simulation model of vehicle movement

A simulation model of the vehicle movement for auto-parking was established as
presented in Fig. 13.13. Thismodel includes the ascend-descend algorithmcontroller.

Equations (13.1) to (13.4) can be grouped to form a physical-based model that
represents speed. The vehicle position can be determined by adding an integrator
and speed output. The MATLAB/Simulink linearize tool can be used to linearize
the differential equation and finally tune the PID. MATLAB/Simulink PID drag-
and-drop icon has a menu that can be clicked to tune the PID automatically. For the
tuning of MATLAB/Simulink using the SISO tool, the physical-based model has to
be transformed to the transfer function model using the MATLAB/Simulink system
identification. The tool is used to find the system order. Finally, by using the SISO
tool, the transfer function for the steering position system can be determined and
the PID controller gain can be obtained. The SISO tool is also used to test system
stability using root locus or Bode plot. The PID controller gain can be obtained using
the PID auto-tune function.

The position, speed, and acceleration control for triple cascade PIDs are shown
in Fig. 13.14.

13.3 Results and Discussion

The sequence of operations for automatic reverse parking is shown in Fig. 13.3. In
the sequence, first, the steering angle makes the first movement and followed by
vehicle movement. Once the vehicle movement has been completed, the steering
then moves again for different steering angles and followed by vehicle movement.
During steering movement, the vehicle is completely stopped.
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Fig. 13.14 Triple cascade PID simulation model

Figure 13.15 shows how the speed reference is applied. The speed reference is
made from a small linear incremental speed value until the required speed is achieved.
Once the expected speed is met, the reference speed is made constant. In the figure,
the actual speed is lagging a bit from the reference speed during acceleration but
once the speed is fixed, the actual speed is similar to the reference speed.

Figure 13.16 shows the vehicle movement speed and torque controlled using the
cascade PIDs. The torque is constant and high at the beginning during acceleration
before it decreased and increased again during acceleration. For reverse parking, the
vehicle makes two movements and resulted in two similar graphs plotted. When the
vehicle accelerates, the torque is maintained according to the DCC. The gap time at
the beginning and between two graphs represents steering operation.

The vehicle movement position is shown in Fig. 13.17. The standstill at the
beginning and middle indicates the steering turning operations.

Fig. 13.15 Speed reference
with ascend-descend
algorithm
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Fig. 13.16 Direct current
control and vehicle speed
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Figure 13.18 shows the vehicle trajectory resulted from the combination of vehicle
movement and steering movement for automatic parallel parking. The X- and Y-axes
represent the X, Y coordinates which are normalized to ease plotting.

Figure 13.19 shows the vehicle trajectory resulted from the combination of vehicle
movement and steering movement for automatic reverse parking. The X- and Y-axes
represent the X, Y coordinates which are normalized to ease plotting.

13.4 Conclusions

The control technique proposed for automatic parallel and reverse parking has been
successfully performed and simulated. The speed, torque, steering position, and
vehicle movement have been successfully controlled for the application of automatic
reverse and parallel parking. Therefore, a DC drive electric car powered by FQDC
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Fig. 13.18 Parallel parking
measured from the rear right
tire

Fig. 13.19 Trajectory of the
rear right tire for reverse
parking

for series motor is suitable for the application of a DC drive electric car and will have
automatic car parking as an extra feature.
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Chapter 14
The Image Processing Technique
of Defect Detection in Metal Materials
Using Active Infrared Thermography

Nor Liyana Maskuri, Muhamad Husaini Abu Bakar,
and Ahmad Kamal Ismail

Abstract Technology on active infrared thermography has been widely used in the
field of non-destructive testing. The defects produce an uneven heat dissipation,
and an infrared camera captures this thermal reaction. The phase image provides
an outstanding invisible flaws description on sequences of images captured. During
the data acquisition phase, the result might be affected by image noise resulting
from the emissivity on the specimen surface and also by the non-uniform heating
process. For this study, an infrared camera of medium wave infrared range was
analysed. The heating process is done by heating the aluminium plate in an oven for
5–15 min. These specimens contain twelve numbers of flat-bottomed circular holes,
from sample upper surface with different artificial depth. All of the artificial defect
samples were manufactured by the milling machining process. The defect detection
and characterisation used several data and different analysismethodswere used in the
pre-processing for quantitative analysis. The infrared test method on non-destructive
thermography capability was increased since the final result appears clearer and can
be used for future studies. The temperature data used the image filtering and image
segmentation process for better visualisation of defects. The correlation image and
the correlation image phase show promising results. The experimental setup and
comparative results were analysed in detail in this document. As a conclusion, the
image enhancement method has a significant influence on the defect detection result.

Keywords Non-destructive test · Active infrared thermography · Square pulse
thermography · Image processing · Image segmentation
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14.1 Introduction

Non-destructive evaluation of structures based on active infrared thermography is
a technique widely used in the field of engineering. The current demand for non-
destructive and non-contact testing assessment is slightly increasing in production
lanes. Applications are in mechanical, aerospace and civil structures industries [1].
The phenomenon ofmaterial thermal convection is the driving force for the structural
anomalies inspection. Any specimen item above absolute zero temperature radiates
infrared radiation, and the infrared camera captures these electromagnetic radiations,
and this process produces a thermogram of the test sample [2].

There are varieties of procedures in active infrared thermography. The transient
thermography, square pulse thermography, and lock-in thermography are the three
most commonly used methods nowadays [3, 4]. The square pulse thermography
concept can be explained by short pulse, short inspection time, short duration time
for heating up the specimen using a high heated source. Then, the result was recorded
from the thermal response (surface) during the cooling process. The information
contains defect characterisation with different size and depths. This method will
give a fast analysis, but it required a high peak power for a more in-depth analysis,
and they are limited on the surface on non-uniform emissivity. Detection of surface
flaws depends on raw sequences of the thermal image quality. This variation in
surface emissivity affects the thermogram, and there is a need for reconstruction and
filtering algorithms to improve the detection of flaws [5, 6].

The thermal intensity pattern is approximately the same for all pixels in the
cropped area of the sample. The temporary profile is compensated with a first-order
fitting adjustment. The residue phase information of this accessorywill have a promi-
nent peak at abnormalities in the specimen surface. This article is to define the scope
of image processing, analyse from the various steps and methodologies involved
in image processing from thermogram images, image processing application and
processes on the boundary research field.

14.2 Methodology

14.2.1 Experimental Setup

The experiment consisted of an aluminium alloy T6061 plate measuring 70 mm ×
50 mm× 2 mm.Within the specimen subsurface, the defects were made by a milling
process to produce artificial holes with various parameters. The concrete specimen
consisted of twelve flaws which are artificially voids formed by the milling machine.
The flaws were grouped into four different sizes. The variant size is created on
2 mm, 4 mm, 6 mm and 08 mm diameters. The defects also are located at three
different depths from the top orientation, which are 1.5 mm, 1.0 m and 0.5 of the
metallic surface for facing the external source of heating in this experimental process.
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Fig. 14.1 Metallic specimen
CAD drawing with different
thickness and size

Figure 14.1 is pointing to the metallic specimen in the computer-aided design (CAD)
drawing with different depths and sizes.

Figure 14.2 contains a general structure for the experiments conducted in this
project. The tests were performed using heated specimens each having up to 90 °C
for 15 min time duration. The heating process was conducted in a microwave oven
equipment for the constant and well-maintained temperature. The infrared camera
U5855A TrueIR Thermal Imager is used to capture the thermogram. The data acqui-
sition and processing stage are done using a computer and software provided. The
thermal sensitivity for this camera is 0.07 °C and the resolution is 320 × 240 (IR
pixels) with eight frames per second. Each of the frames is cropped to 280 × 220
resolution as selected specimen region to reduce the time taken to process the full
frames sequences. This region of interest (ROI) is the technique to define the object
border consideration.

In the thermography field, the emitted radiation and released temperature from
investigation surface area were interpreted. When lowering the emissivity of the sur-
face, then the emitted radiation from the surface area will be resulting in a weaker
reading. Usually, the methodology to overcome the emissivity problem is to apply

Fig. 14.2 General structure of the system for active pulse thermography
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black paint with higher values of emissivity, and these techniques reduced the reflec-
tion form [7]. For detection sensitivity condition and avoiding error, the specimen
surface was painted with flat black paint to achieve a stable emissivity of 0.95. This
condition allowed to satisfy the requirement near at 1.0 value of black body emissivity
and an excellent emissivities value of 0.95.

14.2.2 Image Acquisition and Processing

The thermographic camera device forms a video and an image from the infrared
radiation that is known as the thermogram. For the first step, the camera captured
an image based on the considered parameters. The thermogram is in RGB format
and extracted to the others image representation. Next, pre-processed of the captured
image such as RGB conversion and image enhancement process are carried out.

14.2.3 Image Representation in the Red Green Blue Scale

The red green blue (RGB) image presentation model is a primary colour unit that
contains the monochrome 8-bit or pixel standard. The corresponding red green blue
is a combination of 24-bit (pixel) that is referring to 8 bit for each colour band. These
RGB combination colours are represented in Fig. 14.3.

Fig. 14.3 RGB pixel representation
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Fig. 14.4 Image acquisition
gained from thermal camera

14.3 Results and Discussion

14.3.1 Image Data

The goal of this project phase is to concentrate on the image processing algorithm
simulated in the MATLAB software available code. Images taken should be simple
enough to be processed and the errors that may occur should be eliminated. The
selecting thermal image sequence is cropped to the region of interest (ROI). Some
selected methods of pre-processing of the data are required to compensate for the
thermal effect. Figure 14.4 is the raw image captured by using a thermal imager.

14.3.2 Image Filtering and Enhancement

Image processing is the method that converts the input from original images are
creates other new images as output. Image enhancement is one of the processes
of adjusting selecting pictures frames, and the result will fit for display or further
image analysis. The edited image has a provision on image editors to image the
created histogram. The image pixels are plotted in the histogram in the vertical axis
with a particular brightness value in the horizontal axis provided. These digital editor
algorithms allow adjusting visually the brightness value of each pixel and the result is
dynamically displayed. These improvements led to the desired contrast brightness of
the image. The image of the histogram result before applying the histogram contrast
method is shown in Fig. 14.5.

Contrast adjustment is the process of remapping the image intensity to the full
display data type range. An excellent contrast on images has differenced sharp inten-
sity values. Figure 14.6 is the result example with high contrast. This phenomenon
will cover the poor contrast with limited intensities value towards the ranges of the
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Fig. 14.5 Result in histogram before applying histogram contrast

Fig. 14.6 Result on image
when applied histogram
contrasts

middle portion. The contrast adjustment step will present the intensity of image val-
ues filled with wide-ranging power (0, 250). A higher image contrast level will result
in a highlighted brighter look with the darkest shadow.

The histogram stretch concept is a lined normalisation which stretches to the
arbitrary intensities interval of an image then fit the interval for others arbitrary
intervals. This target range is the possible minimum and maximum of the image,
which is 0 and 250. Figure 14.7 is the illustration of the histogram stretching concept.

The histogram equalisation contrast normalisation is non-linear. The area was
stretched with high abundance intensities of the histogram, and then the area com-
presses with low-abundance intensities. Figure 14.8 shows the result gained at the
histogram after applying the histogram contrast.
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Fig. 14.7 Histogram stretching concept

Fig. 14.8 Result in histogram after applying the histogram contrast

14.3.3 Image Segmentation and Analysis

The process on the classification of the image into different groups can be defined
as the image segmentation. Plenty of researchers were focussing on the image seg-
mentation problem solution by using the clustering method. Various methods of
application are practically applied, and the K-means image segmentation algorithm
is one of the most popular use methods. The K-means image segmentation algorithm
is one of the unsupervised algorithm class, and from the background image, it works
to segment the area of interest. The image histogram is applied to enhancement
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Fig. 14.9 Smooth gradient
magnitude

stretching at the picture first for improving image quality just before applying the
K-means segmentation algorithm.

Figure 14.9 demonstrates how to reduce noise in the image gradient associated
with the computer image gradient inclines. Features in the imagewere highlighted by
the image gradient and this is used in many feature recognition algorithms such as a
corner or edge detection. By reducing the noise gradient, calculations are important to
detect the precise characteristics. This phase is to read out an image on the workspace
then convert this image to greyscale form.

Object group separated is called a clustering process. The K-means segmentation
algorithm detects barrier objects surrounded by each cluster as close as possible
from another. The K-means segmentation algorithm specifies the cluster number for
subdivided and matric gap to measure the closeness between dual object purposes,
respectively. Figure 14.10 is the result in binary image presentation. The edge pixel
is represented by a white pixel and other pixels are coloured in black.

Detecting the flaws in the plate is now easier because of the noise eliminates pro-
cess from the image and a smooth model is obtained for the next step. Figure 14.11
shows the result of the image segmentation. The region of the flaw is presented in
colour for better defect characterisation. The defect edge is easier to recognise with-
out distraction. Features detection and features extraction area are used in the edge
detection concept. The image of the specimen part has an edge enhanced supported
by automatic recognition and measurement, and the defect is detected.

Fig. 14.10 Image in binary
presentation
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Fig. 14.11 Result of image
cluster segmentation by
colour

14.4 Conclusions

Everymetal response to the thermal excitation is different depending on theway it has
been examined. Thermography is one of the best techniques that provide excellent
defect resolution based on an optical method. However, the result will strongly be
affected by surface features. This paper presented the solution of the image enhance-
ment for the thermal image. The submitted image processing is not obtaining from the
raw thermogram but in the JPEG greyscale image. Such an approach enables image
processing in the academic research community by using the standard MATLAB
software. This method will cover the limitation of pulse thermography requirement
that needs to do a repetition of the cycle and high-power pulse usage. The analysis
and correlation based on pulse method have been implemented and are proven by
the result shown. The image processing is able to help the researcher to visualise
and carry out information for the future process and better classification. Image pro-
cessing tools such as image filtering and image segmentation improve the result for
enhanced thermal contrast.
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Chapter 15
Alternator Performance Analysis
of a Micro-Turbogenerator
in Automotive Application

Khairul Shahril, Muhammad N. A. Hamid, Mohamad Zulfikar, Adli Tajul,
and Shahril. N. Soid

Abstract A micro-turbogenerator is a combination of an alternator and a tur-
bocharger which is used to convert rotational mechanical energy into electrical
energy. It can be configured with different prime movers such as a steam turbine, a
gas turbine in single-cycle or in a combined-cycle arrangement. The primary objec-
tive of this project is to study the performance analysis of a micro-turbogenerator
in automotive application and to determine the correct alternator that can supply
current to generate the test rig. An experiment has been conducted to find the output
current of the alternator by using an instrument and it involved certain mathematical
calculations based on the output voltage and alternator power. The results show that
the higher the alternator speed, the higher the output current or power produced. This
concludes that with the increment of the alternator’s output voltage along with the
alternator’s speed, the alternator is really charging up the battery. A fully charged
battery should have a voltage reading above 13.7 V. Therefore, this proves that the
usage of the alternator in a lower engine capacity is applicable. Besides, the higher the
alternator’s speed, the lower the alternator’s output current. This indicates that the-
oretically, there are possible loads acting on the engine and the current decreased as
it was consumed by the loads. In addition, the higher the alternator’s output voltage,
the lower the alternator’s output current.
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15.1 Introduction

Amicro-turbogenerator is a combination of an alternator and a turbocharger. It is used
to convert rotational mechanical energy into electrical energy. It can be configured
with different prime movers such as a steam turbine, a gas turbine in single-cycle
or in a combined-cycle arrangement. According to Faraday’s law of induction, “An
electric current is induced in a conductor in proportion to the rate of change in the
lines of magnetic flux”. Essentially this means that if there is relative motion between
a conductor and a magnetic field, then current will be generated in the conductor.
The amount of current generated is proportional to the density of the magnetic field
and the speed of the relative motion between the conductor and the magnetic field.

Alternators have been applied in cars, lorries and locomotives. However, the actual
performance of an alternator towards a turbocharged engine has never been tested.
Thus, there was a requirement to conduct a study to find out what the actual perfor-
mance of this alternator is and whether or not it boosts the turbocharger. Besides,
the current produced from a micro-turbogenerator engine was never been measured.
Therefore, it is important to determine the correct alternator that can supply power to
the test rig so that alternator’s output current can be measured. Lastly, the suitability
of an alternator towards a lower engine capacity with an installed turbocharger was
unsure. Therefore, by collecting data of alternator’s output voltage and current can
prove the suitability of an alternator towards a lower engine capacity with an installed
turbocharger.

The primary objective is to study the performance of a micro-turbogenerator in
automotive application. This will lead to several other objectives which are to deter-
mine the correct alternator that can supply current to generate the test rig. Besides,
another objective of this project is to fabricate the position of the alternator in the
test rig. Lastly, the objective of this project is to measure the current produced by the
alternator.

15.2 Literature Review

For the turbocharger performance, Kusztelan [1] carried out a one-dimensional anal-
ysis using the AVL Boost software on a series of compression and spark ignition
engines utilizing a manufacturer fitted single-entry turbocharger and a modified
twin-entry variety, the latter adopting two turbine housing inlet ports. The model
reconstruction using the AVL Boost considers parameters that accurately represent
the physical engine conditions includingmanifold geometry, turbocharger flowmaps
and combustion chamber characteristics, etc.Model validations have beenmade for a
manufacturer single-entry turbocharger configuration to predict themaximumengine
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power and torque, in comparison with available manufacturer data and analytical cal-
culations. Further studies concentrated on engine performance comparisons between
single- and twin-entry turbochargers in terms of torque, shaft speed and compressor
efficiency and at low engine speed conditions typically in a range of 1000–3000 rpm.
It was found that on average the engine response has been increased by 27.65%, 5.5%
and 5.5% in terms of turbine shaft speed, engine power and torque, respectively,
which implies improved “drivability” of the vehicle. This study reveals the potential
benefits of adopting a twin-entry turbocharger and the findings would be useful for
both industry and academic communities [1–4].

For electric-turbocharger performance, according to An et al., Naomichi et al.,
engine downsizing through supercharging began to cope with the yearly enhanced
improvement in fuel consumption and exhaust gas. However, the existing turbocharg-
ers face a time lag and EGR response delay while proper control is difficult. With the
addition of electric power to assist the existing exhaust gas turbochargers to utilize the
high-speed response of an electric motor that significantly improves fuel consump-
tion and transient response is to be expected. In this research, an electric compressor
is combined with an inverter and a high efficiency motor with a conventional 12 V
electrical system, maximum power of 3 kW and maximum speed of 90,000 rpm. For
evaluation, it was conducted as a two-stage turbocharging system by combining it
with an existing exhaust gas turbocharger. A variety of comparison of the two-stage
turbocharging system during the development of two-stage electric-turbocharging
system has been made including the arrangement of the electric compressor were
made. The pros and cons of it are discussed in this paper [5].

As shown in Fig. 15.1, the gasoline engine with a two-stage electric-turbocharger
maintains a stable performance and improves the transient response by 42% com-
pared to a gasoline engine with a waste turbocharger. Figure 15.2 shows that the
gasoline engine with a waste gate turbocharger with no EGR as base line, in case of
EGR at 10%, engine torque was decreased by 19% while it shows an improvement
in fuel consumption of approximately 10%. Contrarily, the gasoline engine with a

Fig. 15.1 Engine
downsizing effect
(GT-Power calculation)
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Fig. 15.2 Comparison of
transient response change
through EGR (GT-Power
calculation)

two-stage electric-turbocharger shows 48% torque increase with no EGR and a 17%
torque increase even with EGR at 30% and shows an improvement of approximately
30% comparedwith gasolineNA engine. The total displacement can bemade smaller
through the turbocharger Mitsubishi Heavy Industries Technical Review Vol. 52 No.
1 (March 2015) 76 downsizing effect, and the friction loss, heat loss, pumping loss
and exhaust energy loss can be improved [5].

For the alternator performance, based on V. Hajek et al., they stated there is a
reliability problem with common types of generators in hard conditions. It shows
possibilities of construction changes that should increase the machine reliability.
This contribution is dedicated to the study of brushless alternators for the automotive
industry. There are described problems with the usage of common types of alterna-
tors and main benefits and disadvantages of several types of brushless alternators in
this paper. Authors come to the conclusion that there is a requirement in making a
wide research on the topic of brushless alternators. This first solution promises only a
small increase of weight and axial length, but after the planed optimization is possible
to remove also this minus. In terms of further development prospects of alternators
this proposal represents a partial phase brushless alternator for variant liquid cooled
machines. The tendency for using fluid cooling alternators is increasingly beginning
to receive more concrete contours, since cooling air, when rising claims on perfor-
mance and limited dimension are considered, becomes a deficient. The alternator
would then be connected to the cooling system of an internal combustion engine
vehicle. Liquid cooling compared to air cooling is more efficient and leads to an
increase in the ratio w/kg and significantly reduce the alternator noise [6–11].
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15.3 Experimental Set-Up

Figure 15.3 shows the performance analysis of the micro-turbocharger experiment
layout. The alternator is connected to the engine shaft through a chain and sprocket.

15.3.1 Result Measurement

Figure 15.4 shows mechanical installation of alternator and Fig. 15.5 shows the pro-
cess of alternator’s speed readings measurement. While the alternator was running,
a tachometer is directed towards a reflecting tape attached to the alternator.

Figure 15.6 shows the connection of the multimeter (label M) during the reading
measurement of the alternator’s output voltage. The positive terminal of themultime-
ter is connected with the positive terminal of the battery while the negative terminal
of the multimeter is connected with the negative terminal of the battery. The negative
terminal of the alternator is connected with the negative terminal of the battery. In
order to take the voltage reading, the multimeter is set to voltage reading.

No. Part Name Quantity 
1 Fuel  1 knat
2 Tank Load Cell 1 
3 Lifan Engine 160cc 1 
4 Dynometer Controlle 1
5 Personal Computer 1
6 Exhaust Pipe 1 
7 Engine Shaft 1 
8 Alternator 1
9 Motorcycle Chain  1 

10 Turbocharger 1 

Fig. 15.3 Schematic diagram of performance analysis of micro-turbocharger experiment
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Alternator  

Product Number: 27060-87Z01 

Output Power: 12V / 40A 

Motorcycle chain 

SSS 420 X 100L 

Engine Lifan 160cc 

Sprocket EX5 15T Sprocket EX5 26T 

Fig. 15.4 Real mechanical installation

 

Tachometer 

Fig. 15.5 Alternator’s speed reading measurement

Fig. 15.6 Alternator’s
output voltage reading
measurement layout diagram
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15.4 Results and Discussion

The test rig is set up in order to measure the output voltage and rpm of the alterna-
tor by setting a different engine speed in rpm. The obtained results were tabulated
and represented in line charts. Besides the mentioned data, other parameters were
calculated which is the power and output current of the alternator. When the voltage
causes the current to flow, energy is converted. This is described as power. The unit
of power is the Watt (W). As with Ohm’s law, any value can be calculated if the
other two are known. Since there were no loads on the engine and in order to obtain
the alternator’s power, it can be calculated by multiplying the provided alternator
current 40 A together with provided voltage 12 V. Below is the equation to calculate
the alternator power.

P = I V (15.1)

whereP is alternator power (W), I is alternator output’s current (A) andV is alternator
output voltage (V).

Hence,

P = I V = (40)(12) = 480Watts (15.2)

As stated above, the alternator’s power was calculated and fixed as 480 Watts.
Therefore, the output current can be calculated by using the same Eq. (15.1). One of
the examples of the calculated output current would be obtained from Eq. (15.1);

I = P

V
= 480

13.55
= 35.42A

Table 15.1 shows the summary of measured and calculated data.
Figure 15.7a shows the relationship between the alternator’s speed and the output

current while Fig. 15.7b shows the relationship between alternator’s outputs.

Table 15.1 Summary of result

Engine speed (RPM) Average alternator
speed (RPM)

Voltage (V) Power (W) Current (AMPS)

1000 157.85 13.55 480 35.42

1500 235.89 14.04 480 34.19

2000 312.84 14.06 480 34.14

2500 376.43 14.15 480 33.92

3000 445.36 14.15 480 33.92

3500 527.10 14.22 480 33.76

4000 612.20 14.22 480 33.76
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Fig. 15.7 Results. a Graph of alternator speed versus output current. bGraph of alternator’s outputs

Based on Fig. 15.7a, the higher the alternator’s speed, the lower the alternator’s
output current. This indicates that theoretically, there are possible loads acting on
the engine and the current was consumed by the loads.

Meanwhile, Fig. 15.7b shows that the higher the alternator’s output voltage, the
lower the alternator’s output current. This means that the battery charged even when
theoretically there are loads acting on the engine. Thus, once again, this proves that
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the usage of an alternator in a lower engine capacity is applicable as it is able to
charge the battery during consummation of current by loads.

15.5 Conclusion

The primary objective of this project is to study the performance a micro-
turbogenerator in automotive application and to determine the correct alternator that
can supply the current to generate the test rig. To achieve this, an alternator with the
smallest size was selected to match with the small motorcycle engine capacity and a
test rig was set up at which the engine is connected with the alternator using a chain
and sprocket.

The result shows that the faster the alternator, the more power it can produce.
With the increment of the alternator’s output voltage along with the alternator’s
speed, this indicates that the alternator really charged the battery. A fully charged
battery should have a voltage reading above 13.7 V. The normal battery voltage
is 12 V. The alternator’s output voltage also means an input battery voltage. The
alternator significantly charges the battery starting from an engine speed of 1000 rpm.
In addition, this shows that there is enough power to supply load to the engine as at
the engine speed of 1500 rpm, the output voltage reaches 14 V and increases along
the engine speed. This also proves that the usage of an alternator in a lower engine
capacity is applicable.

Besides, the higher the alternator’s speed, the lower the alternator’s output current.
In addition, the higher the alternator’s output voltage, the lower the alternator’s output
current. This means that the battery was charged even when theoretically there are
loads acting on the engine. This proves that the usage of an alternator in a lower
engine capacity is applicable as it is able to charge the battery during consummation
of current by loads.
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Chapter 16
Experimental Study of the Engine
Performance Enhancement by Using
a Micro-turbocharger System

Khairul Shahril, S. N. Soid, Khairul Akmal, Muhammad N. A. Hamid,
and W. Faradiana

Abstract This project deals with an experimental study of a micro-turbocharger
test rig for engine performance with and without a turbocharger system. In order to
achieve higher performance, bigger engines are needed. With the turbocharger, the
performance of the engine can be increased without the need of a bigger engine. This
is called a downsize. Therefore, the objective of this research work is to develop a
micro-turbocharger test rig using amotorcycle engine for laboratory usage to evaluate
the performance of the motorcycle engine with and without turbocharger system.
In order to fabricate the test rig, the finite element method (FEM) was chosen as
the method to study the stress and displacement of the structure before performing
an action for the fabrication. Moreover, in this project, the turbo IHi RHF3 and
Lifan 160 cc motorcycle engine was selected according to the required specification.
The engine performance such as torque, brake power, mean effective pressure, fuel
consumption, specific fuel consumption and brake thermal efficiency was measured.
The test data were collected by using a dynamometer controller. All the data of the
engine performance were collected, and some calculations were made to obtain the
resulting power after installing the turbocharger.

Keywords Single-Cylinder petrol engine · Turbocharger · Engine performance ·
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16.1 Introduction

The most common internal combustion engines (ICE) use fossil fuel such as gaso-
line or diesel. In the ICE system, the compression stroke of the engine is the main
compression that every engine performs an additional compressor feeding into the
intake of the engine, will increase the total compression ratio of the engine system.
This is called a pressure boost. The combustion process will produce heat and is
capable of transforming the heat into useful work. The engine power is proportional
to the amount of air and fuel that can get into the cylinders. All things being equal,
larger engines flow more air and as such will produce more power [1, 2]. In this
project, the four-stroke horizontal motorcycle engine with 160-centimeter cubic has
been used in order to analyze the performance of the engine with and without the
turbocharger. By installing a turbocharger, the small engine can produce more power
like a big engine performance [3, 4]. By using a turbocharger, the energy recovery
systems harvest waste from the exhaust system and boost up the engine performance
and simultaneously increase compression for the engine. This is called downsiz-
ing. Higher compression engines need a higher density of the intake gas. Therefore,
by increasing the density of the intake gas, it will allow more power per cycle of
the engine. The current test rig for the micro-turbocharger engine performance is
developed for vehicles mainly used in a car engines. The existing test rig is not
capable of measuring the performance of the micro-turbocharger. By developing the
micro-turbocharger test rig, it can measure the performance of the engine with and
without the turbocharger. In order to achieve a higher performance, bigger engines
are needed. With the turbocharger, the performance of the engine can be increased
without the need for a bigger engine. It will bring a great benefit for the future study
in order to study the engine performance with the turbocharger. There is a method
for increasing the engine power performance which is by increasing the volume of
air entering into the cylinder and increasing the fuel intake proportionately. This is
exactly what the turbocharger does where it increases the volumetric efficiency of
an engine in a naturally aspirated engine [5].

16.2 Literature Review

The aim using of micro-turbocharger is to increase the air: fuel ratio by increasing
the power using the exhaust gas of the engine passing through the turbine compressor
arrangement. This compressor compresses the fresh air and sends it to the carburetor
[6]. Based on the experiment, the characteristic curve for Suzuki engine with and
without turbocharger for improving efficiency is shown in Fig. 16.1.

The petrol consumption and emission rate have been increased day by day due to
the increased number of motorcycles. In addition, an experimental study has been
performed to investigate the used of the exhaust gas to rotate a turbine thus rotating
a compressor for supplying compressed air to the inlet. The turbocharger increases
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Fig. 16.1 Characteristic curve for Suzuki engine with and without turbocharger (improving
efficiency). Adapted from [6]

the pressure at the point where air enters the cylinder, thereby increasing the pressure
gradient across the intake valves and thus more air enters the combustion chamber
[6, 7].

There is a large volume of published studies describing turbochargers. Reviewing
the available literature on the fabrication of turbocharger for two-wheeler, it is which
stated that a turbocharger is a device that increases the overall performance of the
engine by reusing the exhaust heat to drive the turbine [8, 9]. The power of the
engine will increase by the installation of a turbocharger that is reusing the exhaust
gas which results in less fuel consumption. The present finding also supports the
conclusion that the brake specific emissions of the turbocharged engine are all lower
than those of the naturally aspirated engine [10]. However, emission concentrations
in the turbocharged engine are higher, except for HC concentrations. This suggests
that the increase in power will compensate for the increase in emissions. In addition,
the peak torque and power are boosted by roughly 97% and 95%, respectively. Their
increase in other points of the engine speed range is lower, especially in low-end
speeds. This is due to the policy in choosing the turbocharger which has been focused
on boosting the maximum power. This policy leads to larger turbochargers which
operate well in high-end speeds. Figures 16.2 and 16.3 show the increasing trend
between brake power and brake torque in the case of turbocharged against naturally
aspirated engines.
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Fig. 16.2 Brake power in turbocharger and naturally aspirated engine. Adapted from [10]

Fig. 16.3 Brake torque in turbocharger and naturally aspirated engine. Adapted from [10]

16.3 Experimental Setup

16.3.1 Motorcycle Engine

Anengine ormotor is amachine designed to convert one formof energy into chemical
or heat energy, which is exhaust gas. In this project, a new Lifan engine with 160 cc
was selected according to the specification needed. Table 16.1 shows the specification
of the engine.

16.3.2 Turbocharger (Spinning Turbine)

As the turbocharger, the model Kubota Excavator Various RHF3 Turbo VE410128
CK30 from IHi Japan was chosen as a device that converts chemical or heat energy
to the kinetic energy. Table 16.2 shows the specification of this turbocharger.
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Table 16.1 Engine Lifan specification

Parameter Specification

Type Single-cylinder; four-stroke; oil-cooled

Bore and stroke 60 mm × 57 mm

Engine displacement 161.2 ml

Compression ratio 9.5:1

Primary reduction 3.722

Max power & rotating speed 10.3 kW/9500 r/min

Max net power & rotating speed 10 kW/9500 r/min

Rated power & rotating speed 9.5 kW/9000 r/min

Max torque & rotating speed 11.5 Nm/7000 r/min

Idling speed 1500 r/min

Ignition CDI

Clutch Hand-clutched start at any gear 160 cc

Exhaust One-into one

Starter Kick start

Lubrication Pressure or splash

Transmission Four-speed continuous

Table 16.2 Turbo IHi RHF3 specification

Parameter Specification

Part number VB410088

V-SPEC VQ38

Turbo model RHF3-44001P7NRBRL2616CDZ

kW 63HP

Angle α (compressor housing) 240°

Angle β (turbine housing) 331°

Turbine housing AR 7

Inducer diameter (A) 32.9 mm

Exducer diameter (B) 29.5 mm

Tip height (C) 4.6 mm

Journal bearing diameter (D) 6.3 mm

Compressor Wheel Bore 4.4 mm

16.3.3 Test Rig

The test rig is an apparatus used for assessing the performance of a piece of mechan-
ical equipment. For the test rig, the finite element method (FEM) has been used in
order to test the structure of the test rig strength and displacement when some loads
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have been applied. The fabrication of the test rig is manually fabricated in order to
suit with the dynamometer and also the engine position.

16.3.4 Project Setup Overview

Figure 16.4 shows the experimental setup in which the turbocharger is installed. The
turbine inlet of the turbocharger is connected with engine exhaust manifold with the
help of stud nut and welding. The turbine shaft is coupled to a compressor, which
draws in atmospheric air, compresses it, and then supplies it to the engine. The
turbocharger compressor outlet is connected with a hosepipe to the carburetor air.
An air filter is connected with the carburetor inlet section to prevent other foreign
particles from entering the intake system. The parameter of the engine performance
will be analyzed and measured by using the dynamometer. Firstly, the engine with
the turbo IHi RHF3 will be mounted to the test rig. Then, the engine with test rig
will be assembled with the dynamometer, and the performance of the engine will be
analyzed. After that, the engine performance will be tested without the turbocharger
in order to compare the result with and without the turbocharger system. All the data
shown on the computer will be used for the analyses. The fuel also will be measured
by the fuel load tank, and the data will be generated on the computer to see the fuel
consumption of the engine with and without the turbocharger system. In this set up
the output of the engine exhaust gas is given to the input of the turbine blades where
the turbine shaft is coupled to the compressor. The compressor draws in ambient air
and pumps it into the intake manifold at increased pressure, resulting in an excess
amount of air entering the cylinders on each intake stroke thereby producing proper
combustion.

Fig. 16.4 Experimental
Setup
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16.4 Results and Discussion

The performance test is done on the four-stroke, single-cylinder petrol engine in
order to study and compare its performance under various engine speeds with and
without the turbocharger system. The test rig consists of a 160 cc SI engine which
is fitted on a dynamometer shaft by using a sprocket 14-T. There are four important
performance parameters of the engine represented in this section such as the fuel
consumption, specific fuel consumption, brake thermal efficiency, brake power and
torque. The educational test rig is set up in order to calculate the motorcycle engine
performance with and without the turbocharger system by using a dynamometer.
The speeds of the motorcycle engine for fuel consumption are set up from 2500 to
5000 revolution per minute (rpm) by an increment of 500 for each stage. Meanwhile,
the speeds for engine performance are set up from 3000 until 6500 revolutions per
minute. The results are represented in Tables 16.3, 16.4, 16.5 and 16.6. All the data
are acquired by using a dynamometer controller. The outcome of this study will be
more explained below.

Table 16.3 Fuel consumption of turbocharger system for RON 95

Revolution Per Minute (rpm) RON 95 Turbocharger

W1 (kg) W2 (kg) mf (kg)

2500 0.127 0.122 0.000167

3000 0.12 0.114 0.0002

3500 0.112 0.105 0.000233

4000 0.106 0.1 0.0002

4500 0.098 0.092 0.0002

5000 0.091 0.08 0.000367

Table 16.4 Fuel consumption of turbocharger system for RON97 and RON 100

Revolution per
minute (rpm)

RON 97 Turbocharger RON 100 Turbocharger

W1 (kg) W2 (kg) mf (kg) W1 (kg) W2 (kg) mf (kg)

2500 0.205 0.202 1.00E−04 0.31 0.308 6.66667E−05

3000 0.197 0.193 0.000133 0.299 0.296 0.0001

3500 0.188 0.184 0.000133 0.292 0.289 0.0001

4000 0.176 0.171 0.000167 0.287 0.284 0.0001

4500 0.167 0.16 0.000233 0.282 0.278 0.000133333

5000 0.154 0.147 0.000233 0.275 0.27 0.000166667
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Table 16.5 Fuel consumption by using RON 95 for without turbocharger system

Revolution per minute (rpm) RON 95 W/O Turbocharger

W1 (kg) W2 (kg) mf (kg)

2500 0.079 0.078 3.3333E−05

3000 0.073 0.071 6.6667E−05

3500 0.067 0.064 6.6667E−05

4000 0.064 0.061 0.0001

4500 0.06 0.055 0.00016667

5000 0.056 0.05 0.0002

Table 16.6 Fuel consumption by using RON 97 and RON 100 for without turbocharger system

Revolution Per
Minute (rpm)

RON 97 W/O Turbocharger RON 100 W/O Turbocharger

W1 (kg) W2 (kg) mf (kg) W1 (kg) W2 (kg) mf (kg)

2500 0.144 0.143 3.33E−05 0.172 0.171 3.33333E−05

3000 0.142 0.14 6.67E−05 0.165 0.164 3.33333E−05

3500 0.138 0.136 6.67E−05 0.162 0.16 6.66667E−05

4000 0.137 0.134 0.0001 0.158 0.157 3.33333E−05

4500 0.133 0.13 0.0001 0.152 0.15 6.66667E−05

5000 0.128 0.123 0.000167 0.149 0.144 0.000166667

16.4.1 Fuel Consumption

By investigating the graph, the minimum fuel consumption takes place at 4000 rpm
for RON 100without a turbocharger, and themaximum fuel consumption takes place
at 5000 rpm for RON 95 without turbocharger. Between RON 95 and RON 97, it
is proven that RON 100 is the most suitable fuel to be used for naturally aspirated
engines. This statement can be supported by the result that has been gained from
the analysis that has been done. The result can be seen clearly from the graph in
Fig. 16.5. Based on the conducted study, RON 100 also has the highest dosage
of additives compared to other brands of gasoline. The higher dose of additives
also means more effective cleaning power, better combustion enhancement and less
friction compared to RON 95 and RON 97. Even by using the turbocharger system,
the fuel consumption for RON 100 is lower compared to the others RON without
the turbocharger system. Therefore, by adding a turbocharger in-vehicle system,
it can be concluded that the fuel consumption has higher usage compared to the
system without the turbocharger. But, there is some fuel that helps to reduce the fuel
consumption when using a turbocharger system such as RON 97 that seems much
better compared to RON 95. Overall, there are advantages and disadvantages using
a turbocharger system in vehicle nowadays (Tables 16.7, 16.8, 16.9 and 16.10).
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Fig. 16.5 Overall fuel consumption

Table 16.7 Data collection for the system without turbocharger

No. Dynamometer
speed w/o
turbocharger
(rpm)

WOT torque
w/o
turbocharger
(Nm)

Engine speed
w/o
turbocharger
(rpm)

Engine torque
w/o
turbocharger
(Nm)

Brake power
w/o
turbocharger
(W)

1 808.63 25.06 2990.26 6.755 2115.1723

2 943.4 24.77 3487.4 6.677 2438.2795

3 1078.17 23.53 4021.64 6.342 2671.0428

4 1212.94 22.45 4503.94 6.051 2854.0703

5 1347.7 21.69 5004.79 5.846 3064.0873

6 1482.48 20.11 5498.22 5.42 3120.9723

7 1617.25 19.53 5980.52 5.264 3296.8327

8 1752.02 17.57 6529.6 4.736 3238.2775

16.4.2 Engine Power, Torque and Brake Mean Effective
Pressure

Figures 16.6 and 16.7 show typical power and torque versus engine speed curves.
As seen on the graph, the power of the engine slightly increases as the engine speed
increases. This is because if the throttle setting is higher, itmeans that the engine speed
is also higher.However, the graph also shows that themaximumpower and torque that
the engine yields is located at a certain point and then drops back down as the speed
increases further. Figures 16.6 and 16.7 reveal the brake power and brake torque in
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Table 16.8 Data collection for the system with turbocharger

No. Dynamometer
Speed with
turbocharger
(rpm)

WOT Torque
with
turbocharger
(Nm)

Engine Speed
with
turbocharger
(rpm)

Engine Torque
with
turbocharger
(Nm)

Brake Power
with
turbocharger
(W)

1 808.63 30.19 3005.1 8.137 2560.81

2 943.4 29.71 3498.53 8.008 2933.89

3 1078.17 28.95 3999.38 7.803 3268.11

4 1212.94 27.39 4518.78 7.383 3493.57

5 1347.7 26.87 4989.95 7.243 3784.6

6 1482.48 25.56 5513.06 6.889 3977.49

7 1617.25 24.16 6010.2 6.512 4098.66

8 1752.02 23.43 6451.69 6.315 4266.79

Table 16.9 Specific fuel consumption without turbocharger data

Revolution per
minute (rpm)

mf w/o Turbocharger
(kg/s)

Brake power w/o
turbocharger (W)

SFC w/o
turbocharger
(kg/Wh)

3000 6.66667E−05 2115.172 0.000113466

3500 6.66667E−05 2438.28 9.84301E−05

4000 0.0001 2671.043 0.000134779

4500 0.0001 2854.07 0.000126136

5000 0.000166667 3064.087 0.000195817

Table 16.10 Specific fuel consumption with turbocharger data

Revolution per
minute (rpm)

mf with
Turbocharger (kg/s)

Brake power with
turbocharger (W)

SFC with
turbocharger
(kg/Wh)

3000 0.000133333 2560.81 0.000187441

3500 0.000133333 2933.89 0.000163605

4000 0.000166667 3268.11 0.000183592

4500 0.000233333 3493.57 0.000240442

5000 0.000233333 3784.60 0.000221952

the turbocharged engine increase substantially compared to the engine without the
turbocharger system. The maximum power in the turbocharger condition is 7.76 HP
at 6451.69 rpm, while the maximum power in the engine without the turbocharger
system is 5.89 HP at 6529.6 rpm. The maximum brake torque in the turbocharged
engine is 8.137 Nm at 3000 rpm, while the naturally aspirated engine is 6.755 Nm at
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Fig. 16.7 Engine power and torque curve with turbocharger system

3000 rpm. In addition, it is interpreted from these figures that higher ranges of brake
power and torque are accessible with the turbocharged engine.

By plotting the graphs between brake mean effective pressure with and without
turbocharger system versus engine speed in rpm, it is clear that the brake mean
effective pressure has improved significantly for all speeds right from 3000 rpm
until 6500 rpm. The brake mean effective pressure for the turbocharger system was
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slowly decreased when the engine speed increased while the brake mean effective
without turbocharger system was gradually decreased as seen in Fig. 16.8. The brake
mean effective pressure was improved by 25.01% at the maximum engine speed of
6500 rpm. The BMEP is purely theoretically and has nothing to do with the actual
cylinder pressure.

16.4.3 Specific Fuel Consumption

Whilemeasuring the specific fuel consumption, itwas observed that the brake specific
fuel consumption decreased in these experimental conditions with an increase in
engine speed. However, it is slightly increased up to 4000 rpm as the engine speed
increased. From the graph shown in Fig. 16.9, both the graphs for the naturally
aspirated and turbocharger increased anddecreased from3000 to 3999 rpmbut started
to change at 4000 rpm. For the turbocharger, the graph started to increase at 4000 rpm

Fig. 16.9 Specific fuel consumption
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while the naturally aspirated decreased at 4000 rpm. This change continues up to
5000 rpm. From the result analysis, it is shown that the specific difference between
the naturally aspirated and turbocharger at the initial speed is around 39.47% and
11.78% at the final speed. It is being recorded a 27.70% difference of specific fuel
consumption between the initial and final speed at the range of 3000 rpm (initial) to
5000 rpm (final). Furthermore, the results obtained from the experiment conclude
that the lowest specific fuel consumption with and without turbocharger for the
entire engine speed was observed at 3500 rpm. From this experimental result, it can
be concluded that, the higher the specific fuel consumption, the more power it will
produce, which leads to less efficiency.

16.5 Conclusions

In order to accomplish this goal, a model of the test rig with motorcycle engine
was built and dynamometer as the testing machine in order to get the experimental
data. The most important conclusions of this research are as follows. For comparison
between turbocharged and naturally aspirated:

1. The minimum fuel consumption takes place at 4000 rpm for RON 100 without
a turbocharger, and the maximum fuel consumption takes place at 5000 rpm for
RON 95 without turbocharger (Fig. 16.5).

2. By using the turbocharger system, the fuel consumption for RON 100 is lower
compared to the others RON without the turbocharger system (Fig. 16.5).

3. The peak torque is boosted roughly 17%, respectively, of the engine with
turbocharger compared to the without turbocharger system.

4. The brake power for the turbocharger systemgradually increasedwhen the engine
speed increased while the brake power without the turbocharger system slowly
increased. The brake power was improved 24.10% at the maximum engine speed
of 6500 rpm.

5. The brake mean effective pressure for the turbocharger system was slowly
decreased when the engine speed increased while the brake mean effective
without turbocharger system was gradually decreased. The brake mean effec-
tive pressure was improved 25.01% at the maximum engine speed of 6500 rpm
(Fig. 16.7).

6. The difference of specific fuel between the naturally aspirated and turbocharger
at the initial speed is around 39.47% and 11.78% at the final speed. It is being
recorded that 27.70% difference of specific fuel consumption between the initial
and final speed at the range of 3000 rpm (initial) to 5000 rpm (final) (Fig. 16.9).
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Chapter 17
Solving the Production Bottleneck
ThroughMinimizing the Waste of Motion
for Manual Assembly Processes

Mohd Norzaimi Che Ani and Ishak Abdul Azid

Abstract In this paper, the application of the waste elimination technique in solving
the waste of motion for manual assembly processes has been studied, analyzed, and
implemented. The waste of motion is one of the seven wastes as highlighted in the
lean manufacturing system (LMS), where it can happen at any time and workers
are required to make movements that do not add any value to the overall production
processes. A poor designed manual assembly processes can cause low productivity
and inefficiency of the production system due to excessive motions. An excessive
motion will cause the production bottleneck process and production delinquency,
increase inventory, encourage waste of waiting, and unable to smoothing the produc-
tion flow. In minimizing the waste of motion, the step-by-step of manual assembly
processes needs to be studied and observed to ensure fully understanding of the
process requirement. Then, each step of the manual assembly process needs to be
analyzed to identify the waste of motion which is affecting the productivity and effi-
ciency of the production systems. Once the waste of motion has been identified, the
steps of manual assembly processes are required to be re-visited and re-designed to
achieve optimum efficiency of the production process flow. Some of the unwanted
processes might be eliminated or integrated to ensure minimum motions during the
manual assembly process. This research has been conducted by analyzing the man-
ual assembly processes in selected case study in industry and implementation the
improvement process to solve the waste of motion. The result of this study shows that
the process cycle time has been drastically improved by 60% and at the same time
this improvement had increased the production output and solved the worker fatigue
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issue due to the overburden tasks. Through an effective analysis and implementa-
tion, the waste of motion for production process had been identified and successfully
minimized.

Keywords Waste ·Motion ·Manual assembly · Bottleneck · Efficiency

17.1 Introduction

In the production system, a bottleneck is one of the processes in a chain of process
flow where the bottleneck process will define the capacity of the production system.
A bottleneck in a production system is the process that requires the longest time in
operations of the production system [1]. The process bottlenecks occur when demand
is higher than the production capability and also happen for other reasons such as
out-of-date equipment, inefficient labor, or scarce resources [2]. The results of having
a bottleneck in the process flow causes increased inventory, waiting time for the next
process, and unbalanced processes.

The current main challenging situation in manufacturing processes is not only
to satisfy the needs of customers but process optimization through minimizing the
production wastes and minimum operation costs are prioritized [3]. The production
process flow requires five sub-processes for the completion of the finished good
product and one of the sub-processes records the highest time a during time study
analysis. This identified sub-process is considered as the bottleneck process. Possible
root-cause of the bottleneckmay be contributed from non-value added activities such
as waiting time and handling time [4].

The production capacity will be determined through motion time study analy-
sis for the entire processes of the production system and the highest process time
will be defined as the bottleneck workstation which is that this process would affect
the production output. In solving the bottleneck issue in the production system,
several approaches have been implemented such as adding resources at the bottle-
neck operation [5], ensuring that the bottleneck process only produces quality parts
[6], increasing the time of operation for the bottleneck process [7], and avoiding
from production downtime [8]. But, implementation of the mentioned approaches
requires investment in terms of equipment, skilled workers, and extra expenses for
the increased operation times.

Thus, this research has been conducted to solve the process bottleneck of pro-
duction systems, focusing on the manual assembly process in selected case study
industries by minimizing the investment costs. The first objective is to determine
the process cycle time required for completion of the process. The second objec-
tive is to identify the waste of motions in performing the manual assembly process
through observation. Then, the primary objective is to minimize the identified waste
of motion to ensure increased production capacity.

This chapter has been divided into six main sections to elaborate the findings
of this research. This research will start with the elaborations on the production
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bottleneck process in the first section, and then the following section will present
the techniques employed to solve the bottleneck process based on the findings from
several published literatures. Completion of the both sections, then it was driven into
next section which is the discussion on the research design in solving the production
bottleneck process. From the developed research design, then data collection, results
analysis, and discussions will be discussed in the next two sections which are the
fourth and fifth sections. The conclusion of the overall achievement of this research
chapter will be concluded in the last section of this chapter.

17.2 A Review of Solving the Production Bottleneck

The production bottleneck is considered as a critical process in the production sys-
tem because it will define the constraints of the production system. This concept has
been developed and applied through the years and it initially focused only on selected
functional areas of the production. However, presently it is widely used for the pur-
pose of managing the production system [9, 10]. Basic assumptions using the theory
of constraints (TOC) in managing the production bottleneck require critical thinking
to improve the production system regarding the production output and managing the
customer’s order [9].

Normally, a simple bar chart based on a work breakdown sheet is usually the most
adapted tool to identify the bottleneck process [11] as illustrated in Fig. 17.1. Each
related process in the production floor will be studied in terms of process cycle time,
and the results will be plotted into a bar chart. In the bar chart, the horizontal axis or
x-axis represents a process sequence, the vertical axis or y-axis represents the process
cycle time and each bar represents a different process based on a certain sequence.
Based on the result of plotting such a bar chart, the tallest bar will be considered as
bottleneck process. By using this bar chart, the bottleneck can be easily detected and
the production personnel can then be alerted.

Fig. 17.1 The bar chart for bottleneck identification
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Currently, various approaches have been implemented in industries to solve the
bottleneck process in order to increase the production capacity. The bottleneck is
identified by using time study analysis and the identified wastes are eliminated or
minimized. Time study analysis is widely applied in any manufacturing industries
to monitor the performance of the production processes in terms of production cycle
time and production planning. Normally, during planning of the production capac-
ity, the bottleneck process time will be considered as a constraint of the production
system, and it will be improved according to the increasing of the demands. This
activity is well-known as continuous improvement activity or most of the industries
are familiar with the Japanese words, Kaizen. The term “Kaizen” means an incre-
mental improvement of the production processes as defined goals of reducing wastes
to improve performance, availability, and quality as demanded by customers [12].

As an outcome form the literature review of published articles, we found sev-
eral case studies that have applied the motion time study analysis in optimizing the
productivity, process improvement, and production optimization. Based on the thor-
oughly reviewed articles, the results show that the waste of motion for the manual
assembly process highly contributes to the bottleneck process.

Saito [13] evaluated the case study production situation by using the time study
analysis and proceeded with the improvement through better methods of motion
elements, and successfully increased the production output. Ani et al. [4] used the
time study approach to reduce or minimize “non-value added activities” or wastes
of motions in the process cycle time which contributed to the bottleneck time. Gupta
and Chandrawat [14] had also successfully implemented continuous improvement in
two case study industries by minimizing the motion elements and they found some
percentage increase in workforce productivity. The results from all these articles
proved that the motion elements played a main role contributing to the highest time
of the production process.

In modern continuous improvement programs, most of the industries executed the
elimination of the wastes by implementing the lean manufacturing system (LMS).
Currently, the LMS is widely applied in various industries with the purpose of elim-
inating the production wastes and fastening the production lead time. The LMS is
founded on the concept of continuous and incremental improvements on product
and process while eliminating redundant activities [15]. In LMS, two activities are
identified in the production floor known as the value added process and the non-value
added process, where the value added means any process that changes the physical
state of the part, while non-value added is considered as wastes [16]. Seven types
of non-value added processes or production wastes were identified by Ohno [15]
during the development of the Toyota production system (TPS). These production
wastes were known as transportation, inventory, motions, waiting, over-processing,
over-production, and defects [15]. Furthermore, Chen and Meng [17] interpreted the
value added process as those things the customer is willing to pay for, everything
else is waste, and should be eliminated, simplified, reduced, or integrated.

Based on the enhancement of the continuous improvement of the bottleneck pro-
cesses, a few research articles have been found using the LMS methodology to
eliminate the wastes on motion in the production floor. Ani et al. [18] have compared
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Table 17.1 The approach on minimizing waste of motions from published literature

Researcher Year Reference Approach Achievement

Saito 2001 [13] Time study analysis Increased output

Ani et al. 2014 [4] Time study analysis Minimizing wastes

Gupta and Chandrawat 2012 [14] Time study analysis Minimizing motions

Ani et al. 2013 [18] Comparison analysis Better method

Rane et al. 2015 [19] LMS Minimizing motions

Kolińska and
Domański

2017 [20] LMS Improved cycle time

the effectiveness between two methods of assembly processes based on motion ele-
ments and they found motion elements which contribute to the production efficiency.
Same results were found in the study by Rane and Sudhakar [19], where they found
minimizing the motion elements could potentially improve some percentage of pro-
cess cycle time. This situation supported the significance of focusing on the waste
of motions in the production floor during performing the continuous improvement
activities. The purpose of reducing the impact of bottlenecks is to minimize entailed
independence from constraints [20].

The results of reviewing several articles from published literature found that the
motion elements in the production processes are one of the main factors contributing
to the shortage of the production capacity. Even though several approaches were
introduced and implemented, there is still roomof improvement. Thismotion element
is identified as a production waste but it is still required in order to assemble the
finished good product. It means the motion element is a waste or non-value added
process but it is necessary. The role of researchers is to think alternatively how to
minimize themotion elements in production processes.As a result from the published
literature, the approaches and outcome of the elimination of the motion elements are
summarized in Table 17.1.

17.3 Research Framework

This section presents and discusses the application framework in solving the produc-
tion bottleneck for manual assembly processes. In order to determine the potential
wastes of motion to be eliminated for bottleneck process, it requires familiariza-
tion in each motion step while performing the assembly processes. The result of
the developed framework in this study derived three main phases which were the
identification of the selected processes to conduct a motion time study in the first
phase, and then followed by the bottleneck analysis and proposed countermeasures
of the identified waste in the second phase. And then, the proposed solution was
implemented in the selected process to validate and verify the proposed solution in
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Fig. 17.2 The research framework for solving the production bottleneck for manual assembly
process

the last phase. The application of the research framework in solving the production
bottleneck for manual assembly processes is summarized in Fig. 17.2.

17.4 Data Collection and Analysis

The selected case study of this research is a company that is operating the refurbishes
cylinders for liquefied petroleum gas (LPG). The selected company provides refur-
bishment services for LPG cylinders as demanded by customers. In overall of the
production floor, the machinery and workstation setting is based on a single line or
known as a product-based production system. The processes depend on the sequence
of the process activity. The process sequence is connected as production chain and
the semi-finished good material flows from one workstation to another workstation
using a gravity conveyor system. The production system of this selected company
is human dependent and requires numerous manual work in the production floor
such as transferring the material between workstations, material lifting, production
labeling, inspection, and finished good crating.

17.4.1 Phase 1: Process Familiarization and Time Study
Analysis

The production processes were observed and the feedback from the management
of the case study industry was investigated in this phase. Based on the observation
and feedback results, one of the required manual processes caused unsmoothness of
the production processes which was identified as the painting process. This process
required hanging of the LPG cylinder into an overhead conveyor before transferring
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it into the painting room and the process of hanging was fully human dependent as
illustrated in Fig. 17.3.

Fig. 17.3 The production floor of the selected process
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Based on the observation results, the hanging process required threemanual steps,
which were placing the hanger, twisting, and lifting the LPG cylinder to hang into
the overhead conveyor as illustrated in Fig. 17.4.

The twisting process in the second step was required because the process of
locking the hanger into the LPG cylinder in which the outside tread was designed
and applied into the hanger. The hanger’s tread is illustrated in Fig. 17.5.

From the study of the selected process, the process cycle time was captured and
recorded as performed by workers in the production floor. The selection of workers
was chosen from the experienced team and new workers in same production floor
to ensure the stability and accuracy of the process cycle time. The stopwatch was
used in capturing the motion study to record the actual cycle time based on detailed
motions of theworkers as observed. The results of the recorded time study as captured
production floor are presented in Table 17.2.

Once the detailed analysis of the cycle time for motion elements was carried out,
solutions to the problematic motion issues were identified and analyzed in the next
phase.

Fig. 17.4 The manual handling process
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Fig. 17.5 The cylinder
hanger

Table 17.2 The cycle time
for the motion elements

Motion elements Time (seconds) Total time (seconds)

Placing the hanger 3.0

Twisting the hanger 12.0

Lifting up and hang
into conveyor

5.00 20.0

17.4.2 Phase 2: Bottleneck Analysis and Waste Optimization

The results from the previous phase (Table 17.2) showed that twisting was the bot-
tleneck process from the selected case study. This process required averagely 12.0 s
per cycle for the completion of twisting. The twisting process did not only require a
high process cycle time, but also identified other potential risks. Firstly, untighten the
hanger into the LPG cylinder would cause the cylinder falling down from the over-
head conveyor and this would create a serious safety issue. Secondly, an improper
twisting process would cause the worn out of the cylinder’s tread and would defect
the LPG cylinder. Thirdly, the twisting process exposed to the ergonomic hazards
in which the workers are required to twists 2000 times per day based on the cus-
tomer demands. This would create the risks of musculoskeletal disorder (MSD) to
the workers since the process was fully depending on human skills.

Based on the results of the analysis, the hanger had been re-designed to minimize
the potential hazards and risks. The main objective of re-designing the hanger was to
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Fig. 17.6 The re-designed
cylinder hanger

ensure that the process required only minimum cycle time of manual handling. The
result of the re-designed hanger is illustrated in Fig. 17.6.

From Fig. 17.6, after re-designing the hanger, the assigned workers only needed
to press the button for activation of the hook as illustrated in Fig. 17.7. This process
eliminated the twisting and solved the potential risks as discussed in the previous
section.

17.4.3 Phase 3: Validation, Verification, and Implementation

From the results of Phase 2, and after identifying the highest cycle time element
contributing to the bottleneck process, a new design of the LPG cylinder hanger was
implemented in the selected case study to validate, verify, and monitor the improve-
ment activity. The analysis of the new process cycle time based on the new design of
the hanger was captured and monitored similar to phase 1. From the captured time
study, the time saving gained from this improvement activity was five seconds. This
was due to the elimination of the twisting process and the impacts of saving five
seconds per cycle enabled the production system to increase their capacity by 11.5%
per day. As presented in Table 17.3, the new process time for the selected manual
handling process is 15.0 s instead of 20.0 s from the previous activity.
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Fig. 17.7 The process required for re-designed cylinder hanger

Table 17.3 The cycle time
for the motion elements

Motion elements Time (seconds) Total time (seconds)

Placing the hanger 3.0

Twisting the hanger 7.0

Lifting up and hang
into conveyor

5.00 15.0

17.5 Discussions

From the results obtained during the validation, verification, and implementation
of the developed framework, the motion elements were minimized to increase the
production capacity. The benefit gained from the implementation was five seconds
eliminated in case study industry by minimizing the waste of motion. This cycle time
improvement was equivalent to 2.77 h because the production capacity required 2000
units of LPG cylinders per day as calculated in Table 17.4. Overall, 11.5% in terms
of time usage per day had been improved.
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Table 17.4 The comparison result between before and after improvement activity

When Cycle time (s) Daily capacity
(units)

Time saving per
cycle (seconds)

Time saving per day

Before 20.0 5 s × 2000 cycle =
10,000 s @ 2.78 hAfter 15.0 2000 5 s

The obtained results proved that the small continuous improvement activity or
Kaizen had drastically optimized the production. The selected research framework
had solved the production system by tackling the waste of motion which would have
been obtained through daily operation activities. By forming a systematic approach
of waste prevention as the developed framework, the industry will minimize the
potential wastes of investment and indirectly minimize the operation costs. Through
the results of implementation, the possibility of the production systemwithout wastes
will be achieved.

17.6 Conclusions

In this paper, the waste of motion for a manual assembly process was minimized
through the continuous improvement approach. Overall, the results of this research
met the objectives as defined prior to conducting this research. The defined objectives
are to determine the cycle time required for completion of the production process,
to identify the wastes of motions related to manual assembly process through the
observation and monitoring, and to minimize the identified waste of motion in the
production floor toward maximizing the production capacity. As implemented the
developed research design in the selected case study industry, some percentage on
the waste of motion from the process cycle time was eliminated. This was obtained
through successful elimination of five seconds per cycle, which was equivalent to
2.78 h per day. The future research will focus on other potential processes in the
selected case study industry which affect the production output.
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Chapter 18
Investigation the Impact of 5S
Implementation Toward Accident-Free
Manufacturing Industries

Muhammad Syafiq Ridha Mutaza, Mohd Norzaimi Che Ani,
and Azmi Hassan

Abstract In this paper, the impact of 5S implementation toward accident-free man-
ufacturing industries was reviewed and investigated. The 5S method is a standard-
ized process that when systematically implemented creates and maintains an orga-
nized, safe, clean, and efficient workplace. The 5S also implemented and improved
the visual controls to make any process non-conformance’s obvious and easily
detectable. The 5S is a systematic housekeeping technique used by organizations ini-
tiated from Japanese words; Seiri (sort), Seiton (set in order), Seiso (shine), Seiketsu
(standardize), and Shitsuke (sustain). The implementation of a 5S environment in
a workplace requires employee motivation and good management. All the different
levels of an organization need to put their best efforts on a day-to-day basis and
work together toward achieving improved performance and reducing waste. The
5S is the most effective tool and widely applied worldwide in any organization to
improve the workplace. However, industrial accidents still occurred and increased.
Based on current data, the Department of Safety and Health (DOSH, Malaysia) in
their Web site stated an increase of accidents by 107% (January to June 2018–2019)
and it is a long journey before an accident-free industry can be achieved. Hence, in
this research, the impact of 5S implementation toward accident-free manufacturing
industries was investigated. The literature of the 5S implementation was thoroughly
reviewed through searching frompublished literature from the Emerald Insight, Else-
vier, Google Scholar, and other databases. The data captured from this published
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literature was analyzed to study the impact of the 5S implementation. The result of
this research shows based on the theoretical implementation, the 5S implementation
potentially helps the organization to reduce the industrial accident but it requires
systematic monitoring plans such as an internal audit. Through an effective investi-
gation in this paper, the impact of 5S implementation on accident-free manufacturing
industries was successfully carried out.

Keywords 5S · Accident-Free · Industrial accident ·Manufacturing industries

18.1 Introduction

5S is a systematic process of workplace housekeeping methods to achieve a tranquil
environment in the workplace involving all the employees, with a commitment to
sincerely implement and practice housekeeping. “Japanese have immaculately prac-
ticed these principles of housekeeping from a small retail shop to major industries”
[1]. The abbreviation 5S is derived from the Japanese words Seiri (sort), Seiton
(set in order), Seiso(shine), Seiketsu(standardize) and Shinsuke (sustain) Hirano
Hiroyuki in his book argues that this method is frequently viewed as a visual control
or visual work place [2]. Along with standard work and total productive mainte-
nance, 5S is regarded are regarded as the most widely adopted technique from the
lean manufacturing toolbox.

An industrial accident refers to something unexpected, random even in the
sequence of incidents that occurred through a combination of courses that resulted in
injury or illness to a person or damage to assets and the environment [3]. According
to National Institute of Safety and Health (NIOSH) from their official Web site, it
is stated that environment, design, system or procedure, and human behavior are the
main contributing factors to industrial accident [3], environmental factor referred for
accidents that is not attributed to human conduct includes both natural or manmade
environment. Common example is poor visibility which includes poor light situation
or heavy rain, ambient temperature, sound pollution, or bad weather. The other con-
tributors are the design and this happens when the worksite layout is poorly designed
or tools and equipment are not designed to follow safety rules and regulations.

This paper aims to investigate the implementation of 5S in the manufacturing
industry from a previous study [1] to understand more about the implementation of
5S itself and to study the 5S effect to safety performance.

The structure of this paper starts with an introduction to overview 5S implementa-
tion and industrial accident. Then, the paper more focuses on literature review of 5S
implementation and its effect on safety in the industry. This paper then discusses the
research approach from collecting a paper until the result and analysis stage. Then
paper will discuss the findings and concludes the result of this paper.
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18.2 5S Review

Hirano states that the 5S measure is designed to enhance efficiency, strengthen the
performance, and provide continuous improvement in almost every segment of the
organization [2]. These steps involve a structured improvement program with pro-
gressively identified steps that relate to each other. According to the Japanese orga-
nization system, 5S has two components, a high level of management and organiza-
tional system with complex meanings and it translates to perfect performance and
the other is the provision of management tools [4].

TheToyota production systemprovides awell-knownexample of the 5Sprinciples
in practice. In Japan, the 5S practice started in themaking sector and then expanded to
other industries and services sector. Early versions of the 5Swere based on the 3S, and
then developed into the 4S [5].Western countries like Europe and American industry
getting benefit in productivity, profit, and employees behavior from implementing
the 5S in the manufacturing sector then the 5S were adopted in the healthcare service
[6].

18.3 Research Approach

The review relies on three major stages see Fig. 18.1, the first stage is the paper
extraction process which is the process to select paper from reputable database. The
literature on the 5S implementation was thoroughly searched in the Scopus, Emerald
Insight, Elsevier, Google Scholar, and other databases by using the keyword 5S,
safety, an industrial accident. The second stage is the paper selection. In this stage,
papers that have strong integration between 5S and safety are only selected for further
study.

Fig. 18.1 Research approach
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In the last stage, i.e., the results analysis, data captured from this published litera-
ture were analyzed to study the impact of the 5S implementation base on the problem
statement, objective, tools, measurement parameter, and impact of 5S.

The first stage is the literature finding using keywords for all the database and this
process resulted in the initial identification of 49 publications in the second stage 33
of the publication ware removed because of the integration between 5S and safety
were not strong and did not meet the criteria. Only four publications from recent
years were selected for the last stage and four of this paper were reviewed again for
analysis summary and write-up.

18.4 Result and Discussion

The process of identifying and selecting articles, after considering the exclusion
criteria, produced four best papers. The earliest published articles were recorded in
2014, and the most recent is in 2019. The findings below are the result of the analysis
and are presented in Table 18.1.

Fernandes et al. [7] in his research to study the 5S contribution to occupational
safety performance by implementing 5S in an automotive production line, the author
used risk assessment tools to find that the 2S (set in order) gives the significant impact
to safety. The advantage of this paper is that the researcher analyzed all the “S” one
by one to find the most significant stage in 5S practice but the last “S” (sustain) was
not much discussed by the author.

Lamprea et al. [8] in his effort to study whether the 5S methodology could be
considered as an effective tool to improvemanufacturing companies by implementing
5S in a metalwork company and then measuring the takeout before, during and
after implementation of 5S unlike Sharma [9] Vipulkumar [10] that just analyzed 5S
before and after implementation. Lamprea [8] found that 5S shows a positive result in
decrease in the risk identified in the workshop plan. This research was implemented
in SMEs and was easy to monitor but this research relies on visual inspection to
collect data unlike Fernandes [7] who used risk assessment method can be used to
precisely measure safety.

18.5 Conclusion

The paper intention was to focus on the implementation of 5S in the manufacturing
industry. Thismay contribute preliminarywork related to the implementation of 5S in
small- andmedium-sized enterprises (SMEs) to increase the safety and performance.

The most important barrier in implementing 5S is human behavior to maintain
the practice in workplace because of poor communication or lower employee morale
[11].
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Table 18.1 Result

Researcher Year Methodology Finding Remarks

Fernandes et al. 2019 Implement 5S in
the automotive
production line, use
risk assessment
tools to monitor
safety condition

The result shows
that “set in order”
gives a significant
impact on safety

Pro: analyze all the
“S” one by one
Con: The last S is
not so much
discussed
Comment:
implement 6S to
integrate with
occupational safety.
Using a risk
assessment method
to measure safety

Lamprea et al. 2015 Implement 5S in
the metal company,
measurement take
out before, during
and after
implementation of
5S

Shows positive
result as a decrease
of the risk identified
in the workshop

Pros: implement in
SME easy to
monitor
Con: Generally
does not discuss
how safety was
analyzed in detail
Comment: Paper
focuses on all of
5S. using
questionnaire and
visual inspection to
assist the safety

Sharma et al. 2015 Measure
organization
performance before
and after 5S
practice

5S is effective tools
which strongly
supports the
objective of TPM
that improves
safety performance

Con: Do not
measure org
performance during
implement of 5S
Comment: integrate
5S with safety.
safety measured
using questionnaire

Vipullkumar et al. 2014 Implement 5S to a
ceramic
manufacturing
company

Show improvement
in space, safety,
inventory, and
machine efficiency

Pro: focus more on
5S in terms of
efficiency
Con: Safety effect
not much covered
in this research
Comment: Author
do not specify how
safety was
measured, integrate
5S
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The 5S implementation potentially helps the organization to reduce industrial
accident [1, 7, 8] but it requires a systematicmonitoringplans such as an internal audit.
Through an effective investigation in this paper, the impact of 5S implementation
toward accident-free industries in the manufacturing sector was successfully carried
out.
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Chapter 19
Effect of Maleic Anhydride
Polypropylene on the Properties of Spear
Grass Fiber in Reinforced Polypropylene
and Ethylene Propylene Diene Monomer
Composites
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Mohamad Sabri Mohamad Sidik, and Siti Rohana Ahmad

Abstract Polypropylene ethylene propylene diene monomer (PP/EPDM) polymer
composites reinforced by spear grass (10, 20, 30, 40, and 50 wt%) were prepared
with and without compatibilizer. The maleic anhydride polypropylene (MAPP) was
applied as compatibilizer to the composites. The water absorption test and tensile test
were conducted according to the ASTM570 and ASTM638, respectively. The per-
centage of water absorption, and elongation at break, was reduced with the increment
of spear grass content. In contrast, tensile strength increased from 10 to 20 wt% and
then reduced thereafter. Besides, the MAPP enhanced the water absorption, tensile
strength, tensile modulus and elongation at break properties of the composites. In
conclusion, the 20 wt% reinforcement of spear grass in the polypropylene ethylene
propylene diene monomer polymer composites and MAPP as compatibilizer agent
results in good properties.
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19.1 Introduction

The development of new materials has a huge impact nowadays to the automotive
industry. The usage of polymer materials as car parts is expected to reduce the car’s
weight and fuel consumption. Polymers are ideal for certain car parts due to their
low density and flexible characteristics. However, improper recycle management of
polymers may result in environmental pollution due to their non-biodegradability
properties. Thus, the usage of biodegradable polymers filled with natural fibers is an
alternative for environmental-friendly composites. Polypropylene (PP) is a thermo-
plastic polymer used in various applications such as in packaging, labeling, textiles,
and stationary. In the automotivefield, PP is commonly used as bumper, side cladding,
interior parts, etc. Besides PP, ethylene propylene diene monomer (EPDM), an elas-
tomer has an excellent heat, aging, and oxidation resistance which is mostly used for
automotive sealings [1–3].

Spear grass (Imperata cylindrica) is the most dominant, competitive, and diffi-
cult weed to control in Asia, West Africa, and Latin America. In recent research,
spear grass fiber (SGF) has been extracted and filled in the low-density polyethy-
lene/thermoplastic powder composites as a reinforced filler [4, 5]. The tensile prop-
erties including tensile strength, tensile modulus, and elongation at break of the
composites with varying composition were determined. The certain amount of spear
grass reinforcement has enhanced the properties.

Maleic anhydride polypropylene (MAPP) was widely used as compatibilizer. Its
function is to strengthen the composite containing fillers and/or fiber reinforcements
and to improve the tensile properties. In recent study, it was shown that MAPP
improves the storage modulus of the oil palm fiber composites when added [6]. This
is because the compatibilizer modified the polymer matrix by graft copolymeriza-
tion, thus resulting in strong adhesion at the interface. However, it remained ques-
tion for SGF reinforcement and MAPP as compatibilizer in the PP/EDPM polymer
composites.

In this paper, theMAPPwas used as compatibilizer in PP/EPDM/SGFcomposites.
The composites were prepared at 10, 20, 30, 40, and 50 wt% spear grass loading.
The water absorption and tensile test were conducted to study the effect of MAPP in
the PP/EPDM/SGF composites.

19.2 Methodology

19.2.1 Preparation of PP/EPDM/SGF Composites

Figure 19.1a shows thematerials (PP, EPDM,MAPP, and SGF) and Fig. 19.1b shows
the sample of composite specimen in dumbbell shape. The matrix of the composites
consists of PP and EPDM with the composition ratio 70 wt% and 30 wt% by the
weight percentage, respectively. The short discontinuous SGF varied its composition
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Fig. 19.1 a Raw materials; b dumbbell shape of the composites

by 10, 20, 30, 40, and 50wt% from the total mass of thematrix which is 45 g. In order
to study the effect of the compatibilizer, the maleic anhydride grafted polypropylene,
MAPP was added in the composition by 3 wt% from the total mass of the filler prior
the mixing process. The summary of the composition ratio used in this research is
shown in Table 19.1. A total 100 pieces of composite specimens with 10 different
composition ratios were produced using the fabrication process steps as shown in
Fig. 19.2.

Table 19.1 Composition ratio of composites

Sample/materials Matrix (wt%) Filler (wt%) Compatibilizer (wt%)

PP EPDM SGF MAPP

1 70 30 10 –

2 20

3 30

4 40

5 50

6 70 30 10 3

7 20

8 30

9 40

10 50
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Characterization and Mechanical properties
The samples were ready for the water absorption and tensile tests. 

Materials preparation
The materials were weighted according to the composition ratio.

Mixing process
The EPDM was loaded in the Haake Polylab QC mixer machine for 17 
minutes. After that, PP was loaded into composition and mixed for 17 minutes. 
Lastly, the SGF was loaded to the composition and mixed for next 17 minutes. 
Total mixing time was 51 minutes at constant temperature and rotor speed was 
1800C with the 70 rpm, respectively.

Heating process
The sample were poured into the dumbbell shape mold after preheating the 
mold for 7 minutes at temperature 1800C in a hot-press machine (GT 7014) and 
then compressed for 3 minutes to produce 1 mm thick of the composites.

Cooling process
The sample remained for 3 minutes for cooling process before ejecting them
from the mold. 

Fig. 19.2 shows the fabrication process flow of the composites

19.2.2 Water Absorption Test

Thewater absorption test was performed according to the ASTMD570. Prior testing,
the specimens were dried in the oven for 24 h at 80 °C and the initial weight,Wd was
recorded. The percentage of water absorption Mt was calculated using Eq. (19.1)
whereWn is the equilibrium weight after immersing in the water. The dimensions of
specimen used in this test were 2.5 cm × 1.5 cm and 1.0 cm for their length, width,
and thickness, respectively.
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Mt = Wn −Wd

Wd
× 100 (19.1)

where Mt is the water absorption percentage, Wn is the weight after immersion, and
Wd is the initial dry weight.

19.2.3 Tensile Test

The tensile test was performed according to the ASTM D638 using a universal
testing machine model QUASAR 100 from Galdabini with a cross-head speed of
10 mm/min. The testing was done in standard laboratory atmosphere of 23 °C ±
2 °C and 50 ± 5% relative humidity. The specimens were positioned vertically in
the grips of the testing machine. The grips were then tightened evenly and firmly
to prevent any slippage with gauge length kept at 50 mm. The test was carried out
on the 10 specimens for each composition in order to determine the tensile strength,
tensile modulus, and elongation at point break of the composites.

19.3 Result and Discussion

19.3.1 Water Absorption

Figure 19.3 shows that the 10 wt% of filler content has the lowest percentage of
water absorption and this significantly increased with filler content for MAPP and
without MAPP. The MAPP used in the composite has reduced the percentage of
water absorption at 20–50 wt% of filler content. In agreement with reference [7],
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Fig. 19.3 Percentage of water absorption with different filler content with MAPP and without
MAPP, respectively
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where it was found that the presence of MAPP indicates that the composites with
MAPP have better water resistance. The range of water absorption for MAPP was
observed within 0–5.7% meanwhile 0–6.53% for composites without MAPP.

19.3.2 Tensile Properties

The tensile properties including tensile strength, tensile modulus, and elongation
at break were determined for PP/EDPM/SGF with and without MAPP composites.
From Fig. 19.4, the highest tensile strength at 20 wt% of filler content in the com-
posites for MAPP and without MAPP with 7.5 MPa and 6.5 MPa, respectively. Any
further increment of the filler content results in lowering the tensile strength of the
composites probably due to the weak interfacial area between the fiber and matrix
when increasing the filler content [8, 9].

Meanwhile, the trend for the tensile modulus of the composite was increased with
the increased filler content for MAPP and without MAPP as shown in Fig. 19.5.
However, the increment was not significantly different for 10 wt% to 50 wt% of
filler content since the range of tensile modulus for the composites with and without
MAPP was within 0.57 GPa to 0.82 GPa and 0.50 GPa to 0.70 GPa, respectively.
This trend is similar and the tensile modulus properties are comparable with other
work using PP/EPDM and MAPP as compatibilizer [8, 9].

The elongation at break is decreased due to the fact that the fillers had hardened
the composites and reduced their ductility. This is observed in the spear grass fiber
reinforced PP/EDPM polymer composites as shown in Fig. 19.6. Besides that, the
MAPP compatibilizer reduced the percentage of elongation of the composites.
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19.4 Conclusion

The spear grass filled PP/EPDM composites with the 10, 20, 30, 40, and 50 weight
percentage (wt%) were prepared and tested with the MAPP and without MAPP as
compatibilizer. The presence of MAPP enhanced 15% of the water absorption at
maximum SGF loading. Besides, the optimum tensile strength (7.5 MPa) occurred
at 20wt%of SGF loading. Themaximumvalue of tensilemodulus is 0.82GPa. Thus,
this study proved the SGF reinforced with MAPP treatment has better mechanical
properties and applicable to be used as a substitute to reduce the plastics usage.
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Chapter 20
Effect of Acid Acrylic on Mechanical
Properties and Swelling Behavior
of Spear Grass Fiber Filled
Polypropylene Composites
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Abstract In recent years, polypropylene (PP) is an ideal choice for automotive
components due to its lightweight and the flexibility in the manufacturing process.
However, due to the environmental effect, the usage of PP has been reduced by rein-
forced green materials such as spear grass fiber (SGF). In this study, acrylic acid
(AA) has been used as a compatibilizer between the matrix and fiber. The composite
mixture was prepared in the formulation of 5, 10, 15 and 20 wt% of treated and
untreated composites. The tensile test suggests the composite with 5 wt% for treated
and untreated composite have the highest value of tensile strength. The modulus
of elasticity increased with the increasing in filler loading. In contrast, the elonga-
tion at break decreased with the increasing in filler loading. Moreover, the swelling
test discerned that the increase in filler loading has increased the water absorp-
tion of composites. The presence of AA reduced the equilibrium water absorption
percentage.
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20.1 Introduction

The leap in automotive ground had been a huge impact on research and develop-
ment of new materials. In the present days, where the crude oil price is hiking, the
urge of producing fuel-efficient and eco-friendly car is demanding. This brings engi-
neers to the usage of polymer materials as car parts to reduce the weight for better
fuel consumption. Polymers are ideal for certain car parts due to their low density
making it lightweight, ease of manufacturing process, and in addition, it can serve
as a method to increase pedestrian safety. The drawbacks of polymers are the non-
biodegradability that makes them one of the pollutant sources. Although recycling
may be one of the solutions, the use of biodegradable polymers and natural fibers is
deemed as a good alternative for environmentally friendly composites [1].

In the present day, in Peninsular Malaysia alone, a total of 4.2 million tons of crop
residue and 2.3 million tons of livestock waste were produced, which mostly consists
of grass. Therefore, the spear grass (Imperata cylindrica) offers a fiber source with
excellent commercial value. The spear grass fiber (SGF) is renewable, biodegradable,
environment-friendly, lightweightmaterial compared to the synthetic fiber reinforced
composites.

Acrylic acid (AA) is used as the compatibilizer for the composites. Compatibilizer
has been added to improve the dispersion, adhesion and compatibility between the
two dissimilar materials [2]. In addition, the compatibilizer is used to modify the
polymer matrix by graft co-polymerization, thus resulting in strong adhesion, even
cross-linking at the interface.

20.2 Experimental

20.2.1 Materials

A composite made of spear grass fiber reinforced polypropylene (PP) was inves-
tigated in this study. The polypropylene grade S12232 G112 was supplied by
PolypropyleneMalaysia Sdn Bhd in the form of pellets. The properties of polypropy-
lene are shown in Table 20.1. The spear grass was obtained from several unoccupied
fields in Kulim,Malaysia. The process of obtaining the SGF is presented in Fig. 20.1.
The AA compatibilizer was supplied by Modern-Lab Chemicals Sdn Bhd.

20.2.2 Mixing Procedure

The mixing of composites was prepared in the Haake Polylab QCmixer machine for
17 minutes at the temperature of 180 °C and the rotor speed of 70 rpm. The mixer
allowed to have a maximum volume of up to 45 g. The mixing has been repeated
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Table 20.1 General
properties of polypropylene
[3]

Typical resin properties Values

Melt flow rate, at 230 °C (g/10 min) 14

Density (g/cm3) 0.9

Tensile strength at yield (kg/cm2) 360

Elongation at yield (%) 10

Flexural modulus (kg/cm2) 17,500

Notched Izod impact strength at 23 °C (kg cm/cm) 2.6

Heat deflection temperature at 4.6 kg/cm2 (°C) 99

Rockwell hardness (R scale) 97

Water absorption after 24 h (%) 0.02

Fig. 20.1 Process flow of producing short discontinuous spear grass fiber. a Cut into small section,
b cut to more refined pieces, c blend the balance fiber, d straining process and e obtained filler fibers

several times in order to prepare 90 samples (10 samples for each composition with
and without treatment including the control sample). Firstly, the PP pellets were
mixed and melted in the mixer chamber. Specifically, after 12 minutes, the SGF was
added into the mixer. The mixing process was continued for another 5 minutes until
the 17 minutes were reached. Table 20.2 shows the mixture composition in wt% for
each sample with different loads of SGF (treated and without treated).

Table 20.2 Composition ratio of composites

Materials PP/SGF (untreated) (wt%) PP/SGF (treated with AA) (wt%)

Polypropylene (PP) 100, 95, 90, 85, 80 100, 95, 90, 85, 80

Spear grass fiber (SGF) 0, 5, 10, 15, 20 0, 5, 10, 15, 20

Acid acrylic (AA) – 3*

*wt% of filler
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20.2.3 Filler Treatment

PP pellets were added into the mixer chamber simultaneously with AA to treat the
SGF. Then, the SGF was mixed into the chamber 12 minutes later, and the mixing
was continued for another 5 minutes. The mixing completed at 17 minutes for each
45 g of composite mixture.

20.2.4 Compression Molding

The composite mixtures were transferred into a dumbbell shape fabricated mold and
then compressed using a hot-press machine (GT 7014) to form a dumbbell shape
using a fabricated mold. The hot press needs to preheat for 6 min at 180 °C, the
compressing for another 4 minutes at the same temperature and subsequent slow
cooling for another 4 minutes before the pressure can be released.

20.2.5 Mechanical Tensile Test

The tensile tests were carried out using a Galdabini Quasar 100 tensile testing
machine. A dumbbell shape according to ASTM D638 (Type IV) specimen size
was selected for this test. The testing was performed at standard laboratory room
temperature with a crosshead displacement rate of 50 mm/min and a gauge length of
50 mm. For statistical purpose, 10 samples were tested to obtain sufficient accuracy
of the results.

20.2.6 Water Absorption Test

The water absorption tests were carried out according to ASTM D570. The samples
with dimensions 25 mm × 15 mm × 1.0 mm were dried in the oven at 80 °C for
24 h. The specimens were weighted to measure the original dry weight using an
electrical digital balance. The specimens were immersed in distilled water at room
temperature and were weighted at regular predetermined intervals. The percentage
of water absorption,Mt, is calculated by Eq. (20.1) below.

Mt = Wn −Wd

Wd
× 100 (20.1)

where Wn is the weight after immersion, and Wd is the initial dry weight.
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Fig. 20.2 Effect of untreated and treated filler loading to tensile strength of PP/SGF composite

20.3 Results and Discussion

20.3.1 Tensile Strength

Figure 20.2 shows the tensile strength versus SGF filler loading of the untreated and
treated composite. The result shows that the highest strength is obtained for the 5wt%
treated and the lowest is 20 wt% untreated composites. Both treated and untreated
composites show a similar pattern when the tensile strength value was increased
when the filler is adding up to 5 wt%. Same goes for both composites, when more
than 5 wt% filler were added, the tensile strength decreased. At this point, the weak
interfacial area between the SGF (reinforced filler) and the PP (polypropylenematrix)
occurs when the filler loading is increased [4, 5]. Moreover, treated composites have
better results of tensile strength compared to untreated composites. PP/SGF with the
existence of AA contributes to the better dispersion and adhesion of SGF and PP.

20.3.2 Young’s Modulus

Figure 20.3 shows Young’s modulus versus SGF filler loading for untreated
and treated composites. It clearly shows that Young’s modulus is increased for
both composites. High amount of filler has increased the stiffness of the composites
[6, 7]. Young’s modulus of the treated composite is higher than for the composite
without treatment.
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Fig. 20.3 Effect of treated and untreated filler loading on Young’s modulus of PP/SGF composites

20.3.3 Elongation at Break

Figure 20.4 shows the elongation at break percentage versus filler loading for
untreated and treated composites. It shows that the elongation at break was decreased
as the filler loading increased. This is due to the deformability of the rigid inter-
face between the SGF and PP matrix that has reduced proportionally to the fiber
concentration. The fillers had hardened the composites and reduced their ductility
[8–10].

Fig. 20.4 Effect of untreated and treated filler loading on elongation at break percentage of PP/SGF
composite
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20.3.4 Water Absorption

Figure 20.5 shows the water absorption percentage of different filler loadings versus
time. The untreated composite absorbs more compared with treated composite. The
highest water absorption is at 20 wt% composite without treatment, while the lowest
water absorption is at 5 wt% composite with treatment. The presence of AA indicates
that the composite has a better water resistance [7, 8]. The compatibility between PP
and SGFwas improved because the anhydride groups inAA form a strong interaction
with the matrix.

Figure 20.6 shows the equilibrium water absorption versus different filler loading
for treated and untreated composites. The increases in filler loading in the composites
have increased the number of hydrogen bonds between SGFwith water molecules [8,
10, 11]. The lower rate of water absorption of treated PP/SGF composites indicates

Fig. 20.5 Comparison of treated and untreated PP/SGF composites in regard to water absorption

Fig. 20.6 Effect of filler loading on equilibrium water absorption percentage of treated and
untreated PP/SGF composite
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a better water resistance property. Number of gaps and flaws exist at the composite
interface, were decreased and thus reduced the number of possible water path which
penetrates the composites.

20.4 Conclusion

In conclusion, the presence of AA has improved the fiber and matrix adhesion. It
leads to an increased tensile strength and modulus of elasticity of the composite. The
elongation at break decreased due to the increased bonding strengthwhich gave to the
composites more stiffness and lower resistance to break. Compatibilizer treatment
also decreases the hydrophilic characteristic of SGF by forming a protective chemical
layer which protects the bonds between the SGF filler and PP matrix from water
attacks. This reduced the water absorption and prevents deterioration of filler–matrix
bonding, protecting the mechanical properties from degrading.

Acknowledgements The authors would like to thank the Universiti Kuala Lumpur Short-Term
Research Grant (UniKLSTRG str17043) for financial funding and System Engineering and Energy
Laboratory (SEELab) for the guidance of this project.
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Chapter 21
Parametric Optimization of Electrical
Discharge Machining of SiSiC Ceramic
Through the Taguchi Design Approach

Abdul’Azeez A. Aliyu, Ahmad Majdi Abdul Rani,
Muhammad Al’Hapis Abdul Razak, and Sadaqat Ali

Abstract The evolution of silicon carbide (SiC) ceramics has recently attracted
the interest of several researchers due to their industrial applications. Nonetheless,
the shaping of SiC is quite challenging using conventional techniques due to its
extreme hardness, high thermal stability and high brittleness characteristics. This
study attempts to shape amodified SiC called siliconized SiC (SiSiC) by the electrical
discharge process (EDM).Moreover, the effective utilization of the Taguchi approach
to study the EDM parameters and optimize the responses has been reported. The
responses to be studied include material removal rate (MRR), electrode wear (EW)
and surface roughness (SR). The Taguchi methodology using L9 orthogonal arrays
was employed to plan the experiment, and the signal-to-noise (S/N) ratio was used
to predict the optimum parameter settings. The experimental results were analyzed
using S/N and ANOVA. The results reveal that the peak current (I) and on-time (ON)
were the main significant parameters on MRR and SR whereas EW was influenced
mainly by the peak current. The off-time was found to be insignificant in all the
selected responses. The results obtained were justified by conducting the verification
runs.
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21.1 Introduction

In recent years, there has been uprising demand for silicon carbide (SiC) especially
for producing aerospace components, cutting tools, nuclear reactors, dies, bearing
parts and engine parts [1, 2]. SiC have unique and excellent mechanical properties
like extreme hardness, good thermal stability, low density and high compressive
strength [3]. However, its high hardness and brittleness makes it difficult to machine
using traditional processes such as grinding and lapping [4, 5].

Recently, electrical discharge machining (EDM) emerges as an alternative to the
conventional techniques for shaping SiC ceramics. The EDM is an electrothermal
process which erodes material through series of repetitive sparks thereby leading
to erosion of both electrodes in form of craters by melting and vaporization. It can
produce any complex shape with good surface quality and low tool wear. The EDM
remained the most efficient process in manufacturing of dies, molds and finishing
parts of aerospace, medical implants and automotive applications [6–10]. Although
EDM process was proven as the most efficient and economical technique to machine
ceramic materials, the main hindrance is its very low electrical resistivity of SiC
(103–105 �cm). To enhance the electrical conductivity of SiC, liquid silicon (Si)
is normally infiltrated into green SiC-C thereby producing new form of SiC called
siliconized silicon carbide (SiSiC) or reaction bonded silicon carbide (RBSiC) [11].
The strategies for machining SiC were developed and compared to the industries,
which resulted in time reduction of about 50% [12]. Aliyu, Hamidon [13] stud-
ied machining performance of SiSiC by EDM process using copper electrode. The
parameters for machining SiSiC were fully studied and optimized through response
surface methodology [14]. A large surface area was successfully achieved during
electric discharge milling process milling of SiSiC [15].

In this paper, aluminum powder mixed EDM (PMEDM) was used to machine
SiSiC using copper electrode. The experiment was planned and analyzed using
Minitab software. The Taguchi technique was employed to analyze and optimize the
responses (material removal rate (MRR), electrode wear (EW) and surface rough-
ness (SR). The Taguchi is an efficient design approach used to achieve low cost,
less production time and improved production rate of the final component in sinking
EDM of SiSiC. The responses MRR, EW and SR were successfully optimized to
achieve higher MRR with lower EW and SR.

21.2 Experimentation

21.2.1 Materials

ASodik-AG40L die-sinking EDMmachine was employed in this study to machine a
solid block of SiSiCwith dimensions of 12 by 50 by 50mm.A solid cylindrical shape
copper electrode with 21.8 mm tip surface area and 50 mm length was chosen to be
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Table 21.1 Physical and
mechanical properties of
SiSiC

Properties Data

SiC content (%) 88

Melting point (°C) 2600

Density (g/cm3) 3.05

Maximum service temperature (°C) 1380

Hardness (GPa) 25–35

Thermal conductivity (W/(m K)) 36

Electrical resistivity (� cm) 36

Young modulus (GPa) 102–103

Source Manufacturer’s data

the tool to erode the work material. PGMwhite 3 aluminum powder was added to the
Sythen SEM 212 dielectric fluid. Table 21.1 displays the physical and mechanical
properties of the work material used in this study.

21.2.2 Procedure and Methods

Both the electrode and workpiece were fully immersed in the dielectric fluid as dis-
played in Fig. 21.1. The EDMmachine was run after setting the selected and constant
parameters. The work material was eroded, and the machine stopped automatically

Fig. 21.1 Photograph of the sinking EDM machine
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Table 21.2 Parameters and levels

Parameter Level

1 2 3

Peak current (A) 4.4 8.8 13.2

On-time (µs) 10 20 30

Off-time (µs) 200 500 800

Servo voltage (V) 40 60 80

when the machining was completed. The machining time, weight of both the work-
piece and the electrode were recorded before and after machining. MRR and EW
were calculated. The SR was measured using a Mitutoyoformtracer CS-5000. The
experiment was planned by the Minitab 16 design software. Three level L9 orthogo-
nal arrays of the Taguchi technique consisting of 4 columns and 9 runswere designed.
Thus, 9 experimental runs were conducted. The parameters selected and the levels
of each parameter are depicted in Table 21.2. The significant parameters that affect
the machining performance characteristics were determined by means of analysis of
variance (ANOVA).

21.2.2.1 Design Parameters

Several EDM parameters which demonstrated great influence on the EDM machin-
ing performance have been identified by many researchers. These parameters were
mainly classified into electrical and non-electrical parameters. Electrical parameters
such as peak current (I), on-time (ON), off-time (OFF) and servo voltage (Sv) were
selected in this study. Thus, they are the most essential and generally used by many
researchers [16].

21.2.2.2 Response Variables

The selected responses in this study were defined in the following equations:

MRR
(
mm3/min

) = (workpiece weight difference before and after machining)

× 1000/(machining time × workpiece density)

EW (%) = (electrode weight difference before and after machining)

× 100/(workpiece weight difference)

whereby the weight is expressed in grams, machining time in minutes and density
in gram/centimeter cube.
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21.2.3 Taguchi Approach

The Taguchi method was named after the Japanese Dr. Genichi Taguchi who devel-
oped themethod. The Taguchi approach has been widely applied in several European
andUS industries, as far long as 1980s. In contrast to classical techniques, theTaguchi
method is mainly focused on design for quality characteristics and to achieve low
cost of the final product. A Large number of experiments are needed to be carried
out in classical methods especially when a high number of process parameters are
involved. Thus, classical methods are considered complex and difficult to execute.
The Taguchi method utilizes an exceptional design of orthogonal array to examine
the influence of process parameters by conducting only few numbers of experiments.
For example, 4 factors would require about 20 experiments in classical methodwhich
can produce almost the same as with 9 experimental runs when the Taguchi method
is used. Thus, the Taguchi technique can increase the production rate, minimize cost,
reduce production time and increase profit. Moreover, the Taguchi method can con-
sider both control and uncontrol (noise) factors whereby classical methods deal only
with control factors. The Taguchi method is considered more effective than the facto-
rial method as it tests only pair (orthogonal) combinations. Factorial design requires
to test all possible combinations [16].

21.2.3.1 Signal-to-Noise Ratio

Taguchi developed the signal-to-noise (S/N) ratio to reduce the variation from the
value of the target response. After the required number of experiments has been
conducted according to the designed orthogonal arrays, the experimental results
are then converted to the S/N ratio. S/N ratio serves as a measure of the machining
characteristics that deviate from the desired value. The determination of the S/N ratio
depends on the required condition of the machining performance characteristics and
the objectives of the experiment. Generally, three categories in the analysis of the
S/N ratio have been identified. These categories are defined in Eqs. (21.1), (21.2)
and (21.3).

• The bigger is the best

S/N (max) = −10 log ((1/n)
(∑ (

1/y2
))

(21.1)

• The smaller is the best

S/N (min) = −10 log ((1/n)
(∑ (

y2
))

(21.2)

• The nominal is the best

S/N (min) = 10 log
(
ȳ/sy2

)
(21.3)
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where y is the observed data of the responses, ȳ is the mean of observed data of the
responses, sy is the variance of y and n is the number of the experimental observation.

The responses with higher S/N ratio are considered the best irrespective of the
category of S/N ratio. Thus, a higher value of the S/N ratio determines the optimum
parameter settings and the corresponding response value.

21.3 Results and Analysis

Table 21.3 shows the L9 designed experimental results corresponding to each param-
eter settings. The S/N ratio for the responses was calculated using Eqs. (21.1) and
(21.2) as displayed in Table 21.4. Since there is the need to maximize the MRR, the

Table 21.3 Parameter settings and experimental results

Exp No. Ip (A) ON (µs) OFF (µs) Sv (V) MRR
(mm3/min)

EW (%) SR (µm)

1 4.4 10 200 40 0.3293 17.88 1.407

2 4.4 20 500 60 0.5907 12.85 1.227

3 4.4 30 800 80 0.2742 13.02 1.544

4 8.8 10 500 80 0.6529 31.18 1.258

5 8.8 20 800 40 1.7468 35.32 1.441

6 8.8 30 200 60 1.6485 36.17 1.595

7 13.2 10 800 60 1.2190 42.40 1.375

8 13.2 20 200 80 2.5188 41.23 1.644

9 13.2 30 500 40 2.4227 41.87 2.031

Table 21.4 Signal-to-noise ratio for the responses

Exp. No. Signal-to-noise ratio

MRR EW SR

1 −9.6482 −25.0474 −2.9659

2 −4.5727 −22.1780 −1.7769

3 −11.2387 −22.2922 −3.7730

4 −3.7031 −29.8775 −1.9936

5 4.8449 −30.9604 −3.1733

6 4.3418 −31.1669 −4.0552

7 1.7201 −32.5473 −2.7660

8 8.0239 −32.3043 −4.3180

9 7.6860 −32.4380 −6.1542
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bigger the better (Eq. 21.1) was applied. To minimize EW and SR, the smaller the
better (Eq. 21.2) was considered.

Tables 21.5, 21.6, 21.7 and 7 display the response table for the S/N ratio and
ANOVA forMRR, EW and SR. For quality characteristics the best response variable
is obtained at larger value of the S/N ratio. It can be seen from the ANOVA shown in
Table 21.6 that process parameters I and ON with percentage contribution of 69.1%
and 22.1%, respectively, are the main significant factors for MRR. Following similar
analysis, it was found that I is the main significant parameter on EW whereby I, ON
and Sv are the significant factors on SR.

Figures 21.2, 21.3, 21.4, 21.5, 21.6 and 21.7 show the main effect plots for the
S/N ratio and the corresponding plots for means of MRR, EW and SR, respectively.
The total mean of the S/N ratio is represented by the horizontal line in the plots. The
higher value of S/N ratio indicates the best response value for qualitymeasures. Thus,
maximumMRRwas achieved at high current (level 3) of 13.2 andON-time of 20µm
(level 2) as displayed in Fig. 21.2. EW is mainly affected by the current whereby low

Table 21.5 Response table for S/N ratio of MRR

Level I ON OFF Sv

1 −8.4865 −3.8771 0.9058 0.9609

2 1.8279 2.7654 −0.1966 0.4964

3 5.8100 0.2630 −1.5579 −2.3059

Delta 14.2965 6.6424 2.4637 3.2668

Rank 1 2 4 3

Table 21.6 ANOVA for MRR

Source DF SS MS % Contribution

I 2 4.14125 2.07063 69.1

ON 2 1.32313 0.66156 22.1

OFF 2 0.27224 0.13612 4.6

Sv 2 0.24351 0.12175 4.2

Total 8 5.98013

Table 21.7 Response table for S/N ratio of EW

Level I ON OFF Sv

1 −23.17 −29.16 −29.51 −29.48

2 −30.67 −28.48 −28.16 −28.63

3 −32.43 −28.63 −28.68 −28.16

Delta 9.26 0.68 1.34 1.32

Rank 1 4 2 3
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Fig. 21.2 Main effects plot for S/N ratios of MRR

Fig. 21.3 Main effects plot for means of MRR

EW is achieved at low current of 4.4A (level 1) as shown in Fig. 21.4. Figure 21.6
indicates that SR was significantly affected by I, ON and Sv. Thus, improved SR was
obtained at low I, low ON and mid-level of Sv. The results achieved in this study
(9 experimental runs) agree with several researches made using factorial design
techniques which required at least 16 experimental runs [17]. This justified that the
Taguchi approach is the most cost-effective technique in achieving the quality of the
manufacturing product.
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Fig. 21.4 Main effects plot for S/N ratios of EW

Fig. 21.5 Main effects plot for means of EW

21.4 Verification Runs

To validate the experimental results, three experimental runs were carried out using
the optimum parameter settings. The optimum parameters were obtained from the
main effect plots for S/N ratio values. As earlier stated, the higher the S/N ratio the
better is the response value. Thus, the optimum setting for each response was taken
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Fig. 21.6 Main effects plot for S/N ratios of SR

Fig. 21.7 Main effects plot for means of SR

from the highest level of the S/N ratio in the corresponding main effect plots of
each response. The quality characteristics responses requirement and the optimum
parameter settings are displayed in Table 21.8 and the corresponding verification
experimental results are depicted in Table 21.9. The verification experimental results
reveal thatMRRof 3.12mm3/min, EWof 12.93% and SR of 1.084µmwas achieved.
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Table 21.8 Quality responses and optimum parameter settings

Quality characteristics requirement Optimum parameter settings

I ON OFF Sv

Maximize MRR 13.2 20 200 40

Minimize EW 4.4 20 500 80

Minimize SR 4.4 10 800 60

Table 21.9 Confirmation experimental results for the selected responses

Experimental runs for validation MRR (mm3/min) ER (%) SR (µm)

Maximum MRR 3.1186 41.14 1.696

Minimum EW 0.2049 12.93 1.287

Minimum SR 0.1380 13.73 1.084

21.5 Conclusions

The following conclusions were made after the experimental study:

• The current was found to be the most influential parameter on all the selected
responses.

• On-time is also significant on MRR whereby ER was also influenced by the
on-time and servo voltage.

• Optimum responses (maximum MRR, minimum EW and minimum SR) were
achieved through optimum parameter settings.
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Chapter 22
The Impact of Sintering Dwell Time
on Nitrogen Absorption, Densification
and Microhardness of 316L Stainless
Steel Using Powder Metallurgy

Sadaqat Ali, Ahmad Majdi Abdul Rani, Muhammad Al’Hapis Abdul Razak,
Abdul Azeez Abdu Aliyu, and Krishnan Subramaniam

Abstract Powder metallurgy is one of the promising techniques for producing dif-
ferent metals and their alloys. The uniqueness of this technique owes to its processing
parameters that can be optimized to produce a desired material with tailored physical
andmechanical properties. Among the available biomaterials, the austenitic stainless
steel 316L has been used for some time formanufacturing implants and other surgical
devices. However, this material is prone to localized corrosion attacks. It corrodes in
human physiological conditions in long-term applications and releases metal ions.
The corrosion products include ions of nickel, chromium and iron that accumulate in
the tissues surrounding the implant limiting its usage as a biomaterial. This research
work aims diffusing a sintering gas (nitrogen) into the matrix of stainless steel by
increasing the dwell time. The results of the study show that the increased dwell time
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not only diffuses nitrogen into the matrix but also forms a protective layer of nitro-
gen onto the samples surface. There is also a notable effect of increased dwell time
on the densification and microhardness of the sintered samples. The results indicate
that this surface layer can prevent the leaching of metal ions from the stainless steel
matrix.

Keywords 316L stainless steel · Sintering · Dwell time · Nitrogen diffusion ·
Leaching

22.1 Introduction

Metals are extensively used as biomaterials in the medical field for joint replace-
ments, orthopaedic fixation, stents and dental restorations including tooth roots and
denture bases [1]. All biomaterials are required to be highly biocompatible to the
physiological and biological condition of the human body [2]. Biocompatibility is
considered as the crucial element in long-term success of an implant within the
healthcare disciplines.

Among commercially available biomaterials, austenitic 316L stainless steel has
been the widely acceptable biomaterial in producing implants due to its low cost,
reasonable corrosion resistance and ease of fabrication [3, 4]. However, this material
is prone to localized corrosion attacks. It corrodes in human physiological condi-
tions in long-term applications limiting its use as an implant material [5]. It has
been reported that in vitro corrosion of stainless steel results in the release of metal
ions. This release of ions inhibits the immune response and alters the expression of
lymphocyte-surface antigens [6, 7]. The corrosion products include ions of nickel,
iron and chromium that accumulate in tissues surrounding the implant [8]. The patient
is thus exposed to these corrosion products resulting in the initiation of reactions in
the tissues. These include irritation, unpleasant taste, allergy, eczematous rash and
many other reactions. These factors affect the life of implants, erosion of implants
weakens them and the patients have to go for repeated surgery [9].

Therefore, to cater these issues and to obtain the desired response of 316L stainless
steel material as an implant material, a number of surface coating techniques have
been developed to improve the biocompatibility of this material. These techniques
are being explored to develop the desired biological response between the implant
material and human tissue. However, these surface modification techniques owe cer-
tain limitations including expensive raw materials, non-uniform crystallinity, line of
sight, time consuming, low deposition rate and difficult to produce crack-free coat-
ings [10–12]. These limitations necessitate the development of an efficient approach
to enhance the corrosion resistance of this material and minimize the leaching of
metal ions [13].

Powder metallurgy (P/M) is evaluated as the most common and successful tech-
nique for producing implant materials. This technique dates back to the 1960s when
a porous hip prosthesis implant was produced by the P/M method [14, 15]. Powder
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metallurgy is preferred in dentistry and orthopaedic caseswhere a load bearing capac-
ity with a reliable implant-bone connection is needed [15–17]. Therefore, to solve
the above-mentioned issue, implant materials with an inherent protective surface
layer are required [18, 19]. It is hypothesized that sintering of samples in nitro-
gen atmosphere with increased dwell time can develop a surface nitride layer along
with diffusion of nitrogen into the matrix. This approach can increase the corrosion
resistance and minimize the leaching of metal ions.

22.2 Materials and Methods

In this research work, samples from pure 316L stainless steel powder were produced
by the powder metallurgy method. The chemical composition of the powder used in
the study is specified in Table 22.1.

The SEM and XRD of the powder used are shown in Figs. 22.1 and 22.2,
respectively.

Table 22.1 Chemical composition of the powder used in this study

Element Cr Ni Mo O Si C Mn Fe

wt% 17.04 12.01 2.4 0.068 0.9 0.028 1.5 Balance

Fig. 22.1 SEM image of 316L stainless steel powder
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Fig. 22.2 XRD pattern of 316L stainless steel powder

The samples of 30 mm diameter and ~5 mm thickness were made from powder
using the cold compaction process. The powder was compressed in a die at a pressure
of 800 MPa to prepare pellet shape samples followed by sintering in nitrogen atmo-
sphere in a tube furnace at a temperature of 1200 °C. The green compact samples
were sintered with varying dwell time of 1, 3, 5 and 8 h.

The green density of the samples was determined by geometrical method, whereas
the sintered density was calculated using Archimedes’ principle. The hardness of the
sintered samples was measured using a Vickers hardness tester and XRD analysis
was carried out to compute the formation of compounds during sintering. The XPS
analysis was done to see the effect of dwell time on the formation of the nitride layer.
Finally, the weight loss measurements were carried out to determine the corrosion
resistance of the sintered samples. The samples were immersed in an artificial saliva
solution for 28 days and the weight before and after immersion was calculated.

22.3 Results and Discussion

Firstly, the green density of the compacted samples after the cold compaction process
was calculated by the geometrical method. It involved the measurement of mass
and geometrical dimensions of the compacted sample. The green density was then
calculated by dividing the mass of the sample by its volume. The green density for
the compacted sample was found to be 6.5 g/cm3. The impact of sintering parameters
on the densification of the sintered samples was calculated by measuring the sintered
density. The sintered density was found by Archimedes’ principle. The densification
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results indicate that the dwell time has a notable effect on densification and the
sintered density values increased by increasing dwell time. The sintered density for
1 h dwell time was found to be 7.35 g/cm3 and its value increased to 7.57 g/cm3 for
8 h dwell time. The green and sintered density values for all the samples are given
in Table 22.2.

The effect of sintering parameters on the microhardness of the sintered samples
was obtained by conducting Vickers hardness testing. The testing was done by apply-
ing 200 gf on the sintered samples for 15 s. The results of microhardness are shown in
Fig. 22.3. The results indicated that the microhardness values increase by increasing
the dwell time. A microhardness of 185 HV was observed for samples sintered with
a dwell time of 1 h, whereas the hardness value increased to 235 HV for 8 h dwell
time sintered samples. The increase in microhardness with increasing dwell time can
be indebted to the increase of nitrogen diffusion at higher dwell times.

The XRD analysis for all the sintered samples was carried out for the confirmation
of nitrogen diffusion. The XRD patterns of all the sintered samples revealed the
nitrogen diffusion. The nitrogen diffused into the matrix of stainless steel and reacted

Table 22.2 Green and sintered densities of samples at different dwell times

S. No. Dwell time (h) Green density
(g/cm3)

Sintered density
(g/cm3)

Densification (%)

1 1 6.5 7.35 92.45

2 3 6.5 7.38 92.83

3 5 6.5 7.46 93.83

4 8 6.5 7.57 95.22

Fig. 22.3 Microhardness of samples at different dwell times
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Fig. 22.4 XRD patterns of sintered samples at different dwell times

with the constituents of the stainless steel resulting in the formation of their respective
nitrides. The XRD patterns of all the samples are presented in Fig. 22.4. The results
indicate the formation of C3N4 at a d spacing of 2.51960 Å, FeN0.324 at a d spacing
of 2.07500 Å, Cr2O3 at a d spacing of 2.66348 Å and Ni(Cr2O4) at a d spacing of
2.49354Å. The nitrogen did formbondswith carbon and iron in the stainless steel and
their peaks increased with increasing the dwell time. Thus, it clearly shows that due
to increased amount of nitrides in the matrix, the overall mechanical properties of the
material are improved. The notable resultswere found in the increasedmicrohardness
of the sintered samples.

TheXPS analysis of sintered samples with different dwell times was carried out to
investigate the existence of nitrogen and other elements at the surface of the samples.
The results indicated the presence of nitrogen on each sample surface. The amount of
nitrogen present on the sintered sample for 1 h dwell time was found to be 1.04% and
the amount of nitrogen for 3, 5 and 8 h dwell time sintered samples was found to be
1.32%, 1.93% and 2.82%, respectively. These results indicate that a surface nitride
layer was formed on the surface of the sintered samples and its value increased with
increasing dwell time. There were other elements found on the sample surface. The
notable elements were oxygen, carbon, iron and chromium. The oxygen reacts with
iron to form iron oxide and with chromium, it forms chromium oxide. These oxide
layers along with the nitride layer make the surface of the sintered sample stable and
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Fig. 22.5 XPS spectra of sintered samples at different dwell times

resistant against leaching of ions when subjected to saline solution. The XPS spectra
for all the samples are shown in Fig. 22.5.

22.4 Conclusion

The key points from this research work can be concluded as:

1. Austenitic 316L stainless steel sintered in nitrogen atmosphere has better results
in terms of densification and microhardness.

2. The sintering dwell time plays an important role in the diffusion of nitrogen into
the matrix of stainless steel.

3. There is a surface nitriding of material with increasing dwell times and a dwell
time of 8 h seems to be better among others due to its increased nitrogen
absorption, densification and microhardness.

4. This efficient approach for nitrogen diffusion and surface nitriding can reduce
the leaching of nickel and other metal ions.
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Chapter 23
Kinematic and Dynamic Analysis
of a Stephenson III Six-Bar Linkage
for Amplified Rectilinear Motion:
Application to Globe Valve Control
Mechanism

Farooq I. Azam, Haizum Aimi Zaharin, Ahmad Majdi Abdul Rani,
and Muhammad Al’Hapis Abdul Razak

Abstract This paper presents the kinematics of a six-bar linkage which magnifies
the magnitude of linear motion. A designed mechanism eliminates the problem of
long bellow lengths in bellow valveswhichmakes the valve design aestheticallymore
suitable for industrial applications. The mechanism is a planer linkage with a single
degree of freedom where a straight-line motion at input is converted to an extended
perpendicular translatory motion at output. The amplification obtained at output can
be increased by addition of a link. The mechanism is based on a Stephenson III
six-bar linkage. Graphical synthesis of the mechanism is attained through qualitative
design process. Analyses on the proposed solutions are performed to determine their
viability. Iteration between the synthesis and analysis is done until the desirable
results are achieved. The paper uses the vector closed loop equations method for
kinematic analysis, and later, the results are also verified by a numerical example.
After the geometry and motion for the task is achieved, as an application of the
mechanism, the mechanism is applied to a bellow globe valve as its opening and
closing mechanism. Force analysis is carried out to study the force propagation in
the mechanism and actuation of the valve. The synthesized linkage application in
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the globe valve reduces the length of bellow required up to 75% which as a result
reduces the height of the valve significantly.

Keywords Extended motion · Six-bar · Linkage synthesis · Position analysis ·
Force analysis · Bellow valve · Control mechanism

23.1 Introduction

The focus of this study is on the kinematics and design of a six-bar linkage for
magnified motion and its application in globe valve design. Six-bar linkages are
typically used to create the required complex motion which is not possible using
four-bar linkages. A six-bar linkage is basically a combination of a four-bar linkage
on another four-bar linkage with some joints and links shared [1]. Several standard
six-bar linkages, such as Watt and Stephenson, are available which forms the basis
of various complex mechanisms with interesting outputs. Examples of such mecha-
nisms include excavator buckets, concrete pump booms, etc. A common application
of six-bar linkages is their use in extending linkages. These linkages are used to
magnify displacements, which convert small displacements to large displacements.
Some commonly encountered extending linkages include: scissor linkages based on
Watt I linkage are used in scissor cranes [2], folding linkages used in concrete pump
trucks [3], telescoping booms used in portable lifts [4]. Extending linkages are of
great importance in industry as they are compact, easy to setup and have long reach
in their use. The extending linkage designed in this study is for the opening and
closing mechanism of globe valves.

The control valves usage varies from petrochemical industries to common house-
hold taps to control fluid flow. These valves are responsible for the major proportion
of unwanted emissions from industries. As per European Sealing Association (ESA)
statistics, valves account for up to 60% emissions form any plant. Most probable
cause of this leakage is the valve’s frequent operation, causing the stem and seals
to wear thus, allowing fugitive emissions [5]. Environment protection agency (EPA)
standards limits the leakage to 100 ppm as acceptable [6].

Bellow sealed valves are used in industry to achieve zero leakage from any fluid
system [7]. Metal bellow has the characteristic of zero emission sealing by com-
pressing or extending within the elastic limit while allowing the required motion
to operate the valve. To limit the motion in the elastic limit during compression or
extension, an extended bellow length is required, which in return increases the height
of the valve due to increase in shaft length. The increased height makes the bellow
valve usage restricted, especially for large sizes [8]. This study introduces a six-bar
linkage to globe valve operating mechanism to reduce overall valve height [9]. The
mechanism reduces the input displacement while delivering same motion at output.
Six-bar linkages form the origin of various mechanisms [10], including the Watt II
linkage-based hand rehabilitation robot [11], Stephenson III-based leg mechanism
[12], Watt I-based body guidance mechanism [13] and furniture hinge mechanism
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[14]. The following sections present the kinematic synthesis of linkage for the mech-
anism, followed by an analysis of the linkage to check its viability and in the end the
simulation study of the application of the mechanism in the globe valve as its control
mechanism.

23.2 Kinematic Synthesis

This study uses themethod of qualitative synthesis/type synthesis to create the poten-
tial solution of the problem [15]. The synthesized linkage is based on Stephenson III
six-bar linkage. Stephenson III six-bar linkage, as shown inFig. 23.1, is a combination
of two four-bar linkages where one four-bar linkage drives the second four-bar link-
age. The six-bar linkage forms the basis of various modern applications. Figure 23.1
shows the links and joints connected to form the Stephenson III linkage. The linkage
consists of one ternary link, four binary links and one ternary ground link, and all
the links are joined by pin joints. The link AD, also called crank, is usually the input
of the linkage, whereas our desired output is produced at joint F.

In the problem under consideration here, the input is a straight-line motion and the
output is also a straight-line motion but with different magnitude. To get our desired
motion, we consider the length of link AD and link BF equals to infinity. This will
cause the motion generated by joint D and F to follow the circular path with infinite
radius, which is a straight line. The resulting linkage is illustrated in Fig. 23.2. The
motion of joint D is now in straight line along the Y direction and motion of joint
F is in straight line along the X direction. Now we take the ternary link DGH as
straight link in which joints D and H are at the end points of ternary link, whereas
the joint G is at the centre. To convert the motion of joint G in a straight line along
the X direction, we also consider the length of link CG equals to infinity, as shown
in Fig. 23.2.

Fig. 23.1 Stephenson III
six-bar linkage
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Fig. 23.2 Stephenson III linkage with ground link at infinity

Figure 23.3 shows the synthesized linkage after modifications in the Stephenson
III six-bar linkage. The linkage forms three slider joints at point D, G and F allowing
a straight-line motion only. When the input motion is applied at point D, it moves
along in the Y direction, causing the link DGH to rotate at point G and also to move
the joint G along the X direction. This movement will also create the same kind of
motion in link HF, causing it to rotate and slide at joint F in the X direction, thus
producing a magnified motion at point F. The magnitude of motion produced at joint
F can be increased by adding more links between link DGH and link HF with the
constraints to produce the same motion as of link DGH.

Fig. 23.3 Synthesized linkage
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23.3 Kinematic Analysis

After the synthesis of a tentative linkage design, the linkage is analysed to determine
the position of our points of interest in the linkage, which are the input and output of
mechanism. The analysis validates the linkage design and aids determining dynamic
forces in the linkage which are then used to calculate stresses in the mechanism. For
the analysis, the closed loop vector method by Raven is used. In this method, all
the links in a linkage are represented by position vectors that form a closed vector
loop. The magnitude of the vectors represents the length of a link, whereas the angle
represents the position. For the linkage synthesized above, the closed loop vector
representation is shown in Fig. 23.4.

For the six-bar linkage, the method is used by solving two sets of four-bar loops
and then combining their equations to achieve the results. Figure 23.4 illustrates the
two four-bar loops, DGC and GHF, formed by the linkage. As the slider crank forms
the non-offset slider crank, the loops can be represented by three position vectors.
Vector RDC, RDG and RCG make the loop DGC, whereas vectors RGH, RGF and RFH
forms the loopGHF. Themagnitude of vector RCG represents the input displacement,
since it is a straight-line motion along the Y axis the angle θCG will always be 90°.
The vector RDC represents the motion of joint G along the X axis and the angle θDC

will always be zero. The vector RGF shows the displacement due to link FH. The
total output displacement will be the sum of vectors RDC and RGF represented by d.
Magnitudes and angles of vectorsRDG and RGH are the same as they are part of same
link. To achieve the final relations, equations for both loops are solved separately.

The vector loop equation for loop DGC is:

RDC + RCG − RDG = 0 (23.1)

Fig. 23.4 Vector loop diagram
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Let the magnitude of links be represented by RDC, RCG, RDG. Writing vectors in
complex number notation:

RDCe
jθDC + RCGe

jθCG − RDGe
jθDG = 0 (23.2)

By Euler substitution

RDC(cos θDC + j sin θDC) + RCG(cos θCG + j sin θCG)

− RDG(cos θDG + j sin θDG) = 0 (23.3)

Separating components

RDC cos θDC + RCG cos θCG − RDG cos θDG = 0 (23.4)

j RDC sin θDC + j RCG sin θCG − j RDG sin θDG = 0 (23.5)

θDC = 0, θCG = 90◦

RDC − RDG cos θDG = 0 (23.6)

RCG − RDG sin θDG = 0 (23.7)

Applying the same procedure to loop GHF

RGF + RFH − RGH = 0 (23.8)

Let the magnitude of links be represented by RGF, RFH, RGH. Writing vectors in
complex number notation:

RGFe
jθGF + RFHe

jθFH − RGHe
jθGH = 0 (23.9)

By Euler substitution

RGF(cos θGF + j sin θGF) + RFH(cos θFH + j sin θFH)

− RGH(cos θGH + j sin θGH) = 0 (23.10)

Separating components

RGF cos θGF + RFH cos θFH − RGH cos θGH = 0 (23.11)

j RGF sin θGF + j RFH sin θFH − j RGH sin θGH = 0 (23.12)
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θGF = 0, θGH = θDG, RGH = RDG

RGF + RFH cos θFH − RDG cos θDG = 0 (23.13)

RFH sin θFH − RDG sin θDG = 0 (23.14)

RCG is the magnitude of input which is known, RDG is half the length of link DH
that is also known and the length of link RFH is also available. Now we are left with
four unknown variables RDC, RGF, θDG and θFH which can be determined by solving
Eqs. (23.6), (23.7), (23.13) and (23.14) simultaneously.

Solving

RDC = RCG (23.15)

θDG = sin−1

(
RCG

RDG

)
(23.16)

RGF = RDG cos θDG − RDG sin θDG cos θFH

sin θFH
(23.17)

θFH = sin−1

(
RDG sin θDG

RFH

)
(23.18)

The resulting equations show the behaviour of the linkage at every position and
the output, when an input is applied. As a numerical example, let us take the length
of link DH equal to 10 unit and length of link FH as 5 units. The input displacement
at point D is 1 unit. So, from Eqs. (23.15)–(23.18) above, RDC is 1 unit, θDG is 36.8°,
RGF is 2 and θFH is 143.2°. The total output displacement d at point F is the sum of
RDC and RGF, that is 3 units. Figure 23.5 illustrates the initial and final position of
the linkage in our example.

The position analysis of the synthesized linkage depicts the magnified motion and
validates the synthesis. The desired output can be achieved from a certain input by
choosing suitable dimensions of links and vice versa. The output can also be increased
by addition of a ternary link dependingupon the constraints of the application.Adding
another link will create two more four-bar link loops that will have the same motion
characteristics. The designed mechanism is applied to a potential application of the
globe valve, as illustrated in Figs. 23.6 and 23.7, to help solve the large displacement
problem. The DN 25 bellow globe valve is used as a case study. The required input
displacement to operate the valve is 25 mm to fully open or close the valve. This
requires the bellow length of 305 mm to keep the motion in the elastic limit. By
applying the synthesized linkage and replacing shaft mechanism, the input motion
can be reduced to 10 mm while delivering the same output motion. This in return
will reduce the bellow length needed to 50 mm thus, reducing the overall height of
the valve significantly.
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Fig. 23.5 Initial and final position of example linkage

Fig. 23.6 CAD model of control mechanism at opened- and closed position

23.4 Force Analysis

The extending mechanism produces the magnified motion, as it is obvious from the
name, but it comes at a price. The extending mechanism also reduces the force at the
output as compared to the force applied at the input. So, the next step is to perform the
force analysis on the designed mechanism to calculate the force required to actuate
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Fig. 23.7 Globe valve with designed mechanism

the mechanism. For this purpose, the valve design with the applied mechanism is
subjected to a rigid dynamics analysis. Boundary conditions are applied to represent
the real-life conditions which includes the fluid pressure in the valve acting on the
disc and the input force required to move the disc. Figure 23.8 shows the applied
conditions.Weassume that thefluid pressure through the valve is 5 units,which is also
acting on the disc and resisting its motion to close the valve, as represented by point
C. We need to determine the force required at input to overcome the fluid resistance
in order to produce the motion in the valve disc. The input force is represented by
point B.

The model is solved using a rigid dynamics solver to calculate required input
force. Figure 23.9 shows the input force and displacement produced at the disc.
Approximately 40 units force is required to overcome the 5 unit by fluid pressure.

To validate the calculated force, the same force is applied at the input and the
reaction force is calculated at disc by keeping the disc at a fixed position. The reaction
force is approximately equal to the force applied by the fluid. Figure 23.10 shows
the reaction force representation.

23.5 Conclusion and Future Implications

This study presents a kinematic synthesis and analysis of a six-bar linkage, based on
the Stephenson III six-bar linkage, that magnifies the linear motion. The displace-
ment at the input is converted into an extended motion at the output. The paper then
shows the application of the developed linkage by making the opening and closing
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Fig. 23.8 Forces acting on mechanism

mechanism of the globe valve. The new design of the globe valve reduces the bellow
length as well as valve height which make the design of valve more suitable for
industrial applications. This makes the valve design a step further towards reduced
fugitive emissions from industries. The application of the linkage is not only limited
to the globe valve. The linkage can be used in other valves as well with little modifi-
cations. Further study includes the analysis of dynamic forces in the linkage to study
the behaviour of forces in the mechanism and the actuation of the valve. The bellow
valve with the designed mechanism solves the problem of long valve heights and
makes the design more suitable for use in industry. Future studies will include the
development of a prototype to experimentally validate the mechanism and to provide
an insight towards commercialization of the product.
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Fig. 23.9 Force analysis on mechanism
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Chapter 24
Influence of Porous Designs
on Mechanical Properties of Ti6Al4V
for Biomedical Applications

Haizum Aimi Zaharin, Farooq I. Azam, Ahmad Majdi Abdul Rani,
and Muhammad Al’Hapis Abdul Razak

Abstract Aseptic loosening and stress shielding are the most common causes of
implant failure after total knee and hip arthroplasty. Failure is due to difference in
mechanical properties of natural bone and artificial implants. Porous structures pro-
vide the solution to this problem and are being used in implants to avoid failure.
The purpose of this research is to determine an optimum porous structure that gives
similar mechanical properties as natural bone and can be used in implants. Four
different structures have been analyzed for their mechanical properties at different
pore sizes and orientation. Finite element analysis is performed in all designs using
the ANSYS structural module mimicking ISO standard testing (ISO 13314). All of
the structures give optimum porosity to be used as implants, but only some instances
show similar Young’s modulus and yield strength to mimic bone’s mechanical prop-
erties. The analysis of the porous structures gives promising results for application
in orthopedic implants. Application of optimum structure to implants can reduce the
premature failure of implants and increase the reliability.

Keywords Aseptic loosening · Porous structure · Ti6Al4V alloy · Stress
shielding · Selective laser melting
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24.1 Introduction

By 2030, the early failure of total knee and hip arthroplasties (TKA resp. THA), that
requires revision surgery, is reported and predicted to increase by more than half
million for THA and over 3 million for TKA [1]. Revision surgery is an undesirable
procedure as the additional cost and the risk is higher, while the recovery rate is
limited to around 69–76%only [2]. Themain cause that leads to unsuccessful implant
surgery is aseptic loosening as reported by many studies [2–9].

Lately, metallic porous structures have been an attractive solution for applications
in orthopedic bone prosthesis, a favorite solution to constrain the effect of stress
shielding, when metal components that are being used for THA and TKA procedure
are too dense. Since the components used are too stiff and shield most of the stress
given onto the bone, this has resulted to a phenomenon known as stress shielding. The
effect of stress shielding causes the bone to lose its density, triggering the implant to
loosen without the interfering of infection, known as aseptic loosening [10]. Based
on computer aided design (CAD), porous structures can easily be designed and the
selective laser melting (SLM) technology is able to manufacture desirable metal
porous scaffolds in layers. This is a solution that can easily reduce the stiffness of
the prosthesis which can improve the effect of stress shielding, significantly avoid
aseptic loosening of artificial implants.

The selection of suitablematerial is also a crucial factor that needs to be considered
in reducing the rate of implant loosening [4]. Various biocompatible materials have
been used for joint replacement surgeries such as stainless steel, Co–Cr–Mo alloys,
titanium alloys and others. Among the materials available for biomedical implant
application, Ti-based alloys remain as the best choice for hard tissue replacement due
to their excellent mechanical, physical and biological performance [11]. In collation
with other biocompatiblematerials for the artificial implant onYoung’smodulus, Co–
Cr alloy and 316L stainless steel show 210–253 GPa and 190–210 GPa, respectively,
whereas Young’s modulus of Ti-based alloys is only 100–140 GPa. At the same time,
it is also reported that elements such as Co and Cr have toxic effects from the artificial
implant to the human body [11], whereas, Ti-based alloys have many beneficial
advantages that include lower elastic modulus, excellent corrosion resistance and
enhanced biocompatibility [12]. Although Ti alloys offer low elastic modulus for
implant application, the value is still much higher than Young’s modulus of human’s
porous tissues been replaced (4–30 GPa) [10]. As a solution to overcome aseptic
loosening, various porous scaffold structures have been designed and studied by
many researchers tomimic themechanical properties of natural human bone [13–16].

24.2 Literature Review

Total knee arthroplasty is a common surgery procedure to treat a diseased knee
joint and revive its normal function by replacing the defected joint with the artificial
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implant.While total hip arthroplasty is oneof the successful reconstructive procedure,
that replaces hip joint with prostheses, to restore its health and purpose. Both surgical
procedures are mainly depending on the surgeon’s technical expertise and mostly on
the used orthopedic implants. Successful artificial implants should have criteria like
long life span, biocompatible and function comparable to the original bone tissues
[1, 2].

24.2.1 Bone Mechanical Properties

Bone is built up from a combination of cortical bone tissues, the compact external
side of the bone and trabecular bone (cancellous bone), the spongy internal structure
of bone (see Fig. 24.1). In a simple cross section of a bone in Fig. 24.1, it is shown
that there is no sudden crossing point between compact cortical bone and spongy
trabecular bone. The regular pore distribution of this natural structure changes from
cortical bone tissue to cancellous bone tissue, showing that themechanical properties
such as tensile strength and elasticity change steadily. However, data available in the
literature is unalike. A steady decrease in mechanical properties from one tissue
region to another tissue region can clearly be observed in Table 24.1 [17, 18].

Bone mechanical properties and composition change with aging process. The
elasticity, plasticity, strength and hardness of a child’s bone are less compared to
adults. On the other hand, mechanical properties deteriorate from adult to senior
adult [11]. Based on human bone mechanical properties, the decision of material to

Fig. 24.1 Bone tissue
structure [19, 20]
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Table 24.1 Mechanical
properties of natural bone

Properties Cortical bone Cancellous
boneLongitudinal Transverse

Strength,
tension (MPa)

79–151 51–56 2–5

Strength,
compression
(MPa)

131–224 106–133

Elastic
modulus (GPa)

17–30 6–13 0.76–4

be used for a biomedical implant shouldmeet the requirements of human hard tissues.
In this study, Ti6Al4V is selected to fulfill these requirements by manipulating the
design of the porous structure and its mechanical properties.

24.2.2 Aseptic Loosening and Stress Shielding

The aseptic loosening of an implant can be defined as the weakening of the bond
between the bone and the prosthetic through factors that is unrelated to infection.
There are three major causes of aseptic loosening in THA and TKA which include
stress shielding of the prosthetic to the bone, micro-motion and excessive wear
between the implant and bone interface [21].

Stress shielding is a term used to describe a phenomenon that causes bone resorp-
tion due to insufficient stress distribution from the artificial implant to natural bone.
A femoral bone in its natural state carries the majority of the body weight itself,
while in the case of an implantation joint, the same load is shared between prosthesis
and bone. Prosthesis with higher Young’s modulus value compared to natural bone
stiffness will hold most of the load, leaving the bone to carry only the remaining
load. When this happens, according to Wolff’s law, bone mass will slowly depreci-
ate as the build-up structure of bone depends on the stress acting on it [22]. Zhang
et al. [18] reported that stiffness of an implant made of titanium alloy, represented
by elastic modulus, is about ten times greater than that of cortical bone which is
110–120 GPa > 10–30 GPa. The surrounding bone to implant suffers from the stress
shielding effect due to a very high elastic modulus of implant. Insufficient stress
on bone and artificial implant speeds up the implant loosening process which has
become the cause of arthroplasty failure (see Fig. 24.2).



24 Influence of Porous Designs on Mechanical Properties … 259

Fig. 24.2 Stress shielding effect on dense implant and porous implant [10]

24.2.3 Scaffold Porous Structures

In response to the aseptic loosening problem, the selection of the optimum design
parameter for a porous geometry structure plays a significant role in reducing the
aseptic loosening of the artificial joint since a higher Young’s modulus of the implant
material can be adjusted to imitate the elastic modulus of natural bone. The porous
implant architecture influences the implant performance in terms of mechanical and
biological properties [15]. Furthermore, a porous structure for implant application
offers open space for tissue bone ingrowth, hence, accelerating the osseointegra-
tion process. With the enhancement of the additive manufacturing technology, the
modeling and manufacturing of the porous structure design have been extensively
explored over the past decade to remove limitations of conventional manufacturing
techniques.

Designing the internal architecture of porous structure is crucial as different
designs will result to dissimilar mechanical properties. The fundamental approach
modeling the porous structure of metallic implants involves the thorough process of
selection criteria including porosity, pore size and pore interconnectivity with the
goal to achieve a satisfactory clinical outcome. An increasing percentage of porosity
may facilitate and benefit bone tissue to grow. For example, more bone ingrowth
was observed in the case of a titanium scaffold specimen implanted into a beagle
of higher porosity [23]. While the impact of pore size on bone tissues regeneration
is still controversial, the optimal pore for mineralized bone ingrowth is claimed to
be around 100–1000 µm from various references [11, 24–26]. Too small pores will
hinder bone ingrowth by promoting pore occlusion. Whereas, too large of pore size
will reduce the surface area for cell adhesion, additionally, lessen the load capacity
of weight bearing [26]. Thus, the choice of selection for porosity which is more than
50% and pore size should be within the optimal range to sustain good cell migration,
reliable mass transportation and safe vascularization besides facilitating sufficient
surface area for cell adherence as well as maintaining the mechanical stability.
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24.3 Methodology

The study was based on finite element analysis of porous samples to determine
mechanical properties. Autodesk Inventor 2017 was used to model unit cells and
scaffold porous structures for all designs. Four different porous designs, cube, gyroid,
triangle A and triangle B were selected for this study as these structures are easily to
manufacture using additive manufacturing, without the requirement of any support
structure. In accordance with biophysical and biological constraints, porous samples
with a pore size of 300, 400, 500 and 600µmwere designed. The strut thickness was
kept constant at 200 µm for all designs and sizes, corresponding to the minimum
requirement by the SLM process. Scaffolding designs were dimensioned to 10× 10
× 10 mm in cube to replicate the standard compression test (ISO 13314) for porous
metals. The sample models were saved in STEP file format and imported to ANSYS
for further analysis. The general porosity of the porous structures, ε, was calculated
using the following formula [27]:

ε =
(
1− ρ

ρs

)
× 100, (24.1)

where ρ and ρs are the density of the porous structure and its theoretical density
of the solid part, respectively. The density of the porous structure was measured
from its weight and dimensional measurements. The theoretical density of the solid
part was 4.37 g/cm3 for the Ti–6Al–4V alloys. Based on static structural analysis,
ANSYS Workbench 16.1 was used to analyze the mechanical properties for each
design. The material properties of the Ti6Al4V alloy are manufactured by the SLM
process, taken from the literature [28], and are applied on each sample, as presented
in Table 24.2. Two plates, on top and bottom of samples, were created to mimic
the experimental test following ISO 13314:2011 standard. For boundary conditions,
both top and bottom plates were assumed as rigid bodies, while the sample was
considered flexible. A remote force on the top plate was applied to each sample

Table 24.2 Mechanical
properties of Ti6Al4V

Mechanical properties

Material Ti6Al4V alloys

Manufacturing process Selective laser melting

Density 4.41 g/cm3

Young’s modulus 109 ± 2.1 GPa

Poisson’s ratio 0.3

Strain life parameter 8.8 ± 0.6%

Tensile yield strength 1098 ± 15 MPa

Ultimate tensile strength 1237 ± 13 MPa

Compressive yield strength 960 MPa

Ultimate compressive strength 1000 MPa
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Fig. 24.3 a Cube sample with plates on top and bottom, b front view of cube sample, c top view
of cube porous structure without top plate and d pore size and strut diameter for cube sample

which latter was converted to applied stress, whereas bottom plate was fixed to
ground (see Fig. 24.7). In this study, the deformation was considered only in the
direction of the applied force. Directional deformation data was collected, and the
strain was calculated from the deformation. From the simulation, the relationship
between porosity and pore size and elastic modulus versus pore size for each sample
was observed. The graph of compression stress versus strain for each sample was
plotted to evaluate Young’s modulus and yield strength of the sample and compared
with bone mechanical properties.

The sample models are shown in Figs. 24.3, 24.4, 24.5 and 24.6 (Fig. 24.7).

Fig. 24.4 aGyroid sample with plates on top and bottom, b front view of gyroid sample, c top view
of gyroid porous structure without top plate and d pore size and strut diameter for gyroid sample

Fig. 24.5 a Triangle A sample with plates on top and bottom, b front view of triangle A sample,
c top view of triangle A porous structure without top plate and d pore size and strut diameter for
triangle A sample
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Fig. 24.6 a Triangle B sample with plates on top and bottom, b front view of triangle B sample,
c top view of triangle B porous structure without top plate and d pore size and strut diameter for
triangle B sample

Fig. 24.7 Application of remote force to sample in Y-direction

24.4 Results

The resulting porosity of different porous structures depending on the pore size
is shown in Figs. 24.8, 24.9 and 24.10. The porosity of samples was calculated
using Eq. (24.1). As mentioned in the literature review section above, the optimum

Fig. 24.8 Porosity versus
pore size for cube porous
structure
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Fig. 24.9 Porosity versus
pore size for gyroid porous
structure
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Fig. 24.10 Porosity versus
pore size for triangle porous
structure
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porosity of a structure must be more than 50% to avoid pore occlusion and permit
good permeability. Figures 24.8, 24.9 and 24.10 show the comparison between pore
size and porosity for all designs.

Figures 24.8, 24.9 and 24.10 show, for all designs, the percentage of porosity
increaseswith increase in pore size. For instance, for the cube design, from range 0.3–
0.6 mm pore size, the porosity percentages are 71.35%, 80.5%, 82.69% and 88.38%,
respectively. While for gyroid the design, the porosity increases from 70.2%, 74.8%,
78.2% to 81.1%with pore size 0.3–0.6mm. For the triangle design, the porosity value
remains the same for both orientations, triangle A and triangle B, as same design is
being used with only different orientation. For a pore size 0.3 mm, the porosity is
75.5%, for a pore size 0.4 mm, the porosity is 81.5%, for a pore size 0.5 mm, the
porosity is 87% and for a pore size 0.6 mm and the porosity is 89.2%, as illustrated
in Fig. 24.10. Although porosity values were kept constant for both triangle designs,
different orientations will result in dissimilar mechanical properties.

From the results obtained from the porosity test, in terms of porosity, all designs
are suitable for implant applications.

Suitable porous samples were subjected to finite element analysis to calculate
Young’s modulus and yield strength. A range of forces, from 250 N to 4 kN, was
applied on each sample, and the model was solved for deformation in direction of
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Fig. 24.11 Deformation produced in sample due to applied force

the applied force. Figure 24.11 illustrates the deformation produced in the sample
due to the applied force.

The deformation data was collected from the analysis and was used to calculate
the strain produced in the sample using Eq. (24.2):

ε = �L

L
(24.2)

where ε is the strain, �L is the deformation in m and L is the original length which
is 0.01 m.

The compression stress is calculated from the applied force, using Eq. (24.3):

σ = F

A
(24.3)

where σ is the compression stress in Pa, F is the force applied on the sample in N
and A is the area of the plate, which is 0.0001 m2.

The graph for compression stress versus strain is plotted for each sample to deter-
mine Young’s modulus and yield strength, as shown in Figs. 24.12, 24.13, 24.14 and
24.15.

For the cubic sample and a pore size ranging from0.3 to 0.6mm,Young’smodulus
values are 16.3 GPa, 10 GPa, 8.9 GPa and 5.6 GPa, respectively. A decreasing trend
with increase in pore size is shown by gyroid, triangle A and triangle B samples.
From 0.3 to 0.6 mm pore size, Young’s modulus falls from 12.5 GPa, 9.9 GPa, 8
GPa to 6.3 GPa for gyroid sample. For the triangle A design with same pore size
range, Young’s modulus is from 6.7 GPa, 5.6 GPa, 3.5 GPa to 2.9 GPa. While for
the triangle B design, Young’s modulus decreases from 11.5 GPa, 8.6 GPa, 4.7 GPa
to 4.4 GPa. Young’s modulus is calculated using the gradient of the plotted graphs.
The yield strength is measured from the graph at a strain value of 0.02%. Based on
the same pore size range, they are, 33 MPa, 20 MPa, 18 MPa and 12 MPa for the
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Fig. 24.12 Young’s modulus and yield strength determined from compression stress versus strain
for cube porous structure
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Fig. 24.13 Young’s modulus and yield strength determined from compression stress versus strain
for gyroid porous structure

cube sample; 26 MPa, 20 MPa, 26 MPa and 13 MPa for the gyroid sample; 14 MPa,
11 MPa, 7 MPa and 6 MPa for the triangle A; and 23 MPa, 18 MPa, 10 MPa and
9 MPa for the triangle B. Again, the declining trend is observed for yield strength
with the growth of pore size. The measured Young’s modulus and yield strength
values for each design with different pore size are presented in Table 24.3.

The comparison of Young’s modulus with different pore size is shown in
Figs. 24.16, 24.17, 24.18 and 24.19 for all designs.
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Fig. 24.14 Young’s modulus and yield strength determined from compression stress versus strain
for triangle A porous structure

Fig. 24.15 Young’s modulus and yield strength determined from compression stress versus strain
for triangle B porous structure

As described in the literature section, mechanical properties of implants must lie
within the range of bone properties to avoid aseptic loosening issue. The elasticmodu-
lus and yield strength of cortical bone is between 4–30GPa and 20–190MPa, respec-
tively. Whereas for trabecular bone, the range is 0.7–4 GPa and 20–40 MPa, respec-
tively. Values of elastic modulus and yield strength, for each sample, obtained from
analysis are compared with the given range for optimum structure. From Table 24.2,
the elastic modulus of all samples is within the required range, but the yield strength
of most of the designs is less than the recommended range. Thus, some samples
are unsuitable for implant applications. Properties of the cube with a pore size of
0.3 mm and 0.4 mm, gyroid with a pore size of 0.3 mm and 0.4 mm and triangle B
with a pore size of 0.3 mm are within the specified range of bone. These selections
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Table 24.3 Measured
Young’s modulus and yield
strength for all designs with
different pore sizes

Design Pore size
(mm)

Yield strength
(MPa)

Young’s
modulus
(GPa)

Cube 0.3 33 16.3

0.4 20 10.2

0.5 18 8.9

0.6 12 5.6

Gyroid 0.3 26 13.0

0.4 20 9.9

0.5 16 8.0

0.6 13 6.3

Triangle A 0.3 14 6.7

0.4 11 5.6

0.5 7 3.5

0.6 6 2.9

Triangle B 0.3 23 11.5

0.4 18 8.6

0.5 10 4.7

0.6 9 4.4

Fig. 24.16 Young’s
modulus versus pore size for
cube porous structure
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Fig. 24.17 Young’s
modulus versus pore size for
gyroid porous structure
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Fig. 24.18 Young’s
modulus versus pore size for
triangle A porous structure 6.706
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Fig. 24.19 Young’s
modulus versus pore size for
triangle B porous structure 11.504
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of sample designs are fit to be used as biomedical application. On the other hand,
none of the porous properties lies within the range of trabecular bone properties. To
get the properties similar to that of trabecular bone, the sample structure needs to be
more porous to further reduce the elasticity and optimized design should be created
to achieve the desirable trabecular yield strength.

Structural analysis of porous designs gives promising results for application in
artificial implants that can achieve the properties of natural bone. Implants can be
designed using optimum porous structures proposed by this study as the internal
structure will be extruded to the shape of the chosen artificial implant. However,
the structure of bone is not uniform and symmetric as the designed sample. The
internal bone structure consists of different parts with variable mechanical proper-
ties that make the construction of bone non-uniform and asymmetric. Properties of
bone vary in different orientations and parts of the bone. Therefore, to produce an
implant thatmimics the bone structure, implant design should consist of various struc-
tures with variable porosity. Producing such implant is impossible with conventional
manufacturing processes. But with recent developments in additive manufacturing,
porous implants can easily be produced. Additive manufacturing, with its capability
to produce complex parts, can produce a part with variable porosity and structure.
Technologies like selective laser melting (SLM) and electron beam melting (EBM)
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are being used to produce metal parts for a number of applications. The same tech-
nologies can also be used to produce artificial implants that are similar to the bone
structure and properties, which is still a drawback for conventional technologies.

Samples analyzed in this research are a step in the development toward producing
better implants. Cube, gyroid and triangle, all of these structures can be produced
by selective laser melting (SLM) without support structures, keeping in view the
limitation of metal additive manufacturing. Also, these structures show optimum
properties, with suitable pore size, to form the basis of porous implants. Analysis of
these structure has shown a reduction in mechanical properties as well as strength
which,when applied to implant application,will reduce the stress shielding effect and
in return minimizes the problem of implant aseptic loosening. Use of these porous
designs will increase the life of implants, making them more durable and suitable
for the human body.

24.5 Conclusion and Future Implications

In this research, four different porous designs with porosities ranging from 0.3 to
0.6 mm have been analyzed for elastic modulus and yield strength, using the tita-
nium alloy Ti6Al4V. The purpose of this analysis is to determine the optimum porous
structure that has similar mechanical properties to that of natural bone. All porous
structures are tested following the ISO standard (ISO 3314) to predict themechanical
properties. Instances of cube, gyroid and triangle samples have shown similar prop-
erties as of natural bone and can be used in implant applications. An implant with
a porous structure can help to reduce stress shielding in implants and also aseptic
loosening of implants. These porous designs can be used to produce porous arti-
ficial implants with bone properties and can be reliably manufactured by additive
manufacturing. Future studies can include fabrication of these porous samples and
performing experimental tests to validate the designs. The ultimate goal of this evo-
lution is to produce better performing prostheses with increased mechanical stability
and reliability.
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