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Preface

We are pleased to present the proceedings of the first edition of the International
Conference on Sustainable Energy for Smart Cities (SESC 2019), promoted by the
European Alliance for Innovation (EAI) in collaboration with the University of Minho,
Portugal. The SESC 2019 conference was part of the 5th annual Smart City 360°
Summit Event, held in Braga, Portugal, and stimulated a multidisciplinary scientific
meeting contributing answers to complex societal, technological, and economic
problems of emergent Smart Cities. As a contributor to reducing the impact of climate
change, while maintaining social prosperity as a priority, the broad themes of sus-
tainable energy are vital to ensure a balance between economic growth and environ-
mental sustainability in the scope of Smart Cities. All the topics relevant to these
subjects were addressed during SESC 2019.

The SESC 2019 technical program consisted of 24 full papers at the main confer-
ence tracks, allowing for 5 oral presentation sessions within 2 days. All the accepted
papers were subjected to a double-blind peer-review process, with a minimum of three
reviews. Regarding the committees, it was a pleasure to work in collaboration with the
excellent organizing team of the EAI, which was absolutely essential for the success
of the SESC 2019 conference. In particular, we would like to express our gratitude to
Kristina Lappyova and Karolina Marcinova for all the support they provided. We
would like also to express our gratitude to all the members of the Technical Program
Committee, who helped in the peer-review process of the technical papers, as well as
ensured a high-quality technical program. Last but not least, we would like to thank the
external reviewers from several areas of expertise and from numerous countries around
the world.

The SESC 2019 conference provided a good scientific meeting for all researchers,
developers, and practitioners to debate all scientific and technological features pertinent
to the Smart City paradigm. With the success of the SESC 2019 conference, as con-
firmed by the contributions offered in this volume, we are expecting a successful and
stimulating future series of SESC conferences.

February 2020 João L. Afonso
Vítor Monteiro

J. G. Pinto
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The Electric Vehicle in Smart Homes: A Review
and Future Perspectives

Vitor Monteiro1(B), Jose A. Afonso2, Joao C. Ferreira3, Tiago J. C. Sousa1,
and Joao L. Afonso1

1 ALGORITMI Research Centre, University of Minho, Guimaraes, Portugal
vmonteiro@dei.uminho.pt

2 CMEMS-UMinho Center, University of Minho, Guimaraes, Portugal
3 Instituto Universitário de Lisboa (ISCTE-IUL), 1649-026 Lisbon, Portugal

Abstract. The electric mobility dissemination is forcing the adoption of new
technologies and operation paradigms, not only focusing on smart grids, but also
on smart homes. In fact, the emerging technologies for smart homes are also
altering the conventional grids toward smart grids. By combining the key pillars
of electric mobility and smart homes, this paper characterizes the paradigms of the
electric vehicle (EV) in smart homes, presenting a review about the state-of-the-art
and establishing a relation with future perspectives. Since the smart home must
be prepared to deal with the necessities of the EV, the analysis of both on-board
and off-board battery charging systems are considered in the paper. Moreover, the
inclusion of renewable energy sources, energy storage systems, and dc electrical
appliances in smart homes towards sustainability is also considered in this paper,
but framed in the perspective of an EV off-board battery charging system. As a
pertinent contribution, this paper offers future perspectives for the EV in smart
homes, including the possibility of ac, dc, and hybrid smart homes. Covering all
of these aspects, exemplificative and key results are presented based on numerical
simulations and experimental results obtained with a proof-of-concept prototype.

Keywords: Electric vehicle · Smart home · Smart grid · Renewable energy
source · Energy storage systems · Power quality

1 Introduction

The electric mobility is increasing its involvement in the transportation sector, where
diverse technologies are available as a contribution for sustainability [1, 2]. Among the
different technologies, themost emblematic is the plug-in battery electric vehicle, simply
designated as electric vehicle (EV) in the scope of this paper. Along the last decades,
the number of commercially available EVs is increasing, all of them including on-board
EV battery charging systems (EV-BCS) and some of them also including an interface
for an off-board EV-BCS [3–6]. Nevertheless, in terms of the EV operation for battery
charging, only the possibility of charging directly from the grid is available [7, 8]. This
operation mode, common for both on-board and off-board EV-BCS, is denominated as

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2020
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Switch-
board

Smart
Grid

EV
Battery

G2V – Grid-to-Vehicle

V2G – Vehicle-to-Grid

On-Board
System

Smart Home
Power

Management

Electrical
Appliances

Fig. 1. On-board EV BCS integrated into a smart home, encompassing G2V and V2G (for the
smart grid and/or for the smart home) modes.

grid-to-vehicle (G2V), since the power flows from the power grid to the EV. However,
from the power grid viewpoint, the EV can be understood not only as an additional load
for the system, but also as an energy storage. Therefore, in the perspective of the power
grid, the inclusion of the EV will be even more relevant if it can be used as a flexible
system capable of three key actions: (a) Absorbing controlled power from the power
grid in the place where it is plugged-in; (b) Storing energy and transport it between
different places in the power grid; (c) Injecting controlled power into the power grid in
the place where it is plugged-in. Thus, alongside the G2V mode, arises the vehicle-to-
grid (V2G) mode, where the power flows from the EV to the power grid [9–11]. The
different possibilities of interaction between the EV and the power grid through the
G2V/V2Gmodes are the main scope of several studies, as demonstrated in [12–14]. It is
important to note that, in a progressive way, the V2Gmode is being seen as a new reality;
therefore, some manufacturers in the automotive sector have technological solutions for
this possibility based on on-board EV-BCS.

Figure 1 illustrates an on-board EV-BCS integrated into a smart home, encompassing
the G2V/V2G modes. This is the conventional approach, where the on-board EV-BCS
can be controlled by the smart home power management. As illustrated, the EV can
consume power from the grid or can deliver power for the smart home or for the smart
grid (or even for both).

More recently, new operation paradigms are emerging, not only supported by the
controllability of the G2V/V2G modes, as in this figure, but also in the perspective of
power quality, for instance, during power outages, during the integration in islanded
grids, or during compensation of reactive power [15]. Therefore, the main contributions
of this paper are: (a) A more comprehensive review about the state-of-the-art operation
modes and technologies for the EV in smart homes and smart grids; (b) A description
about future perspectives of operation paradigms; (c) Validation based on numerical
simulation and on a proof-of-concept prototype.



The Electric Vehicle in Smart Homes 5

2 EV in Smart Homes and Smart Grids: Overview of Operation
Modes and Technologies

In the introduction section, the possibility of the EV interacting with the power grid in
bidirectional mode was introduced. The G2V/V2Gmodes are already a reality; however,
only for exchanging active power between the EV and the power grid, targeting smart
grids in a perspective of an on/off control, without neglecting the grid constraints. This
contribution is extremely relevant, allowing to use the plugged-in EVs to overcome
problemsof efficiency andpower quality [16–21]. In this perspective,with the permission
and for the benefit of the EV driver (e.g., different tariffs for programs of G2V/V2G),
the EV is controlled by an algorithm of power management of the smart grid, which
defines the schedules for charging (G2V) and, eventually, for discharging (V2G) [22].

Given the flexibility of the EV to be plugged-in in the power grid (i.e., it can be
plugged-in in different places), the controllability offered by the smart grid gains new
complexity. Besides, as presented in [23, 24], the flexibility offered by the EV operation
is also important in microgrid scenarios. In [25, 26], experimental considerations for
the EV in G2V/V2G scenarios are presented, and, in a future perspective, innovative
G2V/V2G interactions are offered in [27]. The flexibility offered by these modes is even
more applicable as a compensation for the intermittence of the energy obtained from
renewable energy sources (RES). In this perspective, the EV can be seen as an energy
buffer for the power grid, consuming, storing, or delivering power as a function of the
RES intermittence. A perspective of accommodating the EV charging, targeting the RES
production as a contribution for mitigating greenhouse gases emissions, is accessible in
[28]. Another perspective combining also the EV and RES, targeting to reduce costs and
emissions, is considered in [29], and theG2V/V2GoperationbasedonRES for a demand-
side management is offered in [30]. Correlating the miscellaneous operation of the EV
with RES arises new perspectives, not only for smart grids, but also for smart homes,
since, as demonstrated in [31], smart homes have a boost effect for the future innovation
in smart grids. In this scenario, technologies and foresights for assimilating the EV in
smart homes are discussed in [32], while an optimized EV interaction is presented in [33]
from the customer perspective. The aforementioned discussed technologies only involve
an on-board EV-BCS in G2V/V2G modes. However, other possibilities of operation are
emerging as viable solutions for the EV in smart homes, but prospecting smart grids.

The home-to-vehicle (H2V) is a particular mode of operation for the EV, when it is
plugged-in at home. In fact, this mode is comparable to the G2V mode, since the power
flows from the power grid to the EV (plugged-in in the home). The differentiating factor
resides in the controllability of this mode, more convenient than the on/off G2V mode.
With the H2V mode, the charging power can vary dynamically between zero and the
maximum power, i.e., it can assume any value of power between the range of operating
power.

Similar to the controlled G2V mode, in the H2V mode, the on-board EV-BCS can
also be remotely controlled according to the set-points received by the algorithm of
power management. This mode is particularly relevant for a smart home management
in combination with controlled electrical appliances. In this context, the management
algorithm can establish different levels of priority for the EV and for the electrical
appliances in accordance with the user preferences (e.g., through a mobile app). From
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the EV point of view, three main situations can be highlighted: (a) The EV is defined
to have maximum priority; therefore, it is charged with maximum power, while the
electrical appliances can be turned-off to prevent the circuit breaker trip. This situation
corresponds to a critical case when it is fundamental to charge the EV as fast as possible,
and the operation of the other electrical appliances is not relevant. (b) The EV is defined
to have priority over some specific electrical appliances; therefore, a maximum charging
power is defined (e.g., corresponding to 75% of the full power) and the turn-on and turn-
off of the electrical appliances is controlled in order to avoid the circuit breaker trip. In
this case, the EV is chargedwith a fixed power and the electrical appliances are controlled
avoiding exceeding the maximum power allowed by the circuit breaker. (c) The EV is
defined to have minimum priority; therefore, the charging power is defined with a value
that corresponds to the difference between the maximum (i.e., allowed by the circuit
breaker) and the instantaneous power consumed by the electrical appliances. In this case,
the power for the EV charging is directly influenced by the power consumption of the
electrical appliances; therefore, the charging processwill be extended for a longer period.
As mentioned, the H2V is similar to the G2V mode; however, during the discharging
process (V2G), the same strategy of controlling the EV operation as a function of the
electrical appliances can also be implemented.

3 Future Perspectives of Operation Paradigms

In this section, future perspectives for the EV in smart homes are presented. Therefore,
besides the operation paradigms described in the previous section (G2V/V2G/H2V),
new challenges in terms of infrastructures are presented, involving the requirements of
smart homes.

In Fig. 2 is presented a vision of an on-board EV-BCS in smart homes, contemplating
the abovementioned operation modes and a new one related with power quality. As it
can be seen, these operation modes are relevant and extremely useful for the smart
home, also contributing for new energy policies for smart grids. As an example, in
bidirectional mode, three distinct cases can be considered for the on-board EV-BCS:
(a) Exchange power with the smart home, where the EV can provide power according
to the requirements of the home management system; (b) Exchange power with the
smart grid, where the EV can provide power according to the requirements of the smart
grid; (c) Exchange power, at the same time, with the smart home and with the smart
grid. This example is directly related with the G2V/V2Gmodes, however, a similar case
is for the vehicle-for-grid (V4G) mode, where the on-board EV-BCS can compensate
power quality problems, both in the smart home and in the smart grid. It is important
to note that, in this case, the on-board EV-BCS can compensate almost all the current
harmonics and the power factor of the smart home, but in the smart grid perspective,
it only contributes to mitigate part of such problems. In this case, a new perspective
for the smart grid arises, which is related with selective harmonic current compensation
(where each EV can be controlled to produce a specific harmonic current) and controlled
reactive power (where each EV is responsible to produce a small amount of reactive
power to compensate a specific value of power factor in the smart grid). Despite the
clear benefits of these operation modes for the smart home and for the smart grid, a key
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Switch-
board
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Fig. 2. On-board EV BCS integrated into a smart home, encompassing the G2V and V2Gmodes,
as well as the possibility of compensating power quality problems related with harmonic currents
and low power factor (producing reactive power for the smart home or for the smart grid).

Switch-
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Fig. 3. On-board EV BCS integrated into a smart home, encompassing the G2V and V2Gmodes,
as well as the possibility of compensating power quality problems related to power outages (where
the EV is used as power supply with the EV batteries as energy source).

disadvantage is identified: these operation modes are only possible when the on-board
EV-BCS is available, i.e., when the EV is parked at the smart home. On the other hand, if
analyzed from the power grid point of view, in terms of exchanging power and in terms
of controllability, a new key advantage is identified: these operation modes are available
in the place where the EV is parked, i.e., the EV is a dynamic system in the smart grid,
capable of operating in different modes according to the necessities.
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Switch-
board

Smart
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EV
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Off-Board
System
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Fig. 4. Off-board EV BCS integrated into a smart home, with a parked EV, encompassing the
G2V and V2G modes, as well as the possibility of compensating power quality problems related
with harmonic currents and low power factor (producing reactive power for the smart home or for
the smart grid).
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Fig. 5. Off-board EV BCS integrated into a smart home, without a parked EV, but with the
possibility of compensating power quality problems related with harmonic currents and low power
factor (producing reactive power for the smart home or for the smart grid).

Besides the compensation of power quality problems related with harmonic currents
and reactive power, the on-board EV-BCS can also be used during power outages. In this
case, illustrated in Fig. 3, the on-board EV-BCS provides power for the smart home, but
the current waveform is defined by the electrical appliances (i.e., the on-board EV-BCS
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Switch-
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Fig. 6. Off-board EV BCS integrated into a hybrid ac and dc smart home, with a parked EV and
interfacing a RES (solar photovoltaic panels) and an ESS (batteries) through a shared dc-link. The
electrical appliances are directly connected to the ac grid. The G2V/V2Gmodes are contemplated,
as well as the possibility of compensating power quality problems related with harmonic currents
and low power factor (producing reactive power for the smart home or for the smart grid).
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Fig. 7. Off-board EV BCS integrated into a dc smart home, with the EV parked and interfacing
a RES (solar photovoltaic panels), an ESS (batteries), and electrical appliances through a shared
dc-link. The G2V and V2G operation modes are contemplated, as well as the possibility of com-
pensating power quality problems related with harmonic currents and low power factor (producing
reactive power for the smart grid).

can operate with a non-sinusoidal current and low power factor). In this case, the energy
source is the EV battery; therefore, it should be used with the convenience of the EV
driver. For instance, in this mode, the on-board EV-BCS system can be used only to
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provide power for priority electrical appliances in the smart home (to be defined and
reconfigurable by the user). Moreover, this mode is more convenient for short periods of
time. Concerning EV off-board battery charging systems, the abovementioned operation
modes can also be applied. In Fig. 4 is presented a vision of an EV off-board battery
charging system in smart homes when the EV is parked at home. Using an EV off-
board battery charging system, the offered possibilities are even more relevant, since
the equipment is always installed at the smart home. Therefore, some operation modes
are available independently of the EV being parked. For instance, the EV off-board
battery charging system can provide power quality services, exactly as the on-board
EV-BCS, for both the smart home and for the smart grid; however, such services can be
provided independently of the EV presence. On the other hand, G2V/V2G modes are
only available, as for on-board EV-BCS, when the EV is present (with the batteries as
the energy source). In Fig. 5 is presented a vision of an EV off-board battery charging
system in smart homes when the EV is not parked at home. As illustrated, the same
operation modes are available (i.e., G2V/V2G and compensation of harmonic currents
and power factor), except the possibility of using the EV battery as power supply during
power outages. Nevertheless, the main future perspectives are related with EV off-board
battery charging systems and, more precisely, with the possibility of interfacing other
technologies for smart homes as RES or as auxiliary energy storage systems (ESS).
Thus, the future perspectives are based on the possibility of using the same EV off-
board battery charging system to interface, through a shared dc-link, a unidirectional
dc-dc converter for RES and a bidirectional dc-dc converter for an auxiliary ESS [34]. It
is important to note that the integration of an EV off-board battery charging system with
this possibility is a complete solution to encompass in the smart home: electric mobility;
RES; ESS. This situation is illustrated in Fig. 6, where the single interface with the power
grid is a relevant key feature [35, 36]. Moreover, with the migration from ac grids to dc
grids, this is even more relevant, since the necessities of power converters are drastically
reduced (it is important to take into account that the majority of the electrical appliances
at home level are composed by a front-end ac-dc converter used only to interface the ac
grid). Therefore, a complete future perspective of integrating an EV off-board battery
charging system in a smart home, mainly focusing in an internal dc grid, is illustrated
in Fig. 7. Within this scenario, the following modes can be considered: (a) The power
extracted from the RES can be injected into the power grid; (b) The power extracted
from the RES can be used to charge the EV batteries; (c) The power extracted from
the RES can be used to charge the ESS; (d) The power extracted from the RES can
be used by the electrical appliances; (e) The EV can deliver power for the smart home
(electrical appliances); (f) The EV can deliver power for the smart grid; (g) The power
from the ESS can be delivered to the smart home (electrical appliances); (h) The power
from the ESS can be delivered to the smart grid; (i) The power from the grid can be
used to charge the EV; (j) The power from the grid can be used to charge the ESS; (k)
The power from the grid can be delivered to the smart home (electrical appliances). It
is important to note that the EV off-board battery charging system can include a dc-dc
converter with a direct interface with the EV battery, or an additional dc-dc converter
(within the on-board EV-BCS) can be used between the EV off-board battery charging
system and the EV battery.
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4 Computational and Experimental Validation

In this section, a comparison between three main cases was considered: (a) A conven-
tional ac smart home with independent power converters for each technology (on-board
EV-BCS, RES, ESS, dc electrical appliances, and ac electrical appliances); (b) A hybrid
ac/dc smart home with an integrated off-board EV-BCS for a RES and for an ESS,
sharing a common dc-link; (c) A dc smart home with an integrated off-board EV-BCS,
based on a single interface with the grid and with dc-dc or dc-ac converters for inter-
facing each technology (on-board EV-BCS, RES, ESS, dc electrical appliances, and ac
electrical appliances). These three cases, illustrated in Fig. 8, were simulated using a
model developed in PSIM software, where: (a) as RES, a set of photovoltaic (PV) panels
was considered; (b) as ESS, a set of lithium batteries was considered; (c) as dc electri-
cal appliances (dcEA), resistive loads were considered; (d) as ac electrical appliances
(acEA), an induction motor was considered. In terms of the power converters: (a) for
the ac-dc, full-bridge three-level converters were considered; (b) for the dc-dc, unidi-
rectional and bidirectional half-bridge two-level converters were considered; (c) for the
dc-ac, full-bridge three-level converters were considered.
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Fig. 8. Considered cases: (a) A conventional ac smart home with independent power converters
for each technology; (b) A hybrid ac and dc smart home with an integrated EV off-board battery
charging system for interfacing a RES and for an ESS, sharing a common dc-link; (c) A dc smart
home with an integrated off-board EV BCS, based on a single interface with the grid and with
dc-dc or dc-ac converters for interfacing each technology.

According to the different possibilities of operation modes (cf. Sect. 3 and Fig. 7),
the estimated efficiency was determined. These operation modes are: (a) The power
extracted from the RES can be injected into the power grid; (b) The power extracted
from the RES can be used to charge the EV; (c) The power extracted from the RES
can be used to charge the ESS; (d) The power extracted from the RES can be used by
the electrical appliances; (e) The EV can deliver power for the smart home (electrical
appliances); (f) The EV can deliver power for the smart grid; (g) The power from the
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(a) The power extracted from the RES can be injected into the grid; 
(b) The power extracted from the RES can be used to charge the EV; 
(c) The power extracted from the RES can be used to charge the ESS;
(d) The power extracted from the RES can be used by the appliances; 
(e) The EV can deliver power for the smart home (appliances); 
(f) The EV can deliver power for the smart grid;

70.0%

75.0%

80.0%

85.0%

90.0%

95.0%

(a) (b) (c) (d) (e) (f) (g) (h) (i) (j) (k)

Fig. 8(a) Fig. 8(b) Fig. 8(c)

(g) The power from the ESS can be delivered to the smart home (appliances); 
(h) The power from the ESS can be delivered to the smart grid; 
(i) The power from the grid can be used to charge the EV; 
(j) The power from the grid can be used to charge the ESS;
(k) The power from the grid can be delivered to the smart home (appliances). 

Fig. 9. Estimated efficiency for each case under study and considering all the possibilities of
operation modes.

Fig. 10. Simulation results when the power grid receives energy from the PV panels: Power grid
voltage (vg); Grid current (ig); Current in the PV panels (ipv); Reference current for the PV panels
(i∗pv).

ESS can be delivered to the smart home (electrical appliances); (h) The power from the
ESS can be delivered to the smart grid; (i) The power from the grid can be used to charge
the EV; (j) The power from the grid can be used to charge the ESS; (k) The power from
the grid can be delivered to the smart home (electrical appliances).

The estimated efficiency for each mode, considering the three cases under study,
is presented in Fig. 9 (for the case #1 the ac-dc with an efficiency of 94% and for the
dc-dc with an efficiency of 95%, for the case #2 the ac-dc with an efficiency of 95% and
for the dc-dc with an efficiency of 96%, for the case #3 the ac-dc with an efficiency of
95% and for the dc-dc with an efficiency of 96%). As it can be seen, the most efficient
solution is obtained with the dc smart home, where a single ac interface with the power
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Fig. 11. Simulation results when the EV batteries are charged with energy from the power grid
and from the PV panels: Power grid voltage (vg); Grid current (ig); Current in the PV panels (ipv);
Current in the EV batteries (iev).

(a)                                                        (b)

vg

ig

vac

vg

ig

Fig. 12. Experimental results when the EV batteries are charged (a) or discharged (b): Power grid
voltage (vg: 100 V/div); Grid current (ig: 10 A/div); Voltage produced by the ac-dc converter (vac:
200 V/div).

grid is considered. This is in accordance with the expectable, since the number of power
stages is substantially reduced (as well as the required number of power converters).
Taking into account that some operation modes are equal for some cases, very similar
values of efficiency were obtained. On the other hand, the first case is the worst in terms
of efficiency, since several power stages are required, where the power grid is always
needed for each operation mode. Concerning the contributions of the future perspective
of EV off-board battery charging systems for power quality, some results were obtained,
mainly focusing in the ac-dc converter used to interface the power grid. Figure 10 shows
the power grid voltage (vg), the grid current (ig), and the voltage of the ac-dc converter
(vac) when the EV batteries are charged from the power grid. Besides, a comparative
detail of the grid current (ig) with its reference (i∗g ) is also presented. In this case, a
power of 3.6 kW was considered. As expected, the grid current (ig) is sinusoidal and
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PPV

PG

PEV

(2)(1) (3)

Fig. 13. Experimental results when the EV batteries are charged with energy from the power grid
and from the PV panels: Power in the grid (PG: 1 kW/div); Power in the EV (PEV : 1 kW/div);
Power in the PV panels (PPV : 1 kW/div).

the converter operates with unitary power factor. On the other hand, Fig. 10 shows a
case when the power grid receives energy from the PV panels. This figure shows the
power grid voltage (vg), the grid current (ig), and the current in the PV panels (ipv). A
detail of the current ipv is also presented. The dc-dc converter used to interface the PV
panels is controlled in order to extract, at each instant, the maximum power from the
PV panels. Therefore, the reference current changes in accordance with the maximum
power point tracking (MPPT) algorithm and, due to the current control scheme, the
current follows its reference. In Fig. 11 is shown a case when the EV batteries are
charged with energy from the power grid and from the PV panels. This figure shows the
power grid voltage (vg), the grid current (ig) and its maximum value to show the variation
(in green), the current in the PV panels (ipv), and the current in the EV batteries (iev). In
this operation mode, the EV batteries are charged with constant current; therefore, the
grid current changes in accordance with the current in the PV panels, i.e., in accordance
with the MPPT algorithm. As it can be seen, the grid current changes without sudden
variations, allowing to prevent power quality problems. A prototype was considered for
experimental results. In Fig. 12(a) are presented some experimental results when the
EV batteries are charged with energy from the power grid. As expected, the grid current
(ig) is sinusoidal (THD = 1.4%), even with a power grid voltage (vg) with harmonic
distortion (THD= 3.5%). With this strategy, the integrated topology does not contribute
to the harmonic distortion of the power grid voltage. During the injection of power into
the grid, Fig. 12(b) shows, in a time interval of 50 ms, the power grid voltage (vg) and
the grid current (ig) for an operating power of 800 W. As expected, the grid current is
in phase opposition with the power grid voltage, meaning that the power grid receives
energy from the PV panels. In Fig. 13 is presented a case when the EV batteries are
charged with energy from the power grid and from the PV panels. During this case are
presented, the power in the grid (PG), the power in the EV (PEV ) and the power in the
PV panels (PPV ). As it can be seen, the power in the grid (PG) is the difference between
the power in the EV (PEV ) and the power in the PV panels (PPV ).
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5 Conclusions

New technologies for smart homes and smart grids are emerging due to the electric
mobility dissemination. Therefore, knowing the relevance of the electric vehicle (EV)
as a contribution for smart homes, this paper deals with its characterization in smart
homes, where an analysis of the state-of-the-art operation modes is used as a support for
establishing a relation with the future perspectives. Aiming to establish an ample study,
on-board and off-board battery charging systems are considered, as well as ac smart
homes, dc smart homes, and hybrid smart homes. Moreover, the integration of ac and dc
electrical appliances, renewable energy sources based on solar photovoltaic panels, and
energy storage systems based on batteries is also considered in the perspective of future
smart homes. The obtained results are based on three distinct cases of smart homes,
where a study of energy efficiency was considered. With the obtained results, it was
verified that the first case is the worst in terms of efficiency, since all the equipment are
connected to the power grid, therefore, to exchange power between systems the power
grid is always used. Some exemplificative experimental results are shown, obtained with
a proof-of-concept prototype.
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Abstract. Rail transport has always been one of the greatest economic boosters
of several world nations, allowing the freight and passenger transport. In addition,
it is the most secure and economic land transportation mode. From the energetic
perspective, the electric locomotives emerge as one of themost efficient land trans-
portation mode, as well as allow a more sustainable development. However, when
an electric locomotive is connected to the three-phase power grid, power quality
(PQ) deterioration arise, leading to the distortion and unbalance of the three-
phase power grid currents and voltages which imply higher operational costs,
raising economic and functional issues. In order to overcome the PQ deteriora-
tion phenomena, several solutions based power electronics technology have been
studied and developed. These solutions vary in terms of control, functionality,
implementation costs and complexity. One of the existing solutions is a static syn-
chronous compensator (STATCOM), which compensates the three-phase currents
imbalance and harmonics.

In this paper, a comprehensive review of the electrified railway systems is
carried out, identifying the electric PQ phenomena which may appear due to the
non-linear dynamic traction loads. Following this topic, a computational simula-
tion of the STATCOM is presented, making analysis of its behavior regarding the
PQ improvement in electrified railway systems. Two case studies are presented:
(i) a traction power system fed with V/V power transformer; (ii) a traction power
system fed with Scott power transformer.

Keywords: Scott power transformer · STATCOM · V/V power transformer

Nomenclature

iComp_A, iComp_B, iComp_C Instantaneous current compensation value synthesized
by STATCOM in phase A, phase B and phase C,
respectively

iComp_A*, iComp_B*, iComp_C* Instantaneous reference value for phase compensation
current A, current B and current C, respectively

iRail_A, iRail_B, iRail_C Instantaneous Phase A, Phase B and Phase C current of
the power transformer primary windings (Scott or V/V)
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iS_A, iS_B, iS_C Three-phase power grid instantaneous current value of
phase A, phase B and phase C

ix, iy Instantaneous current value of catenary x and catenary y
vS_A, vS_B, vS_C Instantaneous voltage value of the phase A, phase B and

phase C of the power grid
vx , vy Instantaneous voltage value of catenary x and catenary

y, at the secondary windings of the power transformer
(Scott or V/V)

1 Introduction

Rail transport is seen as the safer and more economical comparing to other land trans-
portationmodes. In addition, it is recognized as one of themain catalysts for the economic
growth of nations. For instance, in the European case, railway transportation mode made
more than 26.9 billion (26 900 000 000) individual trips in 2012, providing employment
to 2.3 million people, reflecting a gross value of 143 billion Euros, more than air and sea
transport [1–3]. Despite the strong impact of the rail transport mode on the industrial
revolution in the early 18th century, electrification of the railway lines had only occurred
almost seventy years later.

In order to cover the railway transport demand, several incentive programs for the
technological development of the electric rail system have been created and expanded,
such as theAVE(AltaVelocidadEspanhola) train inSpain, FRECC(FrecciarossaTrains)
in Italy, ICE (InterCityExpress) inGermany andTGV(Train àGrandeVitesse) inFrance.
These programs allowed a rail growth of 17% from 2001 to 2012 in Europe. However,
the continuous proliferation of electric locomotives caused a significant power quality
(PQ) deterioration in the three-phase electrical power grid.

Nowadays, PQ improvement in the three-phase power grid is one of the major con-
cerns for scholars. The problems of PQ affect not only the costs, but also the functionality
of some electronic equipment that are sensitive to power perturbation (e.g., medical and
database equipment). In 2006 the Leonard Power Quality Initiative presented a study of
PQ impact on the European industry, claiming that this type of problem caused losses of
over e 150 billion [4]. Figure 1 presents some of PQ deterioration phenomena existing
in the three-phase power grid, highlighting the electric railway system.

Historically, electric railway presents a complex system capable of consuming enor-
mous amount of energy. On the other hand, PQ phenomena could have a more severe
impact when several electric locomotives are fed by the same catenary overhead line.
Thus, from the electrical point of view, it is necessary to first understand the equivalent
electric model of the locomotive as presented in [5] and in Fig. 3. When an electric loco-
motive is connected into the catenary, different power quality phenomena arise, namely:
system unbalance, harmonics, non-unitary power factor and transients. Some of these
phenomena are represented in Fig. 2.

Voltage unbalance represented in Fig. 2(a), is the most problematic issue of the
electric railway system.Considering the electric locomotives are single-phase loads, they
cause currents and voltage unbalance in the three-phase power grid, injecting currents
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Fig. 1. Example of some PQ deterioration phenomena in the three-phase power grid.

with Negative Sequence Components (NSCs) [6–8]. In this context, and considering the
electric model presented in [5], a higher number of locomotives fed by the same catenary
line signifies a higher power consumption and consequently, the greater the voltage drop
in the power transmission lines represented in Fig. 1.

Harmonic contents represented in Fig. 2(b), is the second most severe PQ phe-
nomenon of electrical railway systems. The electric locomotives use AC/DC/AC power
converters to adjust the electric quantities (voltage, current and/or frequency). The first
stage of conversion being commonly constituted by an uncontrolled diode bridge rec-
tifier [6]. In turn, there are already solutions that use semi-controlled semiconductors
and fully-controlled semiconductors, using for this purpose thyristors, Gate-Turn-OFF

Fig. 2. Examples of power quality phenomena: (a) Voltage unbalance; (b) Voltage harmonics;
(c) Low power factor; (d) Voltage transients.
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(GTO), and IGBT [9]. Some phenomena associated with this system are identified in
[6, 7]. Table 1 presents an example of harmonic components in three-phase electrical
power grid, 220 kV line-to-line in this case.

A unitary value of the power factor indicates a low reactive power. In turn, the
presence of high reactive power reflects a low power transmission system efficiency [7].
Despite the need for reactive power to the traction system, in the case of an inductive load,
its value must be reduced to avoid higher energy losses. This ambiguity can be mitigated
by the addition of Active Power Conditioners (APC) capable of locally produce the
required reactive power, thus reducing the losses in the power grid and, consequently,
the energy costs [6]. An example of a systemwith non-unitary power factor is represented
in Fig. 2(c).

The catenary height, the pantograph wear and the transition between neutral sections
(NSs) are some of the intermittent operations of electric locomotive. These momentary
operations may originate transients phenomena being able to damage the rail equipment
[6, 10], as shown in Fig. 2(d).

Considering the topics mentioned above, this paper presents a study of a STAT-
COM compensating PQ phenomena in electrified railway systems powered by V/V and
Scott power transformers. In this sense, this work is structured as follows: in Sect. 1, an
introduction to the research topic is made, presenting the problems of PQ in the power
grid. Section 2 presents the existing solutions to overcome the PQ phenomena, with a
higher focusing on the STATCOM topology. Section 3 presents the STATCOM simu-
lation results in V/V and Scott power transformers. Finally, Sect. 4 presents the final
conclusion of the work.

Table 1. Example of harmonic components in three-phase electrical power grid (220 kV line-to-
line voltage).

Harmonic order Phase A Phase B Phase C

(VRMS) (°) (VRMS) (°) (VRMS) (º)

1° 126 022 0 126 739 −120 126 960 −240

3° 552 95 828 −257 662 −266

5° 331 135 717.6 −272 828 −155

7° 4 582 44 3 974 −77 3 919 −195

9° 883 −147 828 −160 1 104 −149

11° 2 042 −134 2 153 −12 1987 −249

13° 110 29 110 −292 276 −226

15° 166 −20 221 −20 221 −20

THD% 2.88% 2.64% 2.60%
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2 Railway Power System

In the combustion-engine locomotives, clean and noiseless solutions are required when
passing through residential areas and with fewer vibrations for better passenger comfort.
The electric railway system presents a viable solution that meets these requirements. In
addition, there is a range of potentialities that can be explored, such as the integration of
renewable energies and the energy recovering from regenerative braking. However, this
system is still complex and needs to be investigated. This chapter discusses the existing
solutions to overcome the PQ phenomena.

2.1 Conventional Railway Power Systems

Considering that electric locomotives are single-phase loads, the installation of a single-
phase power transformer in a substation would locally intensify the imbalance of the
system [11]. For that reason, other power supply schemes are required to reduce the
PQ deterioration. One of the most basic, inexpensive and old method is to alternate
phase connections of the power transformers with the three-phase power grid, being
commonly referred in the literature as a phase-shift method. This method allows to
reduce the NSCs and, consequently, the system imbalance [7]. For a better performance,
two power transformers, in different phases, are usually installed in a given substation,
and the connections in the adjacent substations are alternated.

The catenary may be supplied by electrical power grid with different amplitudes and
phases, it is necessary to create NS, in order to avoid short circuits between phases of the
power grid. The NS can extend from several meters up to some kilometers [6, 10, 11].
This requirement prevents the power flow of the adjacent substations, as well as causing
an interrupted operation when passing through the NS, causing a power perturbation
[6, 12].Despite being a simple solution, it presents high robustness due to the overloading
capability and the long-life cycle of the power transformers. However, the currents
imbalance is reduced but still remaining.

Considering the rapid growth of railway networks, it is necessary to implement solu-
tions capable of meeting the new requirements. Thus, other configurations using three-
phase power transformers are employed, namely the V/V, Scott, Le Blanc, Impedance
Matching and Woodbridge power transformers [13]. An example of the integration of
these first two solutions into the railway power system is shown in Fig. 3.

V/V power transformer is the most used in railway applications due to its simple
construction and the high overloading capability. The transformation ratio is given by
N1:N2, which represents the relation between the three-phase power grid voltages and
the catenary voltage [13, 14]. These power transformers are dimensioned to provide all
the power required by the single-phase traction loads (e.g., V/V transformer nominal
power is comprised between 40MVA and 60MVA [1, 7]. On the other side, Scott power
transformer is one of the emerging solutions for powering rail systems. Its versatility
in balancing operating conditions on the three-phase power grid side contrasts with the
complexity at construction level.

However, a dynamic compensation of these PQ phenomena is required, and the
integration of APC is important in order to dynamically compensate the PQ phenomena.
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From this perspective, APC in conjunction with three-phase transformers present an
interesting solution to overcome the power quality phenomena.

2.2 Power Conditioners for Railway Power Systems

With the evolution of technology in power electronics and the introduction of semi-
conductors, it was possible to present and implement more flexible solutions in the
compensation of PQ phenomena. In this context, APCs present themselves as a very
attractive solution to the requirements of the existing electrical system. Some exam-
ples of APC are the Static VAr Compensator (SVC), Static Synchronous Compensator
(STATCOM), Static Frequency Converter (SFC) and Rail Power Conditioner (RPC).
The functionality of the above-mentioned systems is presented with more detail in [6, 7,
10, 15]. STATCOM control algorithm is presented in [16] for the compensation of PQ
phenomena. On the other hand, selective control algorithms to be implemented in RPC
are presented in [5].

STATCOM will be the main contribution of this study, being shown in Fig. 3 an
electric schematic of connection of the STATCOM with the railway power system. In
addition, two topologies of power transformers (V/V and Scott) are considered in this
study.

The STATCOM, shown in Fig. 3, takes an advantage of the technological evolution
of the semiconductors, switching at higher frequencies when compared to the SVC,
presenting in this way an attractive solution able to mitigate PQ phenomena related
to harmonics, NSC and reactive power [7]. As can be seen, this solution is composed
by a DC-bus followed by a voltage source DC-AC power converter. The STATCOM
is connected between the three-phase power grid and the railway power system. In
addition, the STATCOM is responsible for providing the harmonic contents required by
the load, with the power grid being responsible for providing only the active power at
the fundamental frequency component (50 Hz). However, because of the low voltage
supported by the semiconductors, a power transformer is required to interface between
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the STATCOM and the three-phase power grid, inflating the installation cost [6, 10, 15].
One solution would be the STATCOM based modular and multilevel converters in order
to provide the necessary voltage.

3 Simulation Results

For simulation purposes a DC-AC converter with the control theory presented in [16]
was implemented. The simulation results are shown in the Fig. 4 for a railway power
system powered by a V/V power transformer, and the Fig. 5 shows the simulation results
of the system powered by a Scott power transformer. Figure 6 shows an analysis of the
THD when a balanced load condition is introduced, with only one locomotive in each
catenary.

For the following explanation, it is necessary to refer that were considered different
load scenarios, as presented in Figs. 4(a) and 5(a). At the time instant of 0.02 s an electric
locomotive is added in the catenary x, and after the time instant of 0.04 s the locomotive
is moved to the catenary y. At the time instant of 0.1 s another locomotive is added to
the catenary x, thus leaving a locomotive in each catenary. Finally, at the time instant
of 0.16 s there are two locomotives in the catenary y and only one in the catenary x,
reflecting an unbalance load scenario. These load ratings over the time are reflected in
current consumption ix and iy, in catenary x and catenary y, respectively. In this context:

• Figures 4(b) and 5(b) represents the three-phase power grid voltages, vS_A, vS_B and
vS_C ;

• Figures 4(c) and 5(c) represents the three-phase power grid currents iS_A, iS_B, iS_C ;
• Figures 4(d) and 5(d) represents the currents of the power transformer primary
windings iRail_A, iRail_B, iRail_C ;

• Figures 4(e) and 5(e) represents the compensation currents, iComp_A, iComp_B, iComp_C ,
synthesized by STATCOM;

• Figures 4(f) and 5(f) represents the voltage in the catenaries x and y, vx and vy, at the
secondary windings of the power transformer;

• Figures 4(g) and 5(g) represent the currents of catenaries x and y, ix and iy.

In order to evaluate the overall STATCOM performance with a V/V or a Scott power
transformer, the THD ratio was calculated at the moment when catenary load sections
x and y were equally loaded. To highline that these values, presented in Table 2, were
obtained without any dynamic compensation by the STATCOM.

Table 2. THD ratio in the voltages and currents at the three-phase power grid and the railway
power system, without using the STATCOM.

vS_A vS_B vS_C iS_A iS_B iS_C vx vy ix iy

V/V 4.10% 3.76% 3.68% 10.6% 10.6% 6.64% 3.75% 3.58% 10.6% 10.6%

Scott 4.07% 3.76% 3.67% 12.7% 10.5% 11.7% 3.83% 3.58% 12.7% 10.6%
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It is possible to verify the existence of harmonic contents in the voltages and currents,
where the current waveforms contain a higher ratio of THD as presented in Table 2. In
addition, almost similar THD ratios were obtained when using the V/V or the Scott
power transformer. However, the main difference was in the THD of phase C current
iS_C . In general, V/V and Scott power transformers do not totally overcome the PQ
phenomena and they cannot follow the dynamic behavior of the non-linear load. With
this in mind, a dynamic compensator based on power electronics (e.g., STATCOM) is
required.

3.1 Simulation Results of the Railway System Powered by V/V Power
Transformer

In relation to the railway power system powered by V/V power transformer, represented
in Fig. 4(b) and (f), it is possible to verify that vS_A, v_B, vS_C , vx and vy, present harmonic
contents caused by non-linear loads connected to the three-phase power grid.

At the time instant of t = 0 s, the railway system is operating without load, being
possible to see that vx lags vs_A by 30º. On the other hand, vy is 60º behind in relation to
vx , that is, it lags the vS_A by 90º. In addition, it is possible to verify that iS_A, iS_B and
iS_C are initially unbalanced and with high THD ratio. When the STATCOM is disabled,
the currents iRail_A, iRail_B and iRail_C , are equal to the currents iS_A, iS_B and iS_C .
Considering this fact, when a locomotive is added in the catenary x, at the time instant
of t = 0.02 s, can be verified the existence of ix with THD ratio. This phenomenon
is reflected in the waveforms of iRail_A and iRail_C. After the time instant of 0.04 s,
the electric locomotive passes to the catenary y side, replicating the simulation results
obtained in the previous instant, being at this time the phase B and C of the three-phase
power grid responsible for the power supply. Consequently, the current iRail_B and iRail_C
present high THD ratio. Additionally, in these two scenarios, it can be seen there is a
three-phase high currents imbalance, when only one side of the catenary is loaded.

At the time instant of t = 0.10 s, there are two locomotives in the railway power
system, one in the catenary x and the other in the catenary y, consuming a current ix
and iy, respectively. These two currents are in phase with the respective voltages of the
catenary side vx and vy. Once again, iRail_A, iRail_B and iRail_C reflect the non-sinusoidal
waveform of the catenary side currents, being the current iRail_A in phase with ix and
iRail_B in phase with iy. In addition, summing iRail_A with iRail_B results in iRail_C .

At the time instant of t= 0.16 s, a railway systempowered byV/Vpower transformer,
another unbalance scenario was considered in the simulation, in which, catenary x has
one locomotive and catenary y has two locomotives. At this moment, it can be verified
that the waveforms of ix and iy, as well as the currents iRail_A, iRail_B and iRail_C , are
distorted. Considering the locomotives are equal and the catenary y has double the load
value of catenary x, it can be seen that iy has twice the amplitude of ix. Consequently,
iRail_B will also have twice the amplitude of iRail_A. Once again, by adding these two
currents, results in iRail_C , having a 2.6 times greater amplitude than iRail_A.

At the moment that STATCOM is activated, at the time instant of t = 0.04 s, it is
able to inject the harmonic contents and reactive power, required by the railway system,
making iS_A, i_B and iS_C sinusoidal and balanced. In fact, the railway system continues
to consume a highly distorted current, iRail_A, iRail_B and iRail_C , as can be seen in
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Fig. 4(d). To highlight that, the STATCOM was able to dynamically overcome the PQ
deterioration, independently of the load variations. At this moment, it is important to
highlight that the compensation currents synthetized by the STATCOM have an average
peak value of 20 A, reaching a twice of this when two locomotives are connected to the
catenary y. By performing a detailed analysis of the obtained results and within the aim
of calculating the harmonic distortion, it was possible to verify that the implemented
system can reduce the THD of the currents iS_A, i_B and iS_C , from the values presented
in Table 2, for 2.99%, 2.75% and 2.89% respectively. This represent an average reduction
of 67% in terms of the THD.

3.2 Simulation Results of the Railway System Powered by Scott Power
Transformer

Similarly, to the V/V power transformer, computational simulations were used to study
the operation principle of the Scott power transformer with more detail.

At the time instant of t = 0 s, the railway system is operating without load, being
possible to see that vx is in phase with vs_A. On the other hand, vy is 90º behind in relation
to vx , that is, it lags the vS_A by 90º. In addition, it is possible to verify that iS_A, iS_B
and iS_C are initially unbalanced and with high THD ratio.

When the STATCOM is disabled, the currents iRail_A, iRail_B and iRail_C , are equal
to the currents iS_A, iS_B and iS_C . Considering this fact, when a locomotive is added
in the catenary x, at the time instant of t = 0.02 s, can be verified the existence of ix
with THD ratio. However, it should be noted that on the power grid side, and unlike the
V/V power transformer, all phases contribute to supply of the railway system. Although
all the phases contribute to the feeding of the system, iRail_A is double than iRail_B and
iRail_C .

After the time instant of 0.04 s, the electric locomotive passes to the catenary y side,
creating a different phenomenon from the one existed in the previous instant. When
only locomotives are found in the catenary y, the unbalance ratio is higher, existing only
iRail_B and iRail_C .

At the time instant of t = 0.10 s, there are two locomotives in the railway power
system, one in the catenary x and the other in the catenary y, consuming a current ix
and iy, respectively. These two currents are in phase with the respective voltages of the
catenary side vx and vy. Once again, iRail_A, iRail_B and iRail_C reflect the non-sinusoidal
waveform of the catenary side currents, being ix in phase with iRail_A and iy 90° lags the
current ix. However, it should be noted that, in this case, the currents on the power grid
side have similar amplitudes, making the system more balanced.

At the time instant of t=0.16 s, a railway systempoweredbyScott power transformer,
another unbalance scenario was considered in the simulation, in which, catenary x has
one locomotive and catenary y has two locomotives. At this moment, it can be verified
that the waveforms of ix and iy, as well as the currents iRail_A, iRail_B and iRail_C , are
distorted. Considering the locomotives are equal and the catenary y has double the load
value of catenary x, it can be seen that iy has twice the amplitude of ix. On other hand,
iRail_A maintains its previous amplitude and iRail_B and iRail_C increase 1.8 times.

At the moment that STATCOM is activated, at the time instant of t = 0.04 s, it
is able to inject the harmonic contents and reactive power, required by the railway
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Fig. 5. Simulations results of the STATCOM compensating the power quality problems existing
in the railway system powered by a Scott power transformer: (a) Case scenarios with different
number of locomotives in the catenaries; (b) Three-phase power grid voltages vS_A, vS_B and
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iComp_C ; (f) Voltage in the catenaries, vx and vy; (g) Currents of catenaries, ix and iy.
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system, making iS_A, i_B and iS_C sinusoidal and balanced. In fact, the railway system
continues to consume a highly distorted current, iRail_A, iRail_B and iRail_C , as can be
seen in Fig. 5(d). To highlight that, the STATCOM was able to dynamically overcome
the PQ deterioration, independently of the load variations. At this moment, the biggest
differences between this system and the system powered by the V/V is when the railway
system has a locomotive in each catenary. As an example, at the time instant between
t= 0.1 s and t= 0.16 s, where STATCOMonly has to synthesize a compensation current
with 10Aof peak, which represents 1/2 of the valuewhen the same systemwas to operate
with the V/V power transformer. In general, it can be seen that the STATCOM needs to
synthesize a much smaller compensation current when the railway system is powered
by a Scott power transformer. Continuing with the analysis of the obtained result, it was
verified that this system was able to reduce the THD% of the power grid currents, iS_A,
i_B and iS_C , from the values exposed in Table 2, to 2.99%, 2.75%, 2.89% respectively.
This represent an average reduction of 75% in terms of the THD.

3.3 Evaluation Performance of the V/V and Scott Power Transformers

In order to evaluate the performance of the STATCOMwith different power transformers,
the harmonic contents in the three-phase power grid were analyzed. For that purpose,
it was only considered the scenario when both of the catenary load. That is, section x
and y were equally loaded with one locomotive for each section, as represented in the
instant between t = 0.10 s and t = 0.16 s.

Initially and by considering a railway system powered by a V/V power transformer
and without STATCOM, the harmonic spectrum of the iS_A, iS_B and iS_C is shown in
Fig. 6(a). At that case, the harmonic contents in iS_A are similar to the ones of iS_B, being
iS_C with a higher amplitude. On the contrary, iS_C has a lower value in the 3rd, 9th and
15th harmonic contents.When a dynamic compensation is performed by the STATCOM,
it is possible to see in Fig. 6(b) that the APF was able to reduce the harmonic contents in
iS_A, iS_B and iS_C . On the other hand, the harmonic contents in ix and iy before (Fig. 6(c))
and after (Fig. 6(d)) compensation, does not show a difference.

Considering now the railway power system is powered by a Scott power transformer,
it is possible to see the harmonic spectrum of the iS_A, iS_B and iS_C presented in Fig. 6(g).
In this case, it can be verified that the harmonic contents of fundamental component is
more uniform. When the STATCOM is activated, it is possible to reduce the remaining
harmonic contents values, as can be seen in Fig. 6(h). In a similar way to previous system,
the harmonic content in ix and iy before (Fig. 6(i)) and after (Fig. 6 (j)) compensation
does not undergo any alteration in the railway system powered by a Scott.

In terms of voltage harmonics in the catenary, vx and vy, both topologies have a
similar performance, as can be seen in Fig. 6(e) for the V/V power transformer and
in Fig. 6(k) for the Scott power transformer. The major difference is regarding the
suppression of the 5th order harmonic at the catenary section x when using the Scott
power transformer. However, a dynamic compensation of these PQ phenomena is still
required. In this context, STATCOM provides a dynamic compensation that allows to
reduce the harmonic distortions in the catenary voltages, as can be seen in Fig. 6(f) for the
railway power system powered by V/V power transformer and in Fig. 6(l) for the railway
power system powered by Scott power transformer. However, and since the STATCOM
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Fig. 6. Harmonic spectrum of the voltages and the currents in the three-phase power grid and in
the catenary, before and after STATCOM compensation.

is upstream of the V/V and Scott power transformers, many of the harmonics created by
the railway system are induced in the transformers. This causes them to overheat and
increase energy losses.
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4 Conclusions

This paper showed the importance of a Static Synchronous Compensator (STATCOM) in
the electrified railway systems when using V/V or Scott power transformer. Simulation
results of STATCOM for a dynamic compensation are presented. For this study it was
considered different number of locomotives along the overhead catenary lines.

Results show that Scott power transformer is able to eliminate the 5th harmonic
order only in the catenary x, as well as presenting a system more balanced. In fact, the
compensation currents of the STATCOM for a railway system powered by a Scott power
transformer are much lower than in a system powered by the V/V power transformer.
Then, the STATCOMpower ratings is lower when using the Scott power transformer. On
the other hand, results show that V/V power transformer has less capability to overcome
unbalance and harmonic distortions in the three-phase power grid. However, it has a
simple structure and lower costs than the Scott power transformer.

The results show that the STATCOM is capable not only to balance the currents in
the three-phase power grid, but also to reduce the harmonic contents by 67% and by
75% for a railway system powered by a V/V and Scott power transformer, respectively.
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Abstract. The huge power requirements of future railway transportation systems
require the usage of energy efficient strategies towards a more intelligent rail-
way system. With the usage of on-board energy storage systems, it is possible to
increase the energy efficiency of railways. In this paper, a top-level charging con-
troller for the on-board energy storage system is proposed based on a fuzzy logic
controller. As an optimization procedure to increase the energy efficiency of such
charging controller, a genetic algorithm meta-heuristic is used to automatically
tune the fuzzy rules weight. To validate the proposed controller, two sets of rules
were defined, one considering only known rules and the other also considering
all possible combinations of rules. As global results, the reduction of regenerated
energy reached 30%, and the net energy consumption reduction is near 10%.

Keywords: Railway power systems · On-board energy storage systems · Fuzzy
Logic Controllers · Genetic algorithms Meta-heuristics · Energy efficiency

1 Introduction

1.1 Railway Power Systems

The railway system has huge power requirements, which leads the railway operators to
focus their efforts to increase the energy efficiency and reduce the energy consumption
bill.Modern trains have the possibility to enhance the energy consumptionwith the usage
of power electronic devices,which allows bi-directional power flowand, as ultimate goal,
the regeneration of energy due to the braking [1].

From the data from [2], a typical train power consumption has the profile presented
in Fig. 1a. In Fig. 1b, it is possible to see a huge dispersion of the power consump-
tion/regeneration, which is caused mostly due to the needs to guarantee a given journey
timetable, and in this case, stop in every passenger station. In certain countries, the regen-
erated energy cannot be “returned” to the Transmission/Distribution System Operator
TSO/DSO. Therefore, in these cases, most of the regenerated energy must be burn in
the train rheostatic system and the billed energy will not be the blue graph of Fig. 1c,
being the red graph. According to [3], in the worst case where the headway between
trains is big, almost all of the regenerated energy will not be absorbed by another train,
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and it will result in around 60% of energy losses. Therefore, there is a need to minimize
the regenerated energy without affecting the train dynamic characteristics. One way to
achieve this is with the use of railway Energy Storage Systems (ESS).

Fig. 1. Details on a train journey power flow: (a) Power consumption/regeneration for a sub-urban
train journey; (b) Histogram of train power flow; (c) Train energy consumption.

1.2 Railway Energy Storage Systems

Ideally, the most effective way to increase the global efficiency of traction systems
is to use the regenerative braking energy to feed another train in traction mode (and
absorbing the totality of the braking energy) [4]. However, this solution requires an
excellent synchronism and a small distance between “in traction mode” and “in braking
mode” trains. Therefore, in the occurrence of small delays, the regenerative energy
cannot be used by another train and can be burned in the train rheostatic system or, if
possible, can be returned to the DSO [5].

The usage of regenerative braking energy to charge Energy Storage Systems (ESSs)
is one effective way to increase the global efficiency of traction systems [1, 5]. However,
due to the high cost of ESSs, alternatives such as reversible Traction Power Substation
(TPS) result in a better cost-effective solution [6].

Nevertheless, on-board ESS are the only solution for a catenary-free system [7]. In
addition, to the better knowledge of the authors, wayside ESS study only considers the
acquisition cost of an infrastructure having the totality of ESS, without considering the
possibility of not including batteries (or other storage technology).

In the future, it is possible and needed to have Electric Vehicles (EVs) charging
stations located at passenger stations. Therefore, in theory, it is possible to connect the
charging stations to the catenary and increase the degree of freedom in the EVs charging
strategy. This way, having this possibility, the wayside ESS can now be a cost-effective
solution, having multiple charging objectives.

In this paper, anESSmultiple-objective charging strategy is proposed based onFuzzy
Logic Controllers (FLC). This charging controller considers on-board ESS, as a case
study, but it can be extended to wayside ESS.
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1.3 Optimal Charging Strategy of ESS

The management of ESS charging system is a research topic in smart grids. Usually,
the optimal charging strategy is based on scheduling of charging profiles, using the
knowledge of a predicted load profile [8].

However, due to the high-variation of the railway energy consumption resulting in a
difficult task for energy consumption prediction, the scheduling of the charging profile is
not an option. In this work, optimal charging strategies without scheduling are explored
to be implemented in a ESS system, where the charging controller decides in real-time
the energy flow.

Amulti-objective systemusing a FLC for energymanagement, as proposed in [9] and
extended in [10] and in [11], is a real-time charging strategy, with the rule weights and
membership function parameters being the search space of the optimization algorithm.

Since the performance of a fuzzy system is more dependent on rule weights rather
than membership function parameters [12], in this work the MF parameters are fixed
and were defined upon the authors knowledge of the system. The search space of the
Genetic Algorithm is, therefore, the adjustment of the rule weights.

Based on [10], there are two possible objectives for the charging strategy: (i) the
financial objective function, purely on the cost of buying/selling energy in different
times; and (ii) the battery stress, to represent the physical degradation of the battery.
In this work, the financial objective is related to the energy consumption/regenerated,
whereas the battery stress is purely on the di/dt of the ESS charging converter (later
called converter temperature).

1.4 Structure of the Paper

This paper is structured in five sections. The first section covers the need for ESS. The
second section presents the proposed charging optimization strategy, based on FLC.
Later in third section, is shown the meta-heuristic strategy to optimize the behavior of
FLC, by adjusting the fuzzy rule weights. The case study to illustrate this optimization
strategy is presented in Sect. 4, as well as a discussion. In Sect. 5, the conclusions of this
work are presented.

2 Proposed Fuzzy-Based Charging Optimization Strategy

In this section, the proposed fuzzy-based charging strategy is presented. Themain core of
the energy storage control system is aMamdani Fuzzy Logic Controller (FLC), proposed
in [13], having the structure illustrated in the Fig. 2a.

The FLC hasmultiple inputs (the train power flow value, the ESS SOC and a variable
representing the temperature of the ESS) and one output (the set point for the ESS power
flow). In Fig. 2b, c, d, e is illustrated the FLCMembership Functions (MF) for the input
and output variables.

The first input is the power consumption of the train and it can be categorized as
consumption (if the train is in the traction mode and the energy flows from the catenary
to the wheels) or categorized as regeneration (if the train is in braking mode and the
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Fig. 2. Implemented Fuzzy Logic Controller (FLC): (a) Structure of controller; (b) Membership
Function (MF) of train power consumption input variable; (c) MF of ESS state of charge input
variable; (d) MF of converter temperature input variable; (e) MF of charging percentage of the
ESS output variable.

regenerated energy from the motors flows back to the catenary). The second input is the
on-board ESS State of Charging (SoC) and corresponds to 100% if the system is fully
charged or 0% if the system is fully discharged (considering those values the absolute
maximum/minimum voltage values, and considering that reaching SoC values above
80% and below 20% should be avoided by the controller). To promote a reasonable
usage of the ESS, a third variable is proposed. This variable mimics the semiconductors
heating and the battery state of health, and it is a quadratic function of the charging
power.
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On the FLC output, a variable is proposed to define the ESS charging profile, in an
absolute per-unit (p.u.) value. In this work, a hypothetical ESS hardware was arbitrarily
chosen. Specifically, the power capabilities of the ESS was set to have 350 kW of
charging/discharging maximum power (25% of the train power consumption) and 35
kWh of stored energy (6 min to fully charge the ESS when the charging profile is
constant and 1 p.u.).

In this work, the FLC is tested with a test bed in which a near 70-min train journey is
considered. The train power consumption presented in Fig. 1a is the independent input
of the test bed. The SoC and the converter temperature depends on the previous result
of the FLC output variable. Iteratively for each time instant, the stored energy and the
ESS temperature variables are calculated from previous values, as follows:

The KESS constant defines the storage capacity and the charger design limitations.
The Ktemp and the Kdissip represents the temperature increase of the ESS, as quadratic
function of the power, and a dissipation factor to promote the temperature reduction.
In this work, no effort was made to use a specific ESS system and these values were
arbitrary chosen.

To ensure the physical limits, the input variables are limited by its admissible max-
imum and minimum values and, in the case of the occurrence of over-temperature,
over-charge or over-discharge events, the charging profile value is changed to avoid
those events.

In this work, two possible sets of rules were defined:

(a) 17 rules were defined, considering the expected behavior of the system, as shown
in the Table 1.

(b) 17+ 240 rules, where the first 17 rules were defined based on the expected behavior
of the system and the remaining rules corresponds to all possible combinations of
rules.

Regarding the fuzzy rule weights, in Sect. 3 of this work is presented an iterative
approach to adapt the weights, towards the fulfillment of optimization objectives. As
initial values, in the sets of rules presented in (a), all the weights were chosen to be
0.5. In the second set of rules, the “known rules” have an initial value of 0.9 and the
remaining 240 rules starts with a weight of 0.1.
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Table 1. List of fuzzy rules with the initial weights.

Rule Weight

1 If (powerInput is regen) then (chargProfile is highCharg) 0.5

2 If (powerInput is highConsumpt) then (chargProfile is highDischarg) 0.5

3 If (storage is high) then (chargProfile is highDischarg) 0.5

4 If (storage is dischar) then (chargProfile is highCharg) 0.5

5 If (powerInput is null) and (storage is high) then (chargProfile is lowDischarg) 0.5

6 If (powerInput is null) and (storage is med) then (chargProfile is null) 0.5

7 If (powerInput is null) and (storage is low) then (chargProfile is lowCharg) 0.5

8 If (powerInput is lowConsumpt) and (storage is high) then (chargProfile is null) 0.5

9 If (powerInput is lowConsumpt) and (storage is med) then (chargProfile is null) 0.5

10 If (powerInput is lowConsumpt) and (storage is low) then (chargProfile is
lowCharg)

0.5

11 If (convTemp is hot) then (chargProfile is null) 0.5

12 If (powerInput is regen) and (convTemp is cold) then (chargProfile is highCharg) 0.5

13 If (powerInput is highConsumpt) and (convTemp is cold) then (chargProfile is
highDischarg)

0.5

14 If (storage is high) and (convTemp is cold) then (chargProfile is highDischarg) 0.5

15 If (storage is dischar) and (convTemp is cold) then (chargProfile is lowCharg) 0.5

16 If (convTemp is med) then (chargProfile is lowDischarg) 0.5

17 If (convTemp is med) then (chargProfile is lowCharg) 0.5

3 Meta-heuristic Rule Weight Adjustment

As a way to define the fuzzy rules, the human knowledge is a good starting point to
obtain a charging strategy for the FLC. In this section is proposed a genetic algorithm
(GA) as a meta-heuristic to define the weights of the fuzzy rules, having an objective
function as the optimization criteria.

Therefore, each individual of the GA population will have an array of 17 weights
(genes) and a value for its objective function that will be obtained in the FLC for a given
test bed. The crossover process considers the best individuals and, a new individual is
generated having part of the genetic material from the parent individuals. The muta-
tion considers the random increase/decrease of certain genes. If a gene from previous
generation has changed, in the mutation, it has higher probability to increase/decrease
accordingly. The algorithm for the implemented GA is presented as follows:

START
Generate the initial population
RUN test bed for all individuals
REPEAT
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Selection
Crossover
Mutation
RUN test bed for all individuals

UNTIL population has converged OR max generations
STOP

The initial population is generated from five individuals having the weights defined
from the human knowledge in the previous section. In addition, 30 new individuals were
generated as mutations from those individuals. Then the FLC is tested for all the new
rule weights, and the objective function is calculated from the results of the FLC test
bed.

In this work, the objective function values were calculated based on four metrics:

(a) The RMS value of the graph of converter temperature;
(b) The RMS value of the resultant charging profile;
(c) The final value of the ESS SoC;
(d) The final value of the regenerated energy.

It is considered, as optimization criteria objective, to avoid peak values in the first
two metrics (avoiding high di/dt on the ESS). In the remaining metrics, the optimization
objective is to minimize the difference between final and initial values of SoC and to
minimize the difference between the regenerated energy without and with the ESS.

In the design of the global objective function metric, all four metrics are considered,
having arbitrarily defined weights to better fulfil the expected behavior of the system (in
terms of convergence speed, stability of the GA, intuition, etc.). Therefore, to obtain the
results presented in Sect. 4, the converter temperature and charging profile metrics, has
receive small weights, and the SoC variation and global energy reduction has received
a higher weight (with the global energy reduction tuned to rapidly reduce this metric).

4 Results

In this section, two sets of rules were considered to illustrate the evolution of the
optimization algorithm. Later, the two cases results are compared and a discussion is
presented.

4.1 Preliminary Knowledge of System Behavior

The following results present the testbed evaluated with the 17 known rules. For different
generations and the same independent power consumption input (Fig. 3a), in Fig. 3b is
illustrated the evolution of stored energy; in Fig. 3c is presented the evolution of the
charging profile and in Fig. 3d is visible the evolution of the converter temperature.

At each generation, 40 new individuals are generated from previous population,
where 25 of the individuals results of crossing the genetic material (the weight of FLC
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Fig. 3. Evolution of testbed variables, in order of time, for different meta-heuristic generations
of fuzzy rule weights: (a) Power consumption for one journey; (b) Stored energy; (c) Charging
profile; and (d) Converter temperature.

rules) from previous generation and the other 15 results of mutations on the popula-
tion. Between generations, only the five best individuals are eligible to pass to the next
generation. The evolution of the objective function is presented in Fig. 4.

Figure 4a shows the evolutionof individual objective functions.Eachof the individual
objective functions was adapted to result in a near-unitary value. By providing different
weights for each of the metrics, a global objective function is presented in Fig. 4b.
Specifically, Fig. 4 illustrates the weights of all individuals of the same generation,
plotted with “+” in the graphs, having the best individual of a generation highlighted
with a square (in Fig. 4b).

For each rule, the FLC rule weights evolution for 200 generations are presented in
the heat map graph of Fig. 5.

From the previous heat map result, certain rules will contribute more to the expected
optimality. As example, the heuristic algorithm will increase the weight of rules 1, 3, 6,
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Fig. 4. Evaluation of objective function: (a) Individual evaluation of each metric for all
generations; (b) Global objective function as dependent of the generation.

Fig. 5. Heat map of the best FLC rule weights for each generation.

8 and 14, and reduce the weight of remaining rules, in order to achieve lower value of
the objective function.

4.2 Extended Optimization of ESS Charging Controller

The following results present the testbed evaluated with the 17 known rules, having an
initial weight of 0.9, and the 240 possible combinations for fuzzy rules, with an initial
weight of 0.1. For different generations and the same independent power consumption
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Fig. 6. Evolution of testbed variables, in order of time, for different meta-heuristic generations
of fuzzy rule weights: (a) Power consumption for one journey; (b) Stored energy; (c) Charging
profile; and (d) Converter temperature.

input, present in Fig. 6a, in Fig. 6b is illustrated the evolution of stored energy; in Fig. 6c
is presented the evolution of the charging profile and in Fig. 6d is visible the evolution
of the converter temperature.

The metaheuristic algorithm used for this set of rules is the same from the “known-
only” rules. The evolution of the objective function for different generations is presented
in Fig. 7.

Figure 7a shows similar results from the ones present in Fig. 4, in terms of
convergence of the objective function values.

For each rule, the FLC rule weights evolution for 200 generations are presented in
the heat map graph of Fig. 8.

From the previous heat map result, the first 17 known rules has a higher prevalence
in the final result than the unknown combinations of rules. It is visible that, the unknown
rules do not increase inversely proportional to the decrease of the known rules which its
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Fig. 7. Evaluation of objective function: (a) Individual evaluation of each metric for all
generations; (b) Global objective function as dependent of the generation.

Fig. 8. Heat map of the best FLC rule weights for each generation.

weight is reduced by the GA. Specifically, with this results, it is visible that there is no
unknown rule that was “forgotten” in the rule specification stage of the FLC controller
design. It is more visible that the known rules are more eligible by the GA to be reduced
(or eliminated).
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4.3 Evaluation of Energy Optimization

In Fig. 9 is presented the comparison of the train journey energy consump-
tion/regeneration for the four possible cases in study:

Fig. 9. Comparison of train energy consumption/regeneration graphs.

• A train without on-board ESS, in Fig. 9a;
• A train with ESS, with a FLC charging controller but without fuzzy weights
optimization (only with the known rules having the same weights), in Fig. 9b;

• A train with on-board ESS, with the charging controller based on FLC, using the GA
optimization criteria over the known rules, in Fig. 9c;

• A train with on-board ESS, with the charging controller based on FLC, using the GA
optimization over either the known rules and all possible combinations of unknown
rules, in Fig. 9d.

In Table 2 is summarized the comparison of the train energy for the four cases in
study: the inclusion or not of the on-board ESS, the inclusion or not of the optimization
procedure, and the consideration or not of the unknown rules.

Table 2. Energy optimization results.

Train energy

Consumption Regeneration

kWh % kWh %

Without ESS 273.5 100 93.9 100

With ESS, with known rules, without GA optimization 254.4 93.0 73.0 77.7

With ESS, with GA, only known rules 247.4 90.5 67.0 71.3

With ESS, with GA, with all possible rules 246.1 90.0 66.6 70.9

From the results of the Table 2, a maximum near 30% of reduction on the regenerated
energy is achieved, as well as a reduction of 10% of energy consumption. Later, if the
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on-board charging strategy uses a GA meta-heuristic to increase the energy efficiency,
in the case study considered, the reduction of regenerated energy is around 5% and the
reduction of the train energy consumption is more than 2%.

4.4 Discussion

The previously presented reduction is of advanced interest since the energy consump-
tion/regeneration reduction is achieved only with the adaptation of the charging strategy
and without the adaptation of the ESS hardware. In addition, the FLC is an algorithm
with low execution time and, therefore, it can be implemented in to a real-time charging
controller for on-board ESS.

The fuzzy rules weights can be adjusted with offline calculation, using the meta-
heuristic genetic algorithm presented in this work, or alternative adjustment strategy.
By using the knowledge extracted from the operation of other trains and/or from the
state of the railway power system, it is possible to better control multiple on-board ESS
accordingly.

Therefore, this approach of having a multi-criteria charging strategy is of advanced
interest since it has a big level of flexibility in the development of this kind of systems.
As example, it is possible that all trains are equipped with ESS, with the FLC structure
as the main control strategy and this structure being the same for all the railway ESS.
Later, the rule weight adjustment confers each of the trains different behavior towards a
better usage of the railway energy, which is essential to have smart railways.

Future research directions of this work will be in the extension of the presented
charging strategy to amulti-train simulator system, where each of the trains are supposed
to have an on-board ESS. Each of the ESS charging controller complies a FLC with the
rule weights being defined by the GA, towards further optimization.

5 Conclusions

The initial approach of a storage charging controller, focused in multiple optimization
criteria, and applied to railway transportation systems, is presented here. This opti-
mization strategy combines the knowledge of the expected behavior of the system, by
manually defining the rules of a fuzzy logic controller, and later, a meta-heuristic is used
to adjust the weight of the fuzzy rules.

The focus of this work is to validate that a feasible charging solution having multiple
input variables can be easily implemented with a FLC. This charging solution can result
in high reduction of the regenerated energy (near 23%). Later, as an optimization strategy,
a meta-heuristic can achieve 5% to 7% of regenerated energy reduction.
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Abstract. This paper presents the implementation and subsequent experimental
verification of an electronic variable speed drive (VSD) for driving an induction
motor, which is composed by a three-phase ac-dc converter on the grid-side and
by a three-phase dc-ac converter on the motor-side. With the proposed solution,
besides driving the motor, it is possible to mitigate power quality problems on
the grid-side (e.g., current harmonics and power factor) associated with the use of
diode-bridge ac-dc converters in the conventional VSDs. Besides, with the pro-
posed solution, a bidirectional operation is possible, allowing to deliver to the
power grid the energy generated in motor braking processes. As demonstrated
along the paper, with the proposed VSD, it is possible to control the motor speed
(including the rotation direction), and the operation with sinusoidal currents and
unitary power factor on the grid-side. A laboratory prototype was developed, per-
mitting to perform an experimental validation and prove the main functionalities
of the VSD.

Keywords: Variable speed drive · Active rectifier · Induction motor ·
Regenerative braking · Power quality

1 Introduction

Nowadays, the three-phase inductionmotor with squirrel cage rotor representsmore than
90% of the electric motors used in industry, contributing to more than 60% of industrial
electricity consumption. This situation occurs, not only because the induction motors
present low acquisition and maintenance costs and great robustness, but mainly due to
constant technological evolution and the development of control techniques that have
brought a wider variety of applications [1–3].

Conventionally, variable speed drives (VSDs) for induction motors employ a diode
bridge rectifier in order to provide power to the dc-link from the power grid.Although this
type of rectifiers is an economical solution, they contribute to the degradation of power
quality, since they consume currents with high harmonic content that, in turn, cause
distortions in the voltage waveform and low power factor amount of the VSD. Besides,
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they do not allow reversing the energy flow, thus rendering the regenerative braking
process to the power grid impracticable. For power quality improvement, passive or
active filters are frequently installed, meaning additional investment costs [4]. A more
recent solution consists in used active rectifiers [4]. Thus, the passive ac-dc converters
have been replaced by active ac-dc converters, which present the following advantages as
attractive [5, 6]: regulated voltage supplywith low ripple to the dc-link; sinusoidal current
consumption; maximization of the power factor; and bidirectional power flow, which
allows an effective use of the electrical energy generated in braking or decelerating
situations of the motor, returning it to the power grid instead of being dissipated in
a resistor (braking resistor), or stored in storage elements such as ultracapacitors or
batteries [7].

Significant technological advances have emerged in the field of VSDs over the last
few years [1]. This growth has been felt in the market of electric motors, especially as
regards the sale of induction motors, which has increased, and it is thought that it will
continue to increase, not only because of the qualities they have in relation to the dc
motors very used in the past, but mainly because of the evolution of VSDs, which has
allowed the use of these motors in variable speed applications [1].

The paper is structured as follows: Sect. 2 presents the electrical model of the pro-
posed system under analysis; Sect. 3 presents the implemented control algorithm for
each of the power converters; Sect. 4 presents the developed prototype and the obtained
experimental results of the VSD and Sect. 5 finalizes the paper with the conclusions.

2 Proposed System

This section presents the electrical model of the proposed system under analysis in this
paper. As previously mentioned, a typical topology of a VSD for three-phase induction
motors, usually, has a diode bridge rectifier for interfacing with the power grid, also
known in the literature as a Graetz bridge [8]. As a disadvantage, this type of converter
does not control the input (nor the output) current nor the dc-link voltage (vdc), which
is limited to the peak value of the power grid phase voltages. In this way, the proposed
system suggests the exchange of the passive semiconductors by active semiconductors,
resulting in the electric model of Fig. 1. In this figure, two voltage source convert-
ers (active rectifier and inverter) can be seen, both with three legs with two insulate
gate bipolar transistors (IGBTs) in each leg. The fact that this topology has only three
wires allows to simplify the solution and reduce the costs related with the addition of a
fourth IGBT leg for the neutral connection or, if it is connected to the midpoint of the
dc-link capacitors, reduce the complexity associated with the voltage regulation in each
capacitor terminals.

The converters are connected through a dc-link consisting of a capacitive filter
(Cdc), whose function is to minimize the ripple of the vdc voltage. At the input of the
active rectifier, coupling inductors (La, Lb, Lc) are used to smooth the absorbed currents
(ia, ib, ic). The stator windings of the induction motor were used to smooth the currents
at the output of the inverter (iam, ibm, icm).
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Fig. 1. Proposed system for the VSD.

3 Control Algorithm

This section presents the control algorithm implemented for the proposed solution. For
a better understanding, it is divided into two parts: control for the active rectifier and
control for the traction system, which involves the inverter and motor.

3.1 Active Rectifier

The block diagram of the strategy used to control the active rectifier can be seen in
Fig. 2. In this control strategy, the dc-link voltage (vdc) is measured and compared to the
reference value (vdc_ref ), from where results the error signal vdc_er , which is submitted
to a proportional-integral controller (PI). Posteriorly, the output of this controller is
multiplied by each of the sinusoidal references (plla, pllb, pllc) with unitary amplitude
and frequency and phase equal to the fundamental component of the respective power
grid voltage. These references are obtained from the ωt angle resulting from the phase
locked-loop (PLL) based on the p-q theory [9–13], corresponding to three sinusoidal
signals with phase synchronized with the phase of power grid voltage and amplitude
ipk_ref dependent of the error and the gains of the PI controller. The currents ia_ref , ib_ref
and ic_ref are the reference currents for each input currents (ia, ib, ic). The reference
voltages are calculated using a predictive control technique [14–17],which is represented
by (1), where ref x refers to the reference voltage that the converter must produce in
phase x, which is calculated based on the simple power grid voltage (vx), the coupling
inductance value per phase (Lx), the sampling time (Ts), the phase current measured at
the input of the rectifier (ix), its reference current (ix_ref ) and the current measured at
the previous instant (ix_ref_pr). It should be noted that the voltage drop in the inductor
resistive component was not used, since its value can be neglected when compared to
the voltage drop in the inductive component.

re fx = vx − Lx

Ts

[
2ix_re f − ix_re f _pr − ix

]
(1)

From the reference signals, in order to generate the appropriate duty-cycle of the
pulses to be applied to the gates of the IGBTs, the sinusoidal pulse-width modulation
(SPWM) method was used.
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Fig. 2. Control diagram for the rectifier stage of the VSD.

3.2 Motor Control

For the motor control, the closed loop Volts per Hertz control was chosen [18–21].
Compared to vector control techniques, it is simpler, more economical and easier to
implement [18–21], and is recommended for non-critical applications where good speed
and/or torque performances are not relevant [3].

Figure 3 shows the designed block diagramof the control loop implementation for the
traction system. As it can be seen, the rotor speed, ωr , is compared with the reference
speed ωr_ref from where, by application of a PI controller, a signal (ωd) is obtained,
which has to be added to the rotor speed in order to obtain the desired synchronous
speed (ωs_ref ). Once calculated ωs_ref , and, based on this, calculated f s_ref through a
pre-established V/f ramp, the respective voltage amplitude (vs_ref ) that must be applied
to each of the stator windings is obtained by (2). A low-frequency compensation part,
an offset voltage V0, should be included in the voltage/frequency relation.

Vs_re f = Vs
fnom

fs_re f + V0 (2)

On the other hand, the integration of ωs_ref results in the signal θ ref that defines
the frequency of the reference voltages, obtain by (3), that must be synthesized and
subsequently applied to a modulation technique. As in the control of the active rectifier,
the modulation technique used in the inverter control was SPWM.

vre f _x = Vs_re f sin
(
θre f − kx

)
(3)



A Three-Phase Bidirectional Variable Speed Drive 51

SPWM Inverter

Sx

Sx

vref_x

Vs_ref

Vn

Vs

fn fs
V0

Vs_ref Calculation 

∫ 
θref

vref_x = Vs_ref .sin(θref  - kx)

Stator Voltage 
Calculation

vdc

fs_ref

2π
1

Position Sensor

PI ∑
ωr_ref

ωr

∑
ωs_ref ωs

Speed 
Calculation

ωs_ref Calculation 
Motor

+

Fig. 3. Control diagram for the inverter stage of the VSD.

4 Experimental Setup and Results

This section presents the obtained experimental results of the developed VSD prototype,
which is shown in Fig. 4. At the top of the prototype, the two power converters can be
seen, implementedwith six SKM400GB12Vhalf-bridge IGBTmodules fromSemikron.

Power 
Converters

Coupling 
Inductors

Sensors and 
dc-link 

ProtecƟon

Control
System Power Grid 

Interface

Fig. 4. Laboratory prototype of the developed VSD.
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Each half-bridge are driven by a SKHI22AR driver, also from Semikron. For all IGBTs,
a 5 kHz switching frequency is used.

The dc-link, also at the top, is built by a set of capacitors with a total capacitance of
5.5 mF and a maximum voltage of 900 V. Immediately below of the power converters,
can be seen the sensors used to measure the system variables, as well as the dc-link
protections for overvoltages above 900 V. Further down, on the left, it can be seen the
control system platform, based on a TMS320F28335 DSP of Texas Instruments, and,
on the right, can be found the coupling inductors for the active rectifier. At the bottom
of the prototype stands all the necessary logic for the pre-charger system of the dc-link
capacitors and the prototype interface with the power grid.

S1
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S5

S6

Ceq
vdc

+

La

Lb

Lc

ReqPower 
Grid

np ns

230:75 
ia

ib

ic
Rload

EN Load

Fig. 5. Power circuit used to obtain the experimental results of the VSD active rectifier.

4.1 Active Rectifier Results

The experimental results concerning the operation of the active rectifier were obtained
based on the scheme of Fig. 5. As it can be seen, the power grid voltage is reduced
from root mean square (rms) value of 230 V to 75 V by using a group of three single-
phase star-connected transformers. In the dc-link, a resistive load (Rload) of 25 � was
placed in series with a circuit breaker, it can be connected or disconnected from the dc-
link at certain moment. With this, it was intended to validate the control of the dc-link
voltage and simultaneously the predictive current control. The inductance value (La, Lb,
Lc) of each coupling inductor, the equivalent capacitance value (Ceq) and the equivalent
equalization resistance (Req) of the dc-link are, respectively, 3.5 mH, 5.5 mF and 8.4 k�.

With the dc-link voltage regulated at 250 V, at a certain moment, the load of 25 �

was connected (Fig. 6(a)), with an expected drop in dc-link voltage. In steady state,
the grid currents (ia, ib, ic) were obtained in the three phases with amplitude of 17 A,
in phase with the respective phase-neutral power grid voltages (va, vb, vc) (Fig. 6(b)).
These currents have a total harmonic distortion (THD) in relation to the fundamental
component of 1.6%, 1.4% and 1.7% for phases a, b and c, respectively.

In order to validate the operation of the ac-dc converter as an inverter, a dc-link voltage
of 120 V was fixed with a voltage source. Due to the modulation index used (85%) and
to the available voltage sources, it was necessary to reduce to the power grid voltage,
having been changed to 25 V rms. Results were obtained for peak currents reference of
1 A (Fig. 7(a)) and 2 A (Fig. 7(b)). With these results, it was verified that the harmonic
distortion of the currents injected into the power grid is greater when the amplitude of
the currents is smaller, which is expected, considering that the signal-to-noise ratio is
lower in this case.
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Fig. 6. Active rectifier operation with a 25 � load connected to the dc-link: (a) Transient state
dc-link voltage and power grid currents; (b) Steady state power grid voltages and currents.

5 ms/div 5 ms/div

(a) (b)

ia

ib

ic

va

vb

vc

0.5 A/div40 V/div

0.5 A/div40 V/div

0.5 A/div40 V/div

ia

ib

ic

va

vb

vc

40 V/div 1 A/div

40 V/div 1 A/div

1 A/div40 V/div

Fig. 7. Power grid voltages and currents for the active rectifier operation for a peak current of:
(a) 1 A; (b) 2 A.

S1

S2

S3

S4

S5

S6

Ceq
vdc

+

La

Lb

Lc

Req

S7

S8

S9

S10

S11

S12

Induction 
Motor

Power 
Grid

np ns

230:75 
ia

ib

ic

iam

ibm

icm

Fig. 8. Power circuit used to obtain the experimental results to VSD.



54 L. Machado et al.

4.2 Motor Control Results

The experimental results for the motor control were obtained with a 5.5 kW induction
motor with nominal speed of 920 rpm, 3 pole pairs, voltage, current and nominal torque
of 380 V, 12.3 A and 57.1 Nm, respectively.

In order to carry out the experimental tests, the dc-link was, in a first moment, fed
from the power grid through the diodes of each of the fully controllable semiconductors
of the rectifier stage (Fig. 8). Thus, the grid voltage (75V rms)was rectified, resulting in a
dc-link voltage close to the peak value of the phase-to-phase voltages, which is slightly
lower due to voltage drops in the coupling inductors, voltage drops on the diodes of
the converter and also due to the equivalent resistance value of 8.4 k� on the dc-link
which, although not properly low, is not negligible. It is important to note that the results
were only possible to obtain because it was assumed a voltage Vs (present in Eq. (2))
applied to the stator equal to the maximum voltage produced by the converter instead of
considering the motor nominal voltage.

In the first test, the induction motor was subjected to a constant load of 3 Nm
at different reference speed values (nref ) and the experimental result of Fig. 9(a) was
obtained. As it can be seen, initially, themotor was rotatingwith a speed (n) of 200 rpm in
a given direction. After about 1 s the direction of rotation was reversed. At this instant, as
the figure shows, the reversal voltage braking was given until the speed is annulled, and
the dc-link voltagewas slightly increased. From this speed (0 rpm), themotor accelerated
until reaching the reference speed of 200 rpm, which took place after 2 s. During this
acceleration, as a consequence of the consumed currents (iam, ibm, icm) (about 15 A
peak), the appearance of a sag of approximately 23 V in the dc-link voltage is notorious.

Then, the behavior of the motor with an applied load torque of 5 Nm was tested also
for different rotation speeds. The result obtained is shown in Fig. 9(b). During the first
two seconds, an oscillation of the motor rotation speed is visible around the reference
speed of 400 rpm. This oscillation tends to decrease as the speed decreases, as it can be
seen.

During the speed changes, it is possible to observe the charging of the dc-link capaci-
tors, with amaximumvoltage on the dc-link close to 240V at the transition from 400 rpm
to 350 rpm. Since in these tests a diode bridge rectifier was used, the current cannot flow
to the power grid, so the energy generated by the motor during braking is stored in the
dc-link capacitors.

Posteriorly, the ac-dc converter was placed to function as the active rectifier. At this
stage a load torque of 5 Nm was applied to the motor shaft, and this was carried out
at a rotational speed of 600 rpm, which, after some time, was increased to 800 rpm.
After that, the results of Fig. 10(a) are presented, where the current absorbed in phase
a (ia) and the respective phase neutral power grid voltage (va) are shown. As can be
seen, the current is in phase with the power grid voltage. It is also possible to see that
the distortion of the current at the input of the rectifier (ia) tends to decrease with the
increase of the current, as previously verified in the results obtained for the operation of
the ac-dc converter as inverter.

Then, in order to analyze the behavior of the system in the event ofmotor deceleration,
the speed of 800 rpm was reduced again to 600 rpm and the results of Fig. 10(b) were
obtained. As it can be seen, the current at the input of the rectifier in phase a (ia) has
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Fig. 9. Results obtained in the operation of the motor for a constant load of: (a) 3 Nm; (b) 5 Nm.
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Fig. 10. Results obtained for themotor driving a 5Nm load during: (a) Acceleration from 600 rpm
to 800 rpm; (b) Deceleration from 800 rpm to 600 rpm.

become in phase opposition with the voltage va, remaining in this situation for about
four power grid cycles. During this time, the current was injected into the power grid,
therefore the ac-dc converter was used as an inverter. Also, for this situation, there was
an increase of the dc-link voltage by about 14% of the voltage set for regulation (250 V).

5 Conclusions

This paper presents an analysis of a variable speed drive (VSD), which makes use of a
three-phase ac-dc power converter to interface with the power grid, and a three-phase dc-
ac converter to drive a three-phase induction motor, both converters sharing a capacitive
dc-link. An electrical model of the system was developed and, based on it, a laboratory
prototype was developed, from which the experimental results presented in this paper



56 L. Machado et al.

were obtained. These results achieved the objective concerning the experimental vali-
dation of the proposed control algorithms, specifically predictive current control (active
rectifier) and closed loop Volts per Hertz control (motor speed control). Thus, it was
possible to verify the capability of the system to compensate power quality problems,
in particular, in relation to the currents consumed on the grid side, which presented
sinusoidal waveforms, low harmonic content and unitary power factor. In relation to the
motor control, its operation was validated in the traction mode, as well as in the braking
mode, returning the generated energy to the power grid (regenerative braking).
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Abstract. This paper presents an analysis of unified traction and battery charging
systems for electric vehicles (EVs), both in terms of operation modes and in
terms of implementation cost, when compared to dedicated solutions that perform
the same operation modes. Regarding the connection of the EV battery charging
system with the power grid, four operation modes are analyzed: (1) Grid–to–
Vehicle (G2V); (2) Vehicle–to–Grid (V2G); (3) Vehicle–to–Home (V2H); and
(4) Vehicle–for–Grid (V4G). With an EV unified system, each of these operation
modes can be used in single–phase and three–phase power grids. Furthermore, a
cost estimation is performed for an EV unified system and for dedicated systems
that can perform the same functionalities, in order to prove the benefits of the EV
unified approach. The cost estimation comprises two power levels, namely 6 kW,
single–phase, related to domestic installations, and 50 kW, three–phase, related
to industrial installations. The relevance of unified traction and battery charging
systems for EVs is proven for single–phase and three–phase power grids.

Keywords: Electric vehicle · Unified system · Smart grids · Cost estimation

1 Introduction

Electric Vehicles (EVs) represent a growing alternative to the conventional fossil fuel
powered vehicles towards the reduction of greenhouse emissions at the utilization level,
as well as the refraining of fossil resources exploitation [1, 2]. The conjugation of EVs
and renewable energy sources represents one major role towards smart grids, with the
bidirectional operation for EVs offering new operation modes and grid supporting func-
tionalities [3–5]. Hence, the typical EV battery charging operation (Grid–to–Vehicle
– G2V) can be extended to the Vehicle–to–Grid (V2G) operation mode, initially pro-
posed in [6]. Furthermore, other operation modes for the EV have been proposed in the
literature, such as Vehicle–to–Home (V2H), where the EV acts as a voltage source for
an electrical installation, and Vehicle–for–Grid (V4G), where the EV acts as an active
power conditioner, i.e., a Shunt Active Power Filter (SAPF) [7–11].

The referred functionalities are accomplished with an on–board EV battery charger,
which is limited to power levels below 19.2 kW in the best–case scenario [12]. However,
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with integratedEVbattery chargers, i.e., a unified system for traction andbattery charging
of an EV [13–15], higher power levels are achievable, since the maximum power is
dictated by the traction system nominal power, which is typically several dozens or few
hundreds of kW for automobiles. This allows the battery charging operation with higher
power levels, as well as the other referred operation modes, making it possible to operate
in industrial installations, for instance. Moreover, since all the referred operation modes
are accomplishedwith a single system, the use of dedicated equipment for each operation
can be discarded, e.g., Load Shift System (LSS) or SAPF.

In this context, this paper presents the advantages of unified traction and battery
charging systems for EVs, both in terms of operation modes and in terms of imple-
mentation cost, when compared to dedicated solutions that perform the same operation
modes. Hence, four operationmodes are analyzed: (1) Grid–to–Vehicle (G2V); (2) Vehi-
cle–to–Grid (V2G); (3)Vehicle–to–Home (V2H); and (4)Vehicle–for–Grid (V4G).With
a unified system, each of these operation modes can be used in single–phase and three–
phase power grids. Furthermore, a cost estimation is performed for a unified system and
for dedicated systems that can perform the same functionalities, namely a LSS and a
SAPF, in order to prove the benefits of the EV unified approach.

The paper is structured as follows: Sect. 2 presents the operation modes under anal-
ysis, as well as simulation results of each one; Sect. 3 presents a cost estimation and
comparison with conventional dedicated solutions; finally, Sect. 4 draws the conclusions
of this paper.

2 Operation Modes

This section shows the operation modes considered for the EV in the scope of this paper,
which are the following: (1) Grid–to–Vehicle (G2V); (2) Vehicle–to–Grid (V2G); (3)
Vehicle–to–Home (V2H); and (4) Vehicle–for–Grid (V4G). All the referred operation
modes encompass the connection of the EV to an electrical installation, which can
be either single–phase or three–phase. Figure 1 shows a block diagram of the general
connection of the EV to an electrical installation with the referred operation modes. It
should be noted that all the operation modes take in consideration high levels of power
quality, which is a relevant feature for smart grids. In the scope of this paper, only the
front–end ac–dc converter operation is analyzed.

Fig. 1. Block diagram of the EV connection to an ac electrical installation.
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2.1 Grid-to-Vehicle (G2V)

The traditional operation of an on–board EV battery charger, i.e., charging the batteries
with power provided by the power grid, is commonly referred as G2V. Figure 2 shows a
block diagram of this operation mode. The battery charging performed by on–board EV
battery chargers is typically classified as slow, since the power level of these systems
is limited to 19.2 kW, as previously referred. On the other hand, by using a unified
system for traction and battery charging, higher power levels can be used in the battery
charging operation, hence equipping the EV with an on–board fast battery charger. With
this system, both slow and fast battery charging are possible, which are accomplished
by connecting the EV to single–phase and three–phase power grids, respectively.

Fig. 2. Block diagram of the Grid–to–Vehicle (G2V) operation mode.

Figure 3 shows a simulation result of this operation mode for an operating power
of 3.2 kW (slow battery charging, single–phase), where it can be seen the power grid
voltage (vg) and current (ig) and the dc–link voltage (vdc). It can be seen that vg is not
sinusoidal, but the system is capable of absorbing a sinusoidal current ig in phase with vg,
aiming for a practically unitary power factor. Besides, vdc is controlled to the established
reference average value of 400 V.

Fig. 3. Simulation results of the G2V operation mode for a power of 3.2 kW (single–phase):
Power grid voltage (vg), power grid current (ig) and dc–link voltage (vdc).

In order to verify the fast battery charging capability of a unified system, Fig. 4
shows a result of the G2V operation mode for an operating power of 50 kW (fast bat-
tery charging, three–phase), where the phase–neutral voltages (vga, vgb, vgc), the phase
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currents (iga, igb, igc) and the dc–link voltage (vdc) can be seen. Also, in this case, each
phase current is sinusoidal and in phase with the respective phase–neutral voltage, even
if the voltage is not sinusoidal. In this case, vdc is controlled to the established reference
average value of 800 V.

Fig. 4. Simulation results of the G2V operation mode for a power of 50 kW (three–phase): Power
grid voltages (vgx), power grid currents (igx) and dc–link voltage (vdc).

2.2 Vehicle-to-Grid (V2G)

The V2G operation mode consists in delivering energy, previously stored in the EV
batteries, back to the power grid. This operation mode, whose block diagram can be
seen in Fig. 5, represents a promising benefit for smart grids in the sense that it endows
the EV with auxiliary functions to the power grid. Moreover, the combination of G2V
and V2G operation modes allows the EV to operate as a LSS. These functions can be
accomplished with a conventional bidirectional on–board EV battery charger, with the
main difference relatively to a unified system being the admissible power levels for
operation. Therefore, the unified system considered in this paper encompasses the V2G

Fig. 5. Block diagram of the Vehicle–to–Grid (V2G) operation mode.
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operationmode both in single–phase and three–phase power grids, allowing grid support
functionalities, for instance, in domestic and industrial electrical installations.

Figure 6 shows a simulation result of theV2G operationmode for an operating power
of 3.2 kW (single–phase), which can be accomplished with almost any bidirectional
battery charger. In this case, the power grid current (ig) is also sinusoidal, but in phase
opposition with the power grid voltage (vg), meaning that the EV battery charger is
operating as a power source. Besides, the phase shift between these two quantities is
practically 180º, meaning a practically unitary power factor.

Fig. 6. Simulation results of the V2G operation mode for a power of 3.2 kW (single–phase):
Power grid voltage (vg), power grid current (ig) and dc–link voltage (vdc).

Similarly to the previous case, the V2G operation mode can be performed in three–
phase power grids, for higher power levels. Figure 7 shows this operation with a power
of 50 kW (three–phase), where it can be seen the phase–neutral voltages (vga, vgb, vgc),
the phase currents (iga, igb, igc) and the dc–link voltage (vdc). Once again, the injected

Fig. 7. Simulation results of the V2G operation mode for a power of 50 kW (three–phase): Power
grid voltages (vgx), power grid currents (igx) and dc–link voltage (vdc).
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currents are sinusoidal and in phase opposition with the respective voltages, aiming for
a unitary power factor.

2.3 Vehicle-to-Home (V2H)

The V2H operation mode, whose block diagram can be seen in Fig. 8, consists in the EV
acting as a voltage source for the electrical installation, disconnecting the installation
from the upstream grid and supplying the loads with energy stored in the EV batteries.
This operationmode can be initiated either in a plannedway, such as in LSSs, or triggered
by disturbances in the power grid voltage, i.e., overvoltages or undervoltages, similarly
to an off–line uninterruptible power supply (UPS). Therefore, by comprising unified
systems for traction and battery charging, EVs can act as off–line UPSs in both domestic
and industrial installations, which can avoid the use of dedicated UPSs when the EV is
parked.

Fig. 8. Block diagram of the Vehicle–to–Home (V2H) operation mode.

Figure 9 shows the V2H operation mode initiated in a planned way, similarly to a
LSS when used for self–consumption (single-phase). As it can be seen, the EV battery
charger produces a 230 V, 50 Hz ac voltage (vev) that is practically sinusoidal even
with a distorted current consumption (iev), which is drawn by a linear RL load and a
nonlinear diode bridge rectifier with capacitive filter, absorbing a combined power of
5.3 kW. For this operation, due to the increased ripple in the dc–link voltage (vdc) as
a consequence of distorted current consumption (approximately 40 V peak–to–peak in
this case), its reference value was slightly increased compared to the previous reference
value of 400 V, hereby being established the value of 450 V.

Fig. 9. Simulation results of the V2H operation mode for a power of 5.3 kW (single–phase):
Produced ac voltage (vev), absorbed current (iev) and dc–link voltage (vdc).



64 T. J. C. Sousa et al.

Figure 10 shows the V2H operation mode for three–phase installations, with an
operating power of 30 kW drawn by the same two types of load as the previous case.
This figure shows the produced ac voltages (veva, vevb, vevc), the respective consumed
currents (ieva, ievb, ievc) and the dc–link voltage (vdc). Similarly to the previous case, the
produced voltages are sinusoidal with the desired amplitude even with distorted current
consumption.

Fig. 10. Simulation results of the V2H operation mode for a power of 30 kW (three–phase):
Produced ac voltages (vevx), absorbed currents (ievx) and dc–link voltage (vdc).

2.4 Vehicle-for-Grid (V4G)

The V4G operation mode consists in the compensation of power quality problems to
the electrical installation where the vehicle is connected to. This operation mode can
be performed simultaneously with either the operation modes G2V or V2G, as the
bidirectional arrows of Fig. 11 suggest. The main difference between the V4G and the
regular G2V or V2G operation modes resides in the current, absorbed or injected from
the power grid. The current is sinusoidal in G2V and V2G operation modes, while in
V4G the purpose is to guarantee a sinusoidal grid current and in phase with the voltage,

Fig. 11. Block diagram of the Vehicle–for–Grid (V4G) operation mode.
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i.e., with the EV acting as a SAPF. Once again, with a unified system, this operation
mode canbe accomplished in single–phase and three–phase installations, allowingpower
conditioning functionalities in both domestic and industrial facilities.

Figure 12 shows the V4G operation mode in single–phase installations for two dif-
ferent scenarios, with Fig. 12 (a) showing the combination of V4G and G2V and Fig. 12
(b) showing the combination of V4G and V2G. In both cases, the connected loads (a
linear RL and a nonlinear diode bridge rectifier with capacitive filter) present a power
consumption of 1.5 kW. Both figures show the power grid voltage (vg), the load current
(ild), the current produced by the EV battery charger (iev), the resulting grid current (ig)
and the dc–link voltage (vdc).

In Fig. 12 (a), the EV batteries are being charged with a power of 3 kW. In order
to perform the V4G operation, the current absorbed by the EV battery charger is not
sinusoidal, but contains the necessary harmonic distortion to obtain a sinusoidal current
from the power grid point of view. As it can be seen, the current ig is sinusoidal and in
phase with the voltage vg.

In Fig. 12 (b), the EV batteries are being discharged with a power of 3 kW. Once
again, the current injected by the EV battery charger is not sinusoidal in order to perform
the V4G operation. As it can be seen, the current ig is sinusoidal and in phase opposition
with vg, meaning that energy is being delivered into the power grid with unitary power
factor. This happens because the power delivered by the EV battery charger is higher
than the power consumed by the loads, otherwise the resulting current ig would be in
phase with vg, i.e., the power grid would have to provide the power difference to supply
the loads. Hence, the power grid is absorbing 1.5 kW.

(a) (b)

Fig. 12. Simulation results of the V4G operation mode (single–phase), with 3 kW battery power
and 1.5 kW load power, combined with: (a) G2V; (b) V2G.

Figure 13 shows the same operation mode in a three–phase power grid, where it
can be seen the power grid voltages (vga, vgb, vgc), the load currents (ilda, ildb, ildc), the
currents produced by the EV battery charger (ieva, ievb, ievc), the resulting grid currents
(iga, igb, igc) and the dc–link voltage (vdc). In both cases, the loads absorb a power of
10 kW.

Figure 13 (a) shows the combination of V4G and G2V operation modes, where the
EV batteries are being charged with 30 kW. As it can be seen, the EV battery charger
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consumes distorted currents so that the power grid currents are sinusoidal and in phase
with the respective voltages.

Figure 13 (b) shows the combination of V4G and V2G operation modes, where the
EV batteries are being discharged with 30 kW. Once again, the currents produced by the
EV battery charger are distorted, turning the power grid currents sinusoidal and in phase
opposition with the respective voltages. Since the EV battery charger delivers 30 kW
and the loads absorb 10 kW, the power grid is receiving 20 kW, therefore its currents are
in phase opposition with the corresponding voltages.

Fig. 13. Simulation results of the V4G operation mode (three–phase), with 30 kW battery power
and 10 kW load power, combined with: (a) G2V; (b) V2G.

3 Cost Comparison with Conventional Solutions

This section presents a comparison of an EV equipped with a unified system for traction
and battery charging with the conventional dedicated systems for performing the above-
mentioned functionalities. Hence, an average cost estimation of a LSS and a SAPF is
performed for two power ratings, namely 6 kW (single–phase) and 50 kW (three–phase),
in order to compare with the slow and fast EV battery charging operation, respectively.

In terms of power electronics converters, a SAPF basically comprises an ac–dc
converter. On the other hand, a LSS comprises the same structure, plus a dc–dc converter
and the energy storage elements that are indispensable in a LSS, mostly based on lead
acid or li–ion batteries [16–19]. However, the storage elements were discarded from the
cost estimation, since that would require a more detailed and complex analysis regarding
EVs.
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There upon, Fig. 14 depicts a cost estimation of the power converters necessary to
implement a SAPF (red) and a LSS (blue) for a 6 kW power rating (Fig. 14 (a)) and
for a 50 kW power rating (Fig. 14 (b)). It should be referred that the presented cost
values are average values of a wide value range, since a power converter cost can depend
on the topology of implementation, semiconductor approach, type of sensors, capacitor
technology, among others. Besides, the prices varywith the retailer andwith the quantity,
with small quantities being considered in this case. As it can be seen, the LSS power
stage has a slightly higher cost due to the additional dc–dc converter to interface the ac–
dc converter dc–link with the energy storage system. The cost estimation of the power
converters for a 50 kW LSS is also valid for an EV unified system, since the structure is
the same.

(a) (b)

Fig. 14. Cost estimation of the power electronics converters for a Shunt Active Power Filter
(SAPF) (red) and for a Load Shift System (LSS) (blue) considering a power rating of: (a) 6 kW
(single–phase); (b) 50 kW (three–phase). (Color figure online)

The total cost estimation of the power electronics converters for a SAPF, LSS and EV
unified system can be seen in Table 1, both for 6 kW and 50 kW. As previously referred,
the LSS and the EV unified system present the same average cost, which is the higher
cost in the Table (3 040e). However, the EV can perform the same functionalities of the
SAPF for the same power, without adding extra 1 870 e, besides being able to operate
as a UPS. Moreover, the EV unified system can be seen as a mobile power electronics
system, for instance, operating at home during the night and operating in a higher power
installation during the day (i.e., at work), being able to perform the functionalities of
two separate systems.

From this, it can be seen that the EV has an important role in power grids, being
able to concentrate several operation modes in a single equipment, and it has even more
relevance when a unified traction and battery charging system is used. It should be noted
that this analysis only concerns the acquisition costs of the power electronics converters,
not considering the battery costs. Besides, the analysis does not consider the investment
payback that can be attained (e.g., with load shift operation), neither considers battery
aging, which is a relevant issue in EVs. Nevertheless, the investment of an EV is already
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advantageous, both economically, environmentally and for the power grid, as long as its
battery charger is capable of operating with good characteristics (i.e., sinusoidal current
and bidirectional operation), and it can be even more advantageous when renewable
energy sources are integrated. Accordingly, the advantages of the EV can be extended
from households to industrial facilities if its EV battery charger is able to operate with
higher power levels, i.e., by using a unified traction and battery charging system.

Table 1. Total cost estimation of the SAPF, LSS and EV unified system.

Single-phase (6 kW) Three-phase (50 kW)

SAPF 650 e 1 870 e

LSS 900 e 3 040 e

EV Unified System – 3 040 e

4 Conclusions

This paper presented an analysis of a unified traction and battery charging system for
electric vehicles (EVs) and its different possibilities in terms of operation modes. Four
operation modes were analyzed considering the connection of the EV battery charger to
the power grid: (1) Grid–to–Vehicle (G2V); (2) Vehicle–to–Grid (V2G); (3) Vehicle–to–
Home (V2H); and (4) Vehicle–for–Grid (V4G). Each operation mode can be performed
both in single–phase and three–phase power grids, and simulation results verified the
correct operation of each mode. Moreover, a cost estimation was performed, comparing
the EV unified system with dedicated solutions, namely a Load Shift System (LSS) and
a Shunt Active Power Filter (SAPF) for two power levels: 6 kW – related to domestic
installations and slow battery charging operation; and 50 kW – related to industrial
installations and fast battery charging operation. The cost estimation and the different
possible operation modes prove that an EV with a unified system can play a relevant
role in single–phase and three–phase power grids, and it can be even more relevant
considering the paradigm of smart grids.
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Abstract. The Internet of Things (IoT) is applied to many cases on the topic
of smart cities. In the scope of this paper, we apply a flexible IoT-Developed
platform, using LoRa communication, applied to university auditoriums in order
to try and find patterns and/or anomalies in energy consumption and in the interior
temperature. This platform enables the interested parties to monitor the energy
consumption of lighting, of HVAC (Heating, Ventilation, and Air Conditioning)
and if electrical plugs alongside the monitoring of temperatures, aiming to create
a report about the efficient, the thermal insulation and the HVAC behavior. Based
on the acquired information, a management strategy is applied to find that the
lack of certain systems leads to an extreme waste of energy and the lack of proper
cleaning procedures can lead to decreasing the efficiency of the HVAC.

Keywords: IoT · Power consumption sensors · LoRa · Sensors · Temperature
sensor · Classroom monitoring · Smart cities

1 Introduction

With an increase in the world’s population, resource wasting follows closely. Waste of
resources originates from a different number of factors including, but not only, the lack of
regulations, the misuse of existing regulations and in more extreme cases the complete
disregard for those regulations, in both household and enterprise environments. One
of many approaches used to tackle the problems related to resource wasting was the
production and improvement of sensorial devices, the means to communicate between
them and the analytical information obtained from using these devices, thus giving birth
to the Internet of Things (IoT).
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These sensors are able to act both independently and with ease of use due to their
mostly plug and play features.

Obviously, with the increasing search for IoT devices, the market is already flooded
with devices like this, and by 2025 this market will be valued at $6.3 trillion according to
McKinsey Global and, in line with this, International Data Corporation (IDC) specified
that, by 2025, data load will increase all the way up to 163 zetabytes thus reaching 10
times the value from 2016 [1].

More than 80 million LoRa connected devices are working in tandem between more
than 100 countries and with a CAGR for 100% or double each year [2]. This type of
device can work as emergency alerts or automation controls with the lowest latency on
the downlink.

Considering this scenario, and based on our previous works, we developed a low-
cost LoRa sensorial solutions and the respective web server capable of monitoring power
consumption and the environment in classroomswith the objective that smart classrooms
and campuses may be able to improve learning experiences for students, while also
improving operational efficiency. The reason for choosing LoRa was due to the poorWi-
Fi connection in certain environments, as well as the authentication factor that required
more than a simple password in order to connect. In this paper, in order to evaluate
our work, we also detail the assessment of an auditorium that was described as a heavy
consumer of electricity and the interested party wanted to find out why, alongside an
evaluation of the HVAC to find out possible improvements.

2 State of the Art

Energy efficiency and energy consumption saving are one of the most popular problems
in the world of IoT research. To this end the European Union not only has created several
sustainability programs with focus on reducing carbon emissions by 40% and increasing
the use of renewable energy by 32% [3], but also created directives with measures that
focus on the achieving of 1.5% energy efficiency increase per year by energy distributors
and promote energy-efficient renovations by government-owned buildings to an extent
of at least 3% of the floor area [4]. Within these initiatives, GAIA (Green Awareness in
Action) [5] is one of the main contexts of this paper. It’s main objectives focuses on the
creation of Information and Communications Technologies (ICT) ecosystems specifi-
cally for educational buildings that motivate and support citizens’ behavioral change to
achieve greater energy efficiency in over 24 educational sector buildings in 3 countries
covering North, Central and South Europe leading up to reductions of over 15% on the
energy that could be influenced by the end-users.

Stricter regulations lead to an increase in demand for the creation of efficient energy
management inside buildings, therefore, leading to the creation of more IoT projects and
infrastructures. The work in [6] presents an example of both the positives and negatives
of the increasing demand for efficiency measuring platforms for HVACs. It presents an
example of how the lack of proper network infrastructure that can be an impediment for
efficient measuring. Yet another issue faced by researchers is the lack of standardization
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for data generated by energy monitoring solutions. Brick [7] proposes uniform schemas
that define a concrete ontology for end-devices, subsystems, and relationships among
themselves, which would enable portable applications. Edge Computing [8] is also
another problem-solver whose main objective is to bring the computer processing as
close to the data source as possible, as in, some cases, the end-device itself. This way
we’re saving finite resources such as bandwidth, server resources and the costs caused
by cloud processing while increasing the solution’s “awareness” and reducing latency
between the time the events occur and when the user is notified.

In [9], the authors presented the design and evaluation of the system PTEC, a thermal
and energy control prediction system in a data centre. The focus of the studywas to verify
if the PTEC could efficiently performmonitoring of the data centre with a low cost in the
use of power. The system collects data from both the server fans and the air conditioner
and checks whether the information on both temperature and consumption are within a
margin of safety for the data centre. The evaluation of the system is carried out by means
of simulation to verify the efficiency and lability of the PTEC. The PTEC evaluation has
shown that it can reduce cooling and circulation energy consumption by up to 34% and
30%.

In [10] a low-cost solution is developed with its main objective being, in a simi-
lar manner to ours, the power monitoring in educational buildings with the use of an
open-source IoT infrastructure and XBee Devices. This solutional experiment has pro-
vided insights based on the data obtained for several power consumers, thus managing
descriptive analytics of those consumers. A different approach used in power consump-
tion research mentioned in the article [11] is the use of occupancy sensors in large com-
mercial buildings. These occupancy sensors determine the occupancy in the selected
areas and generate patterns that can create a more efficient HVAC schedule patter. This
could bring reducing energy consumption up to 38% without reducing thermal comfort.

Aside from research solutions, there are also several commercial devices available
in the market, in this paper we present three of the most common: (1) Smart Energy
by Develco Products [12], focused on the overall building energy monitoring in an
intrusive way, it also allows for the measurement of energy generation created, for
example, by photovoltaics, using communication standards such as Zigbee, Z-Wave,
WLAN, Wireless M-Bus, and Bluetooth Low Energy. (2) Sense: Home Energy [13],
like this work, makes use of amperage clamps or current transformers to measure power
consumption, therefore making it a non-intrusive solution. (3) Engage: Efergy [14] is yet
another home energy consumption monitoring solution that uses Current Transformer
(CT) Sensors to measure energy with the possibility to mix with future energy electrical
plugs thus allowing for both intrusive and non-intrusive experience.

In this paper, a similar solution is described. CT sensors will connect to an Arduino
MKR1300 and sent power consumption per interval data to an open-sourced web server
which will place all data on a MySQL database. The users will then be able to analyze
the data using PowerBI.

Table 1 presents the mentioned devices studied.
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Table 1. Related works table

System Source Sensor type Communication Main use Commercial

This paper Open Non-invasive:
CT sensor

LoRa Any power source No

PTEC [9] Closed Invasive:
Power meter
Non-invasive:
Temperature
sensor

IEEE 802.15.4
Ethernet

Data center
cooling

No

[10] Open Non-invasive:
CT sensor

IEEE 802.15.4 Educational
buildings/any
power source

No

[11] Closed Non-invasive:
Occupancy sensor

Not specified HVAC No

Smart Energy by
Develco Products
[12]

Closed Invasive:
Plugs, meter
interface

Zigbee, Z-Wave,
WLAN, Wireless
M-Bus, BLE

Any power source Yes

Sense: Home
Energy [13]

Closed Non-invasive:
CT sensor

Wi-Fi Any power source Yes

Engage: Efergy
[14]

Closed Non-Invasive:
CT sensor
Invasive:
Power plug
(future)

Not specified Any power source Yes

WLAN: Wireless Lan, BLE: Bluetooth Low Energy, HVAC: Heating, Ventilation and Air
Conditioning.

All of the devices above have at least one form of communication protocol. In order
to enumerate some of the key differences between several communication standards
used by IoT and the LoRaWAN we are using, the following Table 2 is also presented:

Table 2. - Overview of Common IoT Communication Standards

Wireless
technology

Data rate Max
payload
length

Comm. range Security Strengths Ref

LoRaWAN
(This
paper)

50 kb/s 243 bytes ~5 km urban
~15 km–20 km
rural

128 bit AES (1) Low power
consumption
(2) Long
communication
range
(3) Low cost
(4) Secure
(5) Easily
available

[15]
[16]
[17]

(continued)
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Table 2. (continued)

Wireless
technology

Data rate Max
payload
length

Comm. range Security Strengths Ref

Sigfox 100 b/s 12 bytes ~10 km urban
~40 km rural

No
encryption

(1) Long
communication
range
(2) Low power
consumption

[17]

NB-IoT 200 kb/s 1600
bytes

~1 km urban
~10 km rural

LTE
encryption

(1) Large
maximum
payload length
(2) Low power
consumption
(3) Secure

[17]

Wi-Fi Top 1 Gb/s - IEEE
802.11ac

2034
bytes

1–100 m WPA/WPA2 (1) High speed
(2)
Advanced/mature
standard

[18]
[16]

ZigBee 250 kb/s@2.4Ghz
40 kb/s@915 MHz
20 kb/s@868 MHz

255 bytes 10-300 m
direct line
sight
75–100 m
indoor

128 bit AES (1) Low cost
(2) Low power
consumption
(3) Large number
of nodes (up to
65000 nodes)
(4) Secure

[19]
[20]
[21]

Bluetooth
5

2 Mb/s
500 kb/s (long
range S = 2)
125 kb/s (long
range S = 7

255 bytes Up to 200 m
+200 m (BLE)

L1 – No
security
L2 – AES
128
L3 – AES
and pairing
L4
– ECDHE

(1) Ease of
access and setup
(2) Simple
Hardware
(3) Secure
(4) Low power
consumption
(BLE)

[22]

NFC 424 kb/s 232 − 1
byte

<20 cm Short range (1) Continuous
evolution
(2) Stable
technology for
short range
devices

[23]

AES: Advanced Encryption Standard, WPA: Wi-Fi Protected Access, BLE: Bluetooth Low
Energy,
ECDHE: Elliptic-curve Diffie–Hellman Exchange, LTE: Long Term Evolution
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3 System Architecture

In short, our system consists of three main layers as shown in Fig. 1.

Sensor Layer: End Devices consist of the Environment Sensor integrated with a LoRa
Seeduino board and the Power Consumption Sensors integrated into the Arduino MKR
WAN 1300 that enables data to be sent through a LoRa network into the closest gateway.
End devices are also able to receive messages from the gateway, therefore, communica-
tion is bidirectional. These devices are powered by a lithium battery, in the environment
sensor’s case, or directly by the power plug, such as the power consumption sensor, and
their only way of communication is through a LoRa network. Temperature sensors are
used for the HVAC evaluation and Power Consumption Sensors are used for the HVAC,
Lighting, and Room Electrical Plugs.

Network Layer: Consists of a LoRa Gateway connected to a Cisco’s Router that
receives Uplinks from several end devices and sends them to the Actility networks
management service. This management service routes messages, through an Internet
Protocol, to one or more application servers depending on the application they were
defined to be sent to, while, also, forwarding messages from those application servers
to the respective End Devices, in case there is a need to send a command, or correct the
sensor’s internal clock.

Knowledge Layer: The Flask web servers/application servers, a scalable solution,
receives the data from the gateway and provides the treatment and processing of that
data while also sending messages to defined sensors to calibrate their internal clock or
provide commands, the MariaDB databases provide the data storage and backup, all
while PowerBI provides the dashboard that analyzes and displays the data which is then
used to make conclusions.

Fig. 1. Developed system architecture
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3.1 Sensor Layer

Power Consumption Sensor. Power consumption sensors (See Fig. 2) were placed in
auditoriums in phases corresponding to the Lighting, HVAC and Electrical Plugs, each
of them formed by 3-phased power distribution. These prototypes use an Arduino MKR
1300 connected to a set of Current Transformer (CT) sensors with accuracies that will
vary depending on the power consumption passing through the main cable at the time:

• With values close to the expected rating of the CT Sensor we can expect ∓3% error
[24].

• When measuring values that are very close to zero we can see errors up to 10% [24].
• However, if we go above the expected maximum rating by a large factor we risk
obtaining error results up to 70% due to saturation [24].

Each sensor is able to connect to three-phases simultaneously, read each phase indi-
vidually, and sum the values (kWh per reading interval) received from the phases. The
sensor sums the value with each read and resets that sum every time it sends the data
(as long as the data was received by the server), while also waiting to receive any mes-
sage from the server. The LoRa limitation comes from the fact that it can only receive
messages right after sending data to the server due to the way the device is defined. The
type of message this sensor can receive can come in two forms:

• Asingle command, to change a variety of settings such as the interval of power reading
or data sending.

• A corrective message sent automatically by the Application server. This message has
the single purpose of correcting the end-device’s Real-Time Clock (RTC) when it gets
out of sync with real-time.

Environment Sensor. The environment sensor, see Fig. 3, used to analyze the HVAC
alongside the CT sensor, uses LoRa32u4 II cards based on the Atmega32u4 microcon-
troller connected to a temperature and humidity sensor SHT31, which has an accuracy
of ±0.3 °C. As these sensors are designed to be portable and easy to place anywhere

Fig. 2. Developed power consumption sensor board (a) and the CT sensor (b) that is connected
to the jacks.
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Fig. 3. Developed environment sensor

in the Auditoriums, they are powered by 2400 mAh lithium batteries, the durability of
which is extended by code optimization and sleeps between submissions.

3.2 Network Layer

The entire system depends on 2 wireless communications protocols:

• The LoRaWAN protocol. Establishes a connection between the end-devices and the
LoRa.

• HTTPS connects the LoRa gateway to the WebServer/Application Server.

As a co-founder of the LoRa Alliance, Actility is a worldwide project with over
30000 gateways interconnected, with a focus on the creation of a secure IoT network
based on LoRa technology and LoRaWAN protocol. Each end-device is inserted into the
network using the Actility console that provides an interface to enable flexible device
management. It also allows the integration of a variety of services such as HTTP,MQTT,
and cloud services such asAzure or AWS, however, theApplication server used connects
directly to Actility using HTTPS.

LoRa communication allows the device towork in a different variety of environments
even when Wi-Fi is not available due to its low frequency. Low frequency also means
that obstacles such as sturdy walls in building basements are also not an issue.

3.3 Knowledge Layer

Application Server. The application server has one main responsibility, to receive data
from the LoRa server through HTTPS and then save it onto a database. In order to do
this a web server was created with Flask, a python web framework. This web server is
kept running full-time on a Raspberry PI configured with the Raspbian OS. Flask was
chosen due to its lightweight capability. It is an un-bloated and simple framework which
means it does not occupy a lot of computational resources to run.

The server processes HTTPS post requests with UPLINK data packets. It creates
specific objects according to the type of end-devices that sends them. It then sends those
objects unto a database running on the local IP. As mentioned above the server will
also send corrective messages to the end-devices when their RTCs get out of sync with
real-time.



Smart Auditorium 81

The data collected is inserted into individual tables in a SQL database so that they
can be further analyzed, consulted and, in case there is a need, exported.

While power consumption sensors provide consumed kWh per time interval, the
environment sensor will provide temperature data. In the database temporal information
is inserted alongside data such as the location of the sensors, auditorium occupancy, etc.

Dashboard. To create the dashboard PowerBI was used. It’s a Windows OS only tool.
Based on well the database is prepared for business intelligence it will provide a simple
way to create interactive visualizations with pre-defined filters created by the developer.
PowerBI, however, is mostly used for non-real-time business indicates, but even then the
developer can achieve near-real-time updates while also connecting to different APIs and
web services. It also allows the capability of using scripts from common programming
languages such as R or Python.

PowerBI connects locally to a MySQL database. Temperature, power consumption
and other variables for each auditorium are acquired and stored on the same device.
This allows for data extraction alongside the displaying of gathered information using
gauges, bar, line, and circular charts.

In Fig. 4 we can see an example of the monthly report (a), that can be filtered for each
month, Type of consumption (Lights, HVAC, Plugs), Room, Weekday, Period of Time
and even hour of the day, enabling, for example, to find anomalies such as computers
that are left ON overnight leading to power waste.

Fig. 4. Monthly report on PowerBI

In Fig. 5 is presented an example of the reporting for the AuditoriumC103, alongside
this image, while not visible, we can also filter by the several devices in the room
including an interval of dates.
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Fig. 5. Daily auditorium C103 report

4 Results

In order to evaluate our work, we ran our solution in several auditoriums, but one par-
ticular was chosen for analysis because of its particular high power consumption. The
solutions ran for 3 months and we decided to pick May as our main evaluation month
since it was the month with no school holidays. Overall the total energy consumption
for the 3 months in this evaluated auditorium was 1710 kWh with May consuming 44%
of that total, 755 kWh. In general for the month of May, and in all the other months the
biggest consumer was, in fact, Lighting, reaching over 85% of the total (See Fig. 6(a))
or 642 kWh overall (See Fig. 6(b)).

Fig. 6. The ratio of the total energy consumed per type of device in percentage (a) and the total
value consumed in kWh (b)

The main reason for these values is an issue where light switches are in a hard-
to-reach location within the auditorium, therefore the only people allowed to turn that
switch on or off are the security guards for the building. This, in turn, leads to heavy
power consumption since the security guards won’t bother turning the lights off when
no classes are occurring in the auditorium/between classes. The automated scheduled
classes also have partial blame, since security guards are to be told that classes were
going to occur in the auditorium but then no one would show up. In this auditorium,
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out of those 642 kWh used for lighting, approximately 248 kWh were wasted, which
corresponds to 38% of the total lighting consumption and 32% of the overall power
consumption in the month of May. The best solution for this issue would be to add a new
light switch accessible to all users which would make sure they would be able to turn the
lights on and off when they please. Figure 7 shows the difference between wasted power
consumption in an auditorium with a normal light switch (b) and this auditorium (a).
The residual daily consumption we see in the second auditorium is related to cleaning
schedules that happen every day except Sundays.

Fig. 7. The daily difference in wasted power between the evaluated auditorium with out-of-reach
light switches (a) and one with user-moderated switches (b).

Still on this same topic and already within the values above, we also can see that
lights are turned on too early, by which we mean that between 7 AM to 8 AM we have
lighting consumptions values of 43.96 kWh in the evaluated auditorium while in the
normal auditorium those values barely reach 8 kWh, which is used for cleaning duties
(See Fig. 8, highlighted square). In this figure we also note the difference in hourly
variation; while in the evaluated auditorium (a) the values tend to be higher and more
close together between each hour with slight variations, the normal auditorium (b) seems
to have bigger variations between each hour, which can clearly be seen between lunch
hours (12 AM block).

As for the auditorium’s environment first, we decided to compare the dailymaximum
and minimum temperatures inside the auditorium with the outside temperature (See
Fig. 9). The auditorium temperature was measured starting in April and it’s still running
to this day.

In Figs. 9 and 10 we see that, while the outside temperature tends to vary quite a bit,
the temperature inside the auditoriums is always relatively constant, never below 18 °C
but also never above 25 °C, whereas temperatures outside reached less than 13 °C and
went over 34 °C. In order to analyze how the people feel inside the auditorium we tried
to correlate the temperature inside and when the AC is turned on and how long does it
run for, the results can be seen in Fig. 11.
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Fig. 8. The hourly difference in the sum of daily power consumption between the evaluated
auditorium with out-of-reach light switches (a) and one with user-moderated switches (b). Power
consumption within hours 6 AM to 8 AM exclusive marked.

Fig. 9. The difference in daily maximum temperatures and daily minimum temperatures

Fig. 10. The difference in daily maximum temperatures between the outside temperature and the
temperature inside the auditorium.

The first thing we noticed is that the AC is never started up with temperatures below
the 20.5 °C (although after being turned on for awhile it does reaches temperatures below
that level) and while we clearly see that temperatures below 22.5 °C tend to warrantless
AC time (Fig. 11 red outline), we also see that most of the times where the AC is on
for over 20 min the temperatures tend to be above that value, 22.5 °C (Fig. 11 Green
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Fig. 11. The relation between the temperature inside the auditorium and how much time the Air
Conditioning (AC) is turned on. (Color figure online)

Fig. 12. The relation between the decrease in room temperature and the power consumptionwhile
the AC is turned on.

Outline). The number of times the AC was started up over the course of 2 months is also
pretty low, only reaching 38 times overall, so it’s pretty safe to say that the auditorium
has a good thermal insulation that helps keep the room cool when the outside is hot and
vice versa which means, as also presented in Fig. 6, that the HVAC’s power consumption
isn’t really an issue. In Fig. 12 we see how efficient the AC is, the results tell us that in
most cases a slight consumption will lead to very small reductions. In order to reduce
the temperature by at least 1 °C, normally, it will require at least a total consumption of
1 kWh over a continuous time period. Overall we think that the AC efficiency could be
improved by a proper condenser and vents cleaning since it takes quite a lot of electrical
power to receive a small decrease in temperatures for the auditorium. However, this
data does not account for the number of people in the room, which can increase the
consumption required to reduce the temperature.

5 Conclusions

In this work, we applied a developed IoT solution with a dashboard to a classroom
monitoring system, which can have effects on factors such as energy waste management,
comfort levels, and operating costs.With the developed system, it is possible to determine
not only anomalies but also to create clean dashboards that can help on reporting how
each classroom/auditorium is being used and who are the biggest offenders when it
comes to power consumption. With the use of the server, it is also possible to apply
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alarm applications that could potentially warn interested parties when classrooms are
using more/any power when not supposed to. The environment monitoring can also find
issues when it comes to HVAC disaster management and reporting, i.e., usage of power
without temperature reduction overall, or simply prepare the auditoriums to receivemore
students without leaving aside the comfort of those students with technologies such as
HVACautomation. LoRa communication also proved itself a viable solution to the lack of
a properWi-Fi network in the evaluated auditorium. Finally, in this work, a management
strategy was applied to find anomalies in the auditorium. With the auditorium measured
wemanaged to find out that the lack of proper light switches leads to a considerablewaste
of energy every month, and the HVAC seems to require quite the electricity consumption
in order to properly control the environment inside the auditorium.
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Abstract. In this paper, it is demonstrated the importance of the information
concerning the power flow and the state of a building’s thermal system for the
management and control of electricity consumption. The proposed approach is
evaluated simulating the heating exchange behavior of a configurable base model
for an isolated and non-thermally insulated habitat in order to determine the influ-
ence of the energy losses on the control system. Based on the results obtained with
this study, some improvements were carried-out for themanagement system of the
heating flow by introducing appropriated parameters into the control algorithm.

Keywords: Thermal energy management · Smart home · Load control ·
Modeling

1 Introduction

Nowadays, heating consumption is considered the first lever for energy saving in residen-
tial buildings. As particular case, in Tunisia, the abundance of electricity consumption
comes mainly from heating and domestic hot water uses whose final demand is 65%
of total consumption. Otherwise, due to economic crisis and ecological concerns, it is
always interesting to consume less for paying less. The loads of type thermal comfort,
which are heating, ventilation and cooling, represent between 30% and 50% of residen-
tial and service electric energy consumption. This type of loads offers interesting load
control possibilities [1]. In fact, the use of buildings thermal inertia allows to relieving
these loads for a while without altering occupant comfort. Buildings can also be pre-
heated or precooled in anticipation of constraints on the grid or during periods when
the energy price is low [2]. Information on energy flows and system states are neces-
sary for management, exploitation and the distribution of energy resources, where the
main information is measured [3]. Another requirement related to the control of loads is
the metering and statements transmission. It is also recalled that data collected must be
specific with standardized and secure communications [4]. The controllability of a load
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is defined as his ability to be underpowered, in energy saving mode or turned off for a
while in response to an outside call. This signal can be linked to a security or an eco-
nomic aspect. Therefore, themodeling of a thermal system is necessary to understand his
behavior by setting up a set of equations describing relationship between its inputs and
outputs so [5]; it becomes possible to simulate its impact on the electricity consumption
of heating with a rather fine temporal resolution. We also note that we can check the
response of the load subjected to several solicitations such as climate change or thermal
losses [6]. This approach can then be defined as a behavioral diagnostic describing the
relationship between energy requirement and the total consumption cost. The aim of this
work is the simulation of an energy system model based on the state representation to
descried its behavior and establish a measurement report. Indeed, we are interested in
considering the building as a system that dynamically interacts with a set of climate data
while being conditioned by the need of the consumer [7]. To achieve such management,
we must first start by structuring the model behavior. The simulation software that will
serve is Matlab Simulink, Simscape and Power system.

2 Modeling and Mathematical Representation of the Components
Involved in the Buildings Thermal Exchange

The modeling methods are numerous. The main classification takes place between static
and dynamic ones [8]. There is also physical modeling based on fundamental knowledge
and physical phenomena that affect the system. There is also the empirical modeling
method called «black box» , based on the mathematical relations inputs and outputs of
the system [9]. In this work, the model will initially have a simple basic structure that
will be modified and parameterized as and when required. The goal is to simulate the
heat exchange evolution of an insulated or non-insulated room using or not an electric
heating.

The overall system state representation is obtained from the combination of the
following linear thermal equations. These last allow defining the elements that make up
the room in terms of heat transfer and thermal mass.

2.1 Model of a Wall Without Insulation

The linear thermal Eq. (1) represents the modeling of an ordinary wall [10]:

dTω

dt
= Aω

Cω

[Uωi(Tai − Tω) + Uωo(Tao − Tω)] (1)

With dTω

dt is the thermal flow into the wall (°C/s), Tω is the wall temperature (°C), Aω

wall surface (m2), Cω wall thermal capacity (J/K), Tai indoor air temperature (°C),
Uωi coefficient of thermal transfer inside the wall (W/m2.K),Uω0 coefficient of thermal
transfer outside the wall (W/m2.K), and Tao outside air temperature (°C).

Where Uw = λw

e = 1
Rth

with λw is the conductivity of the wall, e is the thickness of
the wall and Rth is the wall thermal resistance.
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2.2 Model of a Ceiling Without Insulation

The ceiling model of a room is given by the following equation:

dTc

dt
= Ac

Cc
[Uci(Tai − Tc) + Uco(Tao − Tc)] (2)

Where Tc is the ceiling temperature (°C), Ac ceiling surface (m2), Cc ceiling thermal
capacity (J/K), Uci coefficient of thermal transfer inside the ceiling (W/m2.K) and Uco

coefficient of thermal transfer outside the ceiling (W/m2.K).

2.3 Model of a Door Without Insulation

In general case, the model of a door takes into account the heat exchange between the
temperatures of the two parts that it separates. In our case, the room is considered the
simulation house so the heat exchange takes place between that room and the outside
air.

dTd

dt
= Ad

Cd
[Udi(Tai − Td) + Udo(Tao − Td)] (3)

With Td the door temperature (°C), Ad door surface (m2), Cd door thermal capacity
(J/K),Udi andUdo are respectively the coefficient of thermal transfer inside and outside
the door (W/m2.K).

2.4 Model of a Window Without Insulation (Single Glazing)

Qg−air =
dTg−air

dt
= Ag

Cg

[
Ug(Tao − Tai)

]
(4)

The ordinary differential Eq. (4) represents the model of the window where Qg−air is
the thermal flow of the window towards inside the house (°C/s), Ag the window surface
(m2) and Ug the coefficient of window thermal transfer (W/m2.K).

2.5 Indoor Air Model (Room Temperature)

dTai

dt
= 1

Ca

[
Qe + AωUωi(Tω − Tai) + AcUci(Tc − Tai) + AdUdi(Td − Tai) + AgUg(Tao − Tai)

]

(5)

WhereCa is the thermal air capacity (J/K) and Qe the thermal flow of indoor equipment
(W ).

Thefirst objective is to give a global vision on the physical aspect of the heat exchange
behavior and the impact of insulation on the losses before installing the heater. The
mentioned components are characterized by their heat flow and capacity, which will
make it possible to determine the heat exchange in the house depending on its surface.
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2.6 Input Parameters

We consider a surface room of 3 m2 without heating and thermal insulation, which con-
tains a single glazed window. The input parameters are the dimensions of this room,
shown in Table 1. The outside temperature is fixed at 10 °C and the initial inside
temperature, considered as the starting limit condition, is 20 °C.

Table 1. Model room dimensions.

Width (m) Length (m) Height (m) Surface (m2) Thickness (cm)

Room 3 3 2.5 9 –

Wall – 3 2.5 7.5 10

Ceiling 3 3 2.5 9 10

Door 0.9 – 2.15 1.935 5

Window 0.6 – 1 0.6 0.4a

athickness of a window glass

3 Simulations and Results

3.1 Simulation Model 1

The purpose of this first simulation is to determine how long the outside temperature is
reached for two identical houses: house 1 without thermal insulation and house 2 with
thermal insulation (Fig. 1).

Fig. 1. Thermal system without heating.

Only the heat exchange through the window, the walls and the ceiling is taken into
account. The slab and the walls orientations of the house are not considered.
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Outdoor temperature 
source

Temperature sensor in 
the house

Uninsulated house

Heat exchange by 
conduction (simple 

glaze window 
subsystem) 

Fig. 2. Subsystems and blocks content.

The global model of house 1, without insulation, is illustrated in Fig. 2. Referring to
Eqs. (1) to (5), the wall, ceiling, door and window blocks, each contain the conduction
heat transfer subsystem for transferring heat flow through the house walls. These last
are subsequently connected to the convective heat transfer blocks that transfer the heat
amount from the outside to the surface materials of the house that we represent their
characteristics in Table 2. A temperature sensor is placed inside the room.

Table 2. Thermal properties of the house materials.

Specific heat capacity (J/kg.K) Thermal conductivity λ

(W/m.K)
Density ρ

(kg/m3)

Air 1004 0.2 1.2

Brick 840 0.84 1500

Glass 720 1.2 1530

Oak wood 2400 0.16 700

Pain wood 2227 0.15 1

In the second house, we inserted a glass wool type interior insulation at the levels
of the walls surfaces and the ceiling. The single glazed window is replaced by a dou-
ble glazed one with argon gas insulation. This gas belongs to the constituents of the
earth’s atmosphere and to the noble gases family. The choice of these insulators are
fixed according to their characteristics in the following Table 3.
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Table 3. Thermal properties of insulation materials.

Thickness (cm) Specific heat
capacity (J/kg.K)

Thermal
conductivity λ

(W/m.K)

Density ρ

(kg/m3)

Glass wool (wall
and ceiling
insulation)

10 839 0.033 25

Argon (window
insulation)

1.2 320 0.01772 1.783
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Fig. 3. Simulation results 1 (24 h). (Color figure online)

The comparison of simulation results is represented in Fig. 3. The green curve shows
that the room 2, with thermal insulation, reaches the outside temperature set at 10 °C
in over 24 h illustrating the decrease of the initial temperature. However, the heat is
clearly lost faster in the house 1 (blue curve) due to the absence of insulation so losses
are obviously much more important. It must then heat in both cases.

3.2 Simulation Model 2: Insulated House with Heating/Insulated House
with Heating and Regulation

The thermal inertia of a house depends on the materials that make up its interior, so
most houses are insulated from inside. Let us consider now that the house 1, (Table 2), is
inside thermally insulated and heated by inserting a heat source representing the electric
heating power of 200 W. This model is shown in Fig. 4 with the insulating blocks and
the heating connected directly to the house thermal mass.
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Outdoor 
temperature 

source

Heating 
source

House with thermal insulation

Temperature sensor in 
the house

Fig. 4. Subsystems and blocks content.

According to Fig. 5, house 2 has the same heating power but equipped this time with
a thermostat. Therefore, the control system now works in a closed loop. The heating is
switched on when the temperature is below a set one fixed at 20 °C, then shuts off when
the house temperature reaches another set at 22 °C.

Fig. 5. Thermal system with heating and regulation.

In order to better understand the studied system and to consider the environmental
demands, it is proposed to use the weather data temperature recorded, hour by hour,
during the dates 01-01-2019 and 02-01-2019 (Fig. 7).
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House 1 House 2

Fig. 6. Simulation results 2 (48 h). (Color figure online)
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Fig. 7. Power consumption cost curves.

Minimumandmaximumoutdoor temperatures recorded during these 48 h are respec-
tively 6 and 14 °C. The heating without regulation of the house 1 operates continuously
since it is heating period. The power is thenmaximum throughout the simulation and it is
noted from the red curve of Fig. 6, illustrating the indoor temperatures, that the comfort
is missing. Indeed, after two hours of the startup, temperatures reached are very high
at about 30 °C then, vary between 23 and 27 °C. On the other hand, in the case of the
house 2, with heating regulation, the ambient temperature is comfortable andmaintained
between 20 and 22 °C. We also calculated the cost of heating consumption during these
two days for the both houses and we deduct that house 1 records a higher consumption
that house 2 with regulation (Fig. 8).
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3.3 Simulation Model 3: Uninsulated House with Heating
and Regulation/Insulated House with Heating and Regulation

Fig. 8. Thermal system with heating and regulation.

House 1

House 2

Fig. 9. Simulation results 3 (48 h). (Color figure online)

In this last case, the importance of insulation is put again to the test. Both houses
are now equipped with regulated heating. According to the indoor temperature variation
curves of Fig. 9, we note that without thermal insulation (red curve), the average house
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temperature for 48 h is16 °C. The heating starts but control stops because there are many
losses and the ambient temperature does not reach the thermostat set point one while
heating remains in permanent operation at full power during all the simulation period.
This leads to a consumption cost increase up to 3.84TND for only two days and this
amount to the same billing of house 1 in the simulation model 2 without regulation.

4 Conclusion

With the work proposed in this paper, it was possible to conclude that without thermal
insulation we lose comfort occupant and economy, despite the regulation of heating at
ambient temperatures. Based on the obtained results, it is also noted that the heating
method without isolating the building does not limit the consumption wastage even
if we put the heating regulation according to predetermined set temperatures. Indeed,
this study shows that the building heating economy is based on, first of all, a priority
step which the thermal insulation then the regulation by various means including the
intelligent thermostat and the remote control to ensure an efficient load control and
realize electric energy economy.
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Abstract. The rise in the accessibility of photovoltaic (PV) generators to con-
sumers increases the possibility of reverse power flow (RPF) in the electric distri-
bution system. RPF occurs when power flows to the design of the system. Over-
voltage, power losses and protection system coordination are among the problems
that could occur due to the presence of RPF. This paper describes an algorithm
to detect the presence of RPF using optimally-placed micro-phasor measurement
units (μPMUs) in the IEEE 34-Bus System with 5 PV generators. A machine
learning algorithm based on a feedforward artificial neural network (ANN) was
developed. The algorithmwas able to detect the presence of RPF using (1) voltage
and current and (2) polar- and (3) rectangular-impedancemethods for training. The
algorithm was also able to detect RPF under scenarios that were not used during
the training process. Sensitivity analyses were performed for cases such as PV
outage, PV relocation, PV addition, PV expansion and load increase. The suscep-
tibility of the algorithm to true value errors (TVEs) was tested by adding error
vectors on the μPMUmeasurements for both the training and testing populations.

Keywords: Reverse power flow (RPF) · μPMU · Machine learning

1 Introduction

Photovoltaic (PV) generators have been a great addition to the electric power system
(EPS) in terms of its supply of sustainable energy. The sun is a renewable energy source
that can be placed anywhere in the power system. As a solar farm, it can deliver bulk
amounts of power to the grid. As an additional source of power for commercial and
residential units, it can lower monthly electricity bills and export power to the network
when it produces excess energy.

But with PV generators installed more and more in distribution systems as price
drops, reverse power flow (RPF) becomes a problem. RPF occurs when power flows
opposite where the system designed for it to flow which could be a huge risk for the
distribution network as most of these systems are only designed to absorb power and
not deliver power. Problems associated with RPF include, overvoltage, distribution pro-
tection coordination and power quality. [1] has claimed that RPF is the major cause of
overvoltage in the distribution system. [2] has suggested that DGs could change short
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circuit levels in the systemcompromising the coordination of protection devices.Accord-
ing to [3], DGs may increase the power loss of the system depending on its network
configuration.

2 Related Works

2.1 Micro-Phasor Measurement Unit (µPMU)

Growth in DGs in distribution network presents variability and uncertainty. As such, a
more fast and precise measurement device needs to be developed to accurately assess
the state of the system. The researchers in [4] addressed the issues faced by traditional
supervisory control anddata acquisitionmonitoring systemsbydeveloping a phasormea-
surement unit (PMU) that provides real-time and synchronizedmeasurements. PMUs are
more commonly used in transmission systems. In [5], the researchers further improved
PMUs into micro-synchrophasors which can be used even in distribution systems. A
micro-phasor measurement unit (μPMU) is a high-precision measurement unit that uses
synchrophasor technology to observe the state of electric power systems. It can estimate
the magnitude and phase angle of voltages and currents in the distribution system.

Optimal µPMU Placement (OPP) Problem. Installing μPMU in each node of the
system would be ideal but not economical. But with the assumption that line data are
available an optimal number ofμPMU can be used to observe the systemwhile reducing
the cost. The fitness function that represents the OPP problem for an n-bus system is: [6]

∑n

i
wi xi (1)

where wi is the cost and xi is the binary decision variable of installing a PMU at bus i. A
significant number of studies [6–9] have solved the OPP problem in various bus systems
using different optimization algorithms.

2.2 Reverse Power Flow Detection

Directional relays have been in used to detect RPF in synchronous generators [10]. In
[11] a directional power relay was employed to protect a distribution system from RPF
caused by DG. The directional relays, however, are generally used to automate trippings
due to faults.

[12] used an electronics-based transformer called a smart transformer to control the
reverse power flows in the system.While this is a novel solution, the production of power
can be more economical when the energy source is generous thus limiting its production
is not the best option. With a proper analysis tool using the reverse power flow to the
advantage of the system could be better by diverting where power is needed. But in order
for such a tool to be used, an analysis to determine whether RPF is present in the system
or not is needed.
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Voltage Angle Difference Method. Consider two adjacent buses bus j and k. It can be
seen in Eq. 2 that the sign of Pk and therefore its direction is related by the value of the
angle inside the sine function. When θj is greater than θk the quantity inside the sine
function is negative making the value of Pk negative since sine is an odd function. For
the Reactive power on the other hand the direction of power of Qk is dictated by Vk and
Vj. When Vj is greater than Vk, the reactive power is negative.

Pk = |Vk |
∣∣Vj

∣∣
X

sin
(
θk − θ j

)
(2)

Qk = |Vk |
X

[|Vk | − ∣∣Vj
∣∣ cos

(
θk − θ j

)]
(3)

Pk: real power injection through bus k
Qk: reactive power injection through bus k
Vk: voltage magnitude at bus k
Vj: voltage magnitude at bus j
θk: voltage angle at bus k
θj: voltage angle at bus j
X: line impedance from bus k to j

In this paper, only the fundamental frequency was considered due to the high
sampling rate of μPMUs.

Impedance Method. A relationship between power and impedance can also be drawn,
[1] uses this method to determine at what impedance level the reverse power flow occurs
from PV injections. Impedance as seen by bus k can be expressed as:

Zk = Vk
Ik

(4)

Zk = Vk(
Pk+Qk
Vk

)∗ (5)

Zk =
(
Pk + j Qk

P2
k + Q2

k

)
|Vk |2 (6)

Ik: current going through bus k to bus j

Equation 6 can be further decomposed to its resistance (Rk) and reactance (Xk)
components.

Rk =
(

Pk
P2
k + Q2

k

)
|Vk |2 (7)
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Xk =
(

Qk

P2
k + Q2

k

)
|Vk |2 (8)

As Pk flows to the opposite direction, the value of Rk and Xk will be negative.

2.3 Classification Algorithms in Machine Learning

There are several techniques in tackling classification problems such as support vector
machines (SVM), random tree and neural networks among others. For the purposes of
this study, the proponents will be focusing on neural networks.

Neural Networks. Neural Network or also known as artificial neural networks (ANN)
is a problem-solving technique developed to tackle non-linear and complex problems
[13]. For [14], ANN is one of the best techniques for data classification.

Primarily, the ANN is composed of two major components, the neurons and con-
nections [15]. To put it simply, neurons are the data processing units of the algorithm.
It analyzes inputs and its relation to the output in order to create a relationship between
the two. Connections, on the other hand, are the one that delivers this data from neuron
to neuron. It is the carrier of information.

While there are a number of topologies in the ANN architecture, the most popular is
the feedforward network [15] shown in Fig. 1. This topology consists of three or more
layers. The first layer is called the input layer, the next layers are called the hidden layer,
while the last layer is called the output layer. In this setup, data travels from one layer
to another without reversing. The bulk of the processing happens in the hidden layer.

Fig. 1. Feedforward topology

3 Methodology

3.1 Testbed Creation

To develop an algorithm that can detect the presence of RPF, a testbed is needed in order
to train and test it. This testbed was created using OpenDSS.
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Bus System Modelling. The proponents adapted the bus network used in [10] as shown
in the Fig. 2 while modifying the placement of μPMU in node 836 to node 860. μPMU
will be placed on primary lines just before buses 814, 852 and 860 to measure voltages
and currents of the lines and not the buses itself. A μPMU is also placed just after
reference bus 800. The system will have 5 3-phase PVs attached to buses, 808, 824, 830,
844 and 860. Capacities of these PVs can be seen in Table 1.

Fig. 2. Modified IEEE-34 bus network with optimally placed μPMUs

Table 1. 3-phase PV locations and capacities

PV location PV capacity per phase (kW)

Bus 808 180

Bus 824 100

Bus 830 200

Bus 860 100

Bus 844 140

Bus System Modeling. There were 3 different types of samples that were generated:
(1) average loading, (2) variable loading and (3) PV outage with variable loading.

For the first type of samples shown in Fig. 3, the percent loading of each bus will be
varied from each other while maintaining a mean percent loading for the whole system.
The mean percent loading will be swept from 20% to 100% with a 2% increment. With
this, percent loading for each bus will deviate by around 5% from the suggested mean
percent loading across the system. For each increment of the mean percent loading, the
5 PVs will be injecting real power to the system from 0% capacity to 100% capacity
incremented uniformly by 1%. 4100 samples will be generated from this method.
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Fig. 3. Process of generating the samples with average loading

Fig. 4. Process of generating the sample with variable loading

Fig. 5. Process of generating the samples for PV outage with variable loading

For the second type of samples, as shown in Fig. 4, percent loading for each bus in the
system will be varied from each other. This method will ensure that as the 5 PVs injects
power from 0% to 100%, each 1% increment of power injection will have a different
set of percent loading for each bus that will be varied from 20% to 100%. This method
will generate a batch of samples that will be as varied from each other as possible. 6000
samples will be generated from this method.

For the third type of samples shown in Fig. 5, PV Outage will be simulated. Percent
loading of each bus will be acquired using the method for acquiring percent loading in
the second type of samples. PVs in operation will be decreased from 5 PVs up to 1 PV
while considering all 30 possible combinations for PV operation. For each combination
200 samples were generated which amounted to 6000 samples.

Each sample generated have a tag of 0 if RPF is not present in the system and 1 if
RPF is present. Impedance method was used to tag each sample. Since RPF will first
occur on buses where generators are present, impedances as seen on the buses where
PVs are placed were computed. Where resistance was seen as negative in a bus, there is
RPF in the system.
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Introduction of TVEs in the Training Population. Data from μPMU will deviate
from the true values of currents and voltages in the system by 0.1%. The proponents
added True Value Errors (TVEs) to the previously generated samples to make another set
of training population. Equation 9 shows how the errors were introduced to the original
voltage and current measurements gathered from the 4 μPMUs.

A∗ = A + [
e(|A|� δ)

]
(9)

Where,

A: phasor measurement
A*: phasor measurement with TVE
E: random value from −0.001 to 0.001
�: random angle value from 0o to 360o

3.2 Machine Learning Implementation

Algorithm Training and Testing. Three models for the RPF detection were used. One
model had 48 inputs which consists of 12 voltage magnitudes, 12 current magnitude and
18 phasor angles. The secondmodel used the impedances calculated, in polar form, from
μPMU measurements of which there will be 24 inputs - 12 magnitude measurements
and 12 angles measurements. The third model was derived from the polar form of the
impedance by converting it to its rectangular form. There will be 24 inputs from this
methodwith 12 resistance and 12 reactance. For all model there will only be two outputs,
1 which denotes the presence of RPF within the system and 0 which denotes otherwise.
The MATLAB’s Deep Learning Toolbox was used in training the algorithm with a
feedforward topology and 10 hidden nodes in the ANN architecture. 80% of the 16,100
samples were used for the training of the algorithm while the remaining 20% were used
for testing.

Performance Evaluation. The algorithms developed were subjected to another round
of testing using 1000 samples that were generated outside of the 16100 samples of the
training population. The results of the testing using these samples will serve as the base
case.

Sensitivity Analysis. The trained algorithms were tested using test samples that were
not included in the training population. Five scenarios were established to test the
robustness of the algorithm. For each case 1000 test samples were generated.

PV Outage. The system simulated eventswherein 1 ormore PVs are offline. The number
of functioning PVs was reduced decrementally from 5 to 1. PVs were relocated to the
adjacent 3-phase bus one at a time. Each of the 5 PVs, while retaining their capacity
output, were relocated twice, as there were two adjacent buses for each of the PVs.

PV Relocation. The PVs were relocated to their adjacent 3-phase bus one at a time.
Each of the 5 PVs were relocated twice, as there were two adjacent buses for each of
the PVs. The capacities of the PVS were retained.
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PV Addition. Another 3-phase PVGenerator was added to a random bus in the IEEE-34
bus system, making the total number of PVs to 6. The addition of 3-phase PV to the
system will be repeated 10 times amounting to 1000 test samples (Table 2).

Table 2. Sizing and placement of additional PV

Bus Capacity per phase (kW) Voltage (kV)

840 10 14.376

890 70 2.401

848 20 14.376

858 80 14.376

816 50 14.376

802 100 14.376

854 50 14.376

850 75 14.376

832 80 14.376

828 75 14.376

PV Expansion. The capacities of the 5 existing 3-phase PVs were increased while main-
taining the per-unit voltage of the system to 1.1 p.u. A total of 100 kW was added to the
total PV power output (Table 3).

Table 3. New PV capacity after expansion

PV location New PV capacity per phase (kW)

Bus 808 180

Bus 824 100

Bus 830 200

Bus 860 100

Bus 844 140

Load Increase. An increase in power consumption was simulated for this test case. The
base loads of each buswere increased to up to 150%while still retaining the old capacities
of the 5 PVs.

Introduction of TVEs in the Testing Population. TVEs were also introduced to the
5000 test samples generated for the sensitivity analysis. This will test the susceptibility
of the algorithms trained to errors in the measurements. All of the testing mentioned
above were repeated after adding TVEs.
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4 Results and Analysis

Algorithms developed have significantly high accuracies and are close to each other
whether trained using the standard training population set or the modified training popu-
lation with accuracies up to 99.7%. Upon evaluating the performance of the algorithms,
the accuracies scored near the 99% mark (Tables 4 and 5).

Table 4. Accuracy results of the algorithm training and testing

Algorithm method Algorithm accuracy with
standard training population

Algorithm accuracy with
modified training population

Voltage and current 99.7 99.7

Polar impedance 98.7 98.9

Rectangular impedance 98.5 98.6

Table 5. Accuracy results of the algorithm performance evaluation

Algorithm method Algorithm accuracy with
standard training population

Algorithm accuracy with
modified training population

Voltage and current 98.7 98.8

Polar impedance 99.2 98.9

Rectangular impedance 98.2 98.3

For the sensitivity analysis of the algorithms developed using the standard training
population using test samples with no TVE, accuracies are above 90%. PV outage,
PV relocation and PV expansion are the only scenarios where the algorithm only got
almost 93% as the rest scored above 95%. Upon the introduction of TVE in test samples
however, for the voltage and current method, accuracies are down to almost 50%. Both
the algorithms using impedance method scored the same accuracies as their counterpart
algorithm (Tables 6 and 7).

Table 6. Accuracy results for the sensitivity analysis of algorithms for standard training
population without TVE

Test case Voltage and current
method

Polar impedance method Rectangular impedance
method

Base case 98.7 99.2 98.2

PV outage 93.9 93.6 93.3

PV relocation 93.6 93.1 92.4

PV addition 98.5 98.8 98

PV expansion 98.6 99.1 98.5

Load increase 92.8 95.4 92.5
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Table 7. Accuracy results for the sensitivity analysis of algorithms for standard training
population with TVE

Test case Voltage and current
method

Polar impedance method Rectangular impedance
method

Base case 53.4 99.2 98.2

PV outage 52.3 93.6 93.3

PV relocation 52.6 93.1 92.4

PV addition 53.6 98.9 98

PV expansion 53.7 99.1 98.5

Load increase 54 95.4 92.5

The algorithms with a modified training population on the other hand had high accu-
racy results for the sensitivity analysis. The voltage and current method had also signif-
icantly improved accuracies for all test cases where test samples have been introduced
with TVE (Tables 8 and 9).

Table 8. Accuracy results for the sensitivity analysis of algorithms for modified training
population without TVE

Test case Voltage and current
method

Polar impedance method Rectangular impedance
method

Base case 98.8 98.9 98.3

PV outage 93.8 93.8 94.4

PV relocation 93.1 93.5 92.4

PV addition 98.7 98.7 97.6

PV expansion 98.7 98.7 98.8

Load increase 96.8 93.4 97.8

Table 9. Accuracy results for the sensitivity analysis of algorithms for modified training
population with TVE

Test case Voltage and current
method

Polar impedance method Rectangular impedance
method

Base case 98.6 98.9 98.4

PV outage 94.1 93.8 94.3

PV relocation 93 93.6 92.4

PV addition 98.8 98.7 97.6

PV expansion 98.7 98.7 98.8

Load increase 97.4 93.4 97.8
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5 Conclusion

This paper describes machine learning algorithms based on ANN that can detect reverse
power flow in distribution networks with PV generators. The algorithm uses measure-
ments gathered by optimally placed μPMU along the network and another μPMU in
the substation bus. Several algorithms were developed: one using the raw phasor voltage
and current measurements as inputs and two using the apparent downstream impedance
as inputs (first has the impedance in rectangular form, and other in polar form).

The IEEE 34-bus system with 5 PV generators and 3 optimally placed μPMUs was
used to demonstrate the performance of the system. The robustness of the algorithm was
also investigated by adding noise to the measurements and using the algorithm to detect
RPF on a network that is slightly different from the network where training data was
gathered. The algorithms were able to detect RPF with high accuracy except on cases
where the testing data contained measurement errors while the training population did
not. The performance improved when the algorithm was trained using measurements
that contained noise.
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Abstract. Demand response has the potential to reduce end-users elec-
tricity costs by promoting judicious use of existing power system infras-
tructure. This is most often assumed to require the adoption of time-
varying electricity prices which can make load scheduling and energy
resource management difficult to carry out in a time-effective and com-
fortable way without computational assistance and automated control.
Automated home energy management systems can facilitate this pro-
cess including by providing users with optimised plans. Creating these
plans requires optimisation tools operating on mathematical models of
the underlying problem. Mixed-integer linear programming (MILP) has
been used extensively for this purpose though increasing complexity and
time resolution can render this approach impractical. In this paper, we
describe and compare MILP formulations of the same demand response
problems using alternative thermal load models. The results, obtained
using a state-of-the-art solver, can be summarised as follows: (1) the
elimination of continuous temperature variables in one thermal load sub-
model increased the computation time in 99% of cases and by 981%
on average; (2) two new discrete control formulations leading to a 40%
reduction in the number of binary variables relative to the standard for-
mulation were found to decrease the computation time in approximately
63% of cases and by 38–40% on average. Efforts are ongoing to evaluate
these techniques under more diverse scenarios.

Keywords: Demand response · Thermal load model · Mixed-integer
linear programming

1 Introduction

1.1 Context and Motivation

Demand response (DR) programs are often advanced as a way to ensure the
existing power system infrastructure is used rationally and efficiently, and also
to integrate increasing shares of variable renewable energy resources into power
grids [1,2]. This potential implies the dissemination of intelligible information
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about the power system for a given period – most often in the form of time-
differentiated electricity prices and ad-hoc demand reduction requests – so as to
indirectly influence end-users’ aggregate electricity consumption. Once in posses-
sion of this information, end-users are expected to decide when and how to adjust
their actions to meet their objectives. For residential end-users, this implies
scheduling and configuring domestic appliances as well managing local energy
resources, particularly storage units, if there are any. However, for end-users
to minimise their electricity bill under these circumstances while meeting their
needs requires a level of effort most if not all end-users will want to avoid with-
out computer assistance and control, arguably due to the task’s participative,
repetitive, schedule-constraining and computationally-demanding nature [3,4].
As such, automated home energy management systems have been proposed to
not only carry out part of these actions but also to support the decision-making
process by providing users with optimised reference plans [5].

Generating these plans requires the use of optimisation tools operating on
mathematical models of the underlying DR problem and should be sufficiently
time-effective to avoid protracted interactions with end-users. One common app-
roach is to model DR problems using mixed-integer linear programming (MILP)
and produce optimised solutions via MILP solvers. A wide range of DR prob-
lems have been modelled using MILP including those featuring thermal loads
with significant DR potential, such as domestic hot water (DHW) vessels and
air-conditioned spaces, since these allow loads to be deferred to an extent that
allows for significant flexibility and possibly lower costs. Modelling thermal loads
and respective actuators using MILP can thus be ascribed some importance. This
paper describes a study comparing the computational performance of MILP for-
mulations of DR problems using different yet equivalent thermal load models.

1.2 Literature Review

The thermal load MILP models surveyed in the literature cover loads such as hot
water vessels, air-conditioned spaces, radiators and refrigerated compartments,
and are mostly physical phenomena-inspired as opposed to physics-agnostic mod-
els. Most commonly, thermal loads are modelled as single-node temperature
models that can be derived from first order ordinary linear differential equa-
tions, and often rely on continuous decision variables to hold temperature values
[3,6–12]. One-dimensional multi-node models can also be found in the literature,
particularly to model thermal stratification in storage vessels [13,14] and heat
transfer across building envelopes [15,16]. In a few cases, thermal loads have also
been modelled as time-shiftable or interruptible loads [17,18].

The models reviewed encompass combinations of temperature, power, and
control constraints. Temperature constraints have generally been used to ensure
safety and comfort standards [3,8,12], either constant or changing over time due
to occupancy or demand, rather than the model’s own accuracy (e.g., due to
phase changes). Power constraints have been used to comply with individual
equipment’s power ratings [8,9,11,19] or those defined by fuses or the utility
grid [3,17,20]. Control constraints have been used to implement discrete part-
load operation, 2-level hysteresis control and minimum operation and inactivity
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cycle durations [20,21], and to ensure some modes are mutually-exclusive (e.g.,
heating or cooling) [8,22]. Accommodating these features may be a necessity
but these also increase the computational burden, particularly for short time
steps, due to the additional binary variables needed. Ultimately, models of a
strongly-combinatorial nature (due to the number of binary variables) can be
too difficult to solve within an acceptable time-frame (e.g., close to real-time)
using affordable and low power computational resources [6,8,12,18–22], which
limits the attractiveness of MILP models for in-house residential DR planning.

1.3 Objectives and Approach

The study described here set out to explore the effect of two modelling techniques
on the ability to efficiently solve MILP-formulated residential demand response
problems featuring thermal loads. The techniques evaluated sought to reduce the
number of continuous and binary variables necessary to reproduce the same DR
problem. The first technique concerns the elimination of continuous load temper-
ature variables. The second technique relates to modelling multi-level discrete
control of appliances interacting with thermal loads: three equivalent formula-
tions were compared, namely the traditional one relying on one binary variable
per level and time interval plus constraints to ensure that only one can be used
at any given time interval, and two others potentially relying on a reduced set of
binary variables and constraints. The main thrust was thus to understand how
these techniques influence the computational performance of MILP-formulated
DR problems involving thermal loads and under time-differentiated electricity
prices. For this purpose, a state-of-the-art solver was used to produce optimised
solutions to the same DR problem formulated differently and the computation
times compared. A diverse set of case studies was defined and employed to reduce
the possibility of bias influencing the conclusions. This effort is presented over
5 additional sections: Sect. 2 describes the DR problem under consideration;
Sect. 3 details the models used to reproduce the problem; Sect. 4 defines the case
studies considered; Sect. 5 presents and analyses the optimisation results; Sect. 6
summarises this endeavour’s main conclusions.

2 Problem Description

The DR problem addressed in this study is centred around a grid-connected
single-family household where the end-users’ electricity consumption during a
36-hour period is charged according to a discretely-increasing (power) demand
rate and time-differentiated energy prices. The automated home energy man-
agement system is tasked with preparing optimised plans and managing the
operation of domestic appliances and energy resources to maximize profits while
maintaining safety and comfort standards, and without interfering with the non-
controllable demand (NCD). The other demand component is due to an electric
water heater (EWH), a refrigerator (REF), a reversible speed-controlled heat
pump (HP) as well as single dishwasher (DW), laundry machine (LM) and tum-
ble dryer (TD) cycles observing user-designated appliance-specific comfort peri-
ods. Temperatures limits have to be observed in the refrigerated compartments,
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the air-conditioned room, and the water vessel. A photovoltaics-based behind-
the-meter local electricity generation system is also present to allow for reduced
energy costs via load matching and/or revenue by selling excess electricity to
the utility grid as long as utility-specified power limits are observed.

3 Mathematical Model

A customisable MILP formulation of the single-household DR problem described
in the previous chapter was developed to carry out this study. The MILP model
relies on generic submodels for time-shiftable and single-node thermal loads,
which were instantiated three times each to accommodate all appliances under
consideration: the dishwasher, laundry machine, tumble dryer cycles were mod-
elled as time-shiftable loads while the EWH, the refrigerator and the heat pump
were assumed to interact with uniform temperature thermal loads using three
different controls: on/off, proportional and multi-level discrete controls, respec-
tively. A demand rate submodel is also used to relate power needs into costs and
feed-in constraints. More information about the model is provided next.

3.1 Objective Function

The objective for this model is to maximise profits over the entire planning
period duration (PPD) by simultaneously minimising energy and power costs
and maximising revenue while meeting safety and comfort standards. Revenue is
obtained by selling locally-generated excess electricity to the utility whereas costs
are due to the NCD and L additional electrical loads, consisting of NSL time-
shiftable loads and NTL thermal load-related electrical loads, and cost penalties
prompted by excessive temperatures in selected thermal loads. Loads are iden-
tified through the set SL = {1, ..., L} and subsets SSL ⊆ SL and STL ⊆ SL for
time-shiftable and thermal load-related electrical loads, respectively, such that:
SSL ∩ STL = ∅;SSL ∪ STL = SL. Additional subsets include STL,Δt ⊆ STL

and STL,PPD ⊆ STL to identify thermal loads capable of inducing costs due
to excessive temperatures during each time interval and temperature reductions
between planning periods, respectively. The objective function is thus given by
(1), where PELEC

IMP,k and PELEC
EXP,k stand for the mean power drawn from and fed to

the utility grid, respectively, during time interval k of the planning period (out
of K ∈ N,Δt-long intervals: K = PPD/Δt), yU,p indicates whether the nonneg-
ative power level PU,p was exceeded during the planning period (PU,0 = 0 W, for
islanded operation), Δθl,PPD is thermal load l’s (∀l ∈ STL,PPD) temperature
decrease, if any, between planning periods, and ΔθUPPER

l,k represents thermal
load l’s (∀l ∈ STL,Δt) temperature increase, if any, above the reference temper-
ature (θUPPER

l,REF ) during time interval k. With regard to the objective function
coefficients, pELEC

IMP,k and pELEC
EXP,k are respectively the prices charged and offered

to the end-user for electricity consumed from and delivered to the grid during
time interval k, cU,p is the cost of exceeding the power level PU,p, cl,PPD is the
cost of increasing load l’s (∀l ∈ STL,PPD) temperature by one degree after the
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planning period, and cUPPER
l,k is the cost of load l’s (∀l ∈ STL,Δt) temperature

exceeding θUPPER
l,REF by one degree during time step k.

min
∑

l∈ST L,Δt

K∑

k=1

cUPPER
l,k ΔθUPPER

l,k +
∑

l∈ST L,P P D

cl,PPDΔθl,PPD +
P−1∑

p=0

cU,pyU,p

+ Δt
K∑

k=1

(pELEC
IMP,kPELEC

IMP,k − pELEC
EXP,kPELEC

EXP,k) (1)

PELEC
IMP,k ≥ 0, k = 1, ...,K; PELEC

EXP,k ≥ 0, k = 1, ...,K (2)

yU,p ∈ {0, 1} , p = 0, ..., P − 1 (3)

Δθl,PPD ≥ 0, l ∈ STL,PPD (4)

ΔθUPPER
l,k ≥ 0, k = 1, ...,K; l ∈ STL,Δt (5)

3.2 Power Balances

Both PELEC
IMP,k and PELEC

EXP,k are defined using the power balance equations in
(6), where Pl,k is the mean power demand due to load l (∀l ∈ SL) during time
interval k in accordance with (7), PNCD,k is the mean power for the NCD during
time interval k, and PLEG,k is the mean power supplied by the local electricity
generation system during time interval k.

∑

l∈SL

Pl,k + PNCD,k − PLEG,k = PELEC
IMP,k − PELEC

EXP,k, k = 1, ...,K (6)

Pl,k ≥ 0, l ∈ SL, k = 1, ...,K (7)

3.3 Demand Rate

The demand rate submodel consists of (8)–(11). The peak mean net power
demanded from the utility grid during the planning period (PPEAK) is con-
strained by (8) and (9), and used to determine which power levels have been
exceeded in (10), where PU,p is the peak power afforded by the demand rate
level p (for P positive levels: p = 0, ..., P ). Simultaneously, (11) ensures compli-
ance between PELEC

EXP,k and the maximum power the system is allowed to deliver
to the grid, defined as a fixed percentage (λEXP ) of the demand rate-defined
peak power.

PELEC
IMP,k − PELEC

EXP,k − PPEAK ≤ 0, k = 1, ...,K (8)

0 ≤ PPEAK ≤ PU,P (9)
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PPEAK − PU,P yU,p ≤ PU,p, p = 0, ..., P − 1 (10)

PELEC
EXP,k − λEXP

P−1∑

p=0

yU,p(PU,p+1 − PU,p) ≤ 0, k = 1, ...,K (11)

3.4 Time-shiftable Loads

The behaviour of time-shiftable loads was reproduced using the model proposed
in [21,23]. This model assumes such loads are characterised by non-interruptible
cycles, each defined by an ordered sequence of stages with specific power demand
levels, whose scheduling must conform to predefined comfort periods.

3.5 Thermal Loads

Thermal loads were generically modelled after uniform temperature bodies con-
trolled through appliances in accordance with (12), where θl(t) is the effective
temperature for load l (∀l ∈ STL) at time t ∈ R, xl,m(t) is the actuator control
signal component m (∀m ∈ SM,l = {1, ...,Ml}) at time t, while al(t), bl(t), cl(t)
and dl,m(t) are potentially time-varying load- and context-specific coefficients.

al(t) · θ′
l(t) = bl(t) · θl(t) + cl(t) +

∑

m∈SM,l

dl,m(t)xl,m(t), l ∈ STL (12)

The solution to (12) was approximated by assuming the coefficients are con-
stant during one time step (zero-order hold). In doing so, a closed-form solution
can be produced and the process repeated for multiple time steps. The corre-
sponding MILP formulation is given in (13) for a given load l (∀l ∈ STL) and
time interval k, where θl,k is its temperature at the start of time interval k, xl,m,k

is the decision variable for mode m, and al,k, bl,k, cl,k and dl,m,k are coefficients.

θl,k+1 − θl,k exp(
bl,k

al,k
Δt) − b−1

l,k (cl,k +
∑

m∈SM,l

dl,m,kxl,m,k)(exp(
bl,k

al,k
Δt) − 1) = 0,

(13)

k = 1, ...,K, l ∈ STL

The load temperatures determined by (13) have to comply with minimum
(θMIN,l,k) and maximum (θMAX,l,k) temperature limits during each time interval
in accordance with (14)–(15) while separate ones constrain Δθl,Δt and ΔθUPPER

l,k

using (16) and (17), where θl,1 is the initial load temperature.

θl,k ≥ θMIN,l,k, k = 2, ...,K + 1, l ∈ STL (14)
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θl,k ≤ θMAX,l,k, k = 2, ...,K + 1, l ∈ STL (15)

θl,K+1 − θl,1 ≥ −Δθl,PPD, l ∈ STL,PPD (16)

θl,k − θUPPER
l,REF ≤ ΔθUPPER

l,k , k = 2, ...,K + 1, l ∈ STL,Δt (17)

Appliance Control. One of three actuator control types was considered for
each thermal load: on/off, proportional and multi-level discrete controls. Ther-
mal loads modelled using these controls can be respectively identified through
the subsets STL,ON−OFF , STL,PROP and STL,MULTI (⊆ STL) such that:

STL,ON−OFF ∩ STL,PROP ∩ STL,MULTI = ∅ (18)

STL,ON−OFF ∪ STL,PROP ∪ STL,MULTI = STL (19)

The choice of actuator control ultimately defines the number of signal com-
ponents (Ml) needed for each load, which can include one or two active heat
transfer directions (i.e., heating and cooling). Consequently, it also defines the
decision variable (xl,m,k) types and associated constraints. Among the choices,
on/off control is the simplest and requires one binary variable per time interval
and heat transfer direction (Ml = 1 or 2) in accordance with (20).

xl,m,k ∈ {0, 1}, k = 1, ...,K, m ∈ SM,l, l ∈ STL,ON−OFF (20)

Proportional control, defined as a semi-continuous monotonically-increasing
piecewise linear function above a minimum positive level, requires two control
signal components per time interval and heat transfer direction (Ml = 2 or 4) in
accordance with (21) and (22): one binary variable sets the minimum actuator
level and a continuous variable sets the actuator level above the mininum level.

xl,2n−1,k ∈ {0, 1}, xl,2n,k ∈ [ 0, 1], l ∈ STL,PROP (21)
k = 1, ...,K, n = 1, ...,Ml/2

xl,2n−1,k ≥ xl,2n,k, k = 1, ...,K, l ∈ STL,PROP , (22)
n = 1, ...,Ml/2

Multi-level discrete control is primarily intended to reproduce full- and part-
load operation of appliances controlling thermal load temperatures and can be
formulated in three alternative ways, all of which exclusively rely on binary
variables in accordance with (23). The standard one (STD) uses one binary
variable per positive load level and time interval for each heat transfer direction
and prevents more than one of those corresponding to the same time interval
(k) from being positive in accordance with (24).
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xl,m,k ∈ {0, 1}, k = 1, ...,K, m ∈ SM,l, l ∈ STL,MULTI (23)

∑

m∈SM,l

xl,m,k ≤ 1, k = 1, ...,K, l ∈ STL,MULTI (24)

If the appliances can be assumed to operate with power-invariant COPs and
the normalised load levels are separated at regular steps between 0 (no load)
and 1 (full load), then two other formulations can be used. Both reproduce a
specified set of load levels (Tl = {1, ..., Nl}) using combinations of those levels
to achieve the same outcome using a subset of the original levels (T ′

l ⊆ Tl),
in accordance with (25), where el,m,k and el,n,k are the surrogates for dl,m,k

needed to employ Tl and T ′
l , respectively, as surrogates for SM,l. In doing so,

these formulations have the potential to dispense with all the constraints and
a part of the variables needed using the standard formulation, depending on
the number of levels and heat transfer directions. For example, no reduction of
binary variables is possible if 2 levels per heat transfer direction are considered
but at 3, 5 and 10 levels, reductions of 33, 40 and 60% are possible. Additional
constraints are not necessary if only one heat transfer direction is considered –
otherwise (24) is necessary to prevent simultaneous heating and cooling modes
– and if any potential combination only reproduces the original levels.

el,m,k =
∑

n∈T ′
l

el,n,kwl,n,k, wl,n,k ∈ {0, 1}, k = 1, ...,K, m ∈ Tl, l ∈ STL,MULTI

(25)
The differences between the two non-standard formulations concern the app-

roach by which to rule out solutions reproducing load levels not found in the
original set, specifically those that exceed load ratings – since intermediate lev-
els are implicitly excluded. The first of these more specific formulations (SPC1)
does this by enforcing upper and lower load level limits for heating and cooling
modes, respectively, in accordance with (26)–(27), if applicable.

∑

n∈T ′
l

dl,n,kxl,n,k ≤ max
m∈Tl

dl,m,k, k = 1, ...,K, l ∈ STL,MULTI (26)

∑

n∈T ′
l

dl,n,kxl,n,k ≥ min
m∈Tl

dl,m,k, k = 1, ...,K, l ∈ STL,MULTI (27)

The second formulation (SPC2) uses the linearised 0–1 polynomial con-
straints given in (28)–(29) to rule out any binary decision variable combinations
that allow those limits to be exceeded, where V is the number of binary com-
binations to exclude and Sl,0,v and Sl,1,v are sets (∀v = 1, ..., V ; Sl,0,v, Sl,1,v ⊆
SM,l; Sl,0,v ∩ Sl,1,v = ∅) containing the indexes for the decision variables that
equal nought and one, respectively, in the binary combination v.
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∑

r∈Sl,1,v

xl,r,k −
∑

s∈Sl,0,v

xl,s,k ≤ |Sl,1,v| − 1, k = 1, ...,K, v = 1, ..., V, l ∈ STL,MULTI

(28)

−
∑

r∈Sl,1,v

xl,r,k +
∑

s∈Sl,0,v

xl,s,k ≤ |Sl,0,v|, k = 1, ...,K, v = 1, ..., V, l ∈ STL,MULTI

(29)

Elimination of Load Temperature Variables. Employing continuous load
temperature variables θl = [θl,2, ..., θl,K+1] in the thermal load submodel is not
strictly required since their use can be replaced by equivalent functions of actu-
ator variables, specifically (30), where xl is given by (31). To do this, a con-
straint i (∀i ∈ {1, ..., I}) whose left- and right-hand sides can be represented by
[φi, ψi] [ θl, xl] T and ξi would have to be converted into one with fi · xT

l and gi,
respectively, which can be shown to require adopting (32) and (33), where fi,j

is the element at column j of the vector fi and similarly for αl,k,j , φi,k and ψi,j .

θl,k+1 = αl,k · xT
l − βl,k, k = 1, ...,K, l ∈ STL (30)

xl = [xl,1, ..., xl,Ml
] , xl,m = [xl,m,1, ..., xl,m,K ] , m ∈ SM,l, l ∈ STL (31)

fi,j = ψi,j +
K∑

k=1

φi,kαl,k,j , i = 1, ..., I, j = 1, ..., J = Ml · K, l ∈ STL (32)

gi = ξi +
K∑

k=1

φi,kβl,k, i = 1, ..., I, l ∈ STL (33)

4 Case Studies

The modelling techniques addressed in this study were evaluated using a set
of case studies. These consist of 108 DR problems defined by different data and
time interval duration combinations. Time interval durations of 300, 600, 900 and
1800 s were considered as well as 3 indoor heat gain profiles, 3 DHW demand
profiles and 3 NCD profiles – each of which resampled using the appropriate
time interval duration. For each of these case studies, one problem was created
per combination of the two modelling techniques considered: multi-level discrete
control formulation and load temperature variable elimination. In total, 648
problems were created and optimised to provide 324 and 216 sets of comparisons
to explore the effect of variable elimination and the different control formulations,
respectively.
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The two modelling techniques under consideration were applied solely to the
thermal load submodel for the air-conditioned room. This model assumes a heat
pump can be off or cooling the room using 20, 40, 60, 80 or 100% of its rated
power capacity. These 5 levels were reproduced using the various discrete control
formulations. In the case of the SPC1 and SPC2 formulations, 3 levels, namely
20, 40 and 60%, were used to reproduce the 5 original ones thus enabling a 40%
reduction in the number of binary variables. On the other hand, the SPC1 and
SPC2 formulations required additional constraints to prevent the heat pump’s
rated capacity from being exceeded. The two remaining thermal loads, namely
the EWH and the refrigerator, were modelled as using on/off and proportional
control, respectively. In the latter case, the type of control selected was meant
to represent on/off operation during less than one full time step to facilitate
obtaining feasible solutions to problems defined using a comparatively-long Δt.

4.1 Problem Data

The case studies were defined primarily using data from [24]. This included
the shiftable load operation cycles and comfort periods, the demand rates and
respective power levels, the electricity prices, the local electricity generation pro-
file, the indoor heat gain profile, the NCD profile, the outdoor temperature pro-
file, the indoor temperature profile (for the EWH and refrigerator models), the
utility water temperature profile, and most thermal load data. The exceptions
concerned: the air-conditioned room’s lumped capacity, which was doubled; the
heat pump’s specifications [25]; the refrigerator’s COP temperature dependence
[26]; the EWH lower and upper reference temperatures (60 and 70 ◦C); cUPPER

l,k ,
defined as the ratio between the maximum cost prompted by not shifting the
EWH load and the difference between the maximum and upper reference tem-
peratures; the refrigerator’s minimum cycle duration (3 min); the daily DHW
volume (200 L at 45 ◦C); the DHW profile, instead based on the RAND pro-
file [27]; the occupancy vector, defined as the sign function of the DHW profile.
Finally, the indoor heat gain, DHW demand and NCD profiles were created
using stochastic functions of the reference ones.

4.2 Computational Resources and Solver Settings

The MILP problems were optimised using IBM’s CPLEX 12.8.0.0 which ran
on a shared machine featuring an Intel Xeon Gold 6138 CPU and 320 GB of
RAM. The solver was invoked from MATLAB using the official CPLEX class
API. Standard solver settings were used except the termination criteria which
included optimality, a 1% relative gap and a 15-min computational budget.

4.3 Methodology

The methodology adopted relied on comparisons between the optimisation
results obtained for the same problem but formulated using different models.
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As such, investigating the effect of load temperature variables required compar-
ing solutions to problems whose models differ only on whether those variables
are used or not. The same holds for the effect of different multi-level discrete
control formulations but in that case three comparisons are possible per prob-
lem: SPC1 vs STD; SPC2 vs STD; SCP1 vs SCP2. For reasons of brevity, this
study mainly focuses on performance variations relative to the standard formu-
lation. Finally, computational performance was measured via the deterministic
computation time, as returned by CPLEX, which is a repeatable measure of
effort involved in solving each problem rather than the actual time to obtain a
solution.

5 Results and Analysis

Optimised solutions and best bounds were determined for the 648 MILP prob-
lems created. The optimised solution to one of these is represented in Fig. 1.
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Fig. 1. Optimisation results for one DR problem (900 s time interval; reference input
data) using load temperature variables and the STD formulation: power demand from
scheduled loads and electrical energy price (EEP) versus planning period time.

5.1 Model Equivalence

Objective function differences were used to examine whether the formulations
can be regarded as equivalent or not. In general, the differences due to the effect
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of load temperature variables and the multi-level discrete control formulations
were lower than 0.075 e, relative to objective function values in the range of 4.6–
5.3 e (<1.5%). More importantly, the best bound differences obtained do not
exceed 0.025 e (<0.5%) and the objective function differences reached with the
best solutions do not exceed 0.029 e (<0.7%). In light of the errors observed and
the potential for improvement (via a higher computational budget and a lower
relative MIP gap), the formulations compared can be regarded as equivalent.
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Fig. 2. Absolute value of and relative deterministic computation time variation (posi-
tive for increases) caused by the elimination of load temperature variables, for each set
of equivalent problems. The circles point to the cases of computation time decreases.

5.2 Effect of Eliminating Load Temperature Variables

The comparisons undertaken show that eliminating the continuous load tem-
perature variables led to computation time increases in almost all cases. More
precisely, computation time increases were detected in 321 out of 324 cases (99%)
and by as much as 29,292% (about 294 times higher) and 981% (11 times higher)
on average, as illustrated in Fig. 2. In turn, the computation time decreased by as
much as 32% (and 22% on average) in three cases – highlighted in Fig. 2 – none
of which for the two shortest time intervals. These results show that inessential
continuous variables can reduce the time needed to obtain practical solutions
though a different inquiry is necessary to understand why this happens.
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5.3 Effect of the Multi-level Discrete Control Formulation

The effect of the multi-level discrete control formulations on the computation
time is summarised in Table 1. According to the results, in most cases (63%) the
SPC1 and SPC2-based models required less time to be solved than the STD-
based model. This advantage was also observed when considering each time
interval duration separately, and found to be inversely correlated – to some
extent. On the other hand, the differences between the SPC1- and SPC2-based
models were far less significant, with the former outperforming the latter in 52%
of cases though not for each time interval duration separately. The other factors
(i.e., input data) did not produce recognisable patterns on the results.

Table 1. Number of times a formulation (SPC1, SPC2 or STD) was solved in less
(deterministic computation) time by formulation pair and time interval duration.

Comparison Formulation
Time interval duration

Total
300 600 900 1800

SPC1 vs STD
SPC1 40 (74%) 34 (63%) 29 (54%) 33 (61%) 136 (63%)

STD 14 (26%) 20 (37%) 25 (46%) 21 (39%) 80 (37%)

SPC2 vs STD
SPC2 36 (67%) 33 (61%) 33 (61%) 35 (65%) 137 (63%)

STD 18 (33%) 21 (39%) 21 (39%) 19 (35%) 79 (37%)

SPC1 vs SPC2
SPC1 27 (50%) 31 (57%) 25 (46%) 30 (56%) 113 (52%)

SPC2 27 (50%) 23 (43%) 29 (54%) 24 (44%) 103 (48%)

Magnitude-wise, no formulation appears to have a meaningful or consistent
advantage. On average, the SPC1 and SPC2 formulations were unable to reduce
the computation time by more than half or increase it by more than twice (38–
40% reductions vs 80–97% increases). However, the computation time reductions
afforded by the SPC1 and SPC2 formulations over the STD formulation were,
on average, one order of magnitude higher than the computation time increases.
These results can be partially explained by the correlation between time interval
duration and computation time (i.e., finer time-discretisation contributes to a
more strongly-combinatorial model) and the fact that SPC1- and SPC2-based
models tended to fare better at lower time interval durations – cf. Table 1.

6 Conclusions

The efforts described in this paper concern an investigation into the effect of two
modelling techniques on the computational performance of MILP-formulated
residential DR problems. The techniques concern new multi-level discrete con-
trol formulations and the elimination of continuous load temperature decision
variables. These techniques were compared using a state-of-the-art solver to opti-
mise a set of equivalent single-household DR problems.

This endeavour’s main conclusions can be summarised as follows: (1) the elim-
ination of load temperature variables was found to increase the computation time
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in 99% of cases and by 981% on average; (2) the new multi-level discrete control
formulations required less time to be solved than the standard formulation in most
cases (63%), achieving computation time reductions of 38–40% on average for a
40% reduction in the number of binary variables. These results indicate that addi-
tional continuous decision variables can be desirable to reduce computation times
whereas using less binary variables does not necessarily lower the computation
time. Future work will focus on causality, namely by reproducing more diverse
conditions and examining the formulation strength and size [28].
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Abstract. This paper describes the development of a weather station integrating
several sensors which allows the measurement and data storage of the following
environmental parameters: solar irradiance, temperature, humidity, wind speed,
andwind direction. The collected data is later transferred to amobile device, where
it is stored in a database and processed in order to be visualized and analyzed by the
user. For such purpose, a dedicatedmobile appwas developed and presented along
the paper. The weather station also integrates small solar photovoltaic modules
of three different technologies: polycrystalline, monocrystalline and amorphous
silicon. Based on that, the weather station also collects information that may be
employed to help the user in determining the most suitable solar photovoltaic
technology for installation in a particular location. The developed system uses a
Bluetooth Low Energy (BLE) wireless network to transfer the data to the mobile
device when the user approaches the weather station. The system operation was
validated through experimental tests that encompass all the main developed fea-
tures, from the data acquisition in the weather station, to the visualization in the
mobile device.

Keywords: Weather station · Solar photovoltaic modules · Bluetooth Low
Energy ·Mobile app

1 Introduction

As the world population increases, the demand for energy grows with it. Fossil fuels
like coal, oil and natural gas still supply 80% of the energy demand. However, the
environmental effects are a major problem associated with these sources of energy, due
to the CO2 emissions [1]. Therefore, there is a need to focus on energy sources as optimal
long-term solutions.

In this context, solar energy is one of main renewable energy sources that has been
considered to tackle this problem. A total of 1.8 × 1011 MW of solar power is received
by the Earth at instant [2]. Despite not covering all energy consumption needs, solar
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energy has the potential to cover a significant share of it. Photovoltaics (PV) is one of
the methods to convert solar energy into electricity, and this technology has had a signifi-
cantly improvement in the last years in terms of efficiency. It is based on semiconductors
materials that exhibit the photovoltaic effect to convert the sunlight into electrical energy.
These semiconductors are mainly made of silicon, which has a large availability in the
Earth’s crust. In terms of environmental effects, PV generates no pollution and its green-
house gas emissions are non-existent. It also provides great scalability, meaning that its
applications can range from few milliwatts to several hundreds of megawatts. However,
the main disadvantage is that the production of energy is restricted to a range of hours
during the day, which many times does not match the peak energy demand hours [3].

Concerning solar photovoltaic technologies, there is a variety of options. The most
suitable choicewill dependon the location and the scale of application.Crystalline silicon
is the most prevalent material for solar photovoltaic modules. Its working principle
is based on the concept of the p-n junction. Various sub-types of crystalline silicon
materials can be used to develop solar photovoltaic modules. The most popular ones
are monocrystalline silicon and polycrystalline silicon. Monocrystalline silicon is more
efficient, but generallymore expansive than other types. Polycrystalline are less efficient,
but less expensive than the monocrystalline silicon ones, so they are the most common
type used. Thin-film technologies are also commonly used to develop solar photovoltaic
modules. Currently, themost used thin-film technology is the amorphous silicon. Despite
producing less energy when comparing to crystalline technologies, it has the advantage
of being flexible, which can be useful in some applications [4].

To determine the best solar photovoltaic technology to be used in a given location,
the information about the weather conditions in that place is very important. The local
temperature, solar irradiance, and even wind speed and direction, are some factors that
have impact on the energy produced by solar photovoltaic modules, and that impact can
be different for different technologies [5].

Concerning related work, in [6] a system to monitor the performance of solar panels
using a low-cost Wireless Sensor Network (WSN) is proposed. Solar irradiance, and
temperature, as well as the current and voltage from the solar panels were the measured
variables. In this case, the collected data was continuously transmitted to a nearby per-
sonal computer using ZigBee. In [7] a remote data logger for weather forecasting based
in a GPRS (General Packet Radio Service) connection was developed. The data gathered
was stored locally in a SD (Secure Digital) card. The File Transfer Protocol (FTP) was
used to transmit the collected data to a remote server. Every time the data logger receives
a report with the measured parameters, it creates a new text file in the SD card and sends
the file to the remote server. The GPRS connection requires a cellular device with a
SIM (Subscriber Identification Module) card, meaning associated costs with the data
transmission. In contrast, this paper proposes an innovative solution, where the data is
stored locally and transferred to user device using a short-range wireless network when
he approaches the weather station, which avoids the costs associated with data transfer.

As main contribution, this work presents the development of a compact and low-cost
weather station to measure multiple environmental parameters. The collected data is
later transferred to a smartphone, where it is stored and displayed to the user through
a developed mobile app, specially dedicated for such purposes. The developed weather
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Fig. 1. Architecture of the developed system.

station prototype also integrates small solar photovoltaic modules of three different
technologies: polycrystalline, monocrystalline and amorphous silicon. The aim is to
allow correlating the collected environmental data to the power production of the three
different solar photovoltaic technologies, in order to determine which technology is the
most suitable for use in a particular location.

For convenience and easiness of access, the data is transferred to the user’s mobile
device using a wireless connection instead of cables, since the weather station may
be installed in a hard-to-reach location. The developed system uses Bluetooth Low
Energy (BLE) for the wireless data transfer due to native integration in mobile devices
as well as its low energy consumption [8]. An alternative would be the use of an IEEE
802.11/Wi-Fi wireless network [9], which provides higher data rates, but with higher
energy consumption. Other wireless network alternatives, like LoRa [10] and ZigBee
[11], were excluded due to their lack of native support in smartphones and lower data
rates.

2 Developed System

This section describes the development of the different components of the proposed
weather station. Multiple sensors were used to allow the measurement of the following
local weather parameters: solar irradiance, temperature, humidity, wind speed, and wind
direction. The developed system is also able to measure the energy generated by three
different solar photovoltaic technologies, in order to correlate their power production
with the measurements of the weather sensors.

The architecture of the developed system, represented in Fig. 1, is composed by two
main parts: a weather station and an Android client. The data collected by the weather
station is processed and stored locally in a SD memory card. When requested by the
Android mobile app, the data is transferred to the mobile device using BLE, where it is
stored in a local SQLite database and may be visualized by the user.
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Fig. 2. Block diagram of the hardware used in the data acquisition process.

2.1 Data Acquisition and Storage

The block diagramof the data acquisition hardware implemented in theweather station is
presented in Fig. 2. The data acquisition and processing (aswell as thewireless communi-
cationwith theAndroid client) is performed by a PSoC4BLEmodule [12], fromCypress
Semiconductor. This module, used in the developed system, includes an ARM Cortex-
M032-bitmicrocontrollerwith integratedBluetooth 4.2 protocol stack. It contains blocks
for serial communication via UART (Universal asynchronous receiver/transmitter), SPI
(Serial Peripheral Interface), or I2C (Inter Integrated Circuit). It also provides an ADC
(Analog to Digital Converter) with amaximum resolution of 12-bits, four programmable
operational amplifiers and fourTCPWM(TimerCounter PulseWidthModulator) blocks,
which can be used for timers, counters or PWM generators.

The firmware of the PSoC 4 BLE microcontroller was programmed in C using the
PSoC Creator IDE (Integrated Development Environment), which is also provided by
Cypress. During the development phase, the PSoC 4 BLE module was attached to a
development board for programming and debugging. Both of these boards are supplied
in the CY8CKIT-042-BLE-A kit [12].
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Fig. 3. Circuit used for measuring the solar irradiance.

The photodiode BPW34 [13] was used to measure the solar irradiance. This sensor
was chosen taking into consideration the minimum and maximum values for the solar
spectral radiation wavelengths, the cost and availability. The signal produced by the
photodiode is fed into a signal conditioning circuit to convert the current produced
into a voltage that can be read by the ADC of the microcontroller. This circuit was
implemented using a transimpedance amplifier, as shown in Fig. 3. For this purpose, one
of the programmable operational amplifiers integrated inside the PSoC 4 BLE module
was used in the circuit. For this purpose, the inputs and output of the operational amplifier
were programmed to be connected to pins of the microcontroller using the PSoC Creator
IDE. A low-pass filter was placed at the output of the operational amplifier to filter
ambient noise. A precision pyranometer was used to correlate the output to provide a
solar irradiation measurement in W/m2.

The DHT22/AM2302 sensor was used to measure both the temperature and the
humidity [14]. This sensor can measure temperatures from –40 °C to 80 °C and relative
humidity from 0 to 100%. The output of this sensor is a 1-wire bus digital signal that can
be read in a digital pin of the microcontroller. The data packet is composed of 40 bits,
with 16 bits for the relative humidity data, 16 bits for the temperature data and 8 bits for
checksum.

An anemometer is used to measure the wind speed. For this purpose, a magnet was
attached to the rotational axis of the anemometer. The magnetic field created by this
magnet is then detected by a Hall effect sensor [15], allowing to convert the mechanical
movement into an electric signal. The output of this sensor is connected to a digital pin of
the microcontroller, where it is processed in order to produce wind speed measurements
in Rotations Per Minute (RPM).

An electronic wind vane was used to measure the wind direction. For this purpose,
a magnet is attached to the rotational axis, and the magnetic field is then detected by a
reed switch. A total of 8 reed switches are used for 8 different wind directions. Each reed
switch is connected in series with a resistor of different value. Depending on the wind
direction, a single reed switch will be closed. Another resistor at the end of the circuit
forms a voltage divider with the resistor associated with the activated reed switch, which
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Fig. 4. Developed DC-DC converter for interfacing the solar photovoltaic modules.

means that for each wind direction, a different voltage value is obtained. The resulting
voltage is then measured with the ADC of the microcontroller.

A DC-DC converter in a step-up topology was also developed, as shown in Fig. 4,
to work in conjunction with the solar photovoltaic modules. Varying the value of the
duty-cycle applied in the semiconductor S, it is possible to adjust the operating power
(sampling and switching frequency of 40 kHz and 20 kHzwere considered, respectively).
The converter is controlled by a MPPT (Maximum Power Point Tracking) algorithm
implemented in a Digital Signal Processor (DSP) [16]. The objective is to measure the
power produced by the three technologies of solar photovoltaic modules installed in the
weather station, where the MPPT algorithm is responsible to guarantee that the solar
photovoltaic modules are operating at the maximum power. A power resistor was used
as load of the DC-DC converter. On the DC-DC converter input, a voltage and a current
sensor were installed, and supported by a developed signal conditioning circuit, the
current and voltage values are acquired by theADCof theDSP (where is implemented the
MPPT algorithm). The MPPT algorithm was digitally implemented in the development
board LAUNCHXL-F28027F from Texas Instruments. It is important to note that in our
approach, a single DC-DC converter was developed, but, based on an external circuit,
it is connected sequentially to each solar photovoltaic module. The values obtained by
this board are then saved and transferred to the PSoC board using the UART interface
when required.

The Perturb and Observe (P&O) MPPT algorithm was used, which is a trial and
error algorithm, where the controller adjusts the duty-cycle while measuring the output
power. This process is continuously performeduntil there is nomore power increase. This
method is the easiest to implement, but has the disadvantage to cause some oscillations
in the power output; however, it is not critical for the purpose of the weather station
presented in this paper.

To acquire the data from all the sensors, various peripherals were programmed in the
PSoC module. A timer was programmed to establish the polling rate at which the data
from the sensors are acquired. This value is set by the user in the Android mobile app.
This timer functions in interrupt mode, activating a flag inside the ISR (Interrupt Service
Routine). This flag is then verified in the main loop and, in case of being activated, the
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Fig. 5. Flowchart of the main function used for the data acquisition.

values are acquired from the sensors. Tomeasure the solar irradiation andwind direction,
the ADC of the microcontroller was programmed with the maximum resolution of 12
bits, a sample frequency of 4 kHz and a voltage reference of 5 V. For measurement the
wind speed, a counter was programmed in interrupt mode to count the amount of time
for a rotation to be completed and then the value is converted to RPM.

The data from all the sensors is saved periodically in a text file corresponding to the
day of acquisition. This process is done until it reaches the end time, defined by the user.
Figure 5 presents a flowchart about the main function for the data acquisition process.

An SD card is used to store the measured data locally in the weather station. For this
purpose, a module to interface the SD card to the microcontroller was used. This module
communicates with the microcontroller using the SPI protocol. A communication block
in the microcontroller was programmed as SPI master, whereas the SD card module
works as SPI slave. The open source file system FatFs is used to read and write the text
files in the SD card. A new text file is created to store all the data acquired on each day.
Another text file, called dates.txt, is used to store the starting and end times of acquisition
for all the days, as well as the sampling rate. Every time there is new data to save in the
SD card, it checks if it is a new day or is it still the same day and acts accordingly.
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2.2 Wireless Data Transfer

The BLE network was programmed in the PSoC module using the BLE component,
where is placed the design diagram of the PSoC Creator IDE. Though the BLE compo-
nent, various parameters of the BLE network can be configured, such as the connection
interval, the advertising interval and the MTU (Maximum Transmission Unit) size. This
component also allows the creation of the GATT (Generic Attribute Profile) services and
characteristics that used to transfer the data through theBLE network. TheGAP (Generic
Access Profile) role of this component was defined as peripheral device, since it will
advertise its presence to central device (Android smartphone), which will be responsible
for establishing the BLE connection. The peripheral device component was also defined
as GATT server, since it will provide the data requested by the GATT client (central
device).

The data throughput of the BLE connection was maximized in order to minimize
the data transfer time. There are two main BLE parameters that affect the throughput:
the maximum packet length (MTU size) and the packet transmission interval (BLE
connection interval). The MTU size can be configured to a value between 23 bytes and
512 bytes, whereas the connection interval can be set to a value between 7.5 ms and 4 s,
with higher energy consumption for lower values. Since the data transfer process will
not be much frequent, the minimum possible value for the connection interval (7.5 ms)
was chosen, and the MTU size was set to 500 bytes.

AGATT service and its characteristics were then created to accommodate all the data
transfer needs. Since the data to be transferred can take up to a few dozens of kilobytes
per text file, a characteristic called DataArray, with a type of 16-bit integer array and
a length of 250 bytes, was created. With a maximum of 500 bytes to be transferred
per packet, this characteristic needs to be read several times. For that, an algorithm to
transfer the data was created, as shown in Fig. 6. After reading the data from the text
file, it is saved in a buffer in the RAM (Random Access Memory). It was also created a
characteristic called NumBytes, used to notify the Android device of the amount of data
about to be received per packet. Another characteristic, called Next, was also created
to inform the GATT server (PSoC device) when the DataArray characteristic was read.
After receiving each 500-byte data segment form the buffer, the Android device writes
the value ‘1’ in the Next characteristic, meaning that it is ready to receive the next 500
bytes from the buffer (or up to 500 bytes, in the case of the last data packet). This process
is done multiple times until the end of the buffer.

2.3 Mobile App

An Android mobile app was developed in order to handle the BLE data transfer and
to allow the storage and visualization of the data received from the weather station.
The mobile app also allows the configuration of some parameters related to the data
acquisition performed by the weather station. The mobile app was developed using the
Android Studio IDE.

To use the Bluetooth hardware of the Android device, it was necessary to require
some permissions in the Android manifest. It was developed an activity to scan for BLE
devices, which displays their names or addresses, as well as their RSSI (Received Signal
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Fig. 6. Developed algorithm for data transfer using BLE.

Strength Indication). After selecting the weather station device from the presented list
of BLE devices, the user is asked for the password to access the other features of the
app. A service was created to accommodate all the processes related to BLE, including
connecting to theGATT server, discovering services, as well as handling the data transfer
process.

The mobile app design is then divided into two main fragments. A fragment called
HomeFragment is used to display the current values of the data acquired by the weather
station in real-time. This screen also allows the configuration of the daily starting and
ending data acquisition times, as well as the sampling period for the data acquisition. The
other fragment, called DataFragment, is used to transfer the data stored in the weather
station. In this screen, the user can select the day from the available dates. It is also
possible to enable an option that transfers the data gathered from all the days so far.
After transferring the data, it is saved locally in a SQLite database using two tables
for this purpose. A ListView is then updated in the screen with the available dates. To
visualize the collected data, the user can choose a date from the list, and another activity
dedicated to presenting graphs is opened, where the user can select the parameters that
he wishes to visualize. This activity was developed using the MPAndroidChart library.

3 Experimental Results

This section presents the main results obtained from experimental tests, which are used
to validate the implementation of the whole system, ranging from the data acquisition in
the weather station to the visualization in a smartphone . The developed mobile app has
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Fig. 7. Home screen of the developed mobile app.

a bottom navigation menu that allows the user to transition between its screens. After
connecting to the weather station, the default screen is the home screen, as shown in
Fig. 7.

This screen allows the user to set the start and ending times of the acquisition, as
well as the sampling period (in this case, a fragment dedicated to choosing the hours
and minutes will pop up). It is also possible to change the value of the sampling period
(the default value is 30 s). When the data acquisition starts, the TextView elements that
present the last acquired values, from all the weather station sensors, are continuously
updated in real-time (top of the screen). The user can also change the start and end times
of acquisition, as well as the sampling period, even if there is data being acquired (the
new values will be updated for the next day).

The second screen, shown in Fig. 8, is dedicated to download and visualize the
weather station data. Here, the user can choose a day to download the respective acquired
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Fig. 8. Data visualization screen of the developed mobile app.

data, or enable an option that will download the data acquired from all the available
days. A progress bar is updated as the data is transferred. The data is stored in a SQLite
database, and, after finishing the download, a list is updated in the screen with the dates
and the respective starting and ending times.

To visualize the data, the user can tap on one of the elements of the list. This will
retrieve the data from the SQLite database and open the activity that allows the user to
view the data in charts, as shown in Fig. 9. In this screen, the user can choose which
information to visualize, by selecting one of the checkboxes. The axes scales with the
maximum and minimum values for the chart will automatically change according to the
data values. The example shown in Fig. 9 presents the temperature values collected by
the weather station, obtained between 10 am and 14 pm of July 12, 2019.
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Fig. 9. Screen of the developed mobile app, showing the chart activity that allows the user to
visualize the collected data.

4 Conclusions

This paper presents the development of aweather station dedicated to renewable energies
applications, which also includes a mobile app that provides a user interface and allows
data transfer, storage and visualization. The developed system is composed by various
sensors used to measure the state of the weather, as well as the power production from
the three different technologies of solar photovoltaic modules, installed in the weather
station (a module of each type: polycrystalline, monocrystalline and amorphous silicon).
The key purpose of using these different solar photovoltaic modules is measuring the
produced power for each one of them in order to gauge which technology would be me
more suitable for the specific location where the weather location is installed.

All the data acquired is processed and stored locally in the weather station. When
necessary, the user can download the data to an Android mobile device through a BLE
wireless network connection using the developed mobile app, presented in this paper.
This transferred data is stored in a SQLite database and allows the user to visualize it,
with the help of dedicated charts for the measured variables.

The system was validated through experimental tests, by acquiring data using all the
sensors, storing the information locally in the weather station, transferring the data to
an Android smartphone via BLE, storing it in the smartphone, and presenting the data
to the user. The starting and ending times of acquisition, as well as the sampling period,
can be defined by the user with the developed mobile app.
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Abstract. This paper addresses the long-term power planning in interconnected
systemwith high renewable share.A case close to thePortuguese electricity system
was modeled to assess the relevance of the interconnection with Spain in future
scenarios. The results show that the increase on the renewable energy share will
lead to a higher total cost of the systemmainly due to investment costs. On the other
hand, CO2 emissions will be significantly reduced for each scenario in question.
Another significant result is that the increase on renewable power, will lead to
an excess of electricity production mainly during winter. For a 100% renewable
scenario, the importance of interconnection is demonstrated, in particular, for the
summer months for which importation can compensate the reduction of wind and
hydropower output.

Keywords: Electricity planning · Renewables · Importations

1 Introduction

The sustainable use of energy and production of electricity are essential for the reduction
of carbon dioxide (CO2) emissions. Different energy strategies have been emerging
and amongst which the development of renewable energy sources can be highlighted.
The gradual integration of renewable energies leads to changes in the operation of the
electricity grid as production tends to be seasonal and variable, but the security of supply
remains essential. Electricity planning using optimization models has proven to be an
effective tool in recognizing the level of impact that renewable technologies have on the
electricity sector and for the definition of future strategies.

According to Pina et al. [1] modeling of energy systems has become more complex
and realistic as new opportunities in the energy market have emerged, allowing the com-
bination of two or more models. The complexity of optimization problems results from
the diversity of existing production technologies, the temporal and/or spatial evolution
of the parameters included in the model and the social and environmental arguments
integrated in the model. In short, with the increasing contribution and integration of
renewable energy sources (RES) in the grid, the complexity in idealizing an electric
planning becomes bigger and for that reason, the optimization models are essential
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tools for the decision making, since they can include technical restrictions, economic,
environmental and system ones [2].

This paper aims to contribute for the modeling and analysis of electricity system
with a high RES share. The study will outline a long-term planning model for possible
100% renewable electricity system in Portugal, either isolated or interconnected with
Spain. A model previously developed for long-term sustainable electricity planning was
adjusted and applied to the Portuguese power system to include different renewable
technologies, with the aim of minimizing the cost and also allowing to assess the impact
on CO2 emissions, throughout a planning period of 20 years.

2 Modelling and Electricity Planning

The modeling of energy systems operates as a tool to transform a complex reality into a
simpler reality, making it possible to understand and analyze a problem. There is a wide
variety of models in which the mathematical formulas allow to simulate or optimize a
system [3]. Mathematical optimization models have been used for planning, operation
and control problems of the power system and may have as their main objective to
minimize, for example cost, operational errors and energy losses, or to maximize, for
example, quality and efficiency of the system [4]. According to [5], models can guide
the search for electricity and energy systems by comparing different modeled scenarios
in order to apply the lower cost scenario and account for the efficiency and safety of the
system.

Ringkjob et al. [6] reviewed 75 tools commonly used to analyze energy systems. The
authors, with the help of the creators of the tools presented in the article, updated them
in key points so that most of the current challenges related to electrical planning could
be assessed. According to [2], optimization models remain as essential tools to aid in
energydecision-making, but constraints and impactsmust be integrated into thesemodels
reflecting themarket conditions and specificities of each system under analysis. The case
of the increasing integration of RES in the systems are gaining a remarkable importance,
as the transition from fossil energy sources to RES has several impacts on the energy
system. In addition, energy systems can also be analyzed as isolated systems (islands) or
as systems interconnected to other areas. The interconnection between distinct systems
allows for the import/export of electricity increase the complexity of the models, but
represent also an important aspect to be taken into account.

The increasing importance of RES gave rise to several studies including the pro-
jection of a 100% renewable energy system with a great mix of energy sources but its
implementation remains a challenge [7]. In addition to economic issues, the technical
problems can challenge an energy system to become 100% renewable. These problems
are frequently related to the variability of some renewable (wind and solar) which are
not necessarily correlated to demand. On the other hand, if some RES present greater
intra-daily variability, RES such as hydro and biomass can bemore variable at a seasonal
level [7].

According to Santos et al. [8], a number of studies have been conducted to assess the
potential of a 100% renewable system in terms of climate changemitigation and resource
efficiency, or to gain an understanding of the expected technical challenges. Despite all
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the information available and studies on 100% renewable system, this subject is still
not absolutely consensual. In energy systems with high integration of renewable energy
in order to obtain the maximum use of these sources of production, the electric system
must somehow balance the intrinsic variability of its energy production [9]. According
to Deason [9], flexibility options for the efficient integration of variable RES to reach a
100% renewable scenario can be added in different ways to the electricity system through
energy production (e.g. hydroelectricity, biofuels and solar thermal energy concentrated
storage), interconnected power grids, energy storage (e.g. thermal storage, compressed
air, pumped storage, or batteries) and flexible demand. Thus, the extent of the real cost
of integrating variable sources depends on the flexibility of the specific energy system,
i.e., to what extent the supply side and demand side can deal with this variability.

In conclusion, Heard et al. [10] pointed out that strong empirical evidence must
be demonstrated for any study attempting to construct or model a future low-carbon
system by combining renewable technologies. For the authors, the desire to promote
the 100% renewable ideal, without critical evaluation, delayed the identification and
implementation of efficient ways of decarbonising. In contrast, Brown et al. [11] argued
that energy systems 100% based on renewables are not only feasible, but also already
economically viable and decreasing in cost every year.

For the case of Portugal, the results obtained by Krajacic et al. [7] found a solution
for a 100% renewable system, whichwould be theoretically possible to achieve if there is
an additional expansion of the grid to allow for a greater exchange of renewable electric
energy (import-export). In addition, the authors emphasized that the incorporation of
storage systems such as batteries and hydrogen, together with the existing pumping
hydraulics, would allow the combination of these with the transport system and would
contribute for the implementation of the electric vehicles. In Fernandes and Ferreira [12],
the results also showed that it is theoretically possible to implement a 100% renewable
system. Hydro and wind energy would have a dominant role in the system but the
authors underline the need to complement it with other technologies (such as biomass,
solar and wave), due to the seasonality and in order to reduce the required installed
capacity. Santos et al. [8], investigated the economic component of the implementation
of a 100%renewable systemwith energy interconnection and storage. The results showed
that both the export and the storage by hydro pumping could be two viable solutions for
dealing with the excess of electricity production fromRES. According to the authors, the
interconnection capacity would allow to save costs and improve production efficiency.

3 The Portuguese Electricity System

In Portugal, the RES power has been gradually increasing and represented in 2017, close
to 70% of the total installed power. Figure 1 shows the evolution of the installed RES
power in Portugal between 2005 and 2017. Figure 2 represents the contribution of each
renewable and non-renewable technology to the production of electricity in 2017.

The figures clearly show a remarkable increase on RES in particular in what con-
cerns wind. This strategy allowed to increase RES power output and make the system
less dependent on the hydropower. Nevertheless, the importance of hydropower remains
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unquestionable as for example RES share in reached 2016 about 57% of the total elec-
tricity production against the 42% for 2017. This difference was mainly driven by the
rain conditions, as 2016 was a wet year (well above the average) and 2017 was a dry
year (well below the average).

Fig. 1. Installed RES power in Portugal (source: data from [13, 14])

Fig. 2. RES and non-RES share of electricity production in Portugal, 2017 (source: data from
[14])

Future projections for Portugal point to further investment onRES,with high focus on
solar technologies. According to the Monitoring Report on the Security of Supply of the
National Electric System 2017–2030 [15], the trajectories traced to 2025 and expanded
for 2030, indicate that RES output will represent about 80% of the total electricity use
in Portugal. More recently, the Roadmap for Carbon Neutrality in Portugal (RNCP) for
2050 was presented with the objective of reducing greenhouse gas emissions, i.e. the
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balance between emissions and their removal from the atmosphere should be zero. This
Roadmap [16] presents ambitious goals for the power system since it has a fundamental
role to carbon neutrality. The objectives of this document reinforce the predominant use
of renewable endogenous resources that will significantly reduce energy dependence,
as well as allowing for more than 80% of primary energy consumption by 2050. As
for the final energy consumption, the Roadmap states that by 2050, more than 65% of
final energy consumption will be electricity, which reinforces the sharp reduction in
consumption of petroleum products [16]. The scenario outlined for 2050 assumes that
electricity will be exclusively obtained from RES, including decentralized production,
namely solar, as well as an investment in different storage options. Interconnections
with neighboring power grids and consequently other electric markets will allow the
transition to a renewable-based electrical system [16].

The Portuguese electricity system is interconnected to the Spanish territory and this
interconnection has been increasing in recent years. In 2017, in Portugal-Spain (export)
direction, the interconnection capacity reached 2600 MW, while in the Spain-Portugal
(import) direction, this limit was 2000 MW [17]. Energy exchanges between Portugal
and Spain have increased significantly through the years. Figure 3 shows the evolution of
energy exchanges by interconnection between Portugal and Spain, from 2008 to 2018,
as well as the average price (e/MWh).

Fig. 3. Interconnection Portugal-Spain (source: data from [17, 18]).

4 Modelling Approach

The model implemented departed from a previous version from Pereira et al. [2], also
developed for long-term power planning in Portugal using a cost minimization approach.
The model was adapted for this particular study, with the inclusion of additional tech-
nologies, the extension of the planning period and the inclusion of the interconnection
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possibility. This resulted in a Mixed Integer Linear Problem (MILP), which was pro-
grammed in GAMS (General Algebric Modeling System) language. The solver CPLEX
was used to obtain the numerical results of the cost minimization problem.

Besides the cost equation (objective function), a set of equations was included to
reflect the constraints of the model. These constraints are imposed conditions in the
formulation of the model and allow defining viable values of the decision variables for
the specific case of the Portuguese electricity system. As such, the input information for
the problem includes the mathematical formulation of the objectives and constraints.
These constraints addressed:

– Demand, ensuring that the demand for electricity is always met over the planning
horizon.

– Renewables, representing the minimum renewable shares for each scenario.
– System, which take into account the technical characteristics of the system and of the
power plants (capacity, reserve, hydro and natural gas).

The input data describe the technical and economic characteristics of the existing
and candidate power plants and the expected load (demand) pattern. The proposedmodel
includes the following data modules:

– Information on all the generating units in the system at the start of the study and a list
of retirements and fixed additions to the system.

– Information on the various generating units to be considered as candidates for
expanding the generating system.

– Information onmonthly demand, peak load for the planning period and the previously
committed production (non-modelled).

The model does not deal with individual power plants but with technologies. Aver-
age values for the efficiency, CO2 emission factors and specific fuel consumption are
considered for each technology based on the average operating conditions occurred in
previous years (for existing power plants) and on the expected performance of future
power plants. It should be also underlined that the model does not foresee compensa-
tion payments for plants that although not producing or producing very little during the
planning period would still be available as reserve. The model assumes that the fixed
O&M will always be incurred even for these non-operational power plants.

The assumptions used as well as the source of data collection were presented, and
according to the state of the Portuguese electricity system in 2017, three scenarios are
established for further analysis:

– Scenario 1: “Base”, assumed the minimum 80% share of renewable according to the
“Monitoring Report on the Security of the National Electric System Supply 2017–
2030”, set as a restriction to the model.

– Scenario 2: “Maximum Renewable” (MAX-REN), is based on the year 2017 and
provides for the maximum integration of renewable energy supply (100% renewable
system), with no interconnection. This 100% RES share was also set as a restriction
to the model.
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– Scenario 3: “Interconnection System” (S-INT), 100% renewable system with the
possibility of interconnection with Spain. The 100% RES was set as a restriction and
the interconnection possibility was included on the cost objective as virtual generator
with no investment or fixed costs.

5 Results

The optimization results for the three different scenarios in terms of total cost and CO2
emissions for a 20-year planning period are shown in Table 1.

For the “BASE” scenario and for the “MAX-REN” scenario, the total cost assumes
different parameters such as the cost of new units, i.e. new investments in renewable
technology, fixed and variable cost of operation and maintenance (O&M), the fuel cost
used in each production unit and the license cost for CO2 emissions.

Table 1. Characterization of the 3 scenarios

Scenario Cost (e/MWh) Emissions (t/MWh) RES share (%)

Base 6.41 0.031 80

MAX-REN 9.03 0.019 100

S-INT 7.87 0 100

In the “S-INT” scenario, in addition to the previously mentioned parameters, the
importation costs are also included in the objective function. A low importation cost
of around e 9/MWh was assumed, which, despite being lower than the average value
observed in the Iberian Market (MIBEL) will ensure that importations will be included
in themodel, albeit with optimistic costs. In fact, given the investments alreadymade and
the constraints imposed by the minimum share of renewables, it appears that with higher
cost values themodelwould tend to reduce imports or even avoid them. This result comes

Fig. 4. Production and demand, year 20, Base Scenario
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mainly from the use ofmonthly average values which do not allow for capturing strategic
decisions and short-term needs, which are often related to import/export decisions.

Figure 4 illustrates the evolution of monthly energy production and consumption
forecast in the “Base” scenario in year 20 of the planning period.

The analysis of electricity production per month allows observing the seasonality of
each technology in production, in particular for hydro and wind power. The production
highly relies on RESwith the exception of the summermonths for which combined cycle
gas turbines (CCGT) would be called to operate and compensate the low hydropower
production. As for winter months (November and December), some excess production
may be observed given the more favorable wind and hydro conditions.

Figure 5 shows the evolution of energy production and consumption for the “MAX-
REN” scenario in year 20 of the planning period.

Fig. 5. Production and demand, year 20, MAX-REN scenario

The results are quite similar to the ones presented in the previous scenario, although
with the seasonality being even more evident, which leads to higher installed capacity
of RES and consequently to higher excess production during the winter. Given that the
restriction imposing a 100% RES share was set on an annual basis as ratio between
production and demand, the model tends to use CCGT during the summer which would
be compensated by the excess of electricity production in the winter. As such, the yearly
demand equals RES production but the system does reach the full decarbonization.

As for the “S-INT” scenario, it represents also a 100% RES system but now with
the possibility of trading with Spain. Imports would occur in months of lower RES
production, such as May, June, July, August and September, which reflect the lower
hydro availability. The importation of electricity allows the consumption to be satisfied
in these months, without recourse to the gas technologies as verified in the previous
scenarios and allowing also for a reduction of installed power of new wind power plants,
as presented in Fig. 6. The system would then be fully decarbonized.
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Fig. 6. Production and demand, year 20, S-INT scenario

6 Conclusions

This paper addressed the importance of interconnection capacity to deal with renewable
electricity systems. The three scenarios analyzed reinforce that high RES system tend
to be strongly affected by the seasonality of the resources, which can result in either
curtailment or excess of production. The results shows the relevance of interconnected
electricity system to tackle this problem. The interconnection allows excesses not to be
wasted and the system does not fail when there is a production shortfall. It is clear that
imports should be considered as a strategy for security of supply of electricity as well
as investment in different storage systems to balance the supply of electricity in months
of lower production.

Although a simplified approach was used in this study, it became evident that the
interconnection can have a positive impact is what concerns costs, emissions and security
of supply. However, the cost impact of this strategy is yet to be properly assessed as the
proposed approach relied on a simplification of the market assuming only the possibility
of importations and at a very lowprice. In fact, when considering exportations aswell, the
model would tend to converge to solutions of profit maximization through the increase
on production of electricity. This solution, although mathematically sound would not
reflect the restrictions associated to the market operation. It also would not take into
account the strategic options of market agents Thus, the cost function can reflect the
costs of importation, but not the possible revenues of the possible exports that would
always be dependent on strategic decisions and the interest of the Spanish market in
this excess of electricity produced in Portugal. This open avenues for important research
for the inclusion of the short-term market operating model in the long term generation
expansion problems and for the assessment of the best options for the decarbonization
of the electricity system.
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Abstract. The anticipated development of decentralized electricity gen-
eration is expected to strengthen the opportunities of prosumers in the
residential areas of cities, in line with the predicted establishment of
renewable energy generation and storage. Based on academic research
and on successful case studies, the opportunity for residential prosumers
to organize in microgrids emerges as a viable and promising solution.
This paper focuses on microgrids that are planned to generate electricity
with a PV unit and use a shared storage system, and that opt to have
a connection with the main grid. However, the point of common cou-
pling needs to be agreed first between the microgrid operator and the
network operator, and this agreement is determined by several factors
and conditions beyond the basic technical and regulatory requirements.
A survey of academic literature on the determinant factors for such an
agreement exposes the fact that current research either focuses on the
integration of individual prosumers in the main grid, or regards the point
of common coupling as a given component of microgrids. We argue that
neither of the two approaches is helpful in the case of microgrids vs. main
grid, seeing as the agreement is not self-evident under just any circum-
stances, nor can the microgrid be equated to a single, large prosumer.
Therefore this short paper compiles a set of determinant factors for the
microgrid integration, as they emerge from academic literature, with the
aim to document further research needs and support the discussion on
microgrid integration.
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Nomenclature

DG Distributed Generation
DNO Distribution Network Operator
DSM Demand Side Management
ESS Electricity Storage System
EV Electric Vehicle
HC Hosting Capacity
LV Low Voltage
MG Microgrid
PCC Point of Common Coupling
RES Renewable Energy Sources
TSO Transmission Service Operator

1 Introduction

Advantages of distributed generation (DG) are documented by both academic
literature and successful case studies, and they range from decongestion of the
main grid to improvements in reliability and power quality [45,62]. Solutions
such as microgrids (MGs) can in fact include any energy sources, but they are
found to be a promising vehicle for the integration of renewable energy sources
(RES) [75], featuring in roadmaps for the development of energy network towards
climate change mitigation [27], especially in cities [9,15].

In fact, the current EU projections and policies regard the retail electricity
market and individual consumers as having a fundamental role in the energy
transition, with a special attention to the ways in which consumers can become
‘prosumers’ with RES such as PV panels and electricity storage systems (ESS)
[19]. ESS such as batteries complement photovoltaic electricity generation [24] by
making the PV units controllable, supporting peak shaving and helping mitigate
the so-called ‘duck curve’ at the level of residential prosumers. Pooling a shared
ESS in MGs has been found to be especially beneficial in terms of resilience and
power quality [4,39,49], and for economic viability [43].

The technological development along with the lower prices of ESS and PV
panels [30] on the one hand, and the favourable social and political context on the
other hand, outline a scenario for the future in which microgrids interconnecting
residential prosumers with rooftop PV panels and batteries become widespread
in European cities.

Problem Identification and Research Question. An urban residential MG
matching the scenario outlined above would feature, apart from the PV unit and
the ESS, a connection to the main grid, realized through one point of common
coupling (PCC). The underlying assumption of this set-up is that the PCC is
regarded as a given, whereas in reality it only exists if both sides of the PCC,
the MG operator and the district network operator (DNO), reach an agreement.
This oversight can be attributed to the straightforward nature and clear scope of
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the interconnection standard IEEE 1547 [29]: a comprehensive list of technical
requirements that, if fulfilled, guarantee a functioning PCC. An additional legal
aspect is addressed usually at the country- or state level.

We argue that after complying with all technical and regulatory requirements,
there are further factors and conditions affecting the agreement between the
DNO and the MG party.

However, a review of relevant literature reveals that the factors and condi-
tions governing the PCC are not being addressed together as such, but instead
separately and rather indirectly. The major research gap that we identify consists
in the fact that the individual prosumers are being investigated in their relation
with the DNO (DG as single households), while communities of prosumers (DG
as integrated MGs) – less so. However communities of prosumers – such as, in
our case, MGs – cannot be regarded as one single large prosumer, mainly due
to their robust control capabilities, smoothened load curve and resilience [63],
which can constitute a service offered to the DNO.

In this context, our work addresses the research gap by compiling an overview
of the factors and conditions governing the PCC. The resulting paper seeks to
provide clarity and facilitate further discussion on urban residential MGs.

2 Method

For this survey 42 academic papers have been reviewed, published between 2005
and 1 Jun 2019. The search and selection process has been carried out by first
using a dedicated software (Publish or Perish) with the following keywords:
“microgrid DNO”, “point of common coupling”, “distribution network micro-
grids”, “microgrid integration”. A twofold sorting of the results was carried out:
the first, by number of citations; the second, by publication date. Review articles
were preferred. The selection process was then augmented by following references
from the resulting papers, whenever necessary.

The 42 papers consulted come from academic journals (37) and conference
proceedings (5). The most academic journals from which the consulted articles
originate are the following: Applied Energy (7), International Journal of Electric
Power and Energy Systems (5), Renewable and Sustainable Energy Reviews (4),
Energy Policy (4).

Players and Roles. The residential MG is a community (e.g. an apartment
building, a street of houses, a real estate development) having one common PV
unit or several PV units pooled together for common use. The ESS (e.g. Li-Ion
battery) is, similarly, either a common purchase or several units pooled together
for shared use. On the other side, the DNO is an intermediary between the
transmission service operator (TSO) and the consumers, in charge of transform-
ing the electricity to low voltage (LV) at substations, providing the connection
between the substations and clients, balancing the power flow and charging the
customers for consumption.
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By seeking a connection to the main grid, the MG is in fact looking for
a backup electricity source, a possibility to sell excess electricity, and support
in frequency stabilization. In exchange, it offers peak shaving, resilience, and
benefits to the power quality. Both parties would agree to connect if the costs
are compensated by benefits.

Assumptions. We acknowledge that the challenges of coupling one single pro-
sumer at a substation are lower than connecting and balancing several con-
sumers. Therefore this research case assumes the perspective of connecting the
nth MG, where n + 1 ≤ HC, the maximum Hosting Capacity of the substation
(see [53]). The distribution network is considered at LV and radial. It is assumed
that the distribution of costs, obligations, benefits and roles within the MG is
already settled, and that the remaining last step is the connection of the main
grid with a PCC. In the interaction between the MG and the DNO, the DNO
regards the MG as a single unit represented by a cooperative, an aggregator
business, or similar.

3 Literature Review

There is a significant body of research regarding DG integration, identifying
the shortcomings and solutions for improvement. While acknowledging that the
current electricity networks are not prepared for the future system requirements
[7], it is clear that DG cannot be regarded as a ‘negative load’ [42]. Engineering
research addresses the negative effects of high penetration of PV such as voltage
issues, power issues, frequency issues, unintentional islanding [31,35,53,66]. The
intermittency of the PV source can be compensated by the ESS [8], which is
why the PV+Battery combination is particularly attractive, both technically
[12] and economically [40]. However, as mentioned before, current research is
largely focused on the integration of single prosumers.

For this review we have focused on DG as integrated MGs and found that
the realization of a PCC needs first to be feasible, and second to be attractive,
both technically and economically. On the level of feasibility there are technical
requirements, rules and obligations clearly laid out in national guidelines (e.g.
the Small Generator Interconnection Agreement in the US, [57]) which are based
on the IEEE 1547 interconnection standard and make the PCC contract possible
under the conditions in each country.

In the following subsection we briefly address the requirements that make
the PCC feasible (technical and regulatory criteria) and after that we elaborate
on the further factors and their implications.

3.1 Factors Which Make the PCC Feasible

The main factors that ensure interconnection feasibility can be found directly
in the pro-forma agreements developed under the supervision of the energy
regulatory bodies (e.g. [57] in the US, [70] in Germany). They document the
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requirements governing the PCC agreement such as the interconnection proce-
dures, obligations of insurance and cost allocation methodologies [51].

In order to fulfill said requirements, the main concern from the point of
view of the DNO when integrating DG regards harmonics, for which there are
technical standards in place (e.g. IEEE 519 [28]). The perturbations at the PCC
are subject to extensive research in technical literature (see [14,16,74]).

From the point of view of the MG the two great challenges of MGs are control
and protection [34,44,76], as well as the issues of power flow stabilization [47].
It is worth noting at this point that the technical requirements constitute the
category of factors where research seems to be most advanced and with the most
clear results.

3.2 Factors Which Make the PCC Attractive

Technical: While the technical requirements for the existence of a PCC are
found to have a clear scope, the range of improvements suggested by academic
research is broad. Among the main identified factors were found: optimal MG
position and distance to the substation; sizing of the battery at the MG; the
energy scheduling and management within the MG with existence of demand
side management (DSM); the use of DC current by the MG; the existence of
electric vehicles (EV).

One of the main features of MGs in relation to the DNO, as mentioned above,
is to help enhance resilience. That is mainly achieved by the MG being able to
quickly disconnect and go into island mode [25,35,68] and help restore power
supply in case of extreme weather conditions [73].

However, the sizing and controllability of the battery emerges as the one
factor that can markedly improve the technical performance of PV+Battery
systems in terms of stability [5,10,11,37]. In fact, higher ESS capacities coupled
with appropriate management strategy mitigate net load variance and avoid
costs for the DNO [18].

The storage power optimal scheduling is a well-documented area, with a
consistent body of research investigating various optimization methods [59]. In
addition to that, the existence of demand side management (DSM) control capa-
bilities avoids power losses and reduces peak demand [71].

In order to mitigate the risk of overvoltage when there is bidirectional power
flow, the distance between the PV units and the distribution substation should
be minimized [32,69,72]. In the planning of a PCC, another determinant factor
has been found to be whether electric vehicles (EV) should be taken into account,
as their batteries require significantly higher charging power [22,26]. If the MG
operators decides to use DC current in the MG, the overall system efficiency is
improved [13].

The DNO can, in turn, improve the technical attractivity of the main grid
with voltage regulators and improved grid planning measures [6].
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Non-technical: A wealth of research is being carried out regarding the energy
management within the MG, closely mirroring the technical features of DSM and
battery control capabilities. Both stochastic and robust optimization models are
being examined [52,64]. In turn, the DNO also has the possibility to optimize
the coordination of multiple MGs, thus making the integration of MGs more
economically sound [2,46,61].

A further major aspect that ensures fair transactions at the PCC is the
electricity pricing. By including RES in MGs, the prosumers will inevitably be
subjected to local regulation aimed at supporting PV production and/ or self-
consumption. From the most widespread pricing mechanisms, the net-metering
has been shown to actively disincentivize the use of batteries [60], the feed-in
tariff promotes exchange with the grid over self-consumption [36], whereas the
time-of-use tariffs have been found to best support DSM [65] but strain the
substations with peak demand [54]. However, it is worth noting that volumet-
ric pricing schemes might be unsuitable for PV+Battery MGs, as is has been
found that energy-based tariffs neglecting the impact of prosumers aggravates
the regional distributional disparities [23]. The discussion on pricing is not set-
tled yet at this point, due to the pricing policies designed to support residential
PV production through an encouraged exchange with the grid. This puts the
PV generation in conflict with the desirable integration of ESS in the system, as
the ESS do not benefit from policies that would support energy saving.

However, the key aspect in reaching the agreement between the MG and the
DNO seems to be a fair allocation of costs. As research points out, the represen-
tation of fairness appears different in the two respective views. It is shown for
example that “with the current grid tariff schemes, operators of PV installation
and storage can reduce their grid fees without reducing the costs they cause
to the grid”, especially under the net-metering scheme [33]. When it comes to
benefits, it is possible that the generators capture more benefits than the DNOs
and than the society [67]. Furthermore there is a danger that passive consumers
(non-prosumers) would find themselves contributing to the cost recovery of the
DNO or to the newly necessary network upgrades, without having incurred any
costs to begin with [2,61]. Solutions proposed in order to even this out include
charging for smart connections [3] or simple stand-by charges [1].

From the MG perspective, the benefits are still not allocated fairly, but the
reason is that some externalities are not monetized – such as the flexibility
provided by the resources in a MG [20]. A solution is proposed in form of contract
deferral schemes [21,55] or simply the formalization of grid balancing services
[39]. In fact, the flexibility feature can be further captured by allowing for peer-
to-peer trading [41,78,79], and make the case for a new business entity that
coordinates the behind-the-meter assets [50].

4 Summary and Discussion

Our literature survey has summarized the factors that constitute minimum
requirements for the feasibility of a PCC, and revealed an additional number
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of factors that, while not strictly addressed by the PCC contract, can increase
or decrease the attractiveness of a PCC between a MG and a DNO.

Figure 1 provides an overview of the factors and assigns them to the party
which can do something about them. For example in the case of minimum
requirements, technical aspects have to be agreed upon by both sides. However,
among those technical factors, there are aspects of control and protection which
are in the scope of the MG operator, whereas the DNO can (and is required
to) address the concerns regarding harmonics and perturbations. In the lower
half of 1, which summarizes those factors outside of the bare-minimum, the non-
technical aspects can regard addressing energy management solutions from the
point of view of the MG operator, whereas the DNO can improve the attractive-
ness of the PCC by improving their energy pricing system.

In a further step of our analysis we look at list of factors identified in Fig. 1
and trace them back to the academic literature from which we have drawn them,
in light of the question ‘Is it based on MG-specific literature? Or is the insight
based on DG-literature?’. In this case we refer to literature about integrating
individual prosumers as ‘DG-literature’. The background of this question is that
the factors identified from DG-literature have to be reassessed in the context of
a MG (as shown in the introduction, a MG is different than a sum of individual
prosumers).

Table 1 summarizes the factors found in our literature survey and further
structures them based on the following criteria:

– Whether the factors are technical (Tech.) or non-technical (nTech.);
– Identifies the agent who can initiate the identified influence, between the MG

operator (MG) and the distribution network operator (DNO);
– Whether the article(s) cited address the case of DG as individual prosumer

(DG-lit) or indeed the integration of a microgrid as such (MG-lit)

Table 1. Summary of factors

Factor Tech non-Tech Agent DG-lit MG-lit References

Emergency response � MG � [25,35,68,73]

MG siting and sizing � MG � [32,69,72]

ESS sizing � MG � � [5,10,11,18,37]

EV vehicles � MG � [22,26]

Energy scheduling � MG � [38,59,77]

DSM capabilities � MG � [17,71]

Use of DC in the MG � MG � [13]

Voltage regulators � DNO � [6,48]

Grid planning � DNO � [6,56]

Energy management in MG � MG � [52,64]

Optimized MG coordination � DNO � [2,46,61]

Electricity pricing � DNO � � [23,36,54,60,65]

Smart/standby charges � DNO � � [1,3]

Deferral schemes � MG � [21,55]

Grid balancing services � MG � [20,39]

Peer-to-peer trade � MG � [41,78,79]
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Fig. 1. Summary of factors identified in literature to impact feasibility and attractivity
of the PCC, from both the point of view of the MG and of the DNO
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For example in the case of “ESS sizing”: it is a factor that has been found to
have an impact on how advantageous (i.e. attractive) the MG project is, since
the appropriate sizing of the battery brings advantages to both the MG (peak
shaving, demand shifting, cost savings) and to the DNO (flexibility). However,
it is a technical measure that has to be taken by the MG planner/operator – the
“Agent”, in this case is the MG. The five references [5,10,11,18,37] on which
the identification of this factor is based are addressing both research of DG as
individual consumers, and DG as integrated MGs.

On the other hand, the measure of incurring smart charges or stand-by
charges is a non-technical factor (does not primarily depend on installing a new
device or reprogramming a controller) that surely has to be accepted by the MG
operator before agreeing upon a PCC. In this case the agent is the DNO, who
imposes the charges (although possibilities of negotiation cannot be excluded, it
is still the DNO who imposes and collects the charges). The two references on
which we have based our finding are researching microgrid integration, what we
have labeled as MG-literature.

A look at Table 1 points to a number of insights. First, the factors labeled
as primarily technical mostly correspond to the agent MG, whereas the non-
technical factors are mixed. We can explain this imbalance with the fact that the
MG is smaller and more flexible, able to adopt new solutions in order to become
more efficient and persuasive in favour of the PCC. Second, the fact that while
the options MG operator are mostly towards improving the perspective of an
agreement, the DNO can work in the opposite direction as well, by increasing
charges or by providing electricity pricing that makes the MG function at a loss.
This insight agrees with the mismatch identified in literature in how distributed
energy projects are financially evaluated between the private sector and utilities,
which suggests in turn that the DNO is in fact interested in maintaining the
status-quo [58].

Third, we notice that some of the factors have been identified based on lit-
erature that is dedicated to individual prosumers, and not to DG as integrated
MGs – which illustrates the research gap as it was mentioned in the introduction.

Finally, the table points to the limitation of our study: the fact that is does
not provide an assessment as to whether the identified factors have a positive
or a negative influence on the attractiveness of the PCC. This is due to several
facts. First, the academic papers which argue in favour of novel solutions such
as the peer-to-peer trade suggest that by adopting that solution the strengths
of the MG will be improved, or the weaknesses will be alleviated, thus making
the interconnection more appealing to the DNO and the PCC possible. How-
ever, for the sake of balance, the point of view of the DNO should be included,
but to the best of our knowledge so far the research from the point of view
of the utilities does not mirror closely the findings of novel solutions. Second,
the implementation of a novel measure – e.g. installation of voltage regulators
by the DNO at relevant substations to sustain reliable PCCs – can be consid-
ered to have a positive impact on the perspective of the interconnection. How-
ever, most of the studies do not provide a cost-benefit analysis of the proposed
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solutions, therefore it is not clear whether the voltage regulators, while having
a positive impact on MG integration, might in fact be too expensive and hence
not a realistic proposal.

The factors listed in Table 1 have been labelled as ‘technical’ or ‘non-
technical’, but it is understood that a) they can be translated into economic
benefits or savings (e.g. the appropriate ESS sizing at the MG can save grid
upgrading costs at the DNO), and b) they can interact (e.g. offering grid bal-
ancing services influences the ESS sizing, and in part the MG siting). A closer
examination and mapping of the interactions is an avenue for further research
within the current discussion on burden sharing between MGs and DNOs.

5 Conclusion

The integration of microgrids in distribution networks takes place by connecting
the MG to the main grid via one point of common coupling. We have found that
in academic literature the PCC is either regarded as a given, or equated to a
connection point between the main grid and an individual prosumer. While the
MG cannot be equated to a large prosumer, we argued that the PCC cannot be a
formality either. In this paper we have briefly reviewed the factors which amount
to basic requirements that make the PCC possible: compliance with IEEE stan-
dards and protection measures important for the MG. Having established that,
we surveyed the academic literature and compiled a list of factors which are not
obligatory requirements for the existence of the PCC, but they can determine
how appealing the interconnection is for both parties.

The resulting list of factors proposes a starting point for further additions
and discussions, and offers right from the beginning a clear illustration of the
imbalance between the agency power of the MG operator and the one of the
DNO. It also suggests that the main strength of MGs consists in its small size
and flexibility, making it capable to quickly include improvements in technical
equipment and operation.

At this stage of our research we can conclude that an agreement on a PCC
between the MG and the DNO can be influenced by the MG mainly through tech-
nical measures, whereas the DNO tends to have stronger non-technical instru-
ments at its disposal.
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Abstract. The continuing increase of photovoltaic (PV) generation in
distribution systems comes with difficulties in keeping voltages within
acceptable limits, especially during peak generation. Two conventional
alternatives exist to solve these overvoltage issues: to install voltage regu-
lation equipment (AVR) or curtail PV generation, but there is no exist-
ing procedure to aid distribution system operators (DSO) in choosing
either solution from an economical perspective. This project presents a
methodology to evaluate the two aforementioned alternatives. The equiv-
alent annual cost of installing automatic voltage regulator systems in the
network was compared to the annual compensation awarded to curtailed
PV generator owners. Several case studies were explored and show that
in some situations, curtailment can be more cost-effective depending on
the curtailment compensation scheme used, amount of PV penetration,
location of PV in the network, and demand profiles. Additionally, the
researchers explored the economic viability of using curtailment in con-
junction with existing AVR installations instead of installing additional
AVRs.

Keywords: Photovoltaics · Renewable generation · Distribution
networks · Voltage regulators · Curtailment

1 Introduction

In a move towards a future independent of fossil fuels, countries worldwide have
adopted renewable energy systems. The use of renewable resources in distribu-
tion networks is steadily increasing, especially photovoltaic (PV) systems. It is
predicted to further increase in the future because of the incentives provided
by governments to prosumers and the adverse impacts of using conventional
sources of power generation in the environment. The increase in connected renew-
able resources comes with its drawbacks. It may threaten the power quality in
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distribution networks and cause issues like voltage swell and voltage sag. These
can cause detrimental effects on existing protection schemes and increase wear
on utility equipment [1].

Voltage level is one of the crucial parameters of the grid that a distribution
system operator (DSO) must always maintain within limits so that the load side
of the network will have an acceptable range of voltage supply. An option for
DSOs is to invest in additional voltage regulation equipment to maintain volt-
ages within these required limits. Traditionally, DSOs upgrade their networks
by adding conventional on-load tap changer transformers (OLTC) coupled with
automatic voltage regulator (AVR) relays to regulate transformer output volt-
ages within the set voltage limits [2]. The OLTC is an automatic relay-controlled
transformer component where it changes the voltage at the system using the tap
settings of transformers [3]. Meanwhile, the AVR determines the load-side volt-
ages and currents of the transformer, and eventually differentiates the measured
voltage and reference voltage. If the difference surpasses the AVR’s tolerance
setting, then the tap setting will be automatically adjusted to normalize the
transformer voltage at load side [4]. The AVR relay helps to control the local or
remotely-located voltages in the system to keep them within set limits [5].

Since installing voltage regulation equipment may require a considerable
investment in time and money for DSOs, an alternative is to curtail the out-
put of generation. Curtailment today typically occurs because of constraints in
the network or as a precaution against a foreseen instability in the system. How-
ever, curtailing renewable generation is seen negatively by the general public
as “green” energy is lost. Generation from renewable sources has nearly zero
marginal costs and so, it can be an economic loss as well. That said, curtail-
ment can be a viable solution to problems when integrating this generation into
the grid. Full integration of all generation can lead to excessive investment in
equipment upgrades, infrastructure extension and deter further investment into
renewable generation.

There are four main categories of curtailment situations, which can be both
voluntary and involuntary: (1) network constraints, (2) security, (3) excess gen-
eration and (4) strategic bidding. Curtailment for security, excess generation,
and strategic bidding is mainly used with the goal of minimizing market-related
costs. For network constraints, the goal is to avoid over-investment in capacity
and/or to delay investing in increasing capacity. It is suggested that compen-
sation, in the case of network constraints or network extension delays, can be
shouldered by the DSO using market prices or a fraction thereof [6].

A DSO is concerned not only with keeping system operations stable but also
economical, so some cost analysis and comparison is required when considering
if delaying network upgrades through curtailment is still profitable. Currently,
no procedure or platform exists to make it easier for the DSO to choose between
curtailment or investment in voltage regulation equipment.

This paper presents a procedure to assist DSOs in the economic evaluation of
two alternatives to solve overvoltage problems caused by high PV penetration in
their networks: (1) installing voltage regulation equipment or (2) curtailment of
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PV generation. In particular, the equivalent annual cost for voltage regulation
installation will be compared to the total annual compensation to generator
owners.

2 Methodology

To build the test system, data regarding load and generation profiles and cost
analysis were acquired. After building the base test system, a baseline scenario
was applied and simulated. Using the results of the baseline scenario, economic
analysis for the AVR installation and curtailment was performed. Lastly, several
case studies were observed.

2.1 Test System Building

Building the test system required hourly residential and commercial load profiles,
as well as hourly irradiation data which were acquired from [7,8] respectively.

The IEEE 34 node test feeder without AVRs was used for the test network.
The IEEE 34-bus system is a standard test network that was designed to evaluate
and benchmark algorithms in solving unbalanced radial distribution systems, and
is also suited for use in systems with distributed generation. This test network
is an actual radial distribution feeder operating at 60 Hz, 24.9 kV and 12 MVA,
depicted in Fig. 1. In order to manage the undervoltage in the system at peak
load, specifically at bus 890, the capacitor bank is removed, and the spot load
at bus 890 is decreased.

Fig. 1. Modified IEEE 34-bus system
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Each PV system connected to the network is modeled as a 60 kW capacity
generator operating at unity power factor.

The power flow is conducted using the EPRI distribution simulation tool,
OpenDSS. OpenDSS is used for its full multiphase model, built-in IEEE 34 feeder
test case code, and relatively easy data exchange interface with MATLAB.

2.2 Optimal AVR Positioning

The method in [9] is used for the initial placement of AVR in the test system
based on technical criteria. The method is started by using load flow to compute
the bus voltages. From the results of the load flow, critical paths are identified.
A critical path is the path from a bus with the highest overvoltage to the substa-
tion. In each critical path, an AVR is positioned at the end node. After that, a
load flow is run to check the overvoltage in the system. Then, an objective func-
tion considering technical aspects, the voltage drop percentual factor Fatv%, is
computed using the configuration. The Fatv% is used to show the quality of a
certain placement of AVR in terms of voltages, shown in 1. Next, the AVR is
moved upstream to the next bus of the critical path and the steps are repeated
until the substation bus is reached. The AVR is positioned at the bus which
produced the smallest Fatv% and did not contain overvoltages throughout the
system. The method is tested using the load and PV generation data of the
average hour in the month where the highest overvoltage for the whole year
occurred, which in this case is at hour 13 of May. A flowchart of the algorithm
is presented in Fig. 2.

Fatv% =

∑N
i=1

(
Vnom − vf

i

)2

∑N
i=1 (Vnom − v0

i )
2 · 100 (1)

where Fatv% is the voltage drop percentual factor, Vnom is the upper voltage
limit, and vf

i and v0
i are the hourly instantaneous voltages measured with and

without AVR installed at bus i, respectively.

2.3 Curtailment OPF

The curtailment optimal power flow (OPF) still utilizes the OpenDSS power
flow with the addition of the following constraints:

0 ≤ Pgi ≤ Pmax
gi (2)

0.9pu ≤ vi ≤ 1.10pu (3)

where Pgi is the active power generation dispatched at bus i for the specified
hour, Pmax

gi is the maximum active power generation for bus i and vi is the
instantaneous voltage measured at bus i for the specified hour.
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Fig. 2. AVR positioning method

Curtailment priority is modeled as an optimal dispatch problem, shown in 4,
with a linear cost function Ωgi shown in 5.

min

(
N∑

i=1

Ωgi (Pgi) +
N∑

i=1

Wi

)

(4)

Ωgi (Pgi) = Pmax
gi − Pgi (5)

Wi =

{
Si (vi − Vmax)2 Vmax

Si (vi − Vmin)2 Vmin

(6)

The constrained optimization problem is expressed as an unconstrained opti-
mization problem by expressing the voltage constraint 3 as a penalty function
Wi, shown in 6. Si is the penalty factor which is set at an arbitrarily large
number. Vmin and Vmax are the lower and upper voltage limits, respectively.

Constriction Factor Particle Swarm Optimization (CF-PSO) is then used
for the optimization, described in [10]. The CF-PSO algorithm is initialized by
generating a random population, referred to as a swarm. Each swarm is com-
posed of individual solutions called particles, initialized with random positions
in the solution space with random velocities (update rate). At each iteration, the
positions and velocities are updated based on the swarm and particle behavior.
Each particle position and velocity is updated using 7 and 8 respectively, and
this facilitates the optimization process.

xt+1
i = xt

i + ut+1
i (7)

ut+1
i = k

[
ut
i + r1c1

(
pi − xt

i

)
+ r2c2

(
pg − xt

i

)]
(8)
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t represents the iteration count, xi is the particle position, ui is the veloc-
ity, (pi − xt

i) compares the particle position with its best performance (parti-
cle best), (pg − xt

i) compares the particle position with the swarm’s best per-
formance (global best), c1 and c2 are coefficients that represent the trade-off
between the influence of the particle best and the global best, r1 and r2 are
random numbers between 0 and 1, k is the constriction factor. The values of c1,
c2 and k are set to c1 = c2 = 2.05 and k = 0.7298 to ensure convergence and
efficiency in the optimization process [11]. The process was repeated until the
difference between the values of global best functions in 50 consecutive iterations
are between a tolerance value of 1 × 10−6. The process is shown in Fig. 3.

Fig. 3. CF-PSO algorithm

The CF-PSO algorithm was implemented using MATLAB and interfaced
with OpenDSS using the provided Component Object Model (COM) server
Dynamic Link Library (DLL) as illustrated in Fig. 4.

2.4 Baseline Simulation

An initial load flow was conducted without PV systems to ensure that the base
test system did not contain any voltage violations.
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Fig. 4. Platform for CF-PSO MATLAB and OpenDSS loadflow

The PV systems were then connected for the baseline scenario. The PV
penetration level is defined as the maximum generation of an individual PV
system based on the percentage of total peak load of the system. All 34 nodes
have a PV system connected, and the penetration level for the whole system
was set at 140% of the total peak load or 60 kW per PV generator. This served
as the basis of the power computations for the sizing of the AVR installation
and amount of curtailment. AVR installation consists of one AVR based on the
result of the method used in optimal AVR positioning. The curtailment scheme
implemented is pro rata (equal cost function coefficient πgi).

2.5 Economic Analysis

AVR Installation. Several types of costs were considered when calculating for
the equivalent annual cost (EAC) for the AVR over its useful life:

– First cost (investment plus installation cost)
– Annual operation and maintenance costs
– Annual system loss

The EAC for the AVR installation alternative was computed using

EAC = FC(A/P, i%, N) + O + S (9)

(A/P, i%, N) =
i(1 + i)N

(1 + i)N − 1
(10)

where FC is the first cost, O is the annual operation and maintenance cost, S
is the annual system loss. The system loss is computed from DSO system loss
rates and network losses from OpenDSS load flow simulations.
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Curtailment Compensation. Calculation for the curtailment compensation
considers the PV generation payment scheme used by the DSO to pay the owner
of the PV system and results of the OPF. The power curtailed from the gener-
ators using the OPF was multiplied to the monthly 2018 Philippine electricity
blended generation rates according to different PV generation payment schemes.
The payment schemes were: 100%, 50% and 25% of market price, and 3% and
10% maximum curtailment. Maximum curtailment means that the generator
owner will receive full market price compensation for any curtailment that goes
above a certain percentage. The compensation to be paid over 1 year was the
EAC for the curtailment alternative.

Both were compared using ranking comparison. Since this is a service project
with no revenue or positive cash flow involved in any calculations, the ranking
comparisons only involved determining which alternative yielded a smaller equiv-
alent annual cost.

3 Results

3.1 Initial Load Flow

The initial load flow was carried out for 24 1-h intervals for an average day in
each month for 2018.

Shown in red in Fig. 5 are the results of the initial load flow at the month
with the highest overvoltage (May at hour 13), without an AVR installed in the
system or curtailment applied. On average, the month of May has the highest
difference in PV generation and demand at hour 13 or 1:00 PM, so all the AVR
sizing and placement is based on the load flow results of this month and hour.
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Fig. 5. Voltage profile of buses (phase A) at May Hour 13 (Color figure online)
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3.2 Baseline Simulation

Installed AVR. The results of the initial load flow show that the first occur-
rence of overvoltage in the system is at bus 814. To find the optimal position
of the AVR, the first placement of the AVR is between buses 812 and 814. Fol-
lowing the procedure and moving upstream to the substation bus, the optimal
location of the AVR is found to be between buses 808 and 812 because it has
the lowest voltage drop percentual factor, Fatv% at 76.24% and it does not have
overvoltage throughout the system.

Curtailment of PV Generation. Pro rata or equal curtailment among all PV
generators was applied to the system using the objective function min (60 − Pgi)
in the CF-PSO algorithm. This type of curtailment yields a generation profile
that is the same shape but scaled down from the original. The effect of cur-
tailment on the voltage profile is shown at the hour and month with the worst
overvoltage levels in Fig. 5. In total, the amount curtailed for the test system
over the year for the baseline simulation was 403 MW.

Table 1. Cost comparison between AVR installation and curtailment compensation
for baseline simulation

Compensation scheme Compensation AVR installation cost

Full price $39,810 $26,710

0.5 price $19,905

0.25 price $9,953

3% max curtailment $32,000

10% max curtailment $17,835

3.3 Economic Analysis

As presented in Table 1, at the base case or 140% PV penetration, AVR instal-
lation is more economical compared to pro rata curtailment at full market price
and 3% maximum curtailment compensation. Pro rata curtailment with com-
pensation at 50% and 25% market price, and 10% maximum curtailment are
significantly more cost-effective compared to AVR installation.

3.4 Case Studies

Case Study I - Increasing PV Penetration Level. The percentage of the
PV penetration is increased by increments of 5% of total peak load starting with
the baseline 140% of total peak load.

As shown in Fig. 6, AVR installation is more economical than curtailment
compensation at full price and 3% maximum curtailment for all penetration lev-
els. At 50% of full price and 10% maximum curtailment, curtailment is more
economical but only up to between 145% and 150%. Curtailment is more eco-
nomical for penetration levels up to 170% at 25% of full price.
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Fig. 6. Cost comparison of AVR installation and curtailment compensation at different
levels of PV penetration

Case Study II - Different PV Positioning. Three different placement pat-
terns are tested on the network to see how it affects the overvoltage levels. The
PVs are placed at every other node, near the substation, and far from the sub-
station, and compared to the baseline scenario of PVs place at every node.

As presented in Table 2, in the cases where the PVs are positioned at every
node (baseline) and at every other node, the cost of AVR installation was cheaper
than compensating curtailment at full price and 3% max curtailment, and less
economical for the other compensation methods. In the case that the PVs are
placed far from the substation, it was more economical to install two AVRs
than compensating curtailment for any compensation scheme other than 25% of
market price. That being the case, it is more economical to curtail if the majority
of PVs in the network are situated near the substation.

Table 2. Cost comparison of AVR installation and curtailment compensation at dif-
ferent positions of PVs in the system

Compensation scheme Every node Every other node Near S/S Far from S/S

Full price $39,810 $43,610 $0 $159,094

0.5 price $19,905 $21,805 $0 $79,547

0.25 price $9,953 $10,903 $0 $39,773

3% max curtailment $32,000 $35,398 $0 $146,414

10% max curtailment $17,835 $19,944 $0 $117,679
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Case Study III - Variation of Load Type. Several different percentages of
commercial load is mixed in with the baseline scenario of purely residential load:
5% commercial and 95% residential load, 10% commercial and 90% residential
load, and 25% commercial and 95% residential load.

At 100% residential and the combination of 5% commercial and 95% residen-
tial load, it is less expensive to install an AVR compared to only the full price
curtailment compensation scheme as shown in Fig. 7. While at the combination
of 10% commercial and 90% residential load, and at the combination of 25%
commercial and 75% residential load, all the curtailment compensation schemes
are more cost-efficient compared to AVR installation. Generally, as the amount
of commercial load mixed in with residential load increases, the more economical
it is to curtail PV generation.
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Fig. 7. Cost comparison of AVR installation and curtailment compensation at different
percentages of commercial load mixed in with residential load

Case Study IV - Impact of Installing a Large Commercial PV System.
This case study aims to find the effect of a sudden large power injection due to
installing a large PV generator at one node in a system with only small residential
PV systems. Initially, every bus has a 10 kW PV generator, and a single 1.7 MW
PV generator is added at one bus.

When the large commercial PV was connected to the buses near the sub-
station it barely caused overvoltage in the system. Conversely, when the large
commercial PV was connected to the buses far from the substation, large over-
voltages occured at several buses. If we only look at the buses where placement
of a large commercial PV causes overvoltage, curtailment compensation (at all
schemes) is more economical than AVR installation only when placed at buses
814 and 816. It can be observed that if larger PV capacities are installed nearer to
the substation, curtailment is generally more economical than AVR installation,
shown in Fig. 8.
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Case Study V - Different Curtailment Arrangement. In technical best,
the dispatch optimization is run without the restriction of equal curtailment
between each generator, using the objective function min(

∑N
i=1(60 − Pi) where

Pi is the generation at bus i, and N is the number of buses with generators. In
scheduled rotation, a fraction of the generators are fully curtailed (0 kW) at a
given day and month and the rest of the generators are dispatched at maximum
generation. A different set of generators will be curtailed for each day, following
a rotation assigned for each month.

As seen from Table 3, assigning a scheduled rotation yields the highest annual
cost out of the three arrangements due to the requirement that any curtailed
generator has to be at 0 kW dispatch. This makes curtailed generators near the
substation be inefficiently curtailed as they are generally insensitive to power
injections, as demonstrated in Case Study IV. It is recommended in this case
to compensate the curtailed generators at 50% or 20% of full market price or
10% maximum compensation. Curtailing according to technical best is a more
economical curtailment method with dispatch at full price marginally smaller
than the baseline AVR annual cost.
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Table 3. Cost comparison of AVR installation and curtailment compensation for dif-
ferent curtailment arrangements

Compensation scheme Pro rata Tech best Sched rota

Full price $39,810 $26,477 $66,484

0.5 price $19,905 $13,239 $33,242

0.25 price $9,953 $6,619 $16,621

3% max curtailment $32,000 $25,056 $64,490

10% max curtailment $17,835 $22,029 $59,836

Case Study VI - Additional AVR Installation Due to Generation and
Load Growth. It may be essential to add AVRs to stabilize the voltage in the
system when it increases due to annual generation growth.

As the generation and load is annually increased, there is a need to add AVRs
in the network every 3 years so that it can withstand the resulting increase in
voltage, as shown in Table 4.

Table 4. Cost analysis of additional AVR installation due to generation and load
growth

Case AVR position Tap
changes

Total annual cost

3 years 808-812; 828-830 20; 31 $53,438

6 years 808-812; 812-814
828-830; 854-852

26; 28;
54; 89

$107,371

9 years 806-808; 808-812; 812-814;
828-830; 854-852; 852-832

11; 27; 50;
92; 223; 11

$167,261

Case Study VII - Combining Curtailment with AVR Installation/s
Versus Additional AVR Installations. Curtailment is applied in conjunc-
tion with AVR installations as an alternative to purely curtailing generation or
additional AVR installations. Since Case Study VI already tackled additional
AVR installations, the results of that case study was the basis for the method-
ology of this case study.

Table 5 shows the economically best combination of each scenario along with
the results of Case Study VI. At 3 years of generation and load growth, cur-
tailment in combination with one AVR is more economical than installing an
additional AVR for all compensation methods, but only marginally cheaper at
full market price compensation. At 6 years of generation and load growth, cur-
tailment in combination with two AVRs is more economical than installing two
additional AVRs for all compensation methods. At 9 years of generation and load
growth, curtailment in combination with 5 AVRs (one additional AVR) is more
economical than installing an additional AVR for all compensation methods.
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Table 5. Cost comparison of additional AVR installations and the combination of
curtailment with AVR installation

Case No. of AVRs
(Total cost)

Curtailment +
AVRs

Compensation scheme Compensation

3 years 2 AVRs
808-812; 828-830
($53,438)

Curtailment
+ 1 AVR
808-812

Full price $51,003

0.5 price $38,857

0.25 price $32,783

3% max curtailment $44,316

10% max curtailment $33,857

6 years 4 AVRs
808-812; 812-814;
828-830; 854-852
($107,371)

Curtailment
+ 2 AVRs
808-812; 828-830

Full price $70,693

0.5 price $62,066

0.25 price $57,752

3% max curtailment $64,252

10% max curtailment $54,959

9 years 6 AVRs
806-808; 808-812;
812-814; 828-830;
854-852; 852-832
($167,261)

Curtailment
+ 5 AVRs
808-812; 812-814;
828-830; 854-852;
852-832

Full price $136,719

0.5 price $135,935

0.25 price $135,542

3% max curtailment $135,150

10% max curtailment $135,150

4 Conclusion

This research provides a procedure to evaluate between the cost of installing
AVRs and the cost of curtailment compensation in a distribution network that
is heavily integrated with grid-injecting PV systems. The method makes use
of power flow to find the AVR placement and optimal curtailment for a given
baseline network, and computing the associated costs for each alternative. The
resulting cost computations are projected across the lifetime of the AVR and
compared. Upon applying and testing the baseline simulation and several case
studies, the researchers found that the procedure can be easily implemented for
existing and possible future grid scenarios. It is flexible, as the program used
in the IEEE-34 bus system can be easily applied to different radial configura-
tions and use different optimization methods due to the use of OpenDSS and
MATLAB. The procedure can be a helpful tool in network planning for DSOs,
for example, in the placement of future renewable generation in the network
and/or appraisal of non-firm connections. It can also be a useful aid for regu-
latory bodies and legislators in determining pricing regulations for curtailment
compensation. Future work may extend to feasibility studies involving invest-
ment in power electronics solutions capable of simultaneously maximizing PV
generation and minimizing power quality issues.
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Abstract. In this paper, we present a distributed approach to optimise
self-consumption on a university campus grid. The grid contains photo-
voltaic generators, electric vehicles, loads and a battery. We propose to
solve the optimisation problem with a distributed method using game
theory, where each element of the grid tries to reach its own objectives.
In addition to this optimisation framework, we develop a physical model
of the grid. This model uses real consumption and production data. We
use it to simulate the production and consumption profiles obtained from
the optimisation problem in order to check if these solutions respect the
grid constraints. Finally, we propose to implement concretely this dis-
tributed approach using a private blockchain, which stores production
and consumption data. In addition, a smart contract is deployed on the
blockchain to transcribe the game theory framework. The smart con-
tract collects the preferences of each element of the grid and launches
the optimisation process. Then the blockchain gathers the results and
replaces the role of a central optimisation supervisor. We present some
preliminary results to illustrate our method.

Keywords: Photovoltaic self-consumption · Game theory · Blockchain

1 Introduction

Due to environmental concerns, many countries have promoted the development
of photovoltaic (PV) generators through diverse financial incentives, leading to
an increase of the worldwide PV capacity from about more than 10 GWp in
2008 to more than 500 GWp at the end of 2018 [1]. PV generators differ from
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traditional power plants like nuclear or coal power plants: their capacity is much
lower so they are spread on large geographical areas and often connected to low
or medium voltage grid. For example, small PV generators of less than 4 kWp
counted for 21% of the total PV capacity installed in the UK in 2016 [2]. As
a result, new uses of electricity networks appear with the development of PV
generators. The continuous decrease of PV installation costs encourages con-
sumers to produce their own electricity from rooftop solar panels. This situation
corresponds to self-consumption. The overall electrical grid can benefit from self-
consumption behaviour with a decrease of energy flows on the lines, leading to
a decrease of investments costs [3].

We define the self-consumption rate as the part of the electricity produced by
the PV generators that is locally consumed over the total local consumption [4].
Increasing this self-consumption rate requires adapting the consumption to the
PV production, which is highly intermittent. Generally, we consider two main
options to reach this aim. First, the use of a storage system, such as electrochem-
ical batteries, can store the PV generation during the day and deliver power to
the consumer at night. Second, demand-side management (DSM) system adapts
the consumption so that it fits the period of high PV production [4].

France, Sweden and the Netherlands now also allow collective self-
consumption, in which a group of consumers shares the local PV production
on the low voltage grid over a small area, creating a local energy community [5].
The idea is to benefit from the differences between the consumption profiles of
all the consumers in order to maximise the self-consumption rate. Consumers
and producers exchange the local energy production. However, collective self-
consumption projects are still at an early stage and we believe that a large-scale
development requires a new framework to optimise the self-consumption rate
and thus to make collective self-consumption attractive for all participants.

The question this article deals with is: how to optimise energy exchanges on a
local energy community in a distributed way? Indeed, to support decentralisation
of the grid, we believe that a distributed method is more relevant and enables
to get rid of a central agent.

In this perspective, we propose a new approach to improve the self-
consumption rate between several tertiary buildings. We base our study on the
grid of Lille Catholic University, France, which combines PV generators, a bat-
tery, charging stations for electric vehicles and tertiary buildings. We define a
global optimisation problem to increase the self-consumption rate. In order to
take into account the preferences of each participant, we decompose this global
problem in several smaller local problems. Thus, we build a decentralised frame-
work using game theory, in which each participant acts freely in order to reach
its individual objectives. Game theory is gaining popularity in the literature as
a distributed optimisation method for smart grid, as it reflects its distributed
and heterogeneous nature [6]. In [7], the authors introduce a bargaining game to
manage a micro-grid both in connected or islanded mode. Nguyen et al. use game
theory for demand side management in a system containing storage devices [8].
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The results show a decrease of energy costs for energy consumers and a peak
power reduction of the overall system.

In our case, we define a specific non-cooperative game so that the self-
consumption rate increases when each player tends to meet its own objectives
by adjusting its consumption or production profile. We introduce parameters so
that each element is able to adjust its objective function (called utility function)
according to its own preferences. These preferences can represent the cost paid
(or earned) for electricity consumption (or production), the users’ comfort, or
the will to consume the local PV production. The benefit of such an approach
is that it only requires that the participants optimise locally their behaviour,
without any cooperation. Thus, it does not require a central agent to coordinate
all the participants.

To verify the relevance of our work, we aim to test the results of the pro-
posed optimisation framework on a physical model of the grid, including real
production and consumption data. We test the results with the model in order
to guarantee that the real grid can support the energy flows between the different
elements.

In addition, in order to implement concretely this framework, we propose
to use blockchain technology. Blockchain consists in a distributed and secured
database, supporting the execution of algorithms called smart contracts [9]. It
shows promising features for collective self-consumption and energy sharing and
interest for this topic is growing. One of the main applications observed in the
literature is the implementation of energy markets between consumers and pro-
ducers. Mengelkamp et al. propose to improve energy sharing by creating local
markets supported by blockchain [10]. In [11] and [12] authors use blockchain
to implement local markets with an auction scheme, where producers and con-
sumers publish demand offers and sell offers with smart contracts, and blockchain
automatically matches the offers. In [13], the authors present a method to solve
an optimal power flow in micro-grid networks. The global problem is first divided
in local problems and then blockchain aggregates all the local solutions to pro-
vide the overall optimum.

In our vision, we suggest using this technology to store in a secure way
the production and consumption data. Moreover, a specific smart contract will
collect each user’s preferences and launches the optimisation process. Thus,
blockchain is a promising tool to implement concretely the distributed opti-
misation framework that we introduced.

The novelty of our work consists in proposing a concrete and fully distributed
method to increase self-consumption rate in a local energy community by the
combination of different tools (game theory and blockchain). We exploit the
distributed nature of the grid and of the blockchain to get rid of a central opti-
misation agent. Moreover, the test of our approach on a physical model of a real
grid, provided with real production and consumption data, shows the feasibility
of such an approach.

This paper is divided as follows. In the second part, we introduce the opti-
misation problem and the game theory framework used to solve it. In the third
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part, we detail how we combine the three tools (optimisation algorithm, physical
model of the grid, blockchain) to implement this framework. Then, we show and
analyse some preliminary results on simple scenarios.

2 Optimisation Framework Using Game Theory

In our problem, we consider a local university grid that contains loads (build-
ings), a storage system (an electrochemical battery), rooftop PV generators and
several charging station for electric vehicles. There is a connection point to the
distribution grid. We aim to increase the self-consumption rate of the local grid,
by adjusting the charge and discharge schedule of the battery and the electric
vehicles, and eventually by delaying the consumption of the buildings. Thus we
define an optimisation problem.

Two main approaches exist for solving optimisation problems: centralised
or distributed methods. In centralised methods, a supervisor agent knows the
entire characteristics of the system, computes the solution of the optimisation
problem with a specific algorithm and then sends the results to each element
of the grid. Thus, the central agent imposes the actions to take to the entire
system. However, in distributed methods, the global optimisation problem is
divided in local sub-problems so that finding the local solutions for all sub-
problems provides the overall solution. Distributed methods benefit from several
advantages. First, the local sub-problems are simpler and therefore easier to
solve than the global problem. Second, to solve a local problem, we do not need
to know the situation of the entire system. Thus, they are often more robust
because they are not impacted by the failure of one element [14].

Regarding electrical networks, a distributed approach is interesting because
it reflects the real structure of the grid. Indeed, a grid contains many different
elements (loads, generators...) connected between them, but each one has very
limited information about its neighbouring environment. Moreover, each element
tries to optimise individually its situation, for example the payoffs or the com-
fort, without considering the global situation of the grid. To reflect this reality,
we choose to apply a distributed method to our optimisation problem. More
specifically, we choose to use game theory, that defines a mathematical frame-
work for distributed optimisation in which each element of the system aims to
optimise its own individual situation.

Game theory is a relevant method in our case for several reasons. First,
it models a situation where players are in competition. This reflect the case
of a local energy community where players are in competition to reach their
consumption/production objectives. Second, game theory enables to take into
account not only cost objectives, but also other considerations like comfort [15].
Finally, game theory is interesting because each agent has to solve a simpler
problem, in comparison to the global optimisation problem.



184 M. Stephant et al.

2.1 Problem Formulation

We define a non-cooperative game in which each element tries to reach its per-
sonal objectives, without any coordination with the other elements. As we men-
tioned previously, this situation reflects the reality of a local grid where par-
ticipants have limited knowledge about the structure of the grid and do not
necessary communicate between them to meet their goals. Thus, we consider a
game with N players, which are the N elements of the grid (loads, PV genera-
tors, battery, electric vehicles charging stations). The game is defined by the set
G = {N, (Si)i∈N , (Ui)i∈N}, where Si is the strategy set of the player i and Ui

its utility function. Here, the strategy set is defined as Si = {xi}, where xi is
the energy consumption or production profile of the player.

The utility function, or objective function, mathematically translates the
goals of the player and measures user’s satisfaction. The players tend to maximise
their utility function by adjusting their strategy, here their energy consumption
or production profile. The next paragraph details the objectives and the utility
function of each player. In the following, we note c(t) the price function of the
electrical energy in the local grid over time.

Utility Functions

EV User. For an EV user connected to the charging station, we propose the
following function (we write xforecast

PV for the forecast local PV production):

UEV (xEV (t)) = α1 ln(1+xEV (t))−α2 c(t)xEV (t)−α3 ln(1+
xforecast
PV (t)
xEV (t)

) (1)

The term α1 ln(1 + xEV (t)) represents the objective to charge the vehicle.
With the term α2 c(t)xEV (t), the user aims to minimise the cost to pay. Then we

introduce the term α3 ln(1 + xforecast
PV (t)

xEV (t) ) to represent the objective to use pref-
erentially the local PV production. The natural logarithm function is classically
used for energy buyers as it models the satiety of the users [11]. We introduce
the weight coefficients α1, α2 and α3 so that each user can adjust its preferences.
These coefficients are commonly used in the literature for multi-objective opti-
misation to combine different objectives into a unique objective function. We
impose α1 + α2 + α3 = 1 [16].

For each EV, we have to consider some constraints. We authorize only charge
and the charging power is limited by the maximum power of the charging station:

0 ≤ PEV (t) ≤ PEV
max (2)

Moreover, the state of charge (SOC) has upper and lower bounds, which are
characteristics of the vehicle battery:

SOCmin
EV ≤ SOCEV (t) ≤ SOCmax

EV (3)
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Battery. We consider that the battery has three objectives: first to maximise its
availability, which means to keep a median SOC in order to be able to charge or
discharge at any time, second to optimise its payoffs, and third to charge using
local PV production. Thus, we propose the following utility function:

Ub(xb(t)) = β1D(t) − β2 c(t) xb(t) − β3(x
forecast
PV (t) − xb(t))2 (4)

Here also we use the coefficients β1, β2 and β3 to detail the player’s preferences,
and we impose the sum to be equal to one. The term D(t) represents the avail-
ability of the battery, and models the fact that the battery aims to keep a median
SOC, written SOCmedian. This function is equal to 0 when the SOC is equal to
SOCmin

b and SOCmax
b , and 1 for SOCmedian

b .
The charging power and discharging power of the battery are limited:

0 ≤ Pb(t) ≤ P charge,max
b (5)

0 ≥ Pb(t) ≥ P discharge,max
b (6)

Moreover, similarly to the EV, the SOC has boundaries:

SOCmin
b ≤ SOCb(t) ≤ SOCmax

b (7)

PV Generators. PV generators simply tend to maximise their production,
because their marginal production cost is equal to zero [13]. So their goals are
to optimise their payoff, and to limit the production curtailment. Therefore, we
write the following utility function with the two respective terms:

UPV (xPV (t)) = γ1 c(t) xPV (t) − γ2(x
forecast
PV (t) − xPV (t))2 (8)

The coefficients γ1 and γ2 model the user’s choice, and we impose γ1 + γ2 = 1.

Loads. We consider that the loads have some flexibility, which means that
they can decrease their consumption compared to their expected consumption
xexpected
load . However, we impose that the total energy consumed at the end of the

day is equal to the expected consumption for the entire day. In other words,
loads can delay their consumption but do not globally decrease it. Then the
objectives are to minimise the cost paid for electricity, to minimise the decrease
of consumption, that represents a loss of comfort for the user, and to consume
the local PV production. Therefore, following [7], we write the following utility
equation:

Ul(xl(t)) = −δ1 c(t) xl(t) − δ2(x
expected
l (t) − xl(t))2 − δ3 ln(1 +

xforecast
PV (t)

xl(t)
) (9)

Each user can specify its preferences by adjusting δ1, δ2 and δ3 (with δ1 + δ2 +
δ3 = 1). The constraint on the flexibility f imposes:

xexpected
l (t)(1 − f) ≤ xl(t) ≤ xexpected

l (t)(1 + f) (10)
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Nash Equilibrium. One important concept in game theory is the Nash equilib-
rium, a situation in which no player can increase its utility by being the only to
change its strategy [6]. Mathematically, if we write X∗ = {x∗

1, ..., x
∗
N} the strat-

egy of the players at the Nash equilibrium and x−i the strategy of all players
except player i, the Nash equilibrium corresponds to:

Ui(x∗
i , x

∗
−i) ≥ Ui(xi, x

∗
−i),∀xi ∈ Si (11)

This Nash equilibrium is important as it guarantees that when all players max-
imise individually their utility function, the global system reaches an equilibrium
point.

All the utility functions Ui specified in this article are concave and contin-
uous in xi. Moreover, all the constraints (on the power limits and the SOC)
impose that for each player, the strategy set is a segment: ∀i ∈ N,Si = {xi|xi ∈
[xmin

i , xmax
i ]}, so it is a convex set. This guarantees the existence of at least one

Nash equilibrium for our problem [17].
If we consider in a first approach a cost function that does not depend on

the consumption and production profiles of the players but that it imposed by
the distribution grid, for example a peak and off-peak hours price function, then
[18] ensures the unicity of the Nash equilibrium.

3 Optimisation Implementation

In this section we present how we concretely tend to deploy the proposed opti-
misation process, and more specifically how we connect the physical model of
the grid and the blockchain to the theoretical game theory framework. The com-
bination of these three parts form a new tool which gives a concrete distributed
framework for optimising self-consumption on real local grids, as illustrated on
Fig. 1.

3.1 Role of Blockchain

Blockchain is a distributed and secured database divided in blocks. A block
contains data and some additional information related to the previous block.
Thus, all blocks form a chain [9]. Each user holds a copy of the database. Adding
a new block to the existing chain requires a consensus between all users, so the
blockchain works without any central supervisor nor trusted third-party.

In addition, blockchain supports the execution of specific algorithms, called
smart contracts, that enable to automatically proceed to previously defined
tasks, such as triggering a transaction between two users [19]. Practically, a
smart contract is a piece of code defining some functions that is deployed over
the blockchain and interacts with every node of the network. Thanks to its dis-
tributed architecture, blockchain and smart contracts are interesting tools to
support smart grids decentralisation and we intend to use them in order to
deploy the distributed optimisation process.
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Fig. 1. Overview of the overall optimisation process

In our system, blockchain serves as the communication layer between the
players and aggregates the results. It replaces the role of a central optimisation
agent. More precisely, we deploy a private blockchain between all the elements of
the grid. Thus, each player of the game represents one node of a peer-to-peer com-
munication network. A smart contract deployed on the blockchain implements
the game theory framework presented in the previous section. More precisely,
the smart contract contains different functions to perform the following tasks:
(1) collect the preferences coefficients of all users (coefficients αi for EV, βi for
the battery, γi for the PV generators and δi for the loads); (2) trigger the opti-
misation process (optimising locally each user’s utility); (3) gather the results;
(4) send the results to the physical modal of the grid. Thus, we see blockchain
as a tool to concretely implement our game theory framework in a real grid.

The main interest of this implementation is that, through the smart contract,
blockchain gets rid of the need for a central optimisation supervisor that would
know the production and consumption details and the preferences of all the grid
elements. Moreover, blockchain has the benefit to have a distributed structure,
so it guarantees security and trust between the elements of the grid. Blockchain
is also more resilient to changes than a unique central agent: new element can
simply be added to or deleted from the blockchain without any consequence on
the overall framework.

3.2 Game Theory Algorithm

As we mentioned in the previous paragraph, each player of the game constitutes
one node of the blockchain. This node locally optimises the user’s utility for
a defined time period. We make the assumption that the local PV forecast is
available through the smart contract for all elements and that each load knows
its desired consumption. Moreover, the smart contract provides the preferences
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coefficients in input for each player. The algorithm returns the consumption or
production profile of each player that maximises its utility function.

3.3 Physical Model of the Real Grid

In the theoretical framework defined in Sect. 2, we have not taken into account
the constraints related to the grid. More precisely, the proposed game theory
framework implicitly assumes that the grid is able to transfer all the power flows
according to the optimisation results. However, the grid elements are connected
through lines that have a limited capacity. Therefore, it may be possible that the
consumption and production profiles processed by the optimisation algorithms
lead to some over-currents or over-voltages on the lines.

For this reason, we build a physical model of the grid at stake in which we
model the physical properties of the lines (see Fig. 2). We use PowerFactory, a
software used by grid operators for grid modelling and analysis [20]. The local
network contains 4 buildings considered to be loads, 2 PV generators, one battery
and 6 EV charging stations (Fig. 2).

~~~~

~~

~~~

AGBT_HEI

TGBT_TDN001

TGBT_HA

Terminal_HTA

AGBT_Ext

Battery

Distribution grid

Transformer

Load_A Load_B Load_C

Load_D

PV_A PV_B EV_A EV_B EV_C EV_D

EV_E EV_F

Fig. 2. Physical model of the grid

We aim to test the consumption and production profiles of all the players
provided by the optimisation process on the grid model in order to check if they
create line congestion or over-voltages. In this case, we can identify precisely
the problems that occur on the physical model. Then we can impose additional
constraints to the optimisation process (for example curtail the PV production)
in order to obtain profiles that will respect the grid constraints.

The combination of the theoretical optimisation framework with the simula-
tions on the physical model ensures that our solutions are realistic and will not
damage the grid.
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4 Results

To illustrate our approach, we present in this section some preliminary results.
We consider the grid of Lille Catholic University (represented on Fig. 2), with
only one electric vehicle connected between 13:40 and 20:10. We use consumption
and production data for one day. We present two cases: in the first one, the
elements want to consume the local PV production (scenario (a)); in the second
one, they do not have a preference to consume local PV production (scenario
(b)). Tables 1 and 2 show the preferences coefficients and the parameters of the
different grid elements used for the simulations, respectively for scenario (a) and
scenario (b). These first results were obtained with MATLAB.

Table 1. Parameters of grid elements for scenario (a)

Element Coefficients Parameters

EV α1 = 0.2 α2 = 0.1 α3 = 0.7 Initial SOC = 40%

Battery β1 = 0.1 β2 = 0.1 β3 = 0.8 Initial SOC = 25%

PV generatora γ1 = 0.8 γ2 = 0.2 – –

PV generatorb γ1 = 0.6 γ2 = 0.4 – –

Loada δ1 = 0.1 δ2 = 0.1 δ3 = 0.8 Flexibility = 10%

Loadb δ1 = 0.2 δ2 = 0.2 δ3 = 0.6 Flexibility = 20%

Loadc δ1 = 0.2 δ2 = 0.2 δ3 = 0.5 Flexibility = 10%

Loadd δ1 = 0.3 δ2 = 0.1 δ3 = 0.6 Flexibility = 15%

Table 2. Parameters of grid elements for scenario (b)

Element Coefficients Parameters

EV α1 = 0.8 α2 = 0.2 α3 = 0 Initial SOC = 40%

Battery β1 = 0.3 β2 = 0.7 β3 = 0 Initial SOC = 25%

PV generatora γ1 = 0.8 γ2 = 0.2 – –

PV generatorb γ1 = 0.6 γ2 = 0.4 – –

Loada δ1 = 0.3 δ2 = 0.7 δ3 = 0 Flexibility = 10%

Loadb δ1 = 0.5 δ2 = 0.5 δ3 = 0 Flexibility = 20%

Loadc δ1 = 0.1 δ2 = 0.9 δ3 = 0 Flexibility = 10%

Loadd δ1 = 0.4 δ2 = 0.6 δ3 = 0 Flexibility = 15%

Figures 3 and 4 illustrate the results obtained respectively for scenarios (a)
and (b).
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Fig. 3. Results for scenario (a), for: (1) the EV, (2) the battery, (3) the aggregated
load (the green line shows the desired consumption, and the red line the actual con-
sumption), and (4) the total PV production. (Color figure online)

From the comparison of the figures, we can notice that when the players
are taking care to consume the local PV production, they really adapt their
consumption to this production. Even if the effect is very slight for the EV, we
can see when we compare Figs. 3 and 4 that the EV decreases its consumption
when PV generators stop producing. We can particularly notice this effect at the
end of the day after 18:00, when PV generators stop producing. In scenario (b),
the EV does not change at all its consumption to fit to the PV production. For
the battery, the effect is more visible. In scenario (b), it prefers to charge when
the electricity price is low and to discharge when the electricity price is high, and
to keep a median SOC (here 50%). In scenario (a), it is charging during all the
period of PV production, no matter if the price is higher. For the loads, when
they do not pay attention to consume local production (scenario (b)), they adjust
their consumption profile in order to decrease the price they pay for electricity.
However, when they prefer to consume the local PV production (scenario (a)),
then they adjust their consumption to the PV production, leading to an increase



Increasing Photovoltaic Self-consumption with Game Theory and Blockchain 191

Mar 15, 06:00 Mar 15, 12:00 Mar 15, 18:00 Mar 16, 00:00 Mar 16, 06:00
2017

0

100

200

300

400

PV
 p

ro
du

ct
io

n 
(k

W
)

Total PV production
4.

Mar 15, 06:00 Mar 15, 12:00 Mar 15, 18:00 Mar 16, 00:00 Mar 16, 06:00
2017

0.05

0.06

0.07

0.08

0

0.5

1

SO
C

SOC battery
2.

Mar 15, 06:00 Mar 15, 12:00 Mar 15, 18:00 Mar 16, 00:00 Mar 16, 06:00
2017

0.05

0.06

0.07

0.08

100

200

300

400

co
ns

um
pt

io
n 

(k
W

)

Total consumption
3.

Mar 15, 06:00 Mar 15, 12:00 Mar 15, 18:00 Mar 16, 00:00 Mar 16, 06:00
2017

0.05

0.06

0.07

0.08

0

2

4

6

co
ns

um
pt

io
n 

(k
W

)

Consumption EV

1.

Fig. 4. Results for scenario (b), for: (1) the EV, (2) the battery, (3) the aggregated
load (the green line shows the desired consumption, and the red line the actual con-
sumption), and (4) the total PV production. (Color figure online)

of the self-consumption rate. In our case, the cost paid for electricity is then
higher, due to the profile of the chosen cost function.

Figure 5 compares the self-consumption rate obtained for both scenarios. It
confirms that when the players are more sensible to consumer the local PV
production (scenario (a)), then the self-consumption rate increases (scenario
(b)). Moreover, we calculate the peak to average ratio (PAR) in both scenarios
(Table 3). Scenario (a) leads to a decrease of the PAR of about 13% compared to
scenario (b). Indeed, when they favour the local PV production (scenario (a)),
the players adapt their consumption so that it fits to the PV production. Thus,
they require less energy from the distribution grid when PV generators are not
producing anymore. Moreover, in this scenario, the battery stores energy when
PV production is high and releases it at night. As a consequence, even if the
global consumed energy is the same in both scenarios, in scenario (a), players
manage to decrease the peak power seen from the distribution grid, resulting in
a reduction of the PAR.
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Fig. 5. Self-consumption rate for scenarios (a) and (b).

Table 3. Peak to average ratio (PAR) in both scenarios

Scenario (a) Scenario (b)

PAR 1.75 1.98

These preliminary results show that our proposed algorithm leads to an
increase of the self-consumption rate and a decrease of PAR. The physical model
ensures that in the studied scenarios, the university grid can support the con-
sumption and production profiles. Simulations on the physical grid are neces-
sary to guarantee that the algorithm provides feasible solutions. This is a very
important point as the idea behind our work is to provide a concrete solution to
improve energy sharing among a local energy community.

Moreover, another interesting perspective is to include a price function that
reflects in real time the production and consumption on the local grid: when
consumption is higher than local production, the price will increase. This would
encourage the grid elements to preferentially consume the local production, even
in case that they are only sensible to the electricity cost.

5 Perspectives and Conclusion

In this paper, we propose a concrete framework to improve energy sharing
between producers and consumers among a local community energy, for example
the grid of Lille Catholic University. In this way, we maximise the use of local
photovoltaic production and thus the self-consumption rate.

Our approach combines three tools: game theory for distributed optimisa-
tion, a physical model of the grid to guarantee the stability of the grid, and
a communication layer with blockchain. The combination of these tools is an
innovative approach and constitutes a distributed method for better use of dis-
tributed renewable energy sources on local energy community. The approach
with game theory enables each actor to specify its particular preferences and
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to act freely to reach these goals. Thus, our framework reflects the distributed
nature of electric grids, where various actors are following very diverse goals.

The first results are promising and show an increase of self-consumption rate.
However, we plan to continue this work, and specifically to focus on the following
tasks. First, the development of the smart contract with the blockchain is a key
point for a real distributed implementation. It will enable to concretely deploy
the optimisation method on a peer-to-peer communication network. As we men-
tioned in Sect. 3, the smart contract will automatically trigger the optimisation
algorithm and collect the results.

Second, the price function needs to reflect in real time the consumption
and production inside the local grid. The creation of a small electricity market
between the players is an interesting option to encourage loads to consume when
the PV production is high. In this perspective, we expect interesting further
results.

Moreover, some additional questions regarding the overall stability of the
system should be answered, especially when we add a new player, for exam-
ple when a new electric vehicle arrives at a charging station. The issue of the
global efficiency of the system, in particular regarding the performances and the
consumption of the blockchain.
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Abstract. This paper presents the development and test of an Internet of Things
(IoT) system applied to the monitoring and control of an HVAC (Heating, Ventila-
tion and Air Conditioning) system that includes parameters such as temperature,
humidity, air quality, human presence and smoke detection. For this purpose,
a hybrid wireless network combining Bluetooth Low Energy (BLE) and IEEE
802.11/Wi-Fi was implemented inside a house. An online database for the syn-
chronization of the HVAC data, which was developed using the Amazon Web
Services (AWS) cloud platform, allows the user to access the data and control the
system parameters through the Internet using an Android mobile app. A smart
temperature control system was also developed in the BLE/Wi-Fi gateway to
keep the room temperature inside a user-defined range. The functionalities and
performance of the proposed system were both validated through experimental
tests.

Keywords: Internet of Things · Smart home · Bluetooth Low Energy ·Wireless
sensor networks

1 Introduction

Over the last fewdecades, technological advances have enabled a large part of theworld’s
population to have access to the Internet, and this access is increasingly being done
through mobile devices, using either cellular data networks or Wi-Fi. This trend, cou-
pled with the increasing incorporation of sensor devices in a variety of equipment, opens
a wide range of opportunities for the growing market of Internet of Things (IoT) appli-
cations, in areas such as transportation, healthcare, agriculture, industrial automation,
smart home, among others.

The IoT enables physical objects to interact with the surround environment without
requiring human intervention, and to communicate with each other to share information
and to coordinate decisions. The IoT allows connecting billions of objects through the
Internet, so there is the need to define a layered architecture to handle the complexity
associated to the different required tasks. In this sense, there has been an increasing
number of proposed architectures, but there is not a consensual reference model yet. In
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[1], the authors present a five-layer model, where the first one, Object’s layer, represents
the physical sensors and actuators of the IoT that aim to collect and process information.
The second layer, Object Abstraction, represents how the data is transferred from the
physical objects. The third layer, Service Management, pairs a service with its requester,
based on addresses and names. The fourth layer, Application, is responsible for providing
high-quality smart services to meet customer’s needs. Finally, the fifth layer, Business,
defines the steps to build a business model based on the developed IoT system.

In order to maximize the lifetime of battery-operated sensor devices, it is desirable
the use of low-power wireless sensor networks (WSN) technologies, such as Bluetooth
Low Energy (BLE) [2] or IEEE 802.15.4/ZigBee [3].WSNs enable new applications but
require non-conventional paradigms for protocol design [4].With characteristics such as
low cost, low energy consumption [5], low latency and high reliability, as well a native
hardware and software support provided by most current mobile devices, BLE takes a
leading position for the implementation of IoT sensor devices over ZigBee inmany areas
of application [6]. However, since both BLE and ZigBee devices do not implement the
TCP/IP (Transmission Control Protocol/Internet Protocol) protocol stack, they require
the introduction of a gateway device into the system to allow communication with other
IoT devices, such as an IoT server or a mobile client [7].

In order to store the data collected by the sensor devices, a database is required. The
successful implementation of an IoT system requires service provision with ubiquity,
reliability, high-performance, efficiency and scalability. A way to achieve all of these
goals is merging the IoT and the cloud computing concepts, as suggested in [8].

Concerning related work, in [9], the authors presented a networking solution for
connecting BLE devices with the IoT, enabling end-to-end IP connectivity to the BLE
devices in an efficient manner, especially in the aspect that are most critical for IoT
devices: energy consumption and memory footprint of the implementation. In [7], the
authors proposed a smartphone-based IoT gateway implemented as a software service
that provides universal and ubiquitous Internet access to BLE connected IoT devices
This approach uses the smartphone both as an IPv6 router for less resource-constrained
endpoints and as a BLE proxy, relaying profile data from the sensor device to the cloud.

The smart home IoT system presented in this paper uses BLE to collect heating,
ventilation and air conditioning (HVAC) data from sensor devices and send the informa-
tion to an implemented BLE/Wi-Fi gateway, which also communicates with other local
devices, such as actuators. Regarding data storage, the developed system provides com-
municationwith a remote IoT server, in a cloud-based architecture, allowing the collected
data to be accessible through the Internet. A mobile app (client) was also developed in
order to allow access to the data for the user. The developed system is capable of a smart
temperature control on a desired room inside a configurable temperature range.

The rest of this paper is organized as follows. Section 2 presents an overview of the
developed system architecture and components. Section 3 describes the development of
the home network components, namely the BLE nodes and the gateway. Sections 4 and
5 describe the development of the IoT cloud services and the IoT client (mobile app),
respectively. Section 6 presents experimental results concerning functional and non-
functional aspects of the developed IoT system. Finally, Sect. 7 presents the conclusions.
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2 System Overview

The developed IoT system is constituted by several components that exchange data with
each other, as shown in Fig. 1. Inside the smart home, the IoT devices communicate
using a local hybridBLE/Wi-Fiwireless network infrastructure,whosemain components
are the BLE sensor nodes, the BLE/Wi-Fi gateway, a wireless router (which provides
connection to the Internet and acts as the local Wi-Fi access point) and actuator nodes.
Besides the local components, the developed IoT systemalso includes anAndroidmobile
app (client) and an AWS (Amazon Web Service) cloud server.

Fig. 1. Architecture of the developed IoT system.

The proposed architecture supports several sensor nodes and actuator nodes. Each
BLE sensor node comprises two main components: a BLE device and a sensor, which
may send data to the BLE device using an analog-to-digital converter (ADC) or a digital
interface, such as UART (Universal Asynchronous Receiver-Transmitter), SPI (Serial
Peripheral Interface) or I2C (Inter-Integrated Circuit). Likewise, each actuator node is
composed by a wireless device (either Wi-Fi or BLE) attached to an actuator.

The HVAC system works under the control of the local gateway even in case of
failure of the Internet connection. When the Internet connection is available, the HVAC
data collected by the BLE devices (sensor nodes) is also forwarded through the gateway,
theWi-Fi wireless router and the Internet infrastructure, until it reaches the cloud server,
for storage. The Android client allows the user to access the data stored in the cloud
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server and send commands to configure and control the smart home devices (e.g., to
define the minimum and maximum temperature for a room).

The BLE devices used in the development and test of the system prototype were
PSoC 4 BLE modules [10], from Cypress Semiconductor. Each BLE module was
attached to a development board provided by the CY8CKIT-042-BLE-A kit, as shown
in Fig. 2. The BLE/Wi-Fi gateway was implemented using a Raspberry Pi 3 Model B
[11], whereas the HVAC sensors and actuators were emulated using personal computers
(PCs), which also acted as the actuator nodes’ Wi-Fi devices. The development of each
component of the IoT system is described in the next sections.

Fig. 2. Main hardware components used in the development of the IoT system.

3 BLE Network Development

This section describes the development of the firmware of the BLE sensor nodes. The
BLE network is mainly responsible for collecting data, which in the context of the
proposed application corresponds to HVAC parameters. In this sense, five representative
sensors were considered: smoke detection, temperature, humidity, air quality, and human
presence detection. The data generated by these sensors was emulated using a PC-based
Java application, which was developed using the IntelliJ IDEA IDE. The sensor data
was transferred to the BLE modules using a serial data interface.

BLE devices have different roles at different layers of the Bluetooth protocol stack
[12]. In this sense, the BLEmodules were configured as slaves at the link layer, peripher-
als devices at the GAP (Generic Access Profile) layer and servers at the GATT (Generic
Attribute Profile) layer, whereas the BLE/Wi-Fi gateway (Raspberry Pi) was configured
as master, central device and client, respectively.

3.1 BLE Nodes Design

As referred before, the CY8CKIT-042-BLE-A development kit [10] was used for the
implementation of the BLE slave/peripheral devices. Besides the PSoC 4 BLE module,
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this kit includes a development board (BLE pioneer), which allows programming and
debugging the BLE module firmware through a PC. The C code for the BLE module
microcontroller was developed using PSoC Creator 4.2 Integrated Development Envi-
ronment (IDE). As referred before, all BLEmodules act as peripheral devices, therefore,
all of them include the same basic PSoC components.

In the PSoCCreator project environment, themain component included in the design
diagram of the sensor nodes is called BLE. This component is used to configure the
BLE protocol parameters, such as advertising packets, connection interval, and the BLE
notifications. It was necessary to create a GATT service and its characteristics. This
component allows the use of predefined services, for example, a heart rate monitor or a
proximity sensor, with its own characteristics; however, for this system, it was necessary
to create new characteristics for each sensor value to be sent over BLE. Each sensor is
connected to its respective BLE sensor node and has its own service. Of the five HVAC
sensor values, one (smoke detection) is sent to the central device usingBLE notifications,
while the other four (temperature, humidity, air quality, and presence detection) are read
by the central device (gateway) each 20 s (configurable). In order to allow the connection
between the peripheral and central devices to be made automatically, it was necessary
to include the Universally Unique Identifier (UUID) of the service in the advertisement
packet, which was achieved in the “GAP Settings” tab of the BLE component. Two
characteristics were created on the BLE component of each of the five sensor nodes:
one characteristic represents the corresponding HVAC sensor value, whereas the other
characteristic stores the ID (identifier) of the room where the sensor node was placed.

The second main component included in the design was a serial data interface, to
collect the data from the sensors. In this prototype, we used the UART component
provided by the PSoC Creator. For this component, it was only necessary to configure
the same UART parameters as the Java application that was used to generate the HVAC
data, such as the baud rate, which was set to 9600 bps.

A function called CustomEventHandler was used to detect and handle all events
associated with the BLE stack. These events can be triggered by the central device
when it connects or disconnects to the peripheral device or when the peripheral device
announces its presence to the central device. It is also responsible for managing writing
requests, made by the central device, to characteristics that have writing permission. On
the developed system, the only characteristic with write permission was the room ID,
which is configurable from the mobile app.

3.2 Gateway Development

A Raspberry Pi 3 Model B was used to implement the BLE/Wi-Fi gateway and act
as the central device for the BLE network. The development was made in Python and
using the Raspbian operating system. An external library called Pexpect was installed
to allow the BLE communication with the peripheral devices. This library can generate
processes related to certain applications, controlling them and handle the response based
on provided response patterns. On the developed gateway application software, it was
used to automate the command “hcitool lescan” for monitoring BLE devices that are in
an advertising state to central devices. JSON (JavaScript Object Notation) and Urllib2
libraries were also used, the former for converting data to JSON format and the latter
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for sending HTTP (HyperText Transfer Protocol) requests to store the collected data in
the cloud. It was also necessary the installation of BlueZ, an official Linux Bluetooth
protocol stack, to handle the communication with BLE devices.

The developed BLE/Wi-Fi gateway provides bidirectional communication between
the sensor nodes, the cloud server database and the actuator nodes (which were imple-
mented as mains powered Wi-Fi devices). For this purpose, the first task is to search and
connect to the desired BLE sensor nodes. Then, the central device needs to subscribe to
notifications from the smoke detector. After that, the central device application starts to
read the sensor values from the peripheral devices periodically and send the data to the
cloud database. Figure 3 shows a flowchart representing these tasks of the Raspberry Pi
gateway application.

Fig. 3. Flowchart for the data collection and storage tasks of the Raspberry Pi application.

The Raspberry Pi application is also responsible for the smart control of the temper-
ature, sending commands to turn on/off the actuator. Each time this application reads
a temperature value and room ID from a BLE peripheral device, it checks if the tem-
perature is inside the defined range for that room (stored in the gateway). If not, the
application sends a command via Wi-Fi socket to the corresponding actuator, changing
its state accordingly. This is possible because the gateway stores the IP addresses of the
actuators.

4 Cloud Services Development

This section describes the IoT services developed for the proposed systemusing theAWS
cloud services platform, namely the database structure defined and the implemented
functions. Instead of the traditional server-based approach where the developer needs
to handle the infrastructure management tasks, such as cluster provisioning, patching,
operating system maintenance and capacity provisioning, a serverless solution, which
shifts these operational responsibilities to the AWS, was used. This solution is based
on three individual services provided by the AWS: The Amazon Relational Database
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Service (RDS), the AWS Lambda, and the AWS API Gateway service. The choice
of AWS over other cloud services providers was made based on an analysis of cost,
performance and security [13].

4.1 RDS Database

RDS is a free relational database service for new accounts during the first year, offering
750 h per month. An alternative to this service is the Dynamo DB service, which similar
to RDS, but implements non-relational databases. The first step in the development of
the database structure was to identify the data to be collected and to be shown to the
user, which includes: (i) User data, representing the information provided when the user
registers on the mobile app; (ii) Building data, containing the building address, name
and ID; (iii) HVAC data, containing temperature, humidity, air quality and presence
detection data, a timestamp and the room ID; (iv) Smoke detection data, containing the
room ID and a timestamp; (v) Configuration data, including themaximum andminimum
temperature values for the smart temperature control and other parameters.

For the implementation of the database on theAWSconsole, itwas necessary to create
an RDS instance, as well as making other configurations [14]. After that, the MySQL
Workbench software [15] was used to develop all the tables and fields necessary to store
the data. Even though smoke detection belongs to the HVAC parameters data, a separate
MySQL table was created because this data was sent using BLE notifications, so it
might have a different timestamp from the remaining parameters. It was also necessary
to create inbound and outbound rules and apply them to the created instance in order to
ensure access control to the data by other applications.

4.2 AWS Lambda

TheAWSLambda is a service that allows running codewithout provisioningormanaging
servers. This service executes the code when needed and scales automatically from a few
requests per day to thousands per second. The free year offers 1 million requests to the
created functions per month. The code can be run for any type of application or backend
service with zero administration. AWS Lambda can be used in response to events, such
as changes to data in the Amazon Dynamo DB or RDS tables, to run code in response
to HTTP requests using the Amazon API Gateway or simply to invoke code using API
calls made using AWS SDKs (Software Development Kit).

For the proposed system, various functions were developed in NodeJS language.
Each function is responsible for a functionality, as for example, getting the last HVAC
parameters values from its correspondent table from theRDSdatabase. TheAWSconsole
allows the development of the functions in two different ways: editing the code online
or uploading zip files with the code and necessary packages inside. In this work, the
second way was chosen. The AWS Lambda also allows testing the developed functions
by providing a test event with a JSON body. All the data sent to and received from
the AWS Lambda is in JSON format. Further configurations were necessary to give
permissions to the functions created to access to the RDS database.
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4.3 Amazon API Gateway

The Amazon API Gateway is a service that makes easy to create, publish, maintain,
monitor and secure APIs at any scale. It can create REST (Representational State Trans-
fer) and WebSocket APIs that allow applications to access data from backend services,
such as AWSLambda. In the proposed system, the API Gateway was used to connect the
functions developed in the AWS Lambda to a REST API. When creating the REST API
in the AWS console, it was necessary to create resources. In this system, a resource can
represent the HVAC data or the buildings and is used to build the path used on the HTTP
requests methods. Each resource has been assigned to all the necessary methods, accord-
ing to the needs by the different applications, such as GET, POST, DELETE or PUT.
For the type of data to be received, JSON, it was necessary to configure each method
and defining a body template for the GET methods in order to identify the parameters
received by the HTTP requests. After the creation of the API, it was necessary to make
it publicly accessible by creating a test stage. The Postman [16] software was used to
test the created API.

5 Mobile App Development

This section describes the implementation of the mobile app (IoT client). It was devel-
oped using the Android Studio IDE. This application communicates with the AWS
database using the API Gateway service.

The Android app requires permissions to use the Internet. In order to accomplish
that, it is necessary to add dependencies to the AndroidManifest.xml file generated by the
IDE when the application is created. The build.gradle file was also modified to allow the
use of some required classes and layouts. Every layout implemented follows the Android
guidelines by using the ConstraintLayout, which allows the application to run on any
device, regardless its size. One of the most important classes used was the AsyncTask.
This class allows that short asynchronous operations to run in the background, and it is
usually used to perform network operations that do not require the download of much
data. In the proposed system, it is used to do HTTP requests to the REST API.

The application allows the users to register or login using the classic email password
combination. For registration, the user only needs his email, name and password. After
the login, the user is presented with a list of buildings that he/she has access and can
eliminate or add new ones. A long click on a building allows the user to go to the
building rooms and a list of rooms is presented to the user. The user can add new rooms
by simply introducing the room name or delete those already created. When the user
adds a new room, a table is automatically created that contains a default maximum and
minimum temperature values for that room. Clicking on a room opens the information
panel related to its HVAC parameter values. The user can see the most recent values
collected or change the temperature interval and room ID.

6 Experimental Results

This section presents results based on experimental tests performed for the overall
system, and involves the evaluation of both functional features (data collection and
presentation) and non-functional features (communication delay and reliability).
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6.1 Data Collection and Presentation

The gateway is responsible for receiving the HVAC data from the BLE sensor nodes,
process and send it to the AWS database and/or the actuators and handle the smart tem-
perature control process. Themobile app, on the other hand, is responsible for presenting
the collected data to the user and allowing manual control of the system.

The application has a bottom navigation menu that makes easy to change between
functionalities. The default choice of the bottom navigation menu is the HVAC screen
(Fig. 4), which shows the timestamp of the collected data, the temperature, humidity
and air quality reading, as well as the state of the heating (on or off). The second
option (Detectors) shows the data regarding the smoke and presence detectors and their
corresponding timestamps. The last option (Configurations) allows the user to check and
change the desired maximum and minimum temperature values and change the ID of
the room where a sensor is located.

Fig. 4. Example of values presented on the HVAC screen of the developed mobile app.
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6.2 Communication Delay and Reliability

The communication delay, from the moment that the sensor data is generated until the
control information is delivered to the respective actuator, is an important parameter,
since it affects the performance of the system, namely the response time of the smart
temperature control system. Therefore, a test setup was conceived and implemented in
order to evaluate the performance associated to the temperature data sensing/actuation
process, as shown in Fig. 5. The total delay is the sum of several partial delays in the path
through different devices from the source to the destination, including data transmission
times in the different data interfaces (UART, BLE andWi-Fi), as well as medium access
delays and processing delays. The measured total delay corresponds to the time elapsed
since the data is sent by the source (start time) until it is received in the destination
(end time). The same device (a PC running a Java application) was used as source and
destination in order to provide a common clock, which is necessary for the calculation
of the delay.

Fig. 5. Test structure for measuring the communication delay.

During the test, 1000 data packets were generated at the source and the same amount
was received at the destination; therefore, the communication reliability was 100%. The
test was replicated a second time, with similar results. Table 1 shows the main represen-
tative measures for the delay obtained in the two performed tests, minimum, maximum,
mean and standard deviation (SD), where the maximum values are well below the typi-
cal HVAC deadline requirements. Figure 6 shows the distribution of the communication
delay for the samples obtained during test 1, where it can be seen that 97% of the delay
samples are in the range from 100 to 300 ms. These results are satisfactory, given the
slow evolution of the HVAC parameters along the time.
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Table 1. Main statistics concerning the measured communication delay.

Tests Min. (ms) Max. (ms) Mean (ms) SD (ms)

Test 1 110 563 194 57.6

Test 2 109 320 186 43.6

Fig. 6. Distribution of the communication delay for test 1.

7 Conclusions

This paper described the development of a smart IoT system that allows the user to
monitor and controlHVACparameters in a smart home using amobile app. The proposed
system is composed by multiple data processing and communication components that
work together to perform the desired functions. The BLE/Wi-Fi gateway plays a central
role in this system, with relevance to both the data communication and the processing
algorithms of the HVAC application, such as the smart temperature control algorithm.
An online database was also developed using the AWS cloud platform, in a serverless
approach, and a mobile app (IoT client) was developed for the Android mobile operating
system.

The developed systemwas validated through experimental tests comprising the eval-
uation of its main functionalities, ranging from data collection at the BLE sensor nodes
to the presentation at the mobile app, as well as the evaluation of its performance in
the path between the sensors and actuators. The communication reliability was 100%
and the obtained delay results are adequate, since the variation of the HVAC parameters
along the time occurs in a much slower way.
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Abstract. The WaterAMI is an Integrated Management of Efficiency System
(IMES)ofWaterDistributionNetworks (WDN) supported in anAutomatedMeter-
ing Infrastructure (AMI). It has a positive impact in energy consumption and in
the water management, on one hand decreasing the water losses, on the other, by
measuring and controlling water resources as well as water demand, supported in
data science by predictive analytics.

The communications between devices of WaterAMI are realized through a
Low Power Wide Area Network - All for Everyone - Energy Aware (LPWAN-
AfE-EA), developed by CWJ Power Electronics. The AfE-EA protocol uses a
mesh topology that grants the coverage of all the water infrastructure’s devices,
including devices placed in building’s basements, normally not covered by other
IoT communications protocols.

In order to maximize the operational performance of entire network, AfE-
EA uses an efficient math algorithm that computes efficiently the Optimal Hop-
ConstrainedMaximumCapacity Spanning Tree (OH-CMCST), whichmaximizes
the routing path energy capacity and minimizes the number of hops of a battery-
operated or energy constrained AMI’s communications network, by taking in
account the strengths of radio signal links and the State of Charge (SoC) of all
batteries that power the smart sensors.

The WaterAMI is already installed and in full operation in several WDNs in
Portugal. Where it solved constrains of previously installed similar systems.

This publication presents the main features of AfE-EA protocol, compares
with other LPWANs and briefly describes AfE-EA implementation in the first
application of WaterAMI in Portugal.
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1 Introduction

Over the last 20 years, the Internet of Things (IoT) technologies have evolved sig-
nificantly [1]. The IoT refers to the inter connection and exchange of data among
devices/sensors [2]. The combination of different devices with wireless communication
forms a network namedWireless Sensor Network (WSN). TheWSN provides a promis-
ing infrastructure for numerous control and monitoring applications fields [3] namely,
Agriculture [4], Industrial, Utilities [5], Security, Asset Tracking, SmartMetering, Smart
Cities, Smart Buildings/Facilities and Smart Homes.

The IoT technologies aim to efficiently utilize the resources, improve the quality of
living, and reduce the cost of management and administration of resources [6]. Once
each application field has specific requirements, to implement a WSN is necessary to
select the appropriated communication protocol. Currently, specific applications such as
Smart Cities require technological solutions with long range, low data rate, low energy
consumption, and cost-effectiveness [2]. In response to these requests the LPWAN
technology has been created [7].

LPWAN technology provides several communication protocols namely, LongRange
(LoRa) [8], SigFox, and Narrow-Band Internet of Things (NB-IoT) [2]. Despite their
promise, these protocols are still in their infancy with a high number of challenges in
terms of spectrum limitation, coexistence, mobility, scalability, coverage, security, and
application-specific requirements such as data rates and real-time communication which
make their adoption challenging [6]. So the selection of the communication protocolwith
more advantages for one application, takes into account the present requirements of each
network layer, separately [7], and also the future needs of the network that can arise with
a possible growth of infrastructure [6].

To address the issues of coverage of all devices, battery lifetime of each device
and cost-effectiveness, an AfE-EA protocol developed by CWJ Power Electronics is
presented in this paper. In addition, the AfE-EA protocol allows the creation of a
network highway for all the Smart City’s devices, by integrated devices from the
different infrastructures (e.g. luminaries, valves, sensors and controllers), in a con-
cept of multi-infrastructure operation and management. Also, the AfE-EA protocol
can integrate devices from different communication protocols, by the use of adequate
hardware/interconnectable gateways (NB-IoT, LoRa, etc.).

The WDN study, implemented in Figueira da Foz, Portugal, uses the LPWAN-AfE-
EA technology in a real deployment scenario of CELBI’s neighborhood Measuring &
Control Station (M&CS). The AfE-EA, embedded in a smart water telemetry solution
named WaterAMI, provides successful results for the M&CS.

The paper is organized as follows: Sect. 2 presents a brief review of technological
options for IoT; Sect. 3 describes AfE-EA protocol; Sect. 4 describes the WaterAMI
solution, namely based in the sensor deviceWirelessWaterMeter Transceiver (WWMT),
with embedded AfE-EA protocol; Sect. 5 details a study case with WaterAMIs. Finally,
Sect. 6 presents the main conclusions of this publication.
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2 Technological LPWAN Options for IoT

The exponential growth of the number of companies based in IoT connectivity tech-
nologies boost the development of different wireless communication technologies [9].
These technologies characterized by specific features are selected in function of appli-
cations’ requirements. The key requirements for IoT networks are coverage, battery life,
costs, scalability and performance flexibility. These requirements drive up to the emerge
of a new wireless communication technology, the LPWAN, which is characterized by
the ability of connecting a significant number of devices, covering big areas using just
one base station or gateway, and lowering power consumption [5]. SigFox, LoRa, and
NB-IoT are the three leading LPWAN technologies that compete for large-scale IoT
deployment.

SigFox is the most mature and widespread IoT technology, already deployed in 31
countries [2]. It is defined by a high coverage and communication range [10]: up to
10 km in urbane zone and up to 40 km in rural zone. Its bidirectional communication is
limited to 140× 12 bytes (uplink) and 4× 8 bytes (downlink) messages/day [2]. SigFox
adopters need to leverage on a communication infrastructure provided and owned by
SigFox, which limits the options for coverage improvement and network optimization
[10]. Between the three leading LPWAN technologies, SigFox has the lowest end-device
cost [11]. Like LoRa, SigFox uses unlicensed ISM bands (868MHz in Europe, 915MHz
inNorthAmerica, and 433MHz inAsia) that have no additional costs. Both technologies
have very high interference immunity [2].

LoRaWAN® is a bi-directionally communication protocol [12], like NB-IoT, con-
stituted by a LoRa physical layer. It is a low-power long-range wireless protocol [13]
which can reach ranges up to 5 km in urbane zone and up to 20 km in rural zone. In
opposition to SigFox and NB-IoT, it has an unlimited number of messages/day. The
payload length of LoRa (243 bytes) is higher than SigFox and lower than NB-IoT which
has a payload length of 1600 bytes [2]. The network density of LoRa and SigFox affects
its performance which drops exponentially as the number of end-devices grows. One
significant advantage of the LoRaWAN® ecosystem is its flexibility [14], i.e., its adapt-
ability to local/private network deployment. The LoRa technology is currently deployed
in 42 countries.

Standardized by the 3rd Generation Partnership Project (3GPP), NB-IoT is a commu-
nication technology based on narrow band radio technologywhich is in development [2].
It uses licensed Long Term Evolution (LTE) frequency bands (e.g. 700 MHz, 800 MHz,
and 900 MHz) [1] and is message-based, similar to SigFox and LoRa, but with a higher
data rate [11] (i.e., NB-IoT up to 200 kbps, LoRa up to 50 kbps, and SigFox up to
100 bps). NB-IoT has the lowest coverage of the three LPWANs which indicates that it
has a low capacity to penetrate deep indoor (e.g. basements). By contrast, NB-IoT has
a high scalability [2] which allows the network growing over the time without disrupt-
ing existing services [5]. It allows connectivity of up to 100 thousand end-devices per
cell compared to 50 thousand per cell for SigFox and LoRa [2]. NB-IoT has the higher
Maximum Coupling Loss (MCL): NB-IoT 164 dB, LoRa 157 dB, and SigFox 153 dB
[15]. Once MCL defines the range, NB-IoT has the lower range capacity, i.e., <1 km
in urbane zone and <10 km in rural zones. Followed by LoRa, NB-IoT has the higher
Quality of Service (QoS) [2]. However, it also has the higher end-device cost [11] which
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adds to the frequency spectrum use cost. Despite NB-IoT has low interference immu-
nity, it has the higher network security [7]. From a global interoperability perspective,
NB-IoT undoubtedly has the clearest advantage, being the output of extensive global
standardization processes, followed by SigFox technology. The interoperability of LoRa
is not guaranteed due to its highly customizable nature [5].

SigFox, LoRa, and NB-IoT, end-devices are in sleep mode most of the time when
they are not in operation. The sleep mode reduces the amount of consumed energy and
extends the battery lifetime of the devices. However the energy consumption of these
protocols is still too high for the requirements of most of the online or quasi-online
telemetry applications. The NB-IoT technology has the lower battery lifetime due to
the additional energy consumption of the synchronous communication process and QoS
handling [2]. In example,with a battery of 5Wh, aMCL=150dB, and amediumpayload
of 50 bytes/2 h; the end-device lifetime of SigFox and LoRa is 13 years and of NB-IoT
is 11 years [11]. Note that these values only take into account the energy consumption
for communications, the other energy consumptions are neglected, namely the energy
used by water transducers to perform measurements and data storage. However, NB-
IoT offers the advantage of low latency. The higher values in latency performance are
obtained by SigFox [2].

With the advent of IoT era, the number of connectivity links is growing exponentially
causing emergence of the massive IoT networks which can connect tens of thousands
of devices and covering hundreds of square kilometers. The LPWAN technologies men-
tioned above can be used inmassive IoT applications, but their utilizationwould increase
the cost and add some extent contradicts in their value proposition of being able to provide
wider connectivity for less [5].

Based in meshed networks, a brand-new alternative is now available, the AfE-EA
protocol, which is described in next chapter. The AfE-EA network connects a myriad of
nodes in densely, sparse, and wider areas, with whole coverage of all the nodes, at same
time. It allows the real cost-effectiveness of the IoT solutions, completely in accordance
with the particular QoS requirements of the customers.

3 AfE-EA Protocol

AfE-EA is a LPWAN communication protocol developed by CWJ Power Electronics.
The designation of the “All for Everyone”, or shorter AfE, means that all the IoT nodes
of an infrastructure ecosystem can communicate efficiently among them, through the
formation of a meshed network, by providing a communications highway, which can be
used by all different IoT devices of a smart infrastructure (smart city, smart building or
smart home).

The meshed technology allows the connectivity of an ultra-high number of devices
significantly higher than SigFox and LoRa [5]. Wireless meshed networks can cover
wide geographical areas, using IoT technologies with high coverage since the backbone
that connects the gateways can be selected in function of application’s requirements.
So, LPWAN-AfE-EA can simultaneously connects the devices of a massive IoT net-
work, providing regional and national geographical reach through multi-hop between
end-devices extending hundreds of kilometers from the gateway (i.e., high scalability),
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and overcomes the coverage constraints, e.g. related with hard geographical topology
requirements, either in high urban density, or in low rural density.

The performance of AfE-EA protocol relays inWireless M-Bus networks. However,
unlike Wireless M-Bus Standard (EN 13757-5 Wireless M-Bus relaying) that only sup-
ports one hop relaying, AfE-EA supports an infinite number of hops which provides it
with ultra-high coverage. In each hop, the communication can be realized bidirectional
through different frequency bands, including the 169, 433, and 868 MHz and 2.4 GHz
frequencies. To maximize the network coverage, according to the algorithm, every node
of a LPWAN-AfE-EA network can be set as a router network role.

Other significant advantage of AfE-EA is the energy consumption which, in spe-
cific cases, is lower than in other communication protocols already described, due to
the relative short transmission distances between nodes compared to star topologies [5].
Although a mesh network will require a higher number of hops, the AfE-EA algorithm
minimizes the number of hops using a lower transmission power. The simple processor
present in each one of the nodes, their energy efficiency and the fact that the algorithm
takes into account the Sate of Charge (SoC) of each node, increases lifetime expectance
of the network and justifies the nomenclature EA – Energy Aware, in the protocol des-
ignation. Depending on end-devices, its battery lifetime, when using AfE-EA protocol
can be up to 15 years. The lifetime of the network is increased by: (1) the reduction of
the power consumption which is obtain with the realization of coordinated short trans-
missions between nodes; and (2) the use of an efficient algorithm to compute an Optimal
Hop-Constrained Maximum Capacity Spanning Tree (OH-CMCST) which maximizes
the routing path energy capacity andminimizes the number of hops of a battery-operated
or energy constrained AMI’s communications networks. After each periodic computa-
tion of the OH-CMCSTs, performed by the Control Center (CC), the nodes follow the
route that assures the lower possible communication latency to a gateway, maximizes
the period of operation and assures the total coverage of the devices that compose the
network. The need of computing a new OH-CMCST can arise when a communication
link becomes less reliable; a new device is integrated on the network; a node is reaching
the configured limit of available energy; or when there is the need to change data flow.

The computation of OH-CMCST from the data concentrators (DC) (or gateways) to
all the others nodes, or from the nodes to the DC, is realized taking into account the State
of Charge (SoC) and the average energy consumption of each node, i.e., the network role
selected for each node minimizes the energy consumption to the lower possible value
and maximizes the available stored energy. Note that all nodes from the extremities
of the network tree, i.e., nodes without descendants, optionally, can be configured to
a deep sleep mode and only wake up at defined periods. Being the hop-constrained
spanning trees a NP-Hard problem, CWJ Power Electronics developed a mathematical
algorithm which reduces the computational complexity, in polynomial time, of the OH-
CMCST calculation. This algorithm allows the computation of thousands of nodes in a
low cost/low capability processor or micro-controller (even to run dozens of thousands
of nodes by a regular processor).

The QoS of AfE-EA is assured by its capacity of response to any outage, interrup-
tion, throughput and latency of network connectivity [5]. A link communication can fail



214 A. Vieira et al.

unexpectedly due to multiple reasons, such as obstacles or tampering. Using alterna-
tive OH-CMCST of the multiple OH-CMCSTs calculated for each network, AfE-EA
has the capability of self-optimizing and self-healing, with enhanced network security
architecture (through the employment of standard approaches such as AES 128 bits
encryption).

AfE-EA has a maximum payload length (i.e., 128 bytes/message) lower than LoRa,
whichwas designed in accordancewith the requirements ofmost of the field applications,
and not by devices’ constraints. However, it has a throughput than can excesses the NB-
IoT results, e.g., at 2.4 GHz AfE-EA data rate is 250 kbps. At the same frequency, also
has a very interesting latency result (i.e., 4 ms for each hop/2.4 GHz). Consequently,
AfE-EA has an elevated QoS.

The diversity of Industry 4.0 or Digitalization project businesses require IoT tech-
nologies with flexible Level of Service Agreements (LSA), which in case of the AfE-EA,
is a really big advantage due to the determinism of QoS. In opposition to SigFox and
NB-IoT, or even, LoRa, AfE-EA network (as a private network meshed solution) can
be well suited and adapted for specific, unique and local requirements of end-users
namely, improvement of coverage in buildings’ basements with hard radio coverage.
The cost-effectiveness of the AfE-EA also is significantly better than NB-IoT, SigFox,
or LoRa.

In addition, LPWAN-AfE-EA solution has decoupled the software layer from the
hardware layer, and thus enables the protocol to benefit from the economies of large scale
of any hardware platform from different manufacturers of radio modules, which solves
the interoperability issues usually encounter in the rollout processes of new technologies.

Although meshed networks, like AfE-EA, are established in a quite different way of
the common star configurations (P2MP) available on the market, a comparison needs to
be performed. Figure 1 summarizes AfE-EA in terms of different IoT factors and com-
pares themwith SigFox, LoRa and NB-IoT. Thus, should be denoted that in the practical
terms, although AfE-EA was specifically designed to overcome the LPWAN protocols,
their features are not fairly comparable, due to the different nature of the communication
principles, namely the restricted modes of operation based on limited/reduced up-links
and down-links, the spray-and-pray transmissions, the costs of telecommunications fees,
the hard paybacks of investments, etc.

The crescent demand of deployments in smart cities and smart buildings & facilities
are based on monitoring and control the myriad of different services, supported by IoT
devices namely, artificial lighting, urban solidwaste, irrigation of green spaces, quality of
air, car parking spots and traffic, people traffic, security, safety, water, electricity, and gas
distribution. The high diversity of IoT devices available can be integrated into a whole
AfE-EA communication network, which can consequently contributes to the creation
of network communications highways for all smart city or smart building & facilities.
These highways allow all different IoT devices be monitored and managed/controlled
by a single Control Center (CC). They also allow the integration of new devices at any
moment without adding new communication fees and, at the same time, making possible
the return of investment in short-time, which depending on the use case, can be as low
as one or two years.
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Fig. 1. Respective advantages of NB-IoT, SigFox, LoRa and AfE-EA in terms of IoT factors
(adapted from [2])

4 WaterAMI

Water is vital for the existence of humans, animals and plants and consequently it is a
basic requirement for numerous sectors. Although water covers over 70% of the Earth,
only 1% is fresh water. The increase of the world population from 7 billion currently
to over 10.5 billion by 2050, and the growing of the humans’ life-styles of current and
emergent societies are increasing the water demand.

The balance between water demand and availability has reached a critical level in
many areas of Europe (water scarcity). In addition, more and more areas are adversely
affected by changes in the hydrological cycle and precipitation patterns (droughts) [16].
The consideration of all these facts arise the importance of treat water as one of the most
important resource available on Earth. So to identify and prevent the water leakages in
residential and distribution networks [17], which in Europe are in average higher than
50% [18], it was introduced on the market the water telemetry solutions.

Aware of water importance, CWJ Power Electronics developed a smart meter-
ing solution: a water automated metering infrastructure, named WaterAMI (illus-
trated in Fig. 2) for real-time monitoring and control of WDNs, through an Integrated
Management of Efficiency System (IMES).

WaterAMI allows the change of concept, from the conventionally called “tele-
metering”, to a newconcept called “tele-measuring/control”,whichfinally allows that the
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“designed” Measuring & Control Stations (M&CS) can perform real-time measurement
and control of all the parameters of the WDN.

By the way, WaterAMI can provide direct readings for end-consumers, who can
use this information to increase consumption awareness and can adapt their consuming
behaviors accordingly, i.e., avoidingwaste of resources [12]. The utilitymetering service
operator can remotely obtain the readings, stored every 15min (or other configured value)
with a precision of one liter, and consequently eliminates the incorrect human readings
that can create customer complaints and/or dissatisfaction, and increase water utility
companies’ exploration costs [19]. At same time the utility can use the bidirectional
communication functionality to control theWDN, by the integration of controlled valves
or other devices. This solution also brings advantages in terms of the detection of the
Non-RevenueWater (NRW), leakages and network planning in function of the real needs
of the consumers.

Although, there is a high diversity of smartmetering solutions available on themarket
(e.g. WAVIoT [20], Itron [21], and Kamstrup [22]), WaterAMI is an innovative solu-
tion because it uses the disruptive functionalities of LPWAN-AfE-EA communication
protocol.

AfE-EAhas several advantages, as described in previous chapter, and it highlights the
WaterAMI solution with: low power consumption and energy aware algorithms which
increases the networks’ lifetime; high coverage by having the ability to reach devices
located in places with limited communication access namely, buildings’ basements with
high radio signal constraints, metal boxes or similar enclosures; bidirectional communi-
cation from the Control Center (CC), through the water Measuring & Control Stations
(M&CS), to the end-point water utilization.

The proof of concept of AfE-EA protocol was performed in 2017 at “Águas da
Figueira (AdF)”WSN, in Figueira da Foz, Portugal. TheWaterAMI solution was imple-
mented taking into account the custom requirements in places, with known radio com-
munications issues, designated by the water utility’s management entity. In these places
other smart devices were previously tested, with different communication protocols that
were not able to provide reasonable coverage, in accordance with expected level of QoS.
The 1st place was a neighborhood area with 7 condo buildings that had about 100 water
meters, installed inside metal boxes, at the buildings basements, with identified issues
in radio frequency coverage. The Data Concentrator (DC) of WaterAMI solution, oper-
ating as Control Center (CC), was installed in the headquarters’ water utility, and had
the ability to compute the OH-CMCST trees with the links among all the 100 nodes, in
about 7 ms, using a low-cost processor (ARM Cortex-A8, 1 GHz). Even with the iden-
tified radio coverage constrains, the meshed topology of the AfE-EA protocol allowed
the successful coverage of all the devices, as intended. Other places with identified radio
coverage issues were identified and successfully deployed with 100% coverage.

From the general knowledge, the use of batteries is a big issue of smart sensors,
once the power of batteries is limited [23] and their replacement can be a difficult and
expensive task. So CWJ Power Electronics is already developing an update version
of WWMT which is powered by energy collected from the water circulation [24], i.e.,
powered by energy harvesting technology.While the next generation ofWaterAMI is not
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Fig. 2. The WaterAMI is composed by a Wireless Water Metering Transceiver (WWMT), pow-
ered by standard non-rechargeable/depletion batteries, prompt to be installed in conventional water
meters (e.g. JANZ JV400). After, reading the data with an incremental encoder, theWWMT sends
the data collected through AfE-EA communication protocol to DC.

available, the WWMT, illustrated in Fig. 2, is already commercialized with successful
results, as proved in the case study described in next chapter.

5 Case Study

Water utilities Management Entities (ME) are currently requiring smart solutions to
monitoring and control their WDNs. As above mentioned, since 2017, CWJ Power
Electronics has deployed theWaterAMI solution at Figueira da Foz, Portugal, according
to their custom requirements and in places with known radio communications issues,
designated by the water utility “Águas da Figueira (AdF)”.

At the moment of writing this article, Águas da Figueira (AdF) is in the process
of smart meters’ rollout, has already deployed more than 5000 Wireless Water Meter
Transducers (WWMT), that send the data collected to the Control Center (CC), installed
at the water utility’s headquarters, through the AfE-EA communications network. Those
first chosen places to rollout represent the different kinds of deployment densities, in
urban, peri-urban, or rural areas, which are representative of the entire WDS.

However, for the purpose of this article, beyond the demonstration of efficiency of
AfE-EA communication protocol, will be demonstrated the cost-effectiveness of the
WaterAMI solution, by allowing the increment of water sales revenues, at same time,
allowing the mitigation of the exploration costs (reducing water leakages, energy, labor,
etc.).

Therefore, was chosen a representative neighborhood area of the AdF’s WDS,
designed as a Measuring & Control Station (M&CS), called CELBI’s MC&S, which is
an urban zone of the municipality with an area extension of 98 ha, where are in service
498 WWMT assembled over the conventional water meters. These smart devices form
a meshed network of 3.68 km with 300 branches where each node communicates with
other node using AfE-EA protocol. Figure 3 shows the real deployment scenario of
CELBI’s M&CS with the smart devices scattered along the area. The CC, installed in
the headquarters’ water utility, has the ability to compute the OH-CMCST trees with
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Fig. 3. WaterAMI solution installed in CELBI’s M&CS: each green point signs out oneWWMT,
i.e., a network node (Color figure online)

the links among all the 498 nodes, in about 19.3 ms, using a low-cost processor (ARM
Cortex-A8, 1 GHz, 512 MB of RAM), which is suitable for real-time operation in terms
of the QoS adopted by the agreed LSA.

The heart of the WaterAMI, the AfE-EA protocol, allows the communication of
data from/to places where are deployed the smart devices. There are devices deployed
inside metal boxes, at the buildings’ basements, which normally causes deficient radio
frequency coverage in competitors’ solutions. Even with this constrains, the meshed
topology of the AfE-EA protocol allows the successful coverage of all smart devices
without the limitations as for example LoRa that would require need an additional
gateway to insure the coverage of the end-devices implemented on basements.

With the WaterAMI solution, the utility can monitor directly all the water network
of the study zone through the remote collection, in real time, of water consumption of
final costumers, and calculate the Non-Revenue Water (NRW), which are the difference
between the water injected inWDN and the accounted consumption. These loses are the
product of leakages (in networks pipes and in house of final consumer), pipe bursts and
unauthorized/unused water (i.e., water theft). When a NRW is detected the WaterAMI
platform emits an alert alarm. With the identification of hits approximate location, the
water utility can activate the necessary means, to for instance, send the technical team
to inspect and repair the problem, or close/open existent electronic valves, or even send
an alert message to the final consumer if a leakage is detected inside his house.

With this investment, at this neighborhood alone, the utility verified a reduction of
water losses from 23% at the implementation moment, from the beginning ofMay 2019,
when comparedwith the homologmonth, inMay of 2018, to 12% in June of 2019, which
represents 354 m3/month of water savings and about 9.511 e/year.
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Taking into account these results, the utility will have the payback of the system
(water meter + WWMT including AfE-EA protocol) in about 2.8 years, this has a
lifetime of about 12 years. Or, if only in terms of the WWMT, the payback could be of
1.8 years, by having in consideration that the replacing of the water meter is enforced
by legal and regulatory requirements.

6 Conclusion

This paper has described an energy-efficient communication protocol developed byCWJ
Power Electronics. The wireless meshed network based in AfE-EA protocol allows the
coverage of thousands, or even, dozens of thousands of devices, even the ones located in
placeswith radio frequency coverage constrains or hidden by signal obstacles.Moreover,
by using the OH-CMCST algorithm, it can maximize the network lifetime and minimize
the number of hops, minimizing the latency.

Other advantage of this protocol is the possibility to be embedded in different IoT
devices, using different frequency bands, that could be already deployed or have better
hardware features for the specific application.

WaterAMI and his communication protocol was the one of other solutions tested
at the WDN in Figueira da Foz, Portugal, but was the only that best fitted the service
requirements of the water utility, providing the total coverage of the water meters. The
results of this case study have demonstrated that in places where the previously used
other IoT solutions based on different communication protocols have coverage and
cost-effective limitations, the AfE-EA could successfully establish communications and
provide data readings from all thewatermeters, at same time that provided short payback
times.

By theway,was proved that theWaterAMI solution is a completely cost-effectiveness
solution, once has very short payback periods, at same time that increment the sales
revenues and reduce the exploration costs – WaterAMI is a double sense performance
“driving force” for water utilities management entities.

Taking into account the positive results of the current case study, CWJ Power Elec-
tronics is now integrating the AfE-EA protocol in several public utilities, such like, out-
door lighting, water, sewage, car parking, irrigation and waste, into one whole integrated
management of efficiency system, throughout Portugal country.
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Abstract. In our homes a lot of devices are powered by electricity with-
out us knowing the specific amount. As electricity production has a
large, negative environmental impact, we should be more aware about
how devices consume power and how we can adapt our daily routine
to decrease our electricity requirements. Methods such as Non-Intrusive
Load Monitoring (NILM) can provide the user with precise device level
electricity data by measuring at a single point in a houses’ electricity
network. However, the time resolution of most off-the-shelf power meters
is not sufficient for NILM or the meters are locked down for security
reasons. Therefore, we have developed our own versatile energy metering
framework which consists of a high frequency electricity metering device,
a versatile backend for data processing and a webapp for data visualiza-
tion. The developed hardware is capable of sampling up to 32 kHz, while
the software framework allows to extract other power related metrics
such as harmonic content. The system’s application ranges from pro-
viding transparent electricity usage to the user up to generating load
forecasts with fine granularity.

Keywords: Load monitoring · NILM · NIALM · Electricity feedback

1 Introduction

Electricity is omnipresent without us really thinking about it. We use it while
we brew our morning coffee, while on our way to work, while at work and while
spending free time with our family. In 2014, the yearly global average electricity
consumption per capita was 3353 kWh [5] worldwide which is topped by an
average person in the US at 12 305 kWh. This is equivalent to approximately
6.49 t of CO2 per capita per year in the US according to [6]. Besides CO2,
electricity production is the largest contributor to global greenhouse gas emission
with approximately 29% [1]. As a way to reduce our electricity consumption
without giving up our morning coffee D [8] stated that an “appliance specific
breakdown” should be provided instead of just the monthly whole house energy
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consumption. This would make end users more aware about their electricity
consumption. If a device level electricity breakdown is provided, energy hungry
devices e.g. the 30 year old freezer can be identified easily. Further, gamification
aspects could be applied to our daily electricity consumption. As an example,
a contextual positive energy feedback - possibly a simple reward - could be
provided if the TV has been used less often during the last weak. Such feedback
can be applied by integrated device level electricity data with standard human
activity recognition systems.

However, as long as devices do not expose their electricity consumption,
retrofittable solutions need to be applied. Device level metering can be added
using off-the-shelf power measurement units like Kill-A-Watt [9]. This approach
is known as intrusive load monitoring (ILM). It requires the user to attach mea-
surement units to all or a subset of appliances across the residence. This is a
laborious process and for devices directly connected to the mains like the stove
impractical for non-electricians. Furthermore, if a large set of these measure-
ment units is deployed, their total self-consumption might not be negligible. An
alternative approach to ILM is Non-intrusive Load Monitoring (NILM). This
approach uses a single measurement unit installed at the houses fuse box which
measures the composite load of all appliances in the home. Disaggregating this
composite load into the load of each individual appliance is challenging. Hence,
disaggregation algorithms typically require to analyze different macroscopic as
well as microscopic features in both time and frequency domain. Therefore, data
of high sampling-rates is required. For example the algorithms used in [4] and
[16] use power harmonics up to the 20th which requires a sampling-rate of at
least 2 kHz according to the Nyquist Theorem.

Such data can not be provided by existing infrastructure in our homes, since
typical smart meters - which may internally sample with such high frequencies
- only provide the electricity data with a temporal resolution of <1 Hz. Fur-
thermore, due to security concerns, interfacing with these smart meters is often
restricted to the grid operator.

In this paper we discuss the requirements for a versatile, retrofittable electric-
ity monitoring system. We further propose a hardware and software framework
that meets these requirements. The resulting embedded system is comprised of
a smart meter like device installed in the residences’ fuse box and a software
backend which gathers the sampled raw voltage and current measurements and
distributes electricity information via network or unix domain sockets to arbi-
trary clients. An example client is a disaggregation module splitting the total
electricity consumption into the individual devices consuming power. We have
installed the system in the office kitchen of our chair to analyze its long term
performance. It provides real time electricity feedback and is used to record
datasets which can be used to evaluate load disaggregation algorithms.

2 Related Work

The authors of the The Reference Energy Disaggregation Data Set (REDD) [11]
used a custom build recording interface to recorded the whole house electricity
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consumption of six different homes for several weeks. To measure the aggregated
current and voltage signals at the mains, they used NI-9239 analog to digital
converters. To scale down the mains voltage onto the measurement range of the
ADC, they used an 1:100 oscilloscope probe (Pico TA041 ). For current sensing,
they used split core current transformers (SCT-013 ). The sampling rate was
16 kHz with an ADC resolution of 24 bit. A laptop was connected to log the raw
data and to send low frequency versions to an external server.

The authors of the UK Domestic Appliance-Level Electricity dataset
(UK-DALE) [10] recorded 655 days of data with a sampling rate of 16 kHz of a
single home in the UK. They used an off-the-shelf USB sound card with a stereo
line in interface connected to a PC. The voltage was transformed to line level
using AC-AC transformer and a voltage divider while current is transformed
using split core current transformer. However, only a single phase was recorded.
Recording the whole house supply would require to use three sound cards (in
Europe). The authors of [7] presented a hardware and software system to provide
the device level electricity consumption for a building. Their hardware system is
comprised of a dedicated power monitoring chip (ADE7880), a microcontroller
to interface with the chip and an ethernet interface. Unfortunately, they do not
provide any information about achievable sampling rates or the cost of the pro-
posed system. The software consist of an applet that is able to identify on- and
off-events of devices which have an active power consumption that is “signifi-
cantly different of each other”.

Kriechbaumer et al. [13] have developed a measurement system embedded
into an off-the-shelf power strip. They used six hall effect sensors (ACS712 ) to
measure the current consumption at each plug and one AC-AC converter to
measure the overall plug’s voltage. The analog output of these sensors is con-
verted into the digital domain using seven 12 bit unipolar ADCs (MCP3201 ).
A combination of a microcontroller and a single board PC handles the digital
data acquisition. Therewith, they can measure up to six different devices with
an adjustable sampling frequency of up to 50 kHz. Their setup allows a “mobile”
data collection of all devices with power plugs. But they cannot measure devices
directly connected to the mains like the lighting or the stove. More recently,
the same authors developed a measurement systems which can be installed
at a residences fuse box to measure the aggregated power consumption. They
used hall effect current transformers (HAL 50-S ) for current sensing and 6 V
AC-AC transformers for voltage sensing. Using a 16 bit ADC (AD7656A) and
an FPGA, they are capable of sampling raw current and voltage waveforms up to
250 kHz. However, they do not reveal any information about the costs of their
system. Since the used components (Latte Panda, 3x Hall Effect Sensors, Lattice
FPGA, ADC, etc.) already cost 400 e, a relatively large system price (≈500 e)
is assumed.

Kriechbaumer et al. have proposed a set of requirements for an electricity
data acquisition hardware (DAQ) which is summarized in Table 1. We have
added the requirement “R11: safe external interfaces” since we are dealing with
high voltages, we have to make sure that interfacing with the system is safe.
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Table 1. Requirements for electricity data acquisition hardware, adapted from [13]

R1 high sampling rates R6 synchronized world clock

R2 long term recordings R7 precise time-stamping

R3 common file format R8 high resolution and accuracy

R4 data compression R9 persistent data storage

R5 low price (per appliance) R10 resources for data processing

R11 safe external interfaces

Our contribution is three fold:

1. We provide a versatile framework comprised of both hardware and software
to provide high frequency electricity data in near real-time. The time delay
between data recording and provision is determined by the transmission chan-
nel alone. This transmission can be performed over a wired or wireless chan-
nel. The data can be further distributed to other client modules using unix
domain (IPC) or network socket connections.

2. The provided raw measurements are of high horizontal (up to 32 kHz) and
vertical (24 bit) resolution.

3. Instead of being restricting to a specific task, the framework can adapt to
the users need and either serve as just a recording interface for long term
electricity datasets (see R2), provide real-time electricity data to further data
analytic modules or directly display historic and real-time consumption to the
end user.

3 Hardware Setup

The measurement system is a self build prototype board encapsulated in a DIN
housing to allow a rail mount inside a houses’ fuse box. The voltages of all three
main legs are measured using voltage dividers with a ratio of ≈1:1000. The
currents are measured using split core burden-less current transformers (YHDC
SCT-013 ) with a ratio of 1:2000. Such electromagnetic current transformers are
inexpensive solutions to measure high currents without changing the electrical
wiring. Compared to other contact-less current sensing techniques, they also
show a high linearity at a high measurement range. The used split core variants
are also fairly easy to install. The induced smaller current is transformed into a
voltage using two 7.87 Ω burden resistors per channel. The analog signals are fed
into a dedicated electricity monitoring chip (ADE9000 [2]). The ADE9000 has
a seven input ADC with a sampling rate of up to 32 kHz (see R1), a resolution
of 24 bit, and a very high signal to noise ratio of 96 dB which meets requirement
R8. This allows to measure up to 3 voltage and 4 current channels covering the
three phase input of typical homes in Europe (L1, L2, L3 and N). As noted, the
ADE9000 is dedicated for electricity monitoring and, therefore, has additional
internal hardware to calculate electricity related metrics such as active, reactive
and apparent power, phase shift etc. These measures and the raw voltage and
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current samples can be retrieved via a galvanically isolated SPI interface (see
R11) as shown in Fig. 1. The main controller inside the measurement system is
a WiFi and Bluetooth enabled microcontroller (ESP32 ). Since this microcon-
troller is very powerful with its 240 MHz dual core processor, it can simply relay
the sampled data e.g. over a TCP connection or execute/incorporate several
algorithms for energy analysis (see R10).
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power supply
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Fig. 1. Overview of the measurement system.

In addition it can also serve as a lightweight web-server in order to provide
a simple user feedback without the requirement of any external server. If we
take a closer look at the systems’ typical environment such as a shielded fuse
box located in the basement, we expect WiFi connection to be poor. Therefore,
we added the ability to connect an external antenna over a SMA connector. A
USB-serial interface (FTDI-FT2232H ) allows to change the systems firmware
or to gather the electricity data over a reliable wired channel instead of WiFi.

Measuring the voltage directly using voltage divider has a very high accu-
racy (see R8) compared to indirect methods but leads to safety requirements.
We focused on meeting these requirements not only to meet R11 but to meet
standards according to IEC 61010-1, IEC 60950, DIN EN 60664-1 (clearance
distances) and IEC 61000-4-5.

The price of the measurement system is roughly 150e depending on the
production volume, making it an affordable solution to retrofit smart metering
to an existing home (see R5).

4 Software Backend

The software backend is split into multiple individual modules. These mod-
ules communicate over TCP sockets. This allows to distribute or centralize all
calculations.

The main module that interfaces directly with the measurement system is
the Data Collector module (see Fig. 2). It is connected to it over a TCP or USB
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serial connection. The measurement system can be configured using the data
collector to only provide raw voltage and current signals, active (P (n)), reac-
tive (Q(n)) and apparent (S(n)) power or the signals harmonics. However, to
simplify the data collection process and to restrict data throughput, the stan-
dard configuration of the measurement system is to provide raw voltage and
current waveforms, since other measures can be directly calculated from it but
not vice versa. The calculation of active, reactive and apparent power is therefore
performed at the data collector module on the basis of the mains frequency fl
(e.g. 50 Hz in Asia and Europe and 60 Hz in North America). The according
formulas are shown in (1), (2) and (3). This stream is further referred to as the
lower frequency stream.

P (n) = 1
N · ∑N−1

i=0 U(i) · I(i) (1)

S(n) = 1
N ·

(∑N−1
i=0 U(i) · ∑N−1

i=0 I(i)
)

(2)

Q(n) =
√
S(n)2 − P (n)2 (3)

P , Q and S are calculated for each non-overlapping window n. The length of the
window isN = fs

fl
with fs being the sampling frequency of the raw voltage and cur-

rent signals. The sampling frequency fs can be set based on the system’s require-
ment up to 32 kHz. To keep the amount of data reasonable while still allowing to
retrieve information about higher frequency harmonics, a sampling rate of 8 kHz
is typically chosen. This value is also based on the findings of [3] that, “there may
be little additional benefit between 15–40 kHz because of the noise in that range
in real buildings”.

Measurement 
System Data Collector

DB Storer

DB

Socket
50Hz

Socket
8kHz

WebServer Disaggregation
Algorithm

Electricity

Fig. 2. Overview of the proposed system.

Other modules can subscribe for specific data streams i.e. the calculated
power signals or the raw voltage and current signals.

One client type is the DB Storer module. It subscribes to the stream which
outputs the calculate active, reactive and apparent power (at frequency fL) and
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stores it into a NoSQL database. Since NoSQL does not require a fixed predefined
data layout, it allows to change storage schemes later on.

Another type of client is the Disaggregation module. Its main purpose is
to disaggregate the composite load into the load of each individual appliance
connected. As a typical disaggregation algorithm also analyzes higher harmonic
features such as frequency components in the signal up to 4 kHz (e.g. [16]), it
requires input data of higher frequency. Therefore, the module ‘subscribes’ to
the raw voltage and current stream. The disaggregation result can further be
subscribed by other modules such as a web-server. The web-server is a another
client module. It connects to the lower frequency stream for a real-time electric-
ity feedback and also to the database for historic electricity data. The data is
transported via web-sockets to the client. The client can be an arbitrary browser
running on a PC or mobile device.

5 Software Frontend

The frontend is an interactive web application. Therewith, the user has the flex-
ibility to use any tablet, phone or PC to interface with the system. An overview
of the web application is shown in Fig. 3. A dashboard like modular layout allows
to display just the information the user wants to be shown. We have seen that
mounting a tablet displaying the current real-time electricity consumption e.g.
at a house’s kitchen makes the user aware of sudden changes of the power con-
sumption. The user can than relate these changes directly to their actions (e.g.
turning on the stove).

Fig. 3. Software frontend. Website showing the real time power consumption of our
chair’s office kitchen.
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6 Flexibility
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Fig. 4. Overview of different variants of the hardware setup. All variants involve the
measurement system (ms) in green and a tablet. Variant 1: The ms opens a WiFi access
point and performs lightweight data processing. Variant 2: An external server performs
data processing and hosting a website for the tablet. Variant 3: An embedded PC is
installed inside the fuse box for further data processing like electricity disaggregation;
it is connected to the ms over USB and can further host the web server. (Color figure
online)

Both hardware and software of the proposed framework allows for a large
amount of user flexibility. Figure 4 shows the setup of different hardware variants.
The basic and mandatory setup is variant 1.

Variant 1 is comprised of the measurement system explained in Sect. 3 and
a tablet for visual feedback. A dedicated tablet app will connect over TCP to
the measurement system and configures it to stream the data at the required
sampling-rate. This data is then shown and processed in the tablet application.

Variant 2 adds an external server inside or outside the local network. This
server is connected over TCP to the measurement system. It handles the addi-
tional data processing e.g. a disaggregation algorithm and hosts a web server as
explained in Sect. 4. Therewith, instead of a dedicated tablet app, a web-app is
displayed on the tablet. The web application is explained in Sect. 5. This fur-
ther allows to exchange the tablet with any other device equipped with a web
browser.

Variant 3 requires the most hardware but also shows the highest versatility.
Instead of an external server, an embedded PC is installed inside the fuse box.
It is connected over a USB serial connection to the measurement system. There-
with, the data is acquired over a robust wired connection and processed on a
full scale processor. The PC might further perform data analysis and host the
web application.
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The modular structure of the overall framework allows to use it for gener-
ating real time electricity feedback using the web application, record long term
electricity datasets by storing the raw data to file or to test and compare differ-
ent NILM algorithms in situ with a live system by simply interfacing with the
raw data socket.

As NILM algorithms develop, they might require smaller sampling rates in
the future without performance loss or different electricity related features such
as the harmonic content. The proposed hardware is be able to adapt and supply
just the features the algorithm requires, so that resampling or data conversion
is outsourced to the measurement system itself which might even reduce the
energy consumption of overall system itself.

7 Generating Datasets

Since the majority of existing NILM systems rely on supervised learning meth-
ods, one of the main remaining challenges is to obtain training data. We, there-
fore, added the ability to hook up a recording module onto the raw data streams.
This recording module can store the raw voltage and current streams into file.
We choose to store these streams as wavpack encoded floating point values inside
a matroska multimedia container, as this allows to store multiple streams (e.g.
the consumption of each main leg) in a single file meeting requirement R3. The
chosen container format further allows to apply different audio encoders to the
raw data. We have chosen wavpack since it features lossless compression with
a high compression rate as stated in requirement R4. A discussion of differ-
ent audio encoders is presented in [12] and [14]. The container format allows to
store subtitle streams as well. Subtitles can be used to store ground truth labels
together with the data in a single file. One remaining challenge is to generate
these ground truth labels (e.g. ON-phases of a particular device) which has to
be done manually after the recording. One attempt to automate this process is
proposed in [15] by using additional intrusive sensors directly connected to the
monitored appliances. If data with ground truth has been generated, it can later
on be used to train supervised NILM algorithms.

We further used Variant 3 of the system and successfully recorded over one
month of aggregated raw voltage and current waveforms sampled at 8 kHz. This
field test shows that requirement R2 is met. Data has been stored to disc at
regular time intervals of 20 min (see R9) resulting in approximately 420 GB
of overall data. Figure 5 shows the electricity consumption of our chair’s office
kitchen for one day. Timestamping was performed using the recording PC since
it features an accurate world clock (see R6, R7).
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Fig. 5. One day electricity consumption of our chair’s office kitchen. L1 shows spikes of
the refrigerator and heating cycles of the water therm. L2 shows the coffee machine, the
kettle and lighting and L3 the consumption of the dishwasher which has been turned
on at around 9 am.

8 Conclusions and Future Work

We have proposed a hardware and software framework to get the hands on real-
time electricity data. The developed smart meter hardware allows to sample high
resolution electricity data (raw voltage and current wave-forms) up to 32 kHz.
This allows to further analyse high frequency components in the electricity signal.
We discussed three hardware-setup variants which allow for different flexibility
levels. Furthermore, we have introduced a software backend which can provide
and store different electricity related metrics such as active and reactive power
at various sampling-rate. We used a modular backend structure with socket com-
munication between the modules to implement a publish and subscribe model.
Different backend modules can subscribe to any data streams for further data
processing. Moreover, we implemented a web server which hosts an interactive
web application. The web app shows the real time electricity consumption as
well as historic data.

As mentioned, generating ground truth data for better datasets remains chal-
lenging. Therefore, we are planning to instrument our chair’s office kitchen with
an RFID based access system to log the time when a specific device is used
and the person who uses it. We hope that this will improve the quality of the
generated datasets which might be also used for e.g. human activity recognition.
According to the application rule VDE-AR-N 4101 for German fuse boxes, a
RJ45 connector has to be installed in new meter cabinets allowing to e.g. con-
nect new smart meters. Therewith, we plan to develop an updated version of
our measurement system which will feature an Ethernet connector for a reli-
able wired connection and a desktop class processor to be able to centralize all
calculations without loosing the flexibility to distribute them.
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Abstract. In recent years, there has been an increase in demand for food of ani-
mal origin. The number of intensive production systems such as pig and poultry
farming has been increasing more and more and exerting great impacts on the
environment, due to a large amount of particulate material and gaseous pollu-
tants that are generated within these facilities. Thus, low-cost devices emerge as a
cheap alternative that provides farmers with information on indoor air quality in
its facilities. However, it is important that these devices make precise and accurate
measurements, providing reliable concentration readings. Therefore, the objec-
tive of this study is the construction and validation of a low-cost system capable
of measuring, storing and sending, via the mobile network, the concentrations
of hydrogen sulfide, ammonia, carbon dioxide, PM2.5, PM10, temperature, and
relative humidity. Preliminary inter-comparison tests showed that the built system
had a reliable behavior in relation to all variables, even though the CO2 sensor
was the one with the highest determination coefficient. The built device is able to
provide continuous monitoring of atmospheric pollutants concentrations, at low
cost and with simple handling.

Keywords: Livestock · Sensors · Indoor air quality

1 Introduction

In spite of the large adaptation of the intensive production, many livestock buildings
such as those adopted successfully in monogastric species (e.g., pigs and poultries) are
concentrated in a single point [1]. Between 1961 and 2017, there was a worldwide
increase in pig production from 400 million to almost 1 billion heads per year, while
poultry production rose from 3.9 to 22.8 billion annually [2].
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These intensive production systems have increasingly impacted the environment,
with the emission of greenhouse gases (GHG’s) [3], as well as contributing to the con-
tamination of the outdoor and indoor air, due to the emission of pollutants as ammonia
(NH3) [4], particulate matter less than 10µm (PM2.5, PM10) [5], hydrogen sulfide (H2S)
[6] and carbon dioxide (CO2) [7].

Long-term exposures to these substances within these livestock facilities can cause
respiratory complications in agricultural workers as well as in the animals living there,
which can result in severe diseases [8]. Many studies report the importance of the use
of indoor air quality (IAQ) measurement and control devices, in order to determine the
concentrations of pollutants and to develop mitigation measures and technologies [9].

Despite the importance of monitoring indoor levels of those pollutants, the conven-
tional solutions (e.g., gas analyzers, dust monitors) can often reach acquisition costs,
routine calibration and maintenance exceeding tens of thousands of euros, requiring
also large spaces for their installation as well as skilled labor, which dissuades facilities
managers to perform regular monitoring [10, 11].

In this context, the use of low-cost devices can bring with them innovative contribu-
tions, such as the integration of these systems into a wide network of sensors and com-
putational technologies, and, therefore, facilitating the detection of pollutants present
in the indoor air of livestock facilities [10, 12]. One of the great advantages of low-
cost gas sensors is the wide variety of options available on the market, being catalytic,
thermal, electrochemical, optical, infrared, semiconductors and surface acoustic wave
type sensors, and its different performance characteristics, such as sensitivity, selectivity,
detection limit, response time, among others aspects [13].

An important feature that must be considered when constructing indoor air pollutant
monitoring systems with low-cost sensors is the cross-sensitivity between interfering
gases and the gas of interest. As shown in the literature [14], the development ofmany gas
detection systems is limited because the sensors are susceptible to undergo interferences
from other gases. Therefore, because they are low-cost devices, inadequate values of
pollutants can be measured, deceiving system users and limiting their use in higher
precision applications. In such cases it is necessary to validate the sensors, performing
calibrations in the laboratory and in the facilities, using statistical procedures to guarantee
product quality [15].

Therefore, the objective of this work is the construction and validation of a system
composed of a network of low-cost integrated sensors for pig and poultry facilities
capable of remotely registering, storing and sending data to a server of the concentrations
of pollutants obtained over time.

2 Device Architecture

For the construction and development of the low-costmonitoring system, semiconductor,
electrochemical and optical sensors were integrated to detect the gases of interest and to
measure the temperature and relative humidity of the indoor air of the livestock facilities.
Alongwith the sensors, the system integratesmodules for visualization, storage, and data
transmission over GSM/GPRS network to a data server.

All the sensors used, with the exception of the NH3 sensor, are digital. This means
that the interface between the processing board and the sensors is easier to make, since
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they have a pre-calibration and do not require analog to digital conversion procedures.
For the NH3 sensor the Arduino internal Analog to Digital Converter (ADC) was used
to obtain the digital value of the ammonia concentration.

An Arduino Mega 2560 board was used for processing and converting the data with
perceptible responses to the user. It is possible to have an overview of the system in
Fig. 1. The modules and sensors used will be detailed below.

Analysis and Data 
Aggrega on

SENSORS DETECTION PROCESSING STORAGE

VISUALIZATION

DGS-H2S (Digital) EC4-NH3 (Analog)

Si7021 (Digital)

SDS011 (Digital) K30 (Digital) ARDUINO 
MEGA 2560

Micro SD card

LCD

SIM808 and Antenna

USER

CLOUDSENDING DATA OVER 
GSM NETWORK

Hydrogen Sulfide Ammonia

Temperature and Rela ve Humidity

Par culate Ma er Carbon Dioxide

Fig. 1. Overview of the prototype architecture.

2.1 Modules and Sensors Used

All gas sensors chosen were based on the concentration ranges reported in different
studies, performed by other authors, conducted in pig and poultry facilities. It is possible
to observe in Table 1 the limits found in the indoor air of these facilities and the limit of
operation of the chosen sensors.

Hydrogen sulfide sensor DGS-H2S is an electrochemical sensor from Spec Sensors,
with a measurement range of 0 to 10 ppm and a resolution of 10 ppb. The lifetime of
the sensor depends on the operating conditions and can vary from 5 to 10 years. It is a
sensor little affected by cross-sensitivity caused by other gases.

Ammonia sensor EC4-NH3-100 is an electrochemical sensor from Pewatron. It has
a measuring range of 100 ppm and a resolution of 0.1 ppm, with a life expectancy
of 24 months. As a great benefit, it does not show cross-sensitivity to other gases. To
facilitate the connection of the sensor to the system, an Easyboard was used, in which the
sensor is connected. This module offers a stable voltage, digital results, and temperature
measurement which the user can select as the measurement channel.

Carbon dioxide sensor K30 is an optical sensor of CO2 meter, has an operating
range of 0 to 10,000 ppm, with a resolution of 30 ppm. It is a sensor that comes with an
integrated algorithm capable of self-correcting over a period of time. The principle of
operation of this device is Non-dispersive Infrared (NDIR), therefore it does not present
cross-sensitivity since only the ideal wavelength to absorb the molecules of CO2 is
deviated (band 4.28 µm) [23].
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Table 1. Concentration range of pollutants in pig and poultry housing found in the literature.

Air pollutant and
environmental
parameters

Sensor (Operation
range)

Range of indoor air
pollutant at pig
housing

Range of indoor air
pollutant at poultry
housing

Unit

Hydrogen Sulfide DGS-H2S
(0–10,000)

15–6,180 [16] 30–2,240 [16] ppb

Ammonia EC4-NH3-100
(0–100)

2–87 [16, 17] 1–50 [16, 18] ppm

Carbon Dioxide K30 (0–10,000) 1,000–5,000 [16] 500–3,000 [16, 18] ppm

PM2,5 SDS011 (0–1,000) 15.2–415 [17, 19] 81–380 [18] µg · m−3

PM10 116–1,746 [17, 19] 135–5,003 [18, 20]

Temperature Si7021-A20
(−40–125)

18.1–29.4 [21, 22] 16.2–29.1 [22] °C

Relative humidity Si7021-A20
(0–100)

41.0–84.0 [21, 22] 41.2–92.9 [22] %

SDS011 particulate sensor, also an optical sensor and manufactured by Nova Fitness
Co. Ltd., has detection range from 0–1,000 µg · m−3 and a resolution of 0.3 µg · m−3.
It detects both PM2.5 and PM10 and the lifetime of this sensor is 8,000 h. In the lower
region of the sensor, there is a coupled fan that assists in the passage of the particles.

Temperature (T) and relative humidity (RH) Si7021-A20 sensor, is a semiconductor
sensor from Sparkfun, operates with a measuring range of 0 to 100% for RH and 3%
resolution, and from −40 °C to 125 °C with a resolution of 0.4 °C. This device comes
with factory calibration data stored in non-volatile memory, so it is not necessary to
recalibrate or make changes to its operating code.

In conjunction with the sensors, three modules have been installed: a liquid crystal
display for local visualization of the detected gases, particulate matter, temperature
and relative humidity values; a micro SD card module that communicates through a
file system to record all measured values locally (operates as backup system); and a
GPRS/GSM Quad-band SIM808 module that allows sending data to a remote server
(ThingSpeak), viamobile network using aSIMcard, and that can operate in the frequency
bands 850/900/1,800/1,900 MHz which allows its use worldwide.

2.2 Cross-Sensitivity

As the most relevant devices in this study, the EC4-NH3-100 ammonia sensor and DGS-
H2S hydrogen sulfide sensor were chosen because of little or no typical response to other
gases that may be present at the site of study. According to manufacturers of the sensors
Spec Sensors [24] and Pewatron [25], concentrations of some pollutants on the H2S and
NH3 sensors were applied with the purpose of verifying the reading for each gaseous
substance that may interfere with the reading of the gas of interest. The measurements
observed for both sensors in the presence of other compounds, is shown in Table 2.
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Table 2. DGS-H2S and EC4-NH3-100 cross-sensitivity.

Compounds
(molecular
formula)

Applied
concentration
H2S [24] sensor
(ppm)

Typical response
H2S sensor [24]
(ppm H2S)

Applied
concentration
NH3 [25] sensor
(ppm)

Typical response
NH3 [25] sensor
(ppm NH3)

Hydrogen
Sulfide (H2S)

10 10 50 0

Chlorine (Cl2) 10 −2.2 1 0

Nitrogen Dioxide
(NO2)

10 −2 – –

Sulfur Dioxide
(SO2)

20 1.7 – –

Nitric Oxide
(NO)

50 1.2 – –

Carbon
Monoxide (CO)

400 1.1 100 0

Carbon Dioxide
(CO2)

– – 5,000 0

Ozone (O3) 5 −0.9 – –

Methane (CH4) 500 0.1 – –

Ammonia (NH3) 100 0.1 100 100

N-Heptane
(C7H16)

500 <0.5 – –

Hydrogen (H2) – – 100 0

Isopropanol
(C3H5OH)

– – 1,000 0

3 Validation of the Low-Cost Monitoring System

For a preliminary validation of the prototype, the equipmentwas submitted to a controlled
environment inwhich it was possible to have greater control of the gases generated by the
manure. The variables controlled in the test were ammonia, carbon dioxide, temperature
and relative humidity.

Manure was placed inside a smaller box that contained holes and, in turn, this box
was placed inside a larger box along with the built prototype (collecting data from 1 in
1min) and with other commercially available equipment used as ‘reference’ instruments
– the multi-gas analyzer Gasera One and the DirectSense® IQ-610 probe.

The multi-gas analyzer Gasera One was coupled to the box through a hose, by
using a ¼′′ Teflon tubing. After the gas is drawn by the pump into the instrument,
concentrations are measured by means of acoustic detection, based on the cantilever-
enhanced photoacoustic. Concentrations are obtained and readings are shown to the user
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through a display [26]. Gasera was programmed to collect data in 3 min periods and to
measure the concentration of substances of interest, such as NH3.

TheDirectSense® IQ-610 probewas placed inside the box and it operates through the
Non-dispersive Infrared principle. This probe is connected to the PDA Socket® SoMo
650-DX.

Despite not having been performed the analysis in a livestock facility, these environ-
ments are very dynamic due to the animals it contains, therefore, many factors influence
the variation of the concentrations of pollutants, such as the flowof ventilation, themove-
ments, breaths and digestive processes of these animals. Thus, it was chosen sampling
periods of 1 min. All the experiment built can be visualized in Fig. 2.

Fig. 2. Controlled environment built for data validation.

All data obtained from the ‘reference’ equipment and prototype were worked on
the Microsoft Excel 2016 spreadsheet. This way, it is possible to make comparisons of
the sensitivity of low-cost sensors by comparing them with the detection of ‘reference’
equipment as a function of time. Arithmetic averages were also performed every 10 min,
and thus, the best range was chosen to determine the equation of the line and the coef-
ficient of determination R2, and therefore to use this correction in the algorithm of the
low-cost system developed.

4 Results and Discussion

The indoor air quality monitoring system for pig and poultry housing was built to meet
two needs: low-cost sensors and modules and minimal interference with reactive gases
that can be found in these facilities. Figure 3 shows the constructed prototype.

Thus, the values detected by the sensors are processed by the Arduino Mega board
and stored on the 4 Gb micro SD card in a period of 1 min in the CSV format to facilitate
the editing of the data in spreadsheets. The obtained concentrations can be viewed on
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Fig. 3. IAQ system built for pig and poultry facilities.

the LCD in real time. However, the collected data is also sent over a mobile data network
using General Packet Radio Service (GPRS) technology to a cloud. These values are
sent to the Internet of Things (IoT) platform, called ThingSpeak. Therefore, the values
can be aggregated, viewed, analyzed and downloaded by the user.

The operating conditions of the prototype are based on the conditions underwhich the
installed sensors and modules can operate. Therefore, the system operates well between
temperatures of 0 to 40 °C, a relative humidity of 15 to 90% and atmospheric pressure
between 86 and 110 kPa.

The system power is supplied by an AC/DC power supply, with an input of 100 to
240VAC 50/60Hz and an output that is 9 V – 2A. The typical measured average current
consumed by the board with all sensors andmodules is 710mA,with consumption peaks
of 2.25 A. The peaks are associated with the high-power consumption at startup of the
SIM808 module.

The total cost for the purchase of the components and production of the prototype
was e467.80. However, the cost could reach e371.38 if the cheaper sellers are selected.
The maintenance of the system is based on the lifetime of the sensors. In the case of
large-scale production, the circuit used in the prototype must be completely redesigned
to become a single printed circuit board (PCB). Therefore, as soon as themicrocontroller
is integrated into the board, the rest of the components are easily incorporated and the
production cost is further minimized, while remaining a well-finished and professional
job.

Often the ‘reference’ equipment is characterized by a high price, due to its innovative
technology employed and robustness. Typically, a ‘reference’ equipment used to analyze
indoor pollutants can cost from e5,000 to e30,000 or more.

In some cases, it can be built using low cost sensors integrated into a PCB and
sold at a high price (e5,000), but there is still an interfering pollutant. In other cases,
there may be a patented technology that differentiates the gas and particle analyzer from
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other products on the market, plus great reliability, support, and removal of interfering
pollutants, which will characterize the equipment at an even higher price (>e30,000).

Thus, the prototype built in this study is characterized as low-cost because the set of
sensors and components used is 10 to 60 times cheaper than the ‘reference’ equipment.

The time spent learning on system construction and on code developing were 44
days, as shown in Table 3. The sensors chosen comply with Directive 2015/863/EU of
the European Parliament and of the Council of the European Union [26], also known
as RoHS 3, which deals with the restriction of the use of certain dangerous substances,
such as lead, mercury, cadmium, etc., for the manufacture of electrical and electronic
components.

Table 3. Expenses of the built system and time used for construction.

Components and sensors Acquired price (e) Lowest price available
(e)

Time spent (days)

DGS-H2S 63.55 63.55 4

K30 74.70 74.70 3

EC4-NH3-100 90.00 90.00 6

SDS011 43.20 13.89 3

Si7021 9.95 1.22 2

SIM808 module 34.42 22.87 15

Arduino Mega 2560 +
LCD and micro SD card
modules

51.45 7.65 8

Other componentsa 100.53 97.50 3

Total 467.80 371.38 44
aWire jumper, resistors, capacitors, BOB-12009, Easyboard adapter.

4.1 Data Validation

The process of validating data when designing a device is very important because it
allows to verify the accuracy of the equipment. From the validation, it is also possible to
carry out the calibration. In this way, the system built can delivery precise and reliable
readings to the meat producers.

The two tests performed on the K30 CO2 sensor, Fig. 4, even at different times
of 8 h and 4 h 30 min, show us behavior similar to Graywolf, used as the ‘reference’
equipment. It is also verified in Fig. 4(a), that greater intensification occurred in the
anaerobic digestion, due to the greater light exposure between 3 h and 5 h and near 7 h,
as a consequence there was a higher CO2 production, causing the sensor reaches its
10,000 ppm threshold during the test. However, in Fig. 4(b), due to less light exposure,
smaller amounts of CO2 were produced, peaking at 9,528 ppm with the ‘reference’
equipment.
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Fig. 4. Behavior of the K30 sensor and IQ-610 Graywolf equipment during (a) 8 h and (b)
4 h 30 min.

Based on the Graywolf and Prototype concentrations, it was possible to find the
line equation, which will be used for correcting the prototype sensor reading, so that
the detected values are closer to the equipment used as ‘reference’. As shown in the
Fig. 5(a) and (b) the coefficient of determination R2 reached values higher than 0.998
in both cases. Even tested in different time periods, the line equation resembles in both
experiments. The selected time range for performing the arithmetic mean in Fig. 5(a)
was 0 to 2 h 15 min and in Fig. 5(b) from 0 to 1 h 20 min. However, the best linear fit
was in the second test, with in R2 of 0.9985.

Fig. 5. Linear equation and coefficient of determination R2 performed in (a) first test and (b)
second test of the CO2 sensor and Graywolf.

During the first 8 h assay, the Si7021 air temperature sensor proved to be promising
well, because the temperature ranged from 22 to 27 °C, while the Graywolf temperature
ranged from 22 °C to 27 °C, Fig. 6(a). On contrary, for the relative humidity, there were
a large deviation between both sensors, with the low-cost sensor ranging from 38 to 60%



Construction and Validation of a Low-Cost System 241

and the ‘reference’ equipment ranged from 29 to 49%, Fig. 6(b). It is possible to verify
in the first test that the Si7021 sensor presents coarse signals because the int data type
was used to determine the T and RH variables, so the detected values are represented in
their entire format.

Fig. 6. Behavior of the Si7021 and reference equipment to (a) T and (b) HR in 8 h and (c) T and
(d) RH in 4 h 30 min.

For the second 4 h 30 min test, the int data type was changed to float, improving the
representation precision of the Si7021 obtainedmeasurements. The detected temperature
of the prototype varied from 27 °C to 28 °C, and that of the reference equipment from 28
to 30 °C, with a variation of 2 °C, this variation can happen due to the error of the sensor
itself, not being significant (Fig. 6(c)). With regard to the relative humidity it ranged
from 35% to 51% in the prototype, and from 24 to 39% in IQ-610 Graywolf (Fig. 6(d)).

From the second test, the linear equation was generated in order to adjust the temper-
ature and relative humidity of the prototype Si7021 sensor, causing the adjusted values to
approximate the values detected by the Graywolf equipment. Good coefficient of linear
determination values were also generated, for T (R2 = 0.9692, Fig. 7(a)) and for RH
(R2 = 0.9296, Fig. 7(b)). The range that best fit the data pairs X and Y in the linear
regression for T was between 3 h and 4 h 30 min and for HR between 2 h 50 min and
3 h 50 min.

It is worth mentioning that the analysis only mirrors the values found for T between
23 to 29 °C and HR between 31 to 49%. Therefore, it will be necessary to subject the
system built to regimes with large amplitudes of relative humidity and temperature to
obtain an improved linear regression.
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Fig. 7. Linear equation and coefficient of determination R2 performed in second test to (a) T and
(b) RH.

Fig. 8. Behavior of the EC4-NH3-100 sensor relative to the reference equipment for the (a) first
test and (b) second test.

Concerning theNH3, theEC4-NH3-100 sensor, during the 8 h test, showedmaximum
peaks of 12 ppm and minimum values close to zero, while the readings Gasera One
reached much higher values, ranging from 2 to 154 ppm, Fig. 8(a). Theses higher values
were expected as the test being carried out in the daytime period, with a great amount of
sun light, causing a greater release of ammonia during the acidogenesis phase of a very
intensified anaerobic digestion process [27, 28].

In the second test, the NH3 sensor gain was adjusted to improved detection. Thus,
according to Fig. 8(b), a promising improving in the detection of ammonia was observed,
even with small abrupt variations. Because the second test was performed in an area of
low light exposure, the low-cost sensor detection range was 1 to 21 ppm and the Gasera
One varied from 1 to 23 ppm.
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Linear regression was also used to find the equation that best fit the values acquired
by the low-cost sensor. It is possible to observe an improvement in the coefficient of
determination. In the first experiment R2 = 0.9573, (Fig. 9(a)) and in the second R2 =
0.9805, (Fig. 9(b)), demonstrating a better performance of the EC4-NH3-100 sensor.

Fig. 9. Linear equation and coefficient of determination R2 performed in (a) first test and (b)
second test of the NH3 sensor and Gasera.

The SDS011 particulate sensor has not yet been validated due to the construction of
a suitable environment to perform a reliable inter-comparison experiment.

The hydrogen sulfide sensor DGS-H2S will also be validated in a very near future
by performing a multipoint calibration against a standard bottle of H2S.

No tests were performed on livestock facilities because the equipment was only in
the construction, validation, calibration phase. Subsequently, the prototyping phase will
be carried out and then tests will be carried out on pig and poultry farms.

5 Conclusion

With the scientific and technological evolution, new possibilities have arisen to build
more compact and low-cost gas detection systems,which consequently improve theman-
agement of the internal air quality of livestock installations. These devices provide the
farmer with more efficient control of the concentrations of gaseous and particulate con-
taminants that are formed and released within these facilities, enabling the development
of mitigating solutions to reduce environmental and health impacts.

The monitoring system built is capable of detecting particulate matter (PM2.5 and
PM10), and gaseous pollutants such as hydrogen sulfide, ammonia, carbon dioxide,
in addition to measuring environmental parameters such as temperature and relative
humidity.

Through the process of data validation, it was possible to visualize a great similarity
between prototype and ‘reference’ equipment readings, as shown by the coefficient of
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determination of each sensor. The carbon dioxide sensor is the one that presents the best
coefficient of determination R2 = 0.9985, the other sensors presented accurate results.
From the line equation, corrections will be made to the algorithm in all sensors. The
objective is to approximate the detected values of the built equipment to the values of
the reference equipment.

Future work will focus on calibrating the sensors so that the prototype readings
provide accurate and precise responses. It will also be encapsulated, bringing robustness
and durability to the system. Finally, a case study will be carried out, in which the
concentrations of pollutants and environmental parameters of indoor air quality of pig
and poultry farms in Brazil and Portugal will be analyzed.
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Abstract. The problem of simultaneous localization and mapping (SLAM) has
been extensively studied by using a variety of specialized sensors. In this paper,
we show that the SLAM could be realized using a sensor-rich smartphone. We
assume that an indoor pedestrian always carries a sounding smartphone and the
pedestrian moves autonomously inside a room. At every step, the loudspeaker of
the smartphone produces a chirp pulse (frequency band is in the upper of human
hearing area), themicrophone of this smartphone registers the echoes, and the iner-
tial sensors record the accelerometer and gyroscope readings, then the position
of the moving pedestrian and the geometry map of the room are done simultane-
ously. However, when in a rectangular room of regular shape, reconstructing the
room geometry at each sound source position is quite redundant. To avoid this
redundancy and improve the sound source localization performance, we address
SLAM by Matrix Analysis-based geometry estimation, and then this informa-
tion is applied to the real-time positioning requirements taking the advantage of
multi-source information fusion concept. Finally, we show the effectiveness of
the proposed SLAM method by experiments with real measured acoustic events,
the result fully demonstrates that the proposed SLAM method could be easily
implemented using the smartphone carried by the pedestrian.

Keywords: Room geometry reconstruction · Smartphone-based
self-positioning · Simultaneous localization and mapping

1 Introduction

The goal of simultaneous localization and mapping (SLAM) is to reconstruct both the
trajectory of the moving target and the map of the environment. Studies on SLAM are
presented a lot for example in wifi [1], ranging [2], visual [3] and their fusion [4, 5].
However, SLAM solution based on echoes are minimal [6]. Three problems in this
field have recently received considerable attention [7]: the first one is room geometry
reconstruction, the second one is self-localization of the moving target, and the third one
is the simultaneous localization and mapping.
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Roomgeometry reconstruction is a popular and useful topic in acoustic SLAM.Many
estimation works of the room geometry, or the reflective surfaces, have been proposed.
However, to easily distinguish the echo orders used in room geometry reconstruction,
most of these works rely on microphone arrays, which is high cost and not easy to carry
with [8, 9]. Inspired by works introduced in [10–12], which show that room geometry
reconstruction can be achieved by one single microphone and only one sound source,
we realize that the room geometry reconstruction work could also be conducted using a
sensor-rich smartphone, which could be regarded as a setup with colocated source and
receiver since the distance between them (source and receiver in a smartphone) is very
close.

With the reconstruction results, one can enhance source localization performance,
i.e., contraction positioning range from the room level [13] to the sub-meter level [14].
In this work, we proposed a method of combining infrastructure-free indoor acoustic
self-positioning with pedestrian dead reckoning (PDR) self-positioning, which verifies
the rationality of PDR results through the acoustic constraint between a sound source
and its image sources.

The solution for the acoustic SLAM seems to always jointly localizing target in an
unknown room and estimating the room geometry from echoes. It should be necessary
for a robot in the rooms of complex construction, irregular shape and severe non-line of
sight situation. However, when in a rectangular room of regular shape, reconstructing
the room geometry at each sound source position is quite redundant. How to avoid this
redundancy and improve the sound source localization performance is what we aim to.
Instead of estimating the room geometry on every single step of the moving target, we
address SLAMbyMatrix Analysis-based geometry estimation, and then room geometry
information is applied to the real-time positioning requirements. Moreover, the multi-
source information fusion concept is applied to simpler the single channel acoustic
SLAM problem. Finally, we show that those acoustic SLAM problems can be solved by
taking advantage of a sensor-rich smartphone.

2 Theory

We define a room to be a K -faced rectangular room, the pedestrian holding a smartphone
in this room is modeled as a sound source (the loudspeaker of the user smartphone), for
ease of explanation, pedestrian and sound source are hereafter equivalently used in this
paper. We worked in two-dimensional (2D) space, ignoring the floor and the ceiling,
given K = 4. Image source model proposed by Allen and Berkley [15] is adopted to
model room acoustics, as shown in Fig. 1.
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Fig. 1. Illustration of the image source model for 1st and 2nd -order images. One corner of the
room denoted by O is taken as the original point. Sound source denoted by S is placed at an
unknown initial position, wall index i is marked in anti-clockwise order. pi , i = 1, . . . , K , is
an arbitrary point on wall wi . ni is the outward pointing normal vector of wall wi . s̃i is the
1st -order image source of S corresponding to wall wi . s̃i j is the 1st -order image source of s̃i
corresponding to the (i + 1) st wall.

[
Lx , Ly

]
is the unknown room size, i.e., the required room

geometry information.

2.1 Matrix Analysis-Based Room Geometry Reconstruction

When the loudspeaker S of the smartphone chirps in an indoor environment, the smart-
phone microphone M records both the direct path of the sound and its reflections from
the walls. We set up the link between the 1st and 2nd -order images as descripted in [10]
and use the same notation:

Q = A2E + E A2 − 2ANT N A. (1)

Where N def [n1, . . . , nK ] denotes the normal matrix, and is easy to be determined
by the geometry directions, A = diag(a1, . . . , aK ), ai = ‖s̃i‖. It is well known all the
early reflections should be within 0.05 s after the source stops sounding, to simplify
the processing of the 1st and 2nd -order echo measurements for A and Q, we adopt the
generalized cross correlation (GCC) given by the phase transform (PHAT) in the time
domain [16] to separate arrivals that were close in time.

We assume that the pedestrian sounds at the beginning point, R(τ )s,r represents
the GCC-PHAT, the subscript s and r represents the emitting and receiving signals,
respectively. To reduce the number of measurements, the first M = 0.2 fs peaks of
R(τ )s,r are chosen to form the peak combination cells C1st and C2st , where fs is the
sample frequency:

C1st = CK
M , C2st = CK (K−1)/2

M . (2)
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Each cell element in C1st is used to compose A, and each cell element in C2st is
used to compose Q with a form of Q =

(∥∥s̃i j
∥∥2

)
, which means Q has the 2nd -order

delays as its elements. Match the A and Q using Eq. (1), and hold the A if this equation
succeeds. Thus, we have A and Q as:

A ← diag[
∥∥∥∥c ∗

(C1st (m)

fs

)∥∥∥∥, m = 1, . . . , M. (3)

Q ←
(
‖C2st (m)‖2

)
, m = 1, . . . , M. (4)

Where c is the sound speed. Once the A is confirmed, the required room geometry
information

[
Lx , Ly

]
and the position of the initial position S(x, y) of S could be

obtained:

Lx = (‖s̃1‖ + ‖s̃3‖)/2, Ly = (‖s̃2‖ + ‖s̃4‖)/2. (5)

S(x, y) = S(‖s̃1‖/2, ‖s̃2‖/2). (6)

2.2 Self-localization of the Moving Target

Even though the reconstruction could generate the every position estimation of the
moving pedestrian, the matching process of A and Q from C1st and C2st is very time-
consuming. Therefore, we only carry out such analysis at the very beginning of the
moving pedestrian self- localization, then the results of one-time geometry estimation
and the initial position of sound source will be used as the known priori for moving
pedestrian self-localization. Actually, these results are the necessary condition of our
prior work (about moving pedestrian self-localization) introduced in [14]. Here, we give
a brief reviewof themoving pedestrian self-localization process.According to pedestrian
dead reckoning (PDR) model, the position of S at time t + 1 could be inferred by the
position of S at time t with the step length Ltra and the heading angular θ as

St+1(x) = St (x) + Ltracos θ. (7)

St+1(y) = St (y) + Ltrasin θ. (8)

Where St (x) and St (y) are the x − axis and y − axis position of S at time t , when
t = 0, it means S is on the initial position S(x, y). Thus, with the isosceles trapezoid
model (ITM) introduced in [6], the 1st -order echo measurements can be concluded as

⎧
⎪⎪⎨

⎪⎪⎩

rmt+1,i = rmt,1 ± 2Ltracosθ, i = 1, 3, St+1(x) > St (x)
rmt+1,i = rmt,1 ± 2Ltrasinθ, i = 2, 4, St+1(y) > St (y)
rmt+1,i = rmt,1 ∓ 2Ltracosθ, i = 1, 3, St+1(x) < St (x)
rmt+1,i = rmt,1 ∓ 2Ltrasinθ, i = 2, 4, St+1(y) < St (y)

. (9)

Where rmt,i is the distance between S and its 1st -order image source for the i th wall
at time t . Here, i = 1 refers specifically to the west wall, thus rmt,1 = 2St (x). rmt+1,i is
the distance between S and its 1st -order image source for the i th wall at time t + 1.
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However, the widely used PDR method only provides a relative position estimate,
with its accuracy degrading over time due to accumulative error. Thus, the adaptive step
length algorithm presented by Shin et al. [17] and a heading correction method similar
to the one presented by Deng et al. [18] are adopted to alleviate acumulative error
impact. Furthermore, our proposed Sound Pressure Level Constraint with the help of
room geometry information

[
Lx , Ly

]
can verify the rationality of PDR results. Finally,

pedestrian position value S̄t is computed by the Levenberg–Marquardt algorithm-based
weighted nonlinear least squares [19]:

S̄t = arg min
St

ε(St ) (10)

ε(St ) = (
d
(
rmt,k

) − d
(
ret,k

))T ∗ D−1 ∗ (
d
(
rmt,k

) − d
(
ret,k

))
(11)

where (·)T is the transpose operation, (·)−1 is the inverse operation, and D is the noise
covariance matrix. D = σ 2 IK−1, where σ 2 is the noise covariance and I is the identity
matrix. We refer readers to [14] for more details about ret,k and rmt,k .

3 Experiments

To verify the proposed approach, a field test was carried out on the cloister on Level
5 of the Library building, Jinji Campus, GUET, Guilin, Guangxi Zhuang Autonomous
Region, China. The geometry of the cloister consists of labs, offices and classrooms,
as shown in Fig. 2. The four sides of the library cloister are doors, glass windows,
and walls; the ceiling is mainly glass and with steel stent supports; and the floor is
covered with ordinary tile. The whole cloister is a rectangular ring. The cloister size was[
Lx , Ly

]
real = [19, 35]. The beginning point was set at S(x, y) = [1.5, 9].
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Fig. 2. Illustration of the fifth corridor of the Jinji Campus Library in GUET. GUET: Guilin
University of Electronic Technology. The dashed lines are the reference walking lines. A small
green triangle dot denotes the beginning point and a red one denotes the ending point. The dominant
directions are denoted as E: East, S: South, W: West, N: North. (Color figure online)
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To evaluate the performance of our approach when actual obstacles are present,
especially in indoor situations, where pedestrians walk, all testing data collection took
place during different days covering different times of the day. During the collection,
students and staffs walked around normally as usual.

The data collection tool used in this experimentwas aHuawei Rongyao 7 smartphone
installedwith a chirp application developed by our team and already authorized by China
National Intellectual Property Administration, which was used to emit and store the
chirp sound signal. The chirp sample frequency was set as fs = 44.1 kHz, the duration
was T = 0.006 s, the lower frequency was f0 = 16 kHz, the upper frequency was
f1 = 22 kHz, and the emitting interval was 0.3 s. The PDR sample frequency was set
as fpdr = 20Hz.

With theMatrix Analysis-based RoomGeometry Reconstruction method, we get the
self-localization trajectory of the moving target as shown in red dot line in Fig. 3. The
data in Table 1 shows the differences between the true value and the estimated value,
and confirms the performance of the proposed method.

Fig. 3. Performance illustration of the proposed acoustic SLAM.

Table 1. Comparison of reconstruction results.

Parameters True value Estimated value Errors

Room geometry information
[
Lx , Ly

]
(m) [19, 35] [19.2, 34.7] [0.2, 0.3]

Position of beginning point S(x, y) (m) [1.5, 9] [1.2, 9] [0.3, 0]

From the results shown in Fig. 3, we can infer the following conclusions:
➀ The output of the PDR trajectory (the green line) is continuous and has a similar

shape to the reference trajectory (the blue line), but as time increased and the number
of pedestrian steps increased, accumulative errors occurred in the accelerometer and
gyroscope, resulting in positioning failure.

➁ Although the horizontal error of room reconstruction is 0.2 m and the vertical
error is 0.3 m, the estimated wall boundary (the red line) is very close to the true one
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(the black line); If you simply use the indoor map application, this effect can already
meet the application needs.

➂When this estimated room geometry information
[
Lx , Ly

]
estd is applied in source

positioning, the tracking trajectory (the red dot line) is always consistent with the trend
of the reference trajectory.

➃ Despite there is difference between the estimated wall boundary and the true wall
boundary, the positioning trajectory (the red dot line) under the estimated wall boundary
is still within the effective range of the true wall boundary. Moreover, error distribution
depicted in Fig. 4 shows that the source positioning accuracy belongs to the decimeter
level, which can meet the application needs of indoor SLAM robots and service robots.

Fig. 4. Analysis of the proposed system errors. (a) is histfit of positioning errors, it shows the
error probability distribution of every step of the moving pedestrian. 83% of the positioning error
is around 1.0 m. Positioning errors far exceeding 1.0 m correspond to the three outliers in (b).
They are related to the last two turns of the estimated trajectory (the red dot line) shown in Fig. 2.
The cause of the outliers is the cumulative error of the smartphone’s low cost gyroscope. However,
the mean error of as low as 1.092 m verifies the effectiveness of the proposed smartphone based
acoustic SLAM. (Color figure online)

4 Conclusions

In this paper, by taking advantage of the multi-source information extracted from the
smartphone carriedwith amoving indoor pedestrian, we show theways to solve the three
significant SLAM problems and verify that the acoustic SLAM could be realized using
a sensor-rich smartphone. Instead of redundantly reconstructing the room geometry at
each sound source position in a rectangular roomof regular shape,we consider about how
to improve the sound source localization performance with the priori of room geometry.
The proposed smartphone based acoustic SLAM shows us the validity of multi-source
information fusion in single channel acoustic SLAM.
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Abstract. This paper presents a load-shift system with advanced functionalities
to interface the power grid (PG).When compared with the conventional approach,
an advanced load-shift system (aLSS) permits the compensation of power quality
(PQ) problems for the grid-side, namely problems related to current harmonics,
current imbalance, and power factor. The proposed aLSS is composed by a bidi-
rectional ac-dc converter to interface the PG and by a bidirectional dc-dc converter
to interface an energy storage system (ESS). Since the main innovation is related
with the PG interface, the focus of this work is on the analysis of the ac-dc con-
verter, which is based on a three-phase four-leg converter. A theoretical study and
the details concerning the control algorithm are presented and discussed along
the paper. A laboratory prototype of the proposed aLSS was developed and the
details of implementation are described in the paper. Experimental results obtained
with the developed prototype prove that the aLSS contributes for the technology
progress in this area, validating a new concept of operation concerning the PQ on
the PG side.

Keywords: Current control · Three-phase ac-dc converter · Power quality ·
Advanced load-shift system · p-q theory

1 Introduction

Nowadays, due to the climate change and global warming, there is a growing use of
renewable energy sources. However, most of them have as main disadvantage the inter-
mittence in the production of electric energy [1, 2]. In this context, the concept of demand
side management (DSM) using load-shifting systems comes up. This concept began to
be studied some decades ago and consists in storing energy in periods of less demand
and, posteriorly, use the stored energy in periods of higher demand [1]. The DSM is an
important concept in smart grids and smart homes, since it allows the production and
storage of energy in the same installation, allowing to take advantage of the energy price
difference throughout the day, contributing for establishing a dynamic model of energy
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management [3]. Therefore, from the consumer perspective, an advanced load-shift sys-
tem (aLSS) allows to reduce energy costs, since the consumption from the power grid
(PG) is minimized. Furthermore, it enables to reduce the contracted power to a lower
grade by reducing the requirements of the power from the grid [4, 5]. Nevertheless,
despite the benefits of the introduction of an aLSS, the initial investment is high [6, 7].
As aforementioned, from the PG point of view, the aLSS is seen as a system capable
of consuming or producing power [5]. Therefore, it is extremely important an operation
with high levels of power quality (PQ), i.e., with sinusoidal currents and high power fac-
tor (in three-phase systems, also with balanced currents), as demonstrated in [8–10] and
[11]. Nevertheless, when it is not necessary to exchange power with the PG, the LSS is
inactive, representing an opportunity to add new functionalities to the power converters.
Moreover, such functionalities can be added also during the operation as LSS (i.e., when
exchanging power with the PG). Therefore, this paper focuses on the experimental val-
idation of the ac-dc converter of the LSS as a shunt active power filter (SAPF), which
is the key differentiating factor when compared with the conventional approaches. With
this functionality for the LSS, besides exchanging active power with the grid, the aLSS
also allows to reduce the PQ degradation (as harmonic distortion of the current, current
imbalance, and low power factor) [12–14]. In this way, the ac-dc converter of the LSS
operates with the key characteristics of a SAPF [15–18]. It is important to note that the
PQ problems must be solved, since, in the long term, they can cause malfunctions in
sensitive equipment, causing a reduction in their life time and high monetary costs to the
consumer. In the literature can be found several publications that present the three-phase
four-leg voltage source converters for interface of renewable energy source with the PG
and for SAPF applications [19–21].

This paper is organized as follows: Sect. 2 presents the proposed aLSS; Sect. 3
presents the proposed control algorithm; Sect. 4 presents the experimental validation;
Sect. 5 presents the conclusions.

2 Proposed advanced Load-Shift System (aLSS)

Figure 1 shows the structure of the proposed aLSS, which is composed by a bidirectional
ac-dc converter to interface the PG with the dc-link, and by a bidirectional dc-dc con-
verter to interface between the dc-link and the batteries, used as energy storage system
(ESS). As mentioned in the introduction, the focus of this paper is the ac-dc converter,
which is responsible for controlling the power consumption from the grid (active rectifier
operation) or for controlling the power injection (inverter operation), in both cases with
sinusoidal and balanced currents in the PG side. Regardless of whether the ac-dc con-
verter is supplying power or not to the dc-dc converter, or injecting power into the PG,
the ac-dc converter can be used to compensate current harmonics, current imbalance,
neutral currents and for correcting the power factor of the electrical installation.
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Fig. 1. Proposed structure for the advanced Load Shift System (aLSS).

The topology of the three-phase ac-dc converter used in the aLSS is presented in
Fig. 2. As shown, the topology uses a three-phase four-leg voltage source ac-dc converter
(in a total of eight switching devices, IGBTs in this case), and a dc-link formed by a
capacitor (in fact, in the experimental validation, a set of capacitors were used in series).
In the connection of the ac-dc converter with the PG, inductive coupling filters are used.
Depending on the switching states assumed by the IGBTs, the converter can produce
three voltage levels (−vDC , 0, and +vDC).
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Fig. 2. Topology of the three-phase ac-dc converter used in the aLSS.
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3 Proposed Control Algorithm

The control algorithm of the ac-dc converter is mainly divided in three operation modes:
(a) Operation as an active rectifier for consuming power from the grid; (b) Operation
as an inverter for injecting power into the grid; (c) Operation as SAPF in both cases,
i.e., in active rectifier or inverter mode. Figure 3 shows the schematic of the proposed
control algorithm. To calculate the reference currents, it is fundamental to use a phase-
locked loop (PLL) to avoid the propagation of the harmonic distortion of the PG voltage
into the currents [22]. Therefore, through the PG voltages (vSA, vSB, vSC), the unitary
PLL signals are obtained (vpllA, vpllB, vpllC). Moreover, it is necessary to regulate the
dc-link voltage (vDC) to its reference (vDC

∗). For this purpose a PI controller is used to
obtain the regulation power (preg). This variable is multiplied by the PLL signals and
the reference currents are obtained (iregA∗, iregB∗, iregC∗). When the ac-dc converter
operates as SAPF, it is fundamental to calculate the compensation currents. For that,
through the p-q theory, using as input parameters the load currents (iLA, iLB, iLC) and
the fundamental component of the PG voltages (vpllA, vpllB, vpllC), are calculated the
compensation currents (iC A

∗, iCB
∗, iCC∗). Then, the reference currents (i A∗, iB∗, iC∗,

iN ∗) are obtained by summing the regulation currents with the compensation currents.
The neutral reference current (iN ∗) is obtained by the sum of the reference currents
(i A∗, iB∗, iC∗). In order to control the currents (iFA, iFB, iFC) according to the references
(iFA

∗, iFB∗, iFC∗), a predictive current control is used. The output of the current control
results in four reference voltages (vCA

∗, vCB
∗, vCC∗, vCN

∗) that are compared with a
triangular carrier to obtain the pulse-width modulation (PWM) signals to be applied to
the IGBTs.
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p-q Theory

iCA*
iCB*
iCC*

dc-link 
Regulation

iA*
iB*
iC*
iN*

PLL

vSA
vSB
vSC

vpllA
vpllB
vpllC

vpllA vpllB vpllC

iLA iLB iLC

∑
∑

∑
Predictive 
Control

SPWM 
Modulation

vCA*
vCB*
vCC*
vCN*

GA*
GB*
GC*
GN*

iFA iFB iFC

Fig. 3. Schematic of the control algorithm used in the aLSS.

4 Experimental Validation

This section presents the developed prototype and themain experimental results obtained
to validate the proposed control strategy applied to the ac-dc converter of the aLSS when
operating as: (a) Active rectifier; (b) Inverter; (c) SAPF.
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4.1 Developed Prototype

In this item, the developed prototype of the three-phase ac-dc converter of the aLSS is
described in detail, which is divided in two parts: (a) Power stage circuit (including both
the ac-dc and dc-dc converters); (b) Control system (based on a single platform for all
the aLSS).

The developed power stage is formed by the ac-dc converter and by four inductive
coupling filters for connecting the converter in parallel with the PG. The ac-dc converter
is formed mainly by four IGBT modules (model SKM100GB176D from Semikron)
with four gate protection boards, and by four IGBT gate drivers (model SKHI 22AH4R
from Semikron) for actuating the IGBTs with a fixed switching frequency of 20 kHz and
a configured deadtime of 3.3 µs. The dc-link is composed by three capacitors (model
B43456-A5568-M from EPCOS) connected in series, forming a total capacitance of
1867 µF and a maximum voltage of 1350 V.

Figure 4 shows a block diagram of the developed control system divided into the
signal acquisition circuits, the signal conditioning circuits, the signal processing cir-
cuits, and actuation circuits. Initially, the variables of the system are acquired, with a
sampling frequency of 40 kHz, by voltage sensors (LV 25-P from LEM) and current
sensors (LA 100-P from LEM). The acquired signals from the sensors are adapted to
digital signals for being read by the digital signal processor (DSP) TMS320F28335 from
Texas Instruments. This conversion is performed through an external analog-to-digital
converter circuit mounted in a signal conditioning board which also integrates an error
detection circuit. Therefore, after implementing the control algorithms in the DSP, the
PWM output signals are sent to the IGBT gate drivers through a command circuit for
adapting the PWM signals to the 3.3 V TTL to 15 V CMOS logic required by the gate
drivers.
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Current 
Sensors

Signal 
Conditioning DSP

DAC

Command

Relay

IGBTs drivers

Connection with 
the power grid 

Signal 
Acquisition

Signal 
Processing Visualization
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Fig. 4. Block diagram of the control system structure used in the aLSS.
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Figure 5 shows the developed prototype of the aLSS integrated in the workbench
used in the experimental setup, and Table 1 presents a summary of the main nominal
characteristics of the ac-dc converter.

Fig. 5. Developed prototype of the aLSS integrated in the workbench.

Table 1. Nominal characteristics of the ac-dc converter.

Parameter Value

Power grid voltage (line-to-line) 400 V

Nominal power (S3) 13.8 kVA

Nominal dc-link voltage (vDC) 800 V

Switching frequency (f sw) 20 kHz

Sampling frequency (f s) 40 kHz

Coupling inductors (LA, LB, LC , LN ) 2.4 mH

Dc-link capacitor (C) 1.8 mF

4.2 Experimental Results

This item shows the experimental results of the three-phase four-leg ac-dc converter
operating in the three main modes: (a) Operation as an active rectifier for consuming
power from PG; (b) Operation as an inverter for injecting power to the PG; (c) Operation
as SAPF in both cases, i.e., in active rectifier or inverter mode. It is important to note that,
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for safety reasons, during the experimental validation the ac-dc converter was connected
to the PG through a variable three-phase autotransformer followed by a 20:3 transformer,
thus the line-to-line voltage of the PG is 100 V.

Operation as Active Rectifier
In this operation mode, a resistive load of 26 � was connected in parallel with dc-link
and the dc-link voltage was regulated to 200 V. Figure 6 shows the stages of the dc-
link voltage regulation. In stage (1), the ac-dc converter is not connected to the PG,
thus the dc-link voltage is 0 V. In stage (2), the ac-dc converter is connected to the PG
by pre-charge resistors. During this stage, the dc-link is charged to the peak voltage
of the line-to-line PG voltage (147 V). Thereafter, in stage (3), the ac-dc converter is
connected directly to the PG, and in stage (4) begins the dc-link voltage regulation to
the reference average voltage (200 V). When the dc-link voltage stabilizes, the resistive
load is connected to the dc-link and, as it can be seen, the dc-link voltage is set at 200 V
(stage (5)).

vDC

1 2 3 4 5

50 V/div

Fig. 6. Experimental results of the ac-dc converter operating as active rectifier during the dc-link
voltage regulation: (1) ac-dc converter turned-off; (2) Pre-charge of the dc-link voltage; (3) Direct
connection of the ac-dc converter to the PG; (4) dc-link voltage regulation to the defined reference;
(5) Load connection.

Figure 7(a) presents, for phase A, the PG voltage (vSA) and the grid current (iSA)
during stage (5). As can be seen, the PG current is sinusoidal and in phase with the PG
voltage. On the other hand, it is possible to observe that the PG current (iSA) follows its
reference current (iSA∗). Figure 7(b) shows the harmonic spectrum of the PG currents
(iSA, iSB, iSC), with a total harmonic distortion (THD%) of 1.4%.
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Fig. 7. Experimental results of the ac-dc converter operating as active rectifier: (a) Reference
current (iSA

∗), voltage (vSA) and current (iSA) in phase A of the PG; (b) Harmonic spectrum of
the PG currents.

Operation as Inverter
For the operation mode as inverter, the dc-link was powered by a power supply of 300 V
and it was defined for the PG currents a sinusoidal reference current with RMS value
of 5 A. The results of this experimental test are shown in Fig. 8. As it can be seen in
Fig. 8(a), the PG currents (iSA, iSB, iSC) are sinusoidal with a peak value of 7 A and in
phase opposition with the PG voltages (vSA, vSB, vSC), meaning that the ac-dc converter
is injecting energy into the PG. Moreover, as Fig. 8(b) shows, the produced currents in
the PG (iSA, iSB, iSC) present a THD% of 2.6%.

Fig. 8. Experimental results of the ac-dc converter operating as inverter: (a) PG voltages (vSA,
vSB, vSC) and currents (iSA, iSB, iSC); (b) Harmonic spectrum of the PG currents.
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Operation as SAPF
In the operation mode as SAPF, the dc-link voltage was regulated to 400 V and some
loads were connected to the PG. As can be seen in Fig. 9(a), the currents consumed by
the loads (iLA, iLB, iLC , iLN ) contain a high harmonic component with a THD% of 76.8%
(Fig. 9(b)) and a low power factor. Moreover, the load currents are imbalanced, leading
to a high neutral current.

In other to compensate the PQ problems caused by the loads connected to the PG,
the SAPF produces the compensation currents (iFA, iFB, iFC , iFN ) presented in Fig. 10.
Figure 11 shows the PG voltages (vSA, vSB, vSC) and currents (iSA, iSB, iSC , iSN ) after
the compensation, where it can be seen that the currents are approximately sinusoidal,
balanced and in phase with the correspondent voltages. On the other hand, through the
harmonic spectrum analysis of the PG currents, it can be observed that the THD% is
reduced from 76.4% to 6.4% (Fig. 11(b)).

Fig. 9. Experimental results of the ac-dc converter operating as SAPF before compensation:
(a) PG voltages (vSA, vSB, vSC) and load currents (iLA, iLB, iLC , iLN ); (b) Harmonic spectrum of
the load currents.

Fig. 10. Experimental results of the ac-dc converter operating as SAPF: Compensation currents
(iFA, iFB, iFC , iFN ).
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Fig. 11. Experimental results of the ac-dc converter operating as SAPF after compensation: (a) PG
voltages (vSA, vSB, vSC) and currents (iSA, iSB, iSC , iSN ); (b)Harmonic spectrumof thePGcurrents.

5 Conclusions

This paper presents an ac-dc converter of an advanced Load-Shift System (aLSS), which
is responsible for charging the storage system (batteries) or injecting energy in the power
grid (PG)with sinusoidal currents. On the other hand, when the load-shift system is oper-
ating as shunt active power filter, it is responsible for compensating the harmonics and
balance of the currents, and the power factor of the electrical installation. Throughout this
paper was described the proposed topology of the three-phase four-leg ac-dc converter,
as well as its control algorithms, where are detailed the synchronization system with the
PG, the p-q theory, the predictive current control and the sinusoidal pulse width mod-
ulation. An experimental validation was performed in order to validate the developed
prototype operating as active rectifier, inverter and SAPF. The presented experimental
results validate the implemented control algorithms, showing that for the operationmode
as active rectifier, the absorbed currents in the PG are sinusoidal and balanced with uni-
tary power factor. When the ac-dc converter operates as inverter the produced currents in
PG are sinusoidal in phase opposition with correspondent voltages. In the operation as
SAPF, the PG currents are approximately sinusoidal with a low total harmonic distortion.
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Abstract. Nowadays, the majority of electronic equipment behave as nonlin-
ear loads, introducing Power Quality (PQ) problems into the Power Grid (PG),
namely, current harmonics and low power factor. These PQ problems contribute to
the reduction of the efficiency of the transmission and distribution PG, as well as
induce the malfunctioning of sensitive loads connected to the PG. Therefore, the
development of equipment able tomitigate these PQ problems is extremely impor-
tant. In this context, this paper presents a novel single-phase Shunt Active Power
Filter (SAPF) based on a current-source converter, where the key differencing fac-
tor, when compared with the conventional approach, is the reduced dc-link. As the
proposed topology requires a reduced dc-link, it represents a relevant advantage,
since a typical current-source converter needs an inductor with a high inductance
in dc-link, which results in higher losses, costs and component sizing. The pro-
posed SAPF with reduced dc-link is introduced in detail along the paper and a
comprehensive comparison with the conventional SAPF is established based on
computer simulations. Besides, an experimental validation was carried-out with a
developed laboratory prototype, validating the main advantages of the proposed
SAPF with reduced dc-link.

Keywords: Current harmonics · Current source converter · Shunt active power
filter · Power quality

1 Introduction

The shunt active power filter (SAPF) is used for power factor correction, for current
harmonics elimination and, in case of three-phase systems, for current unbalances com-
pensation [1–3]. In addition, as presented in [4] and [5], to mitigate the power quality
(PQ) problems, the SAPF can also be used for interfacing renewable energy sources
with the power grid (PG). Moreover, as presented in [6], in [7] and in [8], the function-
alities of SAPF can be incorporated in electric vehicle battery chargers, representing a
relevant contribution for the future smart grids, where the electric vehicle can be seen
as a dynamic controllable load in the PG.
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Concerning the structure of the SAPF, depending on the dc-link constitution, it can
be classified as a voltage-source or as a current-source [9]. A comparison between both
structures for simple applications of SAPF is presented in [10] and for applications of
electric mobility is presented in [11]. Since the focus of this paper is the current-source,
a more detailed explanation is provided for this structure.

The current-source SAPF is composed by a couplingCL filterwith the power grid and
by an inductor in the dc-link. The dc-ac power converter is composed by semiconductors
totally controlled such asMOSFETs, IGBTsorRB-IGBTs.These devices, in comparison
with GTOs and BJTs, can operate with higher switching frequencies, requiring smaller
output passive filters, translating into a more compact and cheaper solution. In addition,
the input impedance is higher, which results in low power consumption [12]. However,
when using IGBTs, it is needed to connect them in series with diodes, in order to ensure
reverse-blocking, thus it is avoided that the current flows by the antiparallel-diodes of
IGBTs. However, an alternative to this method consists in replace the IGBTs with the
diodes in series by RB-IGBTs, which the use of diodes becomes unnecessary [13, 14].
The current-source SAPF needs an inductor in dc-link with a huge value of inductance,
which is necessary to reduce the ripple of the current for an acceptable value in dc-link.

The aim of this paper is to present a topology that allows the reduction of the induc-
tance value of the inductor in dc-link. Moreover, the operation losses are reduced as well
as the dimensions and the costs of the component are diminished. On the other hand,
an inductor with reduced inductance value in dc-link allows a faster current control and
thus, the average value of current can be minimized. In this context, the main contri-
butions of this paper are: (a) A novel topology for a SAPF based on a current-source
power converter with reduced dc-link; (b) A SAPF constituted by RB-IGBTs in the main
inverter; (c) An experimental validation of the proposed SAPF.

2 SAPF with Reduced Dc-Link: Proposed Topology

As described in the introduction, the main contribution of this paper is the reduced dc-
link of the SAPF. For this purpose, it is adopted a topology of a current-source inverter
with a modified dc-link. This topology consists of a hybrid energy storage, composed by
one inductor, one capacitor, two diodes and two IGBTs [15]. The conventional topology
of a single-phase current-source SAPF based on RB-IGBTs is presented in Fig. 1, while
the proposed single-phase current-source SAPF with reduced dc-link is presented in
Fig. 2. As shown, the main differentiating factor of the proposed topology is the dc-link,
however, also the coupling filter with the power grid is different from the conventional
solution of CL filter [16]. Concerning the reduced dc-link, it is shown the dc-dc power
converter in series with the single-phase current-source SAPF.

3 Proposed Control Algorithm

Concerning the simulation of the dc-dc converter, the first step consists in calculate the
loads active power. By multiplying the load current by the fundamental component of
the load voltage obtained through EPLL [17] algorithm it is obtained the instantaneous
power, p. Subsequently, using a sliding average algorithm, it is possible to obtain the
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Fig. 1. Electrical schematic of the conventional single-phase SAPF based on a current-source
inverter.
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Fig. 2. Electrical schematic of the proposed topology of the single-phase SAPFbased on a current-
source inverter with reduced dc-link.
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average value, p̄. Then, the calculation of the oscillating component of the instantaneous
power is determined by (1).

p̃ = p − p̄ (1)

After the calculation of the oscillating power, p̃, it is possible to obtain the reference
voltage for the dc-dc converter, vout ∗, dividing p̃ by the current value measured in
inductor of dc-link, iDC , such as represented in (2).

v∗
out = p̃

iDC
(2)

The modulation of the converter is performed with a fixed frequency of 40 kHz, with
three switching states: +vDC , 0 and −vDC . If the reference voltage, vout ∗, is positive,
both IGBTs S5 and S6 are enabled and the instantaneous voltage, vout , is equal to +
vDC , whereas if the reference voltage is negative, the IGBTs S5 and S6 are disabled and
the instantaneous voltage vout is equal to −vDC . The instantaneous voltage value, vout ,
is zero when only one IGBT, S5 or S6 , is enabled. The operation states of the dc-dc
converter are presented in Table 1.

Table 1. Operation states of the dc-dc converter.

State S5 S6 vout

1 1 1 +vDC

2 0 0 −vDC

3 1 0 0

4 0 1 0

The proposed topology allows to reduce the inductance value of the inductor in dc-
link of the inverter, since the dc-dc converter stores most of the energy which was stored
exclusively by the inductor [15]. In order to understand the operation principle of the
proposed topology, key computer simulation results were obtained for the conventional
SAPF and for the proposed SAPF with modified dc-link, where were considered induc-
tors, LDC , of 200 mH and 50 mH, respectively. Figure 3 shows the current in dc-link in
both topologies, whose current regulation was made through a PI controller presented
in [18], for a reference of 20 A. It is important to note that the gains of the PI controller
influence the overshoot observed in both simulation results. As it can be seen, the current
stabilizes for the required reference of current at the instant 0.25 ms.

Figure 4 shows the voltage, vDC , in the capacitor of dc-dc converter, where it can
be observed that since the instant 0.2 s, the dc-dc power converter is activated and the
capacitor, CDC , starts storing energy with a maximum voltage of, approximately, 400 V.
As part of the energy is stored in the capacitor, the inductor of the inverter does not need
a huge inductance value, representing the key advantage of the proposed topology.
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Fig. 3. Simulation results of dc-link current, iDC , regulation: (a) Conventional SAPF; (b) SAPF
with reduced dc-link.

Fig. 4. Simulation result of the dc-link regulation of the proposed dc-dc power converter SAPF
with reduced dc-link.

Fig. 5. Simulation results of the power grid voltage, vS , and the load current, iL , in both topologies.
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Fig. 6. Simulation results: (a) Reference compensation current produced by the Fryze theory,
(b) Theoretical compensation current for the conventional SAPF; (c) Theoretical compensation
current for the proposed SAPF with reduced dc-link.

Considering both topologies, simulation results were also obtained to analyze the
compensation of PQ problems. Therefore, at the time 0.22 s the loads are connected in
both simulations. The loads connected are the same for both topologies. Figure 5 shows
the PG voltage, vS , and the load current, iL, where it can be observed that the current is
delayed in relation to the voltage and presents a Total Harmonic Distortion in relation
to the fundamental component, THD%f , of 36.45%.

As the current consumed by loads introduces current harmonics in the power grid,
it is necessary the injection of the compensation current produced by the SAPF, which
in this case is obtained through the Fryze theory [19, 20].

Figure 6(a) shows the compensation current produced by both SAPFs. The behavior
of Fryze theory can be proven by subtracting the current consumed by loads, iL, by the
reference compensation current, ic∗, resulting in the theoretical current in the source, as
it is showed in Fig. 6(b) and (c).

Finally, in Fig. 7(a) are illustrated the voltage, vS , and the current, iS , in the grid after
compensation for the conventional SAPF, where the THD%f of current is reduced to
4.25%. On the other hand, as shown in Fig. 7(b), with the proposed SAPF with reduced
dc-link, the source current, iS, is almost sinusoidal, presenting a THD%f of 7.78%.
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Fig. 7. Simulation results of the power grid voltage, vS , and power grid current, iS , after
compensation: (a) Conventional SAPF; (b) Proposed SAPF with reduced dc-link.

4 Evaluation and Comparison

With the help of the computer simulations it is possible to compare the two topologies in
more detail. In Table 2 are presented the inductance values used in both simulations, the
THD%f and the power factor (PF). As can be observed, the inductance of the inductor in
dc-link used in the SAPF with reduced dc-link is four times lower in comparison with
the inductor that composes the dc-link of the conventional SAPF. On the other hand, in
both simulations, it is obtained a unitary PF. However, the THD%f is somewhat higher
than that obtained in conventional SAPF. Analyzing the simulation results, it can be
concluded that the proposed topology has more advantages, once it was proved that it is
possible to reduce the inductance value of the inductor in dc-link of the current-source
inverter.

Table 2. Comparison between the conventional SAPF and the proposed SAPF with reduced
dc-link.

Parameters Conventional SAPF SAPF with reduced dc-link

Inductance (mH) 200 50

THD%f 4.25 7.78

PF 0.99 0.99

Once validated the principle of operation of the proposed topology, a prototype of
the dc-dc converter and the single-phase current-source inverter was developed (Fig. 8).
Thereafter, are presented the main experimental results obtained for the proposed SAPF
with reduced dc-link. The current-source inverter is composed by two legs with two RB-
IGBTs (Fuji Electric, model FGW85N60RB) in each leg. In each RB-IGBT is connected
a protection circuit against overvoltage. Besides that, in order to ensure the protection of
the inverter, are connected varistors in parallel with the RB-IGBTs and with the dc-link,
whose actuation voltage is of 510 V. On the other hand, the dc-dc converter consists
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of two IGBTs (Fairchild Semiconductor, model FGA25N120ANTD). The protection
circuit of these semiconductors are similar to the RB-IGBTs of the inverter. In each leg,
the IGBTs are connected in series with one diode (IXYS, model DSEP 29-12). For the
dc-link voltage, it was defined a nominal voltage of 400 V and nominal capacitance of
100 µF, resulting in a dc-link composed by five capacitors of 20 µF (Vishay, model
MKP1848C) in parallel. Moreover, it was developed three driver boards, two of them to
actuate the RB-IGBTs and one to actuate the IGBTs of the dc-dc converter. The driver
boards used to the current-source inverter generates the overlap-time needed for the
correct operation of the inverter.

Dc-link of dc-dc
converter

RB-IGBTs of 
current-source

inverter 

Diodes and
IGBTs of dc-dc

converter

Varistors to 
protect RB-IGBTs

Fig. 8. Final prototype of the dc-dc converter and the single-phase current-source inverter fixed
to heatsink.

Figure 9 shows the PG voltage, vS , and the signal generated by the EPLL, vPLL . It
should be noted that the transient verified, shows that the output signal of the EPLL,
vPLL , rapidly reaches the synchronismwith the PG voltage. Despite the PG voltage being
distorted, the output signal of the EPLL, vPLL , is sinusoidal and in phase with the power
grid fundamental voltage, as intended.

Fig. 9. Experimental results of the proposed SAPF with reduced dc-link: Synchronism of the
EPLL, vPLL , with the power grid voltage, vS .
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To ensure the correct operation of the single-phase current-source inverter, it is
necessary to establish an overlap-time between the two command signals. It is important
to mention that only one superior semiconductor, S1 or S3, and inferior semiconductor,
S2 or S4, are connected, except during the overlap-time. Therefore, when one of the
superior semiconductors is open, the other superior semiconductor starts conducting,
the same happens with the inferior semiconductors. In Fig. 10, it can be observed the
overlap-time with duration of 1 µs between the two command signals.

(a) (b)

Fig. 10. Experimental results of the proposed SAPFwith reduced dc-link concerning the overlap-
time between the gate signals of the semiconductors: (a) S1 and S3; (b) S2 and S4.

In order to verify the effectiveness of the Fryze theory, it is calculated the theoretical
current in the power grid side, subtracting the measured current in load, iL , from the
compensation current, ic∗. Therefore, the theoretical current in the grid side can be
demonstrated through the MATH functionality available in oscilloscope, Tektronix TPS
2024, which allows the calculation previously described. Figure 11 shows the theoretical
current in source, (iL − ic∗), the load current, iL, the compensation current, ic∗, and the
signal generated by EPLL, vPLL .

Fig. 11. Experimental results of the proposed SAPF with reduced dc-link concerning the Fryze
theory: Load current, iL ; Compensation current, ic∗; Theoretical current in the grid side, (iL −
ic∗); Signal generated by the EPLL, vPLL .
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After that, it was performed the regulation of the current in dc-link of the inverter,
applying the PI controller. The performance of the PI control technique is validated for
a reference current of 2 A. Figure 12 illustrates the behavior of the current in dc-link,
iDC , where it can be observed that the measured current in dc-link, iDC, after the initial
transient, follows perfectly the reference current, i∗. For this reason, it can be concluded
that the control technique has a good performance.

Fig. 12. Experimental results of the proposed SAPF with reduced dc-link during the dc-link
current regulation: Reference current, i∗; Dc-link current, iDC .

5 Conclusions

This paper proposes a novel current-source shunt active power filter (SAPF), aiming to
reduce the inductance value, to minimize the costs, the losses and the dimensions of the
system. Throughout the paper are described in detail the simulations realized, where it
was proved the possibility of reducing the value of inductance for a considerably low
value. Moreover, this paper presents the operation principle of the dc-dc converter that
has a crucial role in the proposed topology. Due to the hybrid energy storage strategy, part
of the energy is stored by the capacitor of the dc-dc converter, and thus, it is not necessary
a huge inductor in the dc-link. On the other hand, it is approached the power theory used
for obtaining the compensation current produced by the SAPF. The developed prototype
is presented and describe in detail. Finally, are presented the main experimental results,
validating the operation of the proposed SAPF with reduced dc-link.
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Abstract. High levels of solar energy are a good orientation for the development
of grid-connected power converters used in the interface of photovoltaic (PV)
installations with the power grid. In this case, in order to define control strategies
and the respective tariffs, the injected power into the grid must be accounted using
an energy meter. Therefore, in this paper, the implementation of a three-phase
smart energy meter for PV installations is presented, ensuring the registration
of the electrical energy supplied to the grid. This three-phase energy meter con-
sists of Hall-effect sensors, used to adapt the high voltages and currents with the
analog circuits of the signal conditioning, which is connected to a DSP. The devel-
oped energy meter ensures data acquisition and processing and, based on that, the
energy calculation and standardization in real time. As presented along the paper,
a detailed metrology analysis was developed to identify the smart meter metro-
logical characteristics. Through the experimental validations, it was possible to
validate the main features of the developed smart energy meter for grid-connected
PV installations.

Keywords: Photovoltaic · Energy meter · DSP · Metrological analysis

1 Introduction

Solar photovoltaic (PV) installations can make significant contributions towards to solve
some of themost energy problems thatwe are facing, nowadays, around theworld. Power
demand is continuously increasing; however, the electricity utilities are unable to meet
this rapidly increasing demand. Solar PV systems, which are used to convert sunlight
into electricity, are increasing, are pollution free, and are a renewable energy source.
The power is produced by directly transforming a free and unlimited energy source into
electricity. However, in order to benefit from a PV installation, variables as the cost of
installation and the system efficiency are extremely relevant. Typically, the electricity
generated from a solar PV installation is injected into the grid, after conditioning to suit
all the conditions of the grid integration [1]. The power produced by the PV system can
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be consumed by the user, where the PV system is installed, or can be injected into the
grid, similar to a nuclear power plant or a hydroelectric power plant, but with a lower
value of injected power [2].

A system of double counting (purchase-sale) makes it possible to resell the power
produced in extra, as well as to consume the available power in the grid when there is
no Sun. The unit is entirely automated and managed by a controlled power electronics
converter. Thus, the context of this type of managed installation is based on the intermit-
tent power production associated with the non-controllable profile consumption, which
is difficult to anticipate. In fact, it is the independent factor (the energy from the sun
depends of the weather conditions) which restricts the power consumption from the PV.
The energy produced by PV modules is directly consumed by the pay loads and the
possible production overflow is injected into the grid. Indeed, the energy context and the
gas emissions regulations for greenhouse effects, as well as the fossil energy resources
reduction, compel us to support renewable energy installations, such as PV systems [3].

This article deals with the necessity of an energy meter to be installed into a solar
PV system connected to the grid. From the physics point of view, the power produced by
the solar PV system is consumed in priority by local loads (in this case a silo) and only
the surplus power is injected into the grid. Thus, a three-phase smart energy meter has
been designed for such purpose, which is a subject that has recently attracted a pertinent
attention with many advantages and projects around the world due to the technical
feasibility in several countries.

2 Proposed Solution Used for the Energy Meter

Figure 1 shows a block diagram of the solar PV system interfaced with the power grid,
where the block diagram of “system connection to the grid” represents the contactors
and switch breakers. The strategy used to measure the total active power is following
described.

The voltage and current signals of each phase of the grid are used as input for a
multiplier,modelAD734,which is followed by a digital low-pass filter. Using the voltage
and current signals, as well as the output voltage of each multiplier, it is calculated,
respectively, the voltage and current RMS values and the power. The total power is:

Pt = P1 + P2 + P3 (1)

According to Fig. 2, the power feed by each phase can be calculated as following
described. At the Hall-effect sensors (voltage and current) output we have:

v1v(t) = kV .V1M . cos(ωt) (2)

v1I (t) = kI .I1M . cos(ωt − φ) (3)

It is important to note that at the output of each sensor (voltage and current) is
obtained a voltage signal proportional to the measured voltage or current at the input
side.
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Fig. 1. Block diagram of the solar PV system: connection to the grid with the energy meter.

Therefore, the output voltages v1V (t) and v1I (t), relative to each phase of the grid,
are applied to the AD734 multiplier, which gives at its output their product, according
to:

vxy = kI .kV .kxy .V1M I1M . cos(φ)

2
+ kI .kV .kxy .V1M I1M . cos(2ωt − φ)

2
(4)

or

vxy = kp[P0 + pac(t)] (5)

where:

kp = kV kI kxy
2

;

P0: represent the active power;
pac(t) represent the alternative power component.

If v(t) and i(t) are not sinusoidal, we have:

v(t) =
∞∑

n=1

Vn cos(nωt − φn) and i(t) =
∞∑

n=1

In cos(nωt − φn)
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To extract the average power, we use an RC filter which performers an integration
function. Using the trigonometric transform as:

cosα × cosβ = 1

2
cos(α − β) + 1

2
cos(α + β) (6)

then the average power consumed by the load is:

P = 1

T

∞∑

n=1

Vn In
2

T∫

0

(cos(φnv − φni ) + cos(2nωt − φnv − φni ))dt (7)

p =
∞∑

n=1

Vn In
2

cos(φnv − φni ) (8)

The power exchange is performed when v(t) and i(t) are with the same frequency
(fundamental component). To increase the acquisition system accuracy, we acquired
the signal at the multiplier (AD734) output, and then we use a digital low-pass filter,
instead of an analogue filter. The system acquires a numberM of samples during a time
Tm = M.Ts , so the power is:

P = 1

kp

1

M

M∑

i=1

vxy(i) (9)

Knowing the values of active power, voltage and current, for each phase of the grid,
it is calculated the apparent power, defined by:

S = V .I (10)

and the phase angle, defined by:

ϕ = cos−1(
P

S
). (11)

To determine the energy, the power is summed with an integral time of 1 s, such as:

W ( j) =
∞∑

i=1

P0i × ti (12)

The conversion to kWh is given by:

W (kWh) = W ( j) × 1

103 × 3600
(13)

The current and voltage acquisition are performed as following described. Since the
output voltage sensor presents a sinusoidal signal, a DC component is added in order to
acquire these variables by the digital controller:

vv−acq(t) = Vdc + vv(t) (14)
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To extract vv(t), it’s necessary first to read sampled data from the ADC and store it in
a location in the Static RandomAccessMemory (SRAM),where it cannot be overwritten
by new data. The first task to perform on the data is then to remove any DC offset. This
is carried out calculating the mean value as:

v̄acq = 1

N

N∑

n=1

vacq(n) (15)

Vv−acq−RMS = 1

N

√√√√
N∑

n=1

v2acq(n) (16)

Then, the RMS value is given by:

Vv−RMS =
√
V 2

v−acq−RMS − v̄2acq (17)

The RMS grid voltage and current are:

VRMS = 1

kV
VV−RMS (18)

IRMS = 1

kI
VI−RMS (19)

The electric energy measurement and management was performed via a DSP. This last
is used, also, for the solar PV system management feeding a wheat silo. It has excellent
performance in terms of speed and digital analogue acquisitionmeans, sowe have exploit
it to conceive a smart energy meter, which has several interesting metrological futures.
Figure 2 shows the electronic part of the energy meter. The control algorithm used to
determine the energy is shown in Fig. 3.
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Fig. 3. Control algorithm used to determine the energy.

3 Metrological Analysis

The validity of this study must be completed by a detailed metrological analysis to illus-
trate the energy meter performance [5–7]. The prototype hardware architecture brings
up two parts: (a) A measurement chain using Hall-effect sensors (voltage and current)
and a multiplier matching circuit; (b) An intelligent system ensuring the acquisition and
processing, as well as data transmission to a PC using a USB port [4]. This system
delivers the voltage and current RMS values, as well as the values of active, reactive,
and apparent power, and energy (U, I, P, Q, S and W ).

The information about the measured variables goes through different circuits before
being processed and displayed. The signal to be processed, by the DSP, is first digitalised
as:

Vxy−acq = kp.P = Vre f
2n

Nx (20)
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From (18) we calculate the power P:

P = q

kp
Nx (21)

where:

q = Vre f
2n : is the quantum (or analogue resolution of the ADC);

n: the number of bits;
Nx: the decimal conversion number.

Knowing kp and acquiring vxy , vV , and vI , so the power load the voltage and current
RMS values and the energy consumed are determined during a time �t .

To estimate the precision measurements, the schematic diagram presented in Fig. 4
is used.

Fig. 4. Schematic diagram for acquiring the variables using the DSP.

The analogue to digital converter (ADC) performs the signal samples at themultiplier
output. The ADC introduces a noise due to the quantization that can be represented by
the following modelling. Figure 5 shows the ADC modelled schematic diagram.

Fig. 5. ADC modelled schematic diagram.

vADC (t) = vvi (t) + nADC (t) (22)

Then:

vADC (t) =1

2
kV kI kxyVM1 IM1(cos(ϕv − ϕi ) + cos(2ωt + ϕv + ϕi ))

+ nmult (t) + nADC (t) (23)
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The estimated power average value is determined by dividing Eq. (22) with the term
kV kI kxy , which gives:

P = 2

kV kI kxy

1

M

M∑

i=1

vADC (iTe) (24)

For the aquisition an ADC of 12 bits and a reference DC voltage of 3.3 V is used.
So its quantum (q) is equal to:

q = Vré f
212

= 3.3

4096
= 0.810 [mV ] (25)

The parameters involved in Eq. (25) are independent. Then we use the error
propagation method:

σ p =
√(

∂p

∂q

)2

(σq)2 +
(

∂p

∂kp

)2(
σkp

)2 (26)

From Eq. (27), which gives the error variance, the uncertainty error due to the
measurement system is evaluated:

σp

p
=

√(
σq

q

)2

+
(

σkV
kV

)2

+
(

σkI
kI

)2

+
(

σkxy
kxy

)2

(27)

σp

p
(%) =

√
∑(

σ xi
xi

)2

× 100 (28)

Sensors with an accuracy of 0.1% and a multiplier with an accuracy of 0.2% are
selected. After all calculations and using an auto calibration system for each data acqui-
sition operation, the error propagation can be less than 0.4% for a voltage range of 230 V
per phase and a current range of 20 A.

4 Experimental Results

To validate the theory, a smart energy meter was developed and tested in the Power Elec-
tronics Laboratory (Group of Energy and Power Electronics, GEPE) at the University
of Minho, Portugal. All the acquisitions are processed by a DSP and then transferred to
a PC via USB. In terms of implementation, the Hall-effect sensors ensure galvanic iso-
lation and measurement accuracy, and the smart energy meter offers a versatile voltage
and current connections from 50 V to 400 V AC up to 100 A. The experiment results
are presented in following graphs. Figure 6 shows the workbench of the energy meter.
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Fig. 6. Workbench of the energy meter.

5 Conclusion

In this paper, a smart energy meter is presented, this last allows to measure, in real
time, the power injected into the power grid from a solar photovoltaic (PV) installation.
The developed system has the flexibility and the ability to be changed in order to be
adapted for various electrical environments. Indeed, the proposed method consists in
using analog multipliers and the extraction of the power information is performed by
a sliding average digital filter. This method is easier to implement and requires lower
computation resources. For the energy meter design, a metrological evaluation has been
developed and treated. The designed energy meter can serve any other application in
residential or industrial sectors.
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Abstract. Green Computing has been the trend among computer scientists for
its eco-friendliness. It serves as a great solution to be integrated with Smart Grids
(SG). Data stemming from SGs falls under the realm of Big Data as it is volu-
minous, various, and has a great velocity. Hence, these data need processing and
storage. For this, High-Performance Computing, through clustering a set of com-
puters, proves necessary. Nowadays, with the hardware advances that the world
is witnessing, the Raspberry Pi (RP) creates a number of opportunities to deploy
cost-effective and energy-efficient clusters, which respect the concepts of Green
Computing. In this paper, we are presenting the work done within a USAID spon-
sored project which aims at developing a SG testbed at Al Akhawayn University
in Ifrane, Morocco. We are presenting the deployment of a 5-node cluster based
on RPs. The cluster has Hadoop installed and runs the TestDFSIO and Tera-
sort benchmarks for the performance analysis in addition to an energy efficiency
analysis.

Keywords: Big Data · Hadoop · Raspberry Pi · HPC · Smart Grids · Green
Computing · Cost-effectiveness · Energy-efficiency

1 Introduction

Nowadays, Green Computing constitutes a fashion among IT practitioners and compa-
nies. The main motivation behind this shift is the realization that energy consumption is
significantly increasing which has a direct impact on the environment. Furthermore, a
significant amount of the energy consumed worldwide goes to the manufacturing, stor-
age, operation, and cooling of data centers. This is mainly due to the increasing compute
power required by different applications in different fields, and by diverse companies
and institutions [1].
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Green Computing is a perfect solution for Smart Grids (SG) as it respects the energy
efficiency as one of its main building blocks.

SG have been introduced to accommodate for the increasing demand of energy all
over the world. The “Grid” refers to the traditional electrical system that is responsible
for bringing energy from power plants to end users. The term “Smart” refers to a set of
features added to the traditional grid that makes is intelligent. Actually, the smartness of
the SG resides in the two-way communication system that allows electricity to flow in
both directions: from the power plant to the end-user and the other way around.

The SG has a set of meters, instruments, and equipment that are connected to each
other and to the grid. The communication between all the components is done via a
specific and well-chosen protocol [2].

Since all the components are connected, we can infer that SGs generate huge amount
of data that has all the aspects of Big Data. It goes without saying that Big Data
requires two major operations: processing and storage. Bringing up processing, High-
PerformanceComputing (HPC) is the first thing that comes to one’smind.HPC is usually
provided through two main venues: supercomputers, and clusters of commodity com-
puters. The solution of supercomputers is no longer adopted because of the high cost
of purchase, maintenance, and staff. Companies nowadays are opting for solutions that
involve clustering computers to achieve the high performance.

HPC is mostly used in solving advanced and more complicated problems in addition
to performing research activities [3]. Now, with the advent of hardware, the Raspberry
Pi provides new opportunities to deploy energy-efficient and cost-effective clusters.

Clusters of Raspberry Pi have been trending in the last decade and have been the
center of interest of many researchers and practitioners in the field. However, the com-
munity did not provide a closer look at the performance of these clusters, nor at their
energy efficiency.

In this paper, we are testing the performance of a 5-node Raspberry Pi cluster running
Hadoop. For this, we used two main benchmarks: Hadoop TestDFSIO and Terasort. The
results obtained have been compared to the ones of a study that was previously carried
on using the same benchmarks on a cluster of commodity computers. In addition to that,
we are measuring the energy consumption of the cluster when running the Terasort on
the biggest dataset of our experiment.

The rest of the paper is organized as follows: Sect. 2 presents the work previously
done in using Raspberry Pis to run HPC jobs. In Sect. 3, we present the background
of the work done in this paper. Then, in Sect. 4, we describe the experimental setup in
addition to the technologies used. The next section presents the results and analysis of
the experiments. The last section discusses the conclusions and the future work.

2 Related Work

Raspberry Pi clusters have been the trend of cluster computing for the last years. A sig-
nificant amount of work has been carried out using Raspberry Pis as a cost-effective and
energy-efficient alternative. This section presents different attempts to deploy Raspberry
Pi clusters.
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Helmer et al. in [4] are describing their work done in deploying a Raspberry Pi cluster
that consists of 300 nodes. They are presenting the first steps consisting of setting up and
configuring the hardware along with the system software, in addition to the maintenance
and the monitoring of the system. Furthermore, they discuss some of the limitations that
would hinder the deployment of their cluster. These reside in the low processor speed
that does not go beyond 700MHz, and the card performance that is relatively slowwhich
is explained by the actual design of the flash memory. However, they did not present any
benchmarks to test the performance of their cluster.

Iridis-pi is another low-cost cluster that is meant for demonstration [5]. The cluster
consists of 64 Raspberry Pis Model B, each having a 700 MHz ARM1176JZF-S RISC
processor, and 256 MB of RAM. The cluster is hosted on a Lego chassis. The intercon-
nection between the nodes is done via commodity Ethernet cables. The system has a
total of 16 GB of RAM and 1 TB of flash storage capacity. For the numerical compute
power assessment, the well-known LINPACK benchmark was used for the single-node
performance, and High-Performance LINPACK (HPL) benchmark was used to measure
the throughput of the entire cluster. Concerning the benchmarking results, the single-
node execution showed a computational performance peak of around 65000 kflops. Also,
large problem sizes in HPL benchmark showed a good scalability when increasing the
number of nodes, however, the scalability was not significant when it came to small
problems because of the network overhead.

A very famous use of Raspberry Pis in data processing is what is known as the
Glasgow Raspberry Pi Cluster [6]. In their paper, the authors present the “PiCloud”
as a set of clusters of Raspberry Pi devices that emulate the entire stack of the cloud.
The cluster contains 56 Model B Raspberry Pi devices that are interconnected using
a multi-root tree topology. Each one of the Raspberry Pis uses 16 GB SD card which
could support up to 3 co-located concurrent virtualized hosts realized through Linux
Containers. Therefore, the virtualization component of the Cloud is provided through
the containers and not through virtual machines. The deployment of this cloud is still
not mature according to the authors, they are still investigating the adaptation of the
libvirt framework that allows for an easier and more secure management of the virtual
resources. Plus, they have a plan of implementing sophisticated live migration with their
PiCloud.

Nick Schot has presented a study about the feasibility of Raspberry Pi based data
centers for Big Data applications in [6]. The paper is taking a closer look at the benefits
and potentials of using Raspberry Pi in a micro data center with Big Data applications as
its main purpose. The author presented an analysis of the performance, the scalability,
energy consumption, and ease of management. For this, Hadoop framework was used.
As results, the cluster showed a moderate performance with the bottleneck being the
SD card and more specifically the random write speed which turned out to be extremely
low (1.26 MB/s). Regarding the power consumption, the experimentations revealed that
Raspberry Pi requires very little power even when operating under load. One Raspberry
Pi consumes about 2 W and remains relatively cool at about 55 °C.

This paper extends the work previously done by assessing the performance using
the TestDFSIO and the Terasort benchmarks. We measure the running time for both
benchmarks and the energy consumed while running the Terasort benchmark.
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3 Background

3.1 Raspberry Pi

Raspberry Pi was first introduced to allow for easier access to computing education in
underdeveloped countries. It was first launched in 2012 within the open source ecosys-
tem. The very first board had a single-core, 700 MHz CPU, and no more than 256 MB
RAM, while the latest model has a quad-core, 1.4 GHz CPU, and 1 GB of RAM [7].

The very popular use of Raspberry Pi over the world reside in learning programming
and building hardware projects, home automation, and industrial applications.

Raspberry Pi is a computer that runs Raspbian Linux operating system, which is
open source with a set of open source software running on top of it. From hardware
perspectives, it provides a set of General-Purpose Input/output (GPIO) that allow the
interactionwith the external world through sensors for example. TheGPIOs also allow to
control electric components through actuators and hence explore the Internet of Things
(IoT).

3.2 Hadoop

Understanding Hadoop requires the understanding of the Big Data and its issues related
to the traditional processing system.

The Relational Database Management Systems used to focus on structured, semi-
structured, and unstructured data. This did not solve the following problems:

– Storage of the colossal amount of data.
– Storage of heterogeneous data.
– Access and processing speed.

Hadoop emerged to solve these problems through bringing a framework that allows
for a distributed storage of data for later parallel processing.

Hadoop has two main components: The first one being HDFS (Hadoop Distributed
File System), is the component responsible for the distributed storage of the data under
different formats. The second component is YARN (Yet Another Resource Negotiator).
It takes care of the resource management in Hadoop and allows for jobs allocation.

HDFS can be seen as an abstraction. It is represented as a single unit that is meant to
store Big Data stemming from different sources. However, the storage is actually done
across multiple nodes in a distributed manner that follows the master-slave architecture.

YARN takes care of all the processing activities by allocating resources and ensuring
the scheduling of the tasks. It has two major components: ResourceManager and Node-
Manager. The ResourceManager is themaster node that receives processing requests and
then passes parts of them to the NodeManagers. Every Datanode has a NodeManager
that is installed and that does the actual processing [8].

3.3 Green Computing

Green Computing refers to the practice of efficient and eco-friendly computing. Many
companies have realized that going green would help a lot in maintaining good public
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relations and significantly reducing the cost. Hence, Green Computing has been the trend
among companies and industries. However, going Green is not straightforward.

According to [9], ICT industry was responsible for 3% of the world energy
consumption in 2012. This is supposed to increase by 20% a year.

Green Computing has five core green technologies: Green Data Centers, Virtualiza-
tion, Cloud Computing, Power Optimization, and Grid Computing.

In addition to that, it has the following benefits:

– Reducing energy consumption of computing resources while performing heavy
operations.

– Saving energy in idle states.
– Reducing computing wastes.

3.4 MiGrid Research Project

This section of the paper presents the work done in implementing a SG at Al Akhawayn
University in Ifrane as a testbed within a USAID sponsored project. This project aims at
developing a holistic testbed platform that integrates smart buildings, renewable energy
production, and storage.

The general architecture of the SG is depicted in the figure below (Fig. 1) [10].

Fig. 1. AUI Smart Grid testbed

The architecture consists of the following elements:

1. Wireless Sensor Network: It is supposed to sense data in the environment where it
is deployed. We based our technology choices and architecture on the thesis in [11].
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2. BigDataAnalytics Platform: It ismeant to store and process the big data coming from
the wireless sensor network [12]. This platform consists of a cluster of Raspberry
Pis, which is implemented and tested performance wise.

3. Wireless Actuator Network: A set of wirelessly connected actuators that take care
of translating the signals received into actions.

4. NI CompactRIO Controller: It is the main controlling unit of the system that decides
on whether to inject the energy produced to the grid or to store it in batteries.

5. Solar Parking Lot: It is the main renewable energy source.
6. Storage Device: It consists of Hydrogen batteries that are meant to store the excess

of energy produced by the solar station for later usage.

In this paper,we are tackling theBigDataAnalytics Platformpart throughbuilding an
HPC cluster using Raspberry Pis and assessing its performance. This cluster is deployed
in our testbed and hence needs to respect two main constraints: cost-effectiveness and
energy-efficiency.

4 Experimental Setup

In order to test the performance of our Raspberry Pi cluster, we ran a set of experiments
using two main Hadoop benchmarks: Terasort and TestDFSIO.

Our cluster contains five nodes: one master, and four workers. For each dataset size,
we ran the benchmark three times, starting with two nodes up to 4 by adding one node
at a time.

The next sections of the paper present the hardware and software requirements and
architectures.

4.1 Hardware and Software Requirements

For the sake of this experiment, we made use of the following hardware.

– 5 x Raspberry Pi 3 Model B+
– 5 x HDD 1 TB
– 5 x SD Card 8 GB
– An 8-port switch
– Ethernet cables
– Monitor
– Keyboard
– Mouse



Towards Green Data Centers 297

The specifications of the Raspberry Pi used are described in Table 1 below:

Table 1. Raspberry Pi specifications

Spec Raspberry Pi 3 B+

CPU type/speed ARM Cortex-A53 1.4 GHz

RAM size 1 GB SRAM

Integrated Wife 2.4 GHz and 5 GHz

Ethernet speed 300 Mbps

PoE Yes

Bluetooth 4.2

Cores 4

Initially, we used SD cards of 8 GB. We assumed that more space will be required
to store all the data stemming from the SG. Thus, we extended the storage to 1 TB using
external HDDs.

Regarding the software requirements, the main piece of software used in this
experiment is Hadoop version 2.7.

The hardware architecture opted for is depicted in Fig. 2.

Fig. 2. Hardware architecture

The choice of RPs stems from the nature of the research project and aligns with
the energy efficiency concept introduced by the SG. Thus, we are targeting a green
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processing unit that costs less than the traditional one, and eventually consumes less
energy all without being less performant.

Each one of the physical nodes shown above is running Hadoop according to the
following software architecture and based on whether the node is a master or a slave.
The software architecture is shown in Fig. 3.

Fig. 3. Software architecture

5 Results and Analysis

5.1 Benchmarks Used

Toassess the performance of ourHadoop cluster,weused twomain benchmarks: Terasort
and TestDFSIO. The Terasort benchmark was used because we sorting is one of the main
operations done on SG’s data. Also, it is important to test the cluster I/O speed wise as
this feature is widely used by SG applications.

The Terasort Benchmark is used to test both Hadoop components: HDFS et MapRe-
duce. It does so by sorting different amounts of data to measure the capabilities of
distributing and “mapreducing” files and jobs in a cluster. The benchmark has three
main components.

– Teragen: It generates the random data to be sorted.
– Terasort: Sorts the generated data using MapReduce.
– TeraValidate: It is used to validate the output of the Terasort component.

The second benchmark used is TestDFSIO. It is basically a “read” and “write” test
for HDFS. It is mainly used as stress test for HDFS to discover the bottlenecks and have
an idea about how fast the cluster is in terms of I/O.
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The dataset used for the Terasort benchmark and that is given by the Teragen function
has the following format: (10 bytes key) (10 bytes row_id) (78 bytes filler). The key
consists of random characters (e.g. ‘~’), the row_id identifies the row by an integer, and
the filler consists of characters from A to Z.

5.2 Results

Performance Results
The performance results were obtained through running the Terasort benchmark on the
cluster using four different dataset sizes: 100 Mb, 1 GB, 10 GB, and 30 GB.

We tested the cluster using 2, 3, and 4 nodes and we compare the results with the
ones obtained in [13]. Each test was performed three times and then the mean time was
calculated. The results of running the Terasort are shown in Fig. 4 below.
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Fig. 4. Terasort execution time

As we can notice from the graph above, scaling up in the cluster helped gaining
performance wise as the execution time goes from 299 s to 159 s to sort 100 MB of data,
and from 7905 s to 7001 s when sorting 30 GB of data.

To be able to assess the results obtained, we compared them with the results of
another cluster of commodity hardware and that runs the same benchmark. This cluster
is using the Dell OptiPlex 755 computer with the specification shown in the Table 2
below.
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Table 2. Dell OptiPlex 755 features

Characteristic Value

RAM total memory 975 MB

Disk space 160 GB

Number of processors 2

Processor model Intel® Core™2 Duo CPU E4500 @ 2.20 GHz

CPU architecture I386/i686

CPU op-mode(s) 32-bit, 64-bit

Linux Kernel Distributor ID: Ubuntu
Description: Ubuntu 12.04.3 LTS
Release: 12.04
Codename: precise

The RPi cluster does not introduce any gain in terms of performance when sorting
30 GB of data using clusters of 3 and 4 nodes. The loss, compared to the normal cluster,
was found to be around 20% when working with 3 nodes and we lost up to 75% with a
cluster of 4 nodes.

The difference in the execution time of both clusters is shown in the graph of Fig. 5
below.
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Fig. 5. Terasort execution time of RPi cluster and normal cluster
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Stress Testing Results
For the stress testing of the cluster, we used the TestDFSIO benchmark. We start by
writing different sizes of files, mainly 100 MB, 1 GB, 10 GB, and 100 GB. Then we
read the same files. At each read/write operation we measure the execution time. The
results of the write operation are shown in Fig. 6 below.
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Fig. 6. TestDFSIO write execution time

As shown in the graph above, there is a slight gain in the performance as the execu-
tion time decreases when adding nodes to the cluster. The increase of the performance
is noticed when dealing with bigger file sizes. However, we cannot really notice the
execution time of writing 100 MB as it is very low. It is shown separately in Fig. 7.
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We are comparing the results obtained with the ones of the commodity cluster
described previously. The results of the comparison are shown in Fig. 8.
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Fig. 8. Write 100 GB execution time of RPi cluster and normal cluster

As we can infer from the graph, there is a drop in the performance of the RP cluster
compared to the normal one. The execution time got almost tripled up when writing
100 GB for both clusters.

Next, we are looking at the Read execution time of the same file size. The results
obtained are presented in the graph of Fig. 9 below.
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The execution time of reading 100 MB is very low compared to the other datasets.
We are presenting it separately in the graph of Fig. 10 below.
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Fig. 10. Read 100 MB - execution time

The comparison between the two clusters is described in Fig. 11 below. As we can
notice, we lost a lot in terms of performance as the reading on 100 GB of data using the
Raspberry Pi cluster takes almost triple the time compared to the normal cluster. Also,
we can notice that scaling up in the cluster does not help gaining performance wise.
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Fig. 11. Read 100 GB execution time of RPi cluster and normal cluster

Energy Consumption
For the energy consumption analysis, we measured the current needed by one Raspberry
Pi while performing the Terasort benchmark with 100 MB of data in a 5-node cluster.
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We noticed that the current varies between a maximum value of 0.10 A when the
Raspberry Pi is performing jobs, and a minimum of 0.04 A when it is in an idle state.
The current was measured using a multimeter each second for 159 s (which is the time
taken by the cluster to sort 100 MB of data).

In order to calculate the power consumed, we had to multiply the current obtained
by the voltage needed for the Raspberry Pi to function which is 5 V, according to the
following formula:

Pc = I * V, with I being the current and V the voltage.
The minimum power consumed was found to be 1 W, and the highest was 10 W.

The power consumed during the entire working time of the Terasort benchmark with
100 MB is shown in Fig. 12 below.
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Fig. 12. Power consumption of a Raspberry Pi

5.3 Analysis

From the results obtained, the RPi cluster did not perform well with the TestDFSIO
benchmark compared to how a normal cluster would perform. However, and in both
read and write operations, the Raspberry Pi cluster performed slightly better when we
scaled up in the cluster by adding more nodes.

In the next figures (Figs. 13 and 14), we are looking at the throughput of both read
and write operations.

Based on the results of the commodity hardware (CH) cluster described previously
in this paper regarding the TestDFSIO benchmark, we can notice that the Raspberry Pi
is relatively slow compared to a normal computer. The comparison of the throughput of
both cluster (with 3 nodes) and with the same dataset sizes is shown in Fig. 15.
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Concerning the Terasort benchmark, the Raspberry Pi cluster did not perform better
than the traditional cluster, however, the drop in the performance is not as significant as
the one with the TestDFSIO benchmark.

The Terasort took longer time to be completed. This is mainly due to the low com-
puting power of the Raspberry Pis. The relatively low performance of the Terasort may
be overcome by adding more nodes to the cluster.

By looking at the power consumption of the Raspberry Pi in a working mode, we can
notice that the consumption is low which leaves room to add more nodes to the cluster
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Fig. 15. TestDFSIO write throughput for 3 nodes RPi cluster and CH cluster

without being worried about the energy consumption. Hence, this respects the concept
of Green Computing and make our cluster a green one.

We consider this solution to be very suitable for our project since the platform
in question is not supposed to perform real-time operations. This does not make the
performance an issue to worry about.

6 Conclusion and Future Work

In this paper, we introduced our approach to deploy an energy-efficient and cost-effective
Big Data Analytics Platform for Smart Grids. We presented the work done in comparing
two different clusters: one based on commodity hardware and the other one based on
RaspberryPis. Todo the assessment,weused twodifferentHadoopbenchmarks: Terasort
and TestDFSIO.

The results have shown that there was a significant drop in the performance with the
TestDFSIO benchmark compared to the traditional cluster. However, we noticed that the
Terasort benchmark delivered a little less performance that can be easily overcome by
adding more nodes to the cluster.

In addition to the performance assessment, wemeasured the power consumed by one
Raspberry Pi in a working mode within a cluster of 5 nodes. The measurements showed
that a Raspberry Pi does not consume a significant amount of power. This means that
the cluster can be scaled up without worrying about the power consumed.

Based on the results of this experiment, both performance and energy consumption
wise, we can say that our cluster is a green one. Hence, the big data analytics platform
conceived for the SG testbed is well suited for the general concept.

As future work, we intend to measure the energy consumption of one machine
in a traditional cluster, so that we can compare the energy consumed under the same
workload. In addition to that, we will be testing the Raspberry Pi cluster with real data
that we will be gathering from our real-world testbed.
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